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ABSTRACT

There has been burgeoning interest in wireless technologies that

can use wider frequency spectrum. Technology advances, such as

802.11n and ultra-wideband (UWB), are pushing toward wider fre-

quency bands. The analog-to-digital TV transition has made 100-

250 MHz of digital whitespace bandwidth available for unlicensed

access. Also, recent work on WiFi networks has advocated discard-

ing the notion of channelization and allowing all nodes to access the

wide 802.11 spectrum in order to improve load balancing. This shift

towards wider bands presents an opportunity to exploit frequency

diversity. Specifically, frequencies that are far from each other in the

spectrum have significantly different SNRs, and good frequencies

differ across sender-receiver pairs.

This paper presents FARA, a combined frequency-aware rate

adaptation and MAC protocol. FARA makes three departures from

conventional wireless network design: First, it presents a scheme

to robustly compute per-frequency SNRs using normal data trans-

missions. Second, instead of using one bit rate per link, it en-

ables a sender to adapt the bitrate independently across frequencies

based on these per-frequency SNRs. Third, in contrast to traditional

frequency-oblivious MAC protocols, it introduces a MAC protocol

that allocates to a sender-receiver pair the frequencies that work best

for that pair. We have implemented FARA in FPGA on a wide-

band 802.11-compatible radio platform. Our experiments reveal that

FARA provides a 3.1× throughput improvement in comparison to

frequency-oblivious systems that occupy the same spectrum.

Categories and Subject Descriptors C.2.2 [Computer Sys-

tems Organization]: Computer-Communications Networks

General Terms Algorithms, Design, Performance

Keywords Wireless, Cognitive Radios, Wideband, Rate Adapta-

tion, Cross-layer

1 INTRODUCTION

Wireless technologies are pushing toward wider frequency bands

than the 20 MHz channels employed by existing 802.11 networks.

802.11n already includes a 40 MHz mode that bonds together two

20 MHz bands [23]. Emerging ultra-wideband (UWB) technolo-

gies employ hundreds of MHz to support multimedia homes and

offices [24, 50, 9, 40]. The FCC has recently permitted unlicensed
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Figure 1: Frequency diversity across 100 MHz of 802.11a spec-

trum as observed by two receivers for transmissions from the

same sender. The figure shows that the SNRs of different frequen-

cies can differ by as much as 20 dB on a single link. Further, different

receivers prefer different frequencies.

use of digital TV whitespaces that occupy 100-250 MHz of spectrum

vacated by television bands in the analog-to-digital transition [12].

Furthermore, recent empirical studies show that the 802.11 chan-

nelization model which limits each node to a single 20 MHz chan-

nel can lead to severe load imbalance [19, 28, 37]. They advocate

discarding channelization and allowing all nodes to access the en-

tire 802.11 spectrum based on demand [19, 37]. This push towards

wider bands is further enabled by the constantly lowering prices of

high-speed ADC and DAC hardware [38, 31].1 In particular, today,

wireless cards that span over 100 MHz of spectrum can be built us-

ing off-the-shelf hardware components [35].

As wireless networks push towards wider bands, we can no longer

afford to ignore frequency diversity. Specifically, multipath effects

cause frequencies that are far away from each other in the spectrum

to experience independent fading. Thus, different frequencies can

exhibit very different SNRs for a single sender-receiver pair. Further,

the frequencies that show good performance for one sender-receiver

pair may be very different than the frequencies that show good per-

formance for another pair. Fig. 1 shows empirical measurements of

the SNRs across 100 MHz of the 802.11a spectrum, as observed

by 2 clients for transmissions from the same AP (see §9 for exper-

imental setup). The figure reveals that different frequencies show a

difference in SNR of over 20 dB both for a single link and across

links. Existing bitrate adaptation and MAC protocols however are

frequency-oblivious. They assign the same bitrate to all frequencies

and allocate the medium in a time-based manner, ignoring the fact

that different frequencies work better for different sender-receiver

pairs. Thus, current rate adaptation and MAC protocols can neither

deal with the challenge nor exploit the opportunities introduced by

the frequency diversity of wide bands or unchannelized 802.11.

1The wider the band, the faster the ADC and DAC have to sample the signal.



This paper presents the design and implementation of FARA,

a frequency-aware wireless architecture. FARA is beneficial for

both wireless LANs and mesh networks. Its design focuses on the

802.11a/b/g/n spectrum, but it can also be used in a cognitive mode

over white spaces as discussed in §10.

FARA has four key components that together allow it to improve

network throughput and balance load.

• Per-frequency SNR estimation: FARA leverages the existing

OFDM system, which divides the entire frequency band into

many narrow subbands. It devises a new approach to allow a

receiver to use normal data packets, whether received correctly

or incorrectly, to robustly estimate the SNR in each OFDM sub-

band.

• Frequency-aware rate adaptation protocol: FARA uses its

per-frequency SNR measurements to enable a transmitter to use

different bitrates across different OFDM subbands. Specifically,

a FARA receiver measures the SNR in each subband, maps it into

an optimal bitrate using characterization tables for the receiver

hardware,2 and periodically reports this optimal bitrate for each

subband to the transmitter.

• Frequency-aware MAC: A FARA transmitter acquires the

medium using carrier-sense. However, once the medium is

acquired, a transmitter that has traffic for multiple receivers can

simultaneously transmit to all these receivers by preferentially

allocating frequencies to receivers to maximize the overall

throughput across these receivers.

• Load-aware contention: In contrast to existing channelized

802.11 networks, in FARA the entire frequency spectrum is

available to all nodes without channelization. As a result, load

balancing can be done using a small modification to CSMA

where an AP or a router in a mesh network contends for the

medium proportionally to its load.

We implemented FARA using the WiGLAN radio platform [35],

and compared it to the current frequency-oblivious 802.11. Measure-

ments from our indoor testbed reveal the following findings:

• Frequency diversity exists, and is stable over time. Specifically,

our results show that different subbands in the 802.11a spectrum

can show a difference in SNR of over 20 dB. Further, the SNR

profile for individual subbands is relatively stable for periods upto

5 seconds, and hence can be communicated from receiver to trans-

mitter with low overhead.

• FARA is effective at harnessing frequency diversity, delivering a

median throughput gain of 3.1× in our testbed.

• FARA’s gains come both from exploiting frequency diversity

within a single sender-receiver pair (frequency-aware rate adap-

tation), as well as across sender-receiver pairs (frequency-aware

MAC). Typically, for our experimental scenarios, about 70% of

the gains are due to frequency-aware rate adaptation, and 30% are

due to the frequency-aware MAC.

• FARA’s load-aware contention protocol is fair even when APs

have a wide load disparity.

To the best of our knowledge, FARA is the first system to present

frequency-aware rate adaptation and MAC protocols, and show

through a prototype implementation and experimental evaluation,

that frequency-awareness can improve the throughput of an 802.11

network.

2These characterization tables need to be calibrated only once for a particular re-
ceiver hardware.

2 RELATED WORK

Related work falls in the following areas.

(a) Measurement and Analysis of Frequency Diversity. The im-

pact of multipath effects in creating varying signal strength across

frequencies is well understood theoretically [47]. Also, multiple

measurement studies [36, 43, 8, 29, 4] have demonstrated the ex-

istence of this frequency diversity in practice, showing that it occurs

both at the low end of the RF spectrum, as in white spaces [3, 39],

as well as the high end of the spectrum, as in 60 GHz technolo-

gies [36, 43]. Among these, the most relevant to our work are mea-

surement studies in the 2.4 and 5.2 GHz spectrum [8, 29, 4] (cor-

responding to 802.11b/g and 802.11a, respectively), which report a

difference in signal strength of as much as 20 dB between frequency

bands both in line-of-sight (LOS) and non line-of-sight (NLOS) sce-

narios. Our work is motivated by these results, but differs from them

significantly because it presents a rate-adaptation and MAC that can

leverage frequency diversity to improve network throughput.

(b) Subband Adaptive Modulation and Coding. Wired cable

modem standards, such as Asymmetric Digital Subscriber Line

(ADSL), High bit-rate DSL (HDSL), and Very high-speed DSL

(VDSL) [44] adapt modulation and coding independently across

OFDM subbands. Some prior theoretical or simulation studies have

proposed a similar approach for wireless channels [27, 13, 7, 22,

30, 54, 32, 33, 34, 11], and a few papers [53, 48] have investigated

the complexity of hardware implementations of such designs. Our

work builds on this foundation but differs in two ways. First, FARA

presents a rate adaptation algorithm that works in real-time and sup-

ports its design with empirical evaluation. Second, FARA augments

its frequency-aware rate adaptation with a frequency-aware MAC,

while all these prior studies focus only on a single link, and none of

them exploits frequency diversity across multiple users.

(c) Opportunistic Communication Schemes. Prior work on op-

portunistic communication considers a scenario where two nodes

that can hop between frequencies try and identify the best channel

on which to communicate [42, 18]. This work proposes schemes to

minimize exploration overhead while maximizing the probability of

finding a high-performance frequency band. While FARA is similar

in that it exploits frequency diversity, it differs from these schemes in

both objective and mechanisms. First, these schemes focus on find-

ing and using a small set of good frequencies assuming that they

all have similar SNRs, while FARA allows a sender-receiver pair to

operate over a wide set of frequencies that may differ drastically in

SNR. To achieve this goal, FARA provides a rate adaptation scheme

that uses different bitrates on frequencies with different SNRs. It

also extends the 802.11 protocol to allow a transmitter to transmit

simultaneously to multiple receivers, taking advantage of frequency

diversity across them. Furthermore, FARA is implemented and eval-

uated in a wireless testbed, while prior work is simulation-based.

(d) Non-channelized 802.11 Protocols. Recent work has advocated

using the 802.11 spectrum as a whole, and discarding the traditional

fixed-width channel model [19, 37]. Specifically, ODS [19] allows

all nodes to simultaneously access the entire 802.11 spectrum, and

share it using code division multiple access (CDMA), while Mosci-

broda et. al. [37] dynamically assign non-overlapping frequencies to

different APs proportional to their load. Similarly to these schemes,

FARA allows all nodes access to the entire 802.11 spectrum based

on their demands, and hence can provide load balancing, but, in con-

trast to the frequency-obliviousness of the prior work, FARA can

exploit frequency diversity both for rate adaptation, and medium ac-

cess, hence providing additional gains even when loads are balanced.
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Figure 2: Multipath Effect Causes Frequency Diversity. Signals

from different paths combine at the receiver constructively or de-

structively depending on their phases. Since the phase is a linear

function of the frequency, the destructive and constructive patterns

differ across frequency bands causing different frequencies to have

different SNRs.

(e) FDMA Cellular Networks. Multiple cellular technologies such

as Flash OFDM, GSM and WiMax [47, 2, 41] use frequency di-

vision multiplexing for medium access. Flash OFDM and GSM use

pseudorandom frequency hopping, rather than assigning to each user

those frequencies that work best for the user at that instant. WiMax

on the other hand has two modes. For mobile and fast-changing

channels, WiMax randomly assigns frequencies to users, rather than

assigning the best instantaneous frequencies to each user. For static

or moderately dynamic environments, WiMax allocates to each user

a chunk of contiguous frequencies that work best for that user. FARA

is designed for static or moderately dynamic networks and is similar

to this latter mode of WiMax in that it assigns to each sender-receiver

pair the frequencies that work best for that pair. FARA however dif-

fers from WiMax in two ways: First it does not limit a user to a

contiguous chunk of frequencies, and allows a sender-receiver pair

to use non-contiguous frequencies. Second, in contrast to WiMax,

which uses the same bit rate across the whole chunk allocated to a

user, FARA adapts the bit rate independently across different fre-

quencies used by a sender-receiver pair.

3 FREQUENCY DIVERSITY

Frequency diversity is an intrinsic characteristic of RF propaga-

tion in multipath environments [47]. The wireless channel both at-

tenuates the RF signal and changes its phase. Specifically, the chan-

nel shifts the signal’s phase by 2πf τ , where f is the signal’s fre-

quency and τ is the path delay. In environments with multipath ef-

fects, the receiver ends up with multiple copies of the signal that

traversed different paths with different delays, as shown in Fig. 2.

These copies have different phases and hence may add up construc-

tively or destructively. Since the phase of the received signal is a

linear function of its frequency, different frequencies show different

degrees of constructive and destructive signal patterns.

The effect of this frequency diversity is significant when ex-

amined across a wide spectrum, such as the entire 300 MHz of

spectrum usable by 802.11a, or the 80 MHz usable by 802.11g.

Past measurements show that different frequency bands within the

wide 802.11a/b/g spectrum can differ by as much as 20 dB of

SNR [4, 8, 29]. These results align with our own measurements

shown in Fig. 1. The figure shows the SNRs of two 100-MHz chan-

nels in the range of 802.11a, for subbands of one MHz wide. The

measurements are taken for two links in our testbed (from transmit-

ter tx to receivers A2 and B3 in Fig. 6). The figure reveals that the

SNR difference between frequencies is significant. Furthermore the

SNR pattern is highly diverse both for a single link and across the

two links.

Frequency diversity motivates bit rate adaptation schemes and

MAC protocols that can leverage SNR differences across frequen-

cies to increase network throughput.

4 FARA

FARA is a new architecture for static and moderately dynamic

wireless networks, i.e., typical 802.11 environments. Similarly to re-

cent proposals for channel bonding [23] and load balancing [19, 37],

FARA advocates discarding the current channel notion and allowing

all nodes to access a larger chunk of the 802.11 spectrum. FARA

however recognizes that a wider spectrum increases frequency di-

versity. Its design harnesses frequency diversity via four compo-

nents: per-frequency SNR estimation algorithm, frequency-aware

rate adaptation, frequency-aware MAC protocol, and load-aware

contention. Together these components significantly increase net-

work throughput and balance the utilization of the 802.11 spectrum.

In the following sections, we explain each of these components in

detail.

5 PER-SUBBAND SNR ESTIMATION

FARA introduces a novel algorithm that allows a sender-receiver

pair to estimate the performance of each frequency, i.e., its SNR, us-

ing normal data packets, whether received correctly or incorrectly.

To do so, FARA leverages Orthogonal Frequency Division Mul-

tiplexing (OFDM), which is already implemented as part of the

802.11a/g/n physical layer [45, 46]. OFDM divides the used fre-

quency spectrum into many narrow subbands. A subset of these sub-

bands are called pilots and used to transmit a known bit pattern mod-

ulated at BPSK to allow the receiver to track the channel [20]. The

other subbands are used for data transmission. A FARA receiver

estimates the SNR for each OFDM data subband, for each sender,

by estimating the signal power from all of the transmitted data, and

leveraging the known bit pattern in the pilot bins to estimate noise.

In particular, the SNR in subband i , SNRi is the ratio of the sig-

nal power in subband i , Si , to the noise power, Ni . The receiver

cannot directly measure the signal power; however, it can measure

the received power in subband i , Ri , which is the sum of the signal

power, Si and the noise power, Ni . Thus,

SNRi =
Si

Ni

=
Ri −Ni

Ni

SNRi =
Ri

Ni

−1 (1)

Note that the noise in a communication channel is typically the same

for all subbands, i.e., white noise.3 This is because noise comes

from thermal noise in the receiver hardware, quantization, and digi-

tal computation errors, which are all independent of frequency. Thus,

we can rewrite Eq. 1 as

SNRi =
Ri

N0

−1,where N0 = Ni ,∀i (2)

The received power, Ri , in a particular subband can be easily es-

timated by taking the square of the signal corresponding to that sub-

band, and averaging this value across all data symbols in a packet.

We can get an accurate estimate of the noise power, N0, by ex-

ploiting the fact that OFDM uses some subbands as pilots, which

contain known data bits. Specifically, the received signal sample,

yi [k ], in subband i can be written as:

yi [k ] = Hixi [k ]+ni [k ] (3)

3While channel noise is typically white, interference due to other technologies, say
Zigbee, can differ across subbands. In this paper, we deal with interference the same
way 802.11 does, i.e., via carrier sense. FARA however can leverage our previous work
on SWIFT [40] to identify subbands occupied by other technologies and avoid them.



where Hi is the channel, xi [k ] is the kth transmitted signal sam-

ple in subband i , and ni [k ] is the corresponding noise sample. The

receiver knows Hi for all subbands because it is estimated using

known OFDM symbols in the preamble [20]. In the case of a pi-

lot subband, xi [k ] is also known at the receiver since pilot subbands

contain a known data sequence. As a result, the receiver can estimate

the noise samples, ni [k ], and the noise power, N0, as:

ni [k ] = yi [k ]−Hixi [k ] (4)

N0 = Ei,k (ni [k ]2) (5)

where the function E (.) is the mean computed using all pilot bits

across all symbols in the data packet.

Thus, every received packet allows the receiver to obtain a new

SNR measurement for each OFDM subband. The receiver maintains

a time weighted moving average of the SNR in each subband, which

it updates on the reception of a data packet.

A few points are worth noting:

(a) What happens when the data packet is corrupted (i.e. does not

pass the checksum test)? Even when the packet is corrupted, the

receiver can still compute an accurate estimate of the per-subband

SNRs. This is because the receiver can compute the average received

power, regardless of whether the packet is corrupted or not. Further-

more, the receiver can still obtain an accurate estimate of the noise

power since this only requires the pilots which are known, and sent

at BPSK, which is the most robust modulation rate and hence al-

low synchronization and packet recovery even at low SNRs. Thus,

FARA can get accurate estimates of the per-subband SNRs from ev-

ery captured packet, including corrupted packets.

(b) How accurate are FARA’s SNR estimates? We note that since

FARA has access to the PHY layer, it can collect accurate SNR

estimates. In particular, traditional estimates of the SNR use RSSI

readings, which measure the received power of a few samples at the

beginning of the packet (i.e., the AGC gain) [6], or infer the SNR

using just the correlation of header symbols in the preamble of the

packet [49]. In contrast, FARA exploits the known pilot bits to ac-

curately estimate the noise power and utilize it in its SNR compu-

tation. Furthermore, FARA computes its signal and noise estimates

over the whole packet and not just a few samples at the beginning of

the packet, which allows it to obtain more stable estimates.

(c) Do different choices of bitrate affect the accuracy of FARA’s

SNR estimation? OFDM data subbands use a different modulation

scheme depending on the choice of bitrate. The modulation scheme

in a subband, however, does not affect our per-subband SNR esti-

mate. The estimation of SNR involves only the measured power in

each subband and hence can be performed on any packet indepen-

dent of the modulation and coding schemes used by the transmitter.

6 FREQUENCY-AWARE RATE ADAPTATION

The goal of rate adaptation is to determine the highest bitrate

that a channel can sustain at any point in time. Traditional 802.11

rate adaptation schemes are frequency-oblivious, and use the same

modulation scheme and coding rate across all frequencies. Thus,

they cannot exploit the frequency diversity present across the 802.11

spectrum. In contrast, FARA exploits this frequency diversity via a

frequency-aware rate adaptation scheme that picks different bitrates

for different frequencies depending on their SNRs.

6.1 PHY Architecture

In 802.11, a particular bit rate implies a single modulation scheme

and code rate over all OFDM subbands in the entire packet. For
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(b) Schematic of FARA-enabled 802.11 PHY

Figure 3: OFDM PHY semantics with and without FARA. In

FARA-enabled devices, the choice of modulation and FEC code rate

is done independently for each OFDM subband.

Minimum Required SNR Modulation Coding
<3.5 dB Suppress subband
3.5 dB BPSK 1/2
5.0 dB BPSK 3/4
5.5 dB 4-QAM 1/2
8.5 dB 4-QAM 3/4
12.0 dB 16-QAM 1/2
15.5 dB 16-QAM 3/4
20.0 dB 64-QAM 2/3
21.0 dB 64-QAM 3/4

Table 1: Minimum required SNR for a particular modulation

and code rate (i.e., bitrate). Table is generated offline using the

WiGLAN radio platform by running all possible bit rates for the

whole operational SNR range. The SNR field refers to the minimum

SNR required to maintain the packet loss rate below 1% (see §9 for

experimental setup).

example, a bitrate of 24 Mbps corresponds to 16-QAM modula-

tion scheme and a half-rate code. 802.11 has 4 possible modulation

schemes (BPSK, 4-QAM, 16-QAM, and 64-QAM), and 3 possible

code rates (1/2, 2/3, and 3/4). In current 802.11, a transmitter imple-

ments a particular bitrate by first taking the input bit stream, passing

it to the convolutional coder, and puncturing to achieve the desired

coding rate. The bits are then interleaved, modulated and striped over

the OFDM subbands, as shown in Fig. 3(a). The process is reversed

on the receiver as shown in the figure.

FARA makes a few modifications to the existing 802.11 PHY

layer, as shown in Fig. 3(b). Specifically, FARA employs the same

set of modulation schemes and code rates supported by the existing

802.11. However, it allows each OFDM subband to pick a modu-

lation scheme and a code rate that match its SNR, independently

from the other subbands. Note that this design does not require addi-

tional modulation/demodulation or coding/decoding modules in the

PHY layer. In particular, since we use standard 802.11 modulation

and coding options, we only need to buffer the samples and process

them through the same pipeline.

6.2 Mapping Subband SNRs to Optimal Bitrates

The receiver needs to map the average SNR in each subband to

the optimal bitrate for that band. To do so, the receiver uses an SNR

characterization table like the one in Table 1 that lists the minimum

SNR required for a particular combination of modulation and cod-



ing rate, i.e., a particular bitrate. For each subband, the receiver picks

the highest bitrate that can be sustained by the SNR of that subband.

Subbands which have SNR too low to support even the lowest bi-

trate in Table 1 are not used i.e., they do not have any power or

data assigned to them, as such a decision will improve the overall

throughput. Said differently, subband suppression is simply a spe-

cial case of FARA’s ability to use different modulation and coding

rates for subbands based on their SNR.

Many hardware manufacturers already perform this calibration

and can provide it as part of hardware specification sheets [10]. Even

when the manufacturer does not provide the SNR characterization

table, it can be computed using brute force by varying the trans-

mission power and bitrates, and measuring the observed throughput

and SNR [26]. We show in the results section that the table does

not change with location or time, and thus the measurements can be

done only once for each receiver.

6.3 Rate Adaptation Protocol

FARA’s rate adaptation is receiver driven: a FARA receiver com-

putes the optimal choice of bitrate on each subband, and feeds it

back to the sender in ack packets. Specifically, FARA extends the

802.11 synchronous ack format with a field for bitrate feedback.

When a sender first initiates communication with a receiver, it

makes a conservative choice and uses the lowest bitrate on all sub-

bands. The receiver uses this to obtain its first estimate of the SNRs,

and hence, the bitrate, in each subband. In order to allow the sender

to quickly jump to the correct bitrate, the receiver then sends the ap-

propriate bitrate for each subband immediately in the ack response.

After this initialization, receiver feedback is sent in 802.11 syn-

chronous acks, which we augment with a feedback field. FARA re-

duces the feedback overhead by exploiting the fact that bitrates typi-

cally do not change from one packet to the next, and even when they

do, are likely only to change to neighboring bitrates on either side

(i.e., jump up or down by one bitrate) As a result, the subsequent

ack packets only need to use a 2-bit field per subband to represent

one of three choices: stay at the current bitrate, move up to the next

highest bitrate, move down to the next lower bitrate. Further, since

most of these field values are likely to represent staying at the cur-

rent bitrate, the feedback information can be compressed drastically

using run-length encoding, which is easy to implement in hardware.

We note that sending variable-length synchronous acks does not

affect 802.11 behavior. An 802.11 network only requires acks to start

within a fixed (SIFS) interval; variable-length acks will not affect

network function as the next packet transmission will not start until

the medium becomes idle.

What happens when packets or acks get lost? Since FARA’s acks

are incremental, loss of these acks could lead a sender and receiver

to go out of sync. To address this problem, the receiver includes a

sequence number with each ack, and stores the bitrate state that the

sender would compute as a result of receiving that ack. The sender,

in turn, includes the sequence number of the last ack that it has re-

ceived in its data packets. Thus, when the receiver gets a data packet,

it can look up the included ack sequence number in its stored state,

and thereby infer the sender’s bitrate state. It can then compute the

incremental feedback to be included in the new ack with reference

to that state. Note that, since FARA’s acks are synchronous, the re-

ceiver only needs to store the state corresponding to the most recent

ack sequence number received from the sender. It therefore needs

only a small amount of state to track the sender’s bitrate. The re-

ceiver also includes the original ack sequence number with respect

to which the increment is computed, so that the sender can update

its state correctly upon reception of the new ack.
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Figure 4: Simplified FARA frame with three concurrent pack-

ets. A FARA sender transmits concurrently to multiple receivers, by

allocating to each receiver a subset of the OFDM subbands. To en-

sure fairness, i.e., to ensure that all clients obtain the same average

rate, distant receivers that experience lower per-frequency SNRs are

allocated more frequencies. Note that the frequencies used for one

receiver are not necessarily consecutive. They are made consecu-

tive in the figure to simplify the drawing. The frame header includes

metadata about the intended nexthops as well as their allocated sub-

bands.

7 FREQUENCY-AWARE MAC

Similar to 802.11, a FARA sender uses carrier-sense to access

the medium. However, different from 802.11, when it accesses the

medium, it transmits simultaneously to multiple nexthops, assigning

each of them a non-overlapping set of OFDM subbands. The choice

of concurrent nexthops, as well as the set of subbands assigned to

them, aims to maximize throughput.

Determining the optimal assignment of subbands to concurrent

receivers is a difficult problem. To see why, say that a FARA sender

wants to deliver 3 packets to 3 nexthops in a single transmission.

Fig. 4 shows the transmitted frame across time and frequency.

As can be seen, each frame contains multiple concurrent packets

intended for different nexthops. The rate for a particular nexthop

is the sum of the rates of all the subbands assigned to that nexthop.

The transmission time for a packet to that nexthop is therefore the

packet size divided by the rate to that nexthop. Since all 3 packets in

the figure are being transmitted concurrently, we would like to min-

imize wastage of medium time by equalizing the transmission time

of the 3 packets. For equal packet sizes, this implies that the total

rate assigned to the different nexthops are equal. If packet sizes are

not equal, the rates need to be proportional to the packet size. This

problem is NP-hard as can be demonstrated by a trivial reduction to

the bin-packing problem [15]. Hence we seek a heuristic solution.

Assigning subbands to concurrent receivers: FARA’s MAC

protocol works as follows. A sender is configured with a maxi-

mum allowed number, N , of concurrent packets in a transmission.

In practice, N is a small number between 2-5. FARA maintains per-

nexthop packet queues, as well as a global FIFO transmission queue

which contains pointers to packets in the per-nexthop queues. For

each transmitted frame, the sender picks upto N concurrent pack-

ets. It first picks the packet at the head of the global FIFO trans-

mission queue, and determines the associated nexthop. It then ran-

domly chooses upto N −1 other nexthops with non-empty queues,

and picks the packets at the head of these queues. These packets

will be transmitted concurrently in one frame. The random choice of

nexthops ensures that FARA is fair to all nexthops while providing

significant throughput gains, as we show in §9.4.

The FARA sender now needs to assign subbands to each packet

as to equalize the transmission rate to all N receivers. The sender

also wants to assign to each receiver its preferred frequencies, i.e.,

the frequencies that achieve high SNRs for that receiver.



We use a randomized greedy approach for the subband assign-

ment problem. The algorithm maintains two data structures:

• SubbandAssignment: Stores the current nexthop assignment

for each subband.

• RateCounter: Stores the total rate currently assigned to each

nexthop.

The algorithm first orders the N nexthops randomly. It initially

assigns all subbands to nexthop 1. The RateCounter for that nex-

thop is assigned the sum of the rates that it would have obtained from

all these subbands, and all other RateCounter values are set to 0.

At each step, we pick the nexthop nmin with the smallest

RateCounter value, breaking ties randomly. We now need to as-

sign an additional subband to this nexthop so that it can achieve

a higher rate. To do this, we pick the nexthop nmax with the

largest RateCounter value. For each subband i assigned to

nmax , we compute ∆rate[i ] = ratenmin [i ]− ratenmax [i ], where

ratenmin [i ] and ratenmax [i ] are the rates that nexthops nmin and

nmax would obtain from subband i respectively. We then change

the SubbandAssignment for the subband with the largest ∆rate

from nmax to nmin , and update the corresponding RateCounter

values accordingly.

We keep repeating this process and stop when we cannot increase

the minimum rate, which means that the receivers have as close a

rate to each other as possible.

The algorithm above aims to allocate to each nexthop the frequen-

cies that work better for it than for other nexthops. This is achieved

by assigning subbands to a receiver according to the decreasing or-

der of ∆rate[i ]. It also aims for equal rates to all concurrent nex-

thops. This is achieved by moving subbands to the nexthop that has

the minimum rate so far, and repeating until we can no longer in-

crease the minimum rate.

The header of each transmitted frame includes the number of nex-

thops and their addresses, as well as a bitmap with the frequency as-

signment. This allows each nexthop to learn the frequency subbands

used for its packet. In contrast to traditional 802.11 where each data

packet is followed by one synchronous ACK, a data frame that en-

capsulates N packets is followed by N synchronous acks from the

corresponding nexthops. The acking order is determined by the or-

der of the nexthops in the header of the data frame, and the acks are

separated by a SIFS.

7.1 Wireless LANs vs. Mesh Networks

FARA can be used both in wireless LANs and mesh networks.

Further, our description of the protocol directly applies to both. We

note, however, that the benefits of applying FARA differ between

these two scenarios. Specifically, in a mesh network, any node typi-

cally has multiple neighbors which constitute its potential nexthops.

Hence, a mesh sender can derive gains from both FARA’s frequency-

aware rate adaptation and MAC protocols.

In contrast, a wireless LAN has two types of nodes, APs and

clients. Since an AP is associated with many clients, the downlink,

which carries the bulk of the traffic, can benefit from both frequency-

aware rate adaptation and MAC protocols. On the uplink, however,

the client is associated with a single AP, and hence has only one

potential nexthop. While a client does not benefit from a frequency-

aware MAC, it can still benefit from a frequency-aware rate adapta-

tion protocol.4

4One extension to FARA would be to allow concurrent senders, in addition to con-
current receivers. A fine-grained allocation of OFDM subbands to concurrent senders,
however, would require the senders to be synchronized to within an OFDM symbol to
avoid power leakage between subbands. We therefore leave this for future work.

8 LOAD-AWARE CONTENTION

Since all senders in a FARA network have dynamic access to

the entire frequency band, FARA naturally eliminates the problem

of underutilizing the frequency spectrum due to inefficient 802.11

channel allocation [19, 37].

It is also straightforward to improve load balancing in a FARA

network by exploiting prior work on load balancing for CSMA net-

works [21]. Specifically, FARA’s contention-aware load balancing

is based on two simple techniques. First, each AP or router contends

for the medium by simulating contention from as many clients as

have packets in its queue. Tracking the number of active clients is

relatively simple. The AP or router keeps a hash table of counters.

Whenever it receives a packet, it hashes the IP address of the

nexthop, and increments the corresponding entry in the hash table.

Whenever it transmits a packet, it hashes its nexthop IP and decre-

ments the corresponding entry. Packets which arrive into a full queue

are not counted. The number of active clients is equal to the number

of non-zero entries in the hash table. This value needs to be updated

only when an entry changes to or from zero. Say the number of ac-

tive clients is N , the FARA AP picks N random contention slots and

transmits in the smallest one as long as no other node transmits first.

The second technique scales the size of the contention window

as a function of the number of contenders for the medium. Specif-

ically, since FARA nodes contend for the entire medium without

channelization, the average contention is higher. To deal with this

issue, we leverage prior research on scaling the contention window

with the level of contention. Specifically, IdleSense [21] updates the

size of the minimum contention window depending on how long the

medium is idle. FARA can use this result directly for its contention

window scaling.

Combined, these two techniques allow a node to compete for the

medium in proportion to its load, while ensuring that CSMA con-

tention avoidance stays efficient.

8.1 Hidden Terminals

One concern with discarding channelization is that it might in-

crease hidden terminal scenarios. FARA uses a simple solution that

extends adaptive RTS-CTS activation [52], a commonly used mech-

anism to detect and address hidden terminals. Specifically, since

FARA’s SNR based rate adaptation allows the sender to converge

to the correct rate within a few packets, a persistently high loss rate

is a good indication of interference due to hidden terminals. Hence, a

sender turns on RTS-CTS to a receiver whenever the loss rate to that

receiver exceeds a configured threshold (20% in our case). FARA

can also additionally leverage recent techniques to solve the hidden

terminal problem such as [17].

9 PERFORMANCE

We have implemented a prototype of FARA in FPGA using the

WiGLAN radio platform [35], and evaluated it in a wireless testbed.

(a) Hardware: We use the WiGLAN transceiver platform shown

in Fig. 5. The radio board connects to the PC via the PCI bus, and

acts like a regular network card. The radio spans 100 MHz of band-

width around the 802.11a spectrum and its FPGA code implements

standard 802.11 transmit and receive chains, including OFDM over

BPSK, 4-QAM, 16-QAM, and 64-QAM modulations. It however

differs from traditional 802.11 cards in that it does not use channel-

ization, and hence allows a node to directly access the medium over

a 100 MHz of spectrum.



Figure 5: The WiGLAN radio platform used in FARA’s evalua-

tion.

(b) Implemented Infrastructure: Comparing FARA to a

frequency-oblivious 802.11 system requires implementing an

evaluation infrastructure that is suitable for running both standard

802.11 and FARA.

(a) Supporting 802.11: The WiGLAN board does not implement

the 802.11 convolutional codes. Thus, we implement the 802.11 con-

volutional codes in software and apply them on the signal before

passing it to the radio board to be modulated. Matlab has a reference

implementation of 802.11 convolutional codes as part of its commu-

nication toolbox. It includes the scrambler, the convolutional coder,

and the interleaver. We use this reference implementation to ensure

that packets receive the same error protection that they would receive

with a complete 802.11 implementation.

(b) Supporting FARA: We have implemented both FARA’s rate

adaptation algorithm and MAC protocol. Specifically, we augmented

the FPGA code on the radio board to measure the SNR in each

OFDM subband as explained in §5. The FPGA is also programmed

to use SNR measurements to predict the optimal bit rate for each

OFDM subband using the table in Fig. 1 and communicate it back to

the sender. Finally, the frequency-aware MAC is implemented par-

tially in software in the driver and partially in FPGA. The driver

divides the subbands between potential nexthops, whereas the PHY

code in the FPGA uses this subband assignment to transmit packets

concurrently in one frame.

9.1 What is the Opportunity from Frequency Diversity?

Frequency diversity is a known property of wireless channels.

However, if the performance of a frequency subband changes too

quickly (say every millisecond), it will be hard to track it without

excessive overhead. Exploiting frequency diversity in rate adapta-

tion and MAC protocols requires the performance of the subbands

to change slowly in comparison with the adaptation timescale.

Method. We use the topology in Fig. 6, where the node labeled

tx transmits and the rest of the nodes receive. Since we have a total

of 5 radio boards, we fix one of them as the transmitter and move

the other boards to cover all the locations indicated in the figure.

Each run lasts for 10 minutes, and is repeated 5 times. The receivers

continuously measure the SNRs in all subbands and report the values

as a function of time.

Results. Top graphs in Figs 7 (a) and Fig. 8 (a) show a plot of

subband SNR for both non-line-of-sight (NLOS) and line-of-sight

(LOS) channels. The transmission band is depicted as centered on 0

Figure 6: Testbed topology showing node locations. The node

marked tx is used as a transmitter/AP. The other 17 locations are

used for receivers.
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Figure 7: Frequency Diversity in Non-Line-of-Sight (NLOS):

The top graph presents the SNR in each 1-MHz wide subband across

the 100 MHz band of our radio for a typical NLOS channel in our

testbed. The graph shows that the subband SNRs can differ by more

than 20 dB. The bottom graph shows the SNRs of two subbands in

the top graph as a function of time. It reveals that the subband SNRs

are stable over a multiple-second time period, thereby allowing an

adaptive scheme to harness the frequency diversity.

and, the subbands are numbered from -50 to 50, as is conventional

for baseband representation. The figures show that SNR differs sig-

nificantly across subbands for both cases. Differences can be as high

as 15–25 dB for the NLOS channel. The LOS channel is less diverse.

Nonetheless its subband SNRs can vary by as much as 5–10 dB.

Thus, a frequency-aware rate allocation scheme can derive benefits

in both these channels.
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Figure 8: Frequency Diversity in Line-of-Sight (LOS): The top

graph presents the subband SNR for a typical LOS channel in our

testbed. It shows that the subband SNRs can differ by more than 5-

10 dB. While the variation is smaller than in NLOS channels, it is

still significant. The bottom graph shows the SNRs of two subbands

in the top graph as a function of time. It reveals that the subband

SNRs are stable over a multiple-second time period, thereby allow-

ing an adaptive scheme to harness the frequency diversity.

The bottom graphs in the same figures show how the SNR in a

representative subband varies over time. As can be seen, the SNRs

largely vary within only a narrow interval even over a period of sev-

eral seconds, except for the rare deep fade. Hence, a rate adaptation

scheme based on SNRs can successfully harness the frequency di-

versity.

9.2 Can We Robustly Map SNR to Best Bitrate?

Method. Harnessing frequency diversity in a rate adaptation

scheme requires mapping an SNR value to the maximum sustainable

bit rate, i.e., to a combination of modulation and code rate. FARA

uses a table look up for this mapping. Underlying our approach is an

assumption that given an SNR value, one can determine the optimal

combination that maximizes the throughput independent of location

and time. Thus, in this experiment, we show that the SNR value ro-

bustly determines the best bit rate.

As in the previous experiment, the tx node in Fig. 6 transmits

and the rest of the nodes measure the received SNRs in each sub-

band. For this experiment, we treat each subband completely inde-

pendently, i.e., we assign it its own modulation, convolutional FEC

code, and checksum. The separate checksum allows us to decide

whether the bits in a particular subband are decoded correctly, inde-

pendent from the bits in other subbands. The sender’s transmissions

use all 802.11 bit rates in a round robin manner, assigning the same

rate to all subbands. For each received packet, the receiver reports
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Figure 9: Mapping SNRs to a bitrate (i.e., a modulation and code

rate): Plots the throughput per 1-MHz subbband as a function of

SNR for each choice of modulation and code rate. It shows that for

any SNR, the optimal choice of modulation and code rate is fairly

clear.
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Figure 10: Stability of the relation between SNR and the opti-

mal modulation and code rate across time and space. The figure

shows the envelope of the functions in Fig. 9, for measurement col-

lected at receivers A1 and D4 at different times. The two envelopes

match closely showing that the SNR dictates the best modulation

and code rate.

the SNR in each subband and whether the bits in that subband have

passed the checksum test. We aggregate this information across all

subbands and all receivers. We plot in Fig. 9 the bits per second per

1-MHz subband, i.e., the throughput of a single 1-MHz subband as

a function of its SNR, for all 802.11 modulation and code combina-

tions.

Results. Fig. 9 shows that the per-subband SNR clearly deter-

mines the optimal modulation and code rate. For example, when the

subband SNR is 17 dB, the optimal choice is the third from the top,

i.e., 16-QAM and code rate of 3/4. Using any higher modulation

or code rate reduces the probability of decoding the bits in that sub-

band and brings the per-subband throughput close to zero. Using any

lower modulation and code rate reduces the subband throughput. On

the other hand, when the subband SNR is below 3.5 dB, no combi-

nation of modulation or code rate works. In this case, it is better not

to transmit in that subband, i.e., to suppress that subband.

Fig. 10 plots the envelope of the curve in Fig. 9 for two different

locations and times. It shows that the mapping of SNR to a modu-

lation and code rate is stable across time and space. Thus, mapping

subband SNRs to bit rates requires only a table lookup which re-

ports the SNR values that cause a transition from one set of modula-

tion and code rate to the next. In fact, Table 1, which we presented

in §6.2, summarizes the information in the previous figures and is all

that a bitrate adaptation protocol needs to map SNRs to bitrates.
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Figure 11: FARA Rate Adaptation: FARA’s frequency-aware

rate adaptation achieves higher throughput than SampleRate’s

frequency-oblivious rate adaptation at all locations, with gains vary-

ing from 1.4× to 3.6× for a 100 MHz wide channel, and 1.1× to

1.5× for the 20 MHz channel.

9.3 Gains of Frequency-Aware Rate Adaptation

Now that we have established the existence of frequency diversity,

its stability which makes it amenable to be harnessed by a rate adap-

tation protocol, and the robustness of the mapping from SNR to op-

timal bitrate, we measure the experimental gains from a frequency-

aware rate adaptation protocol.

Method. Again we use the topology in Fig. 6. We fix the sender

in location tx and randomly pick a receiver location. We repeat the

experiment for all receiver locations shown in Fig. 6. For each loca-

tion, we compare two schemes. The first is FARA’s frequency-aware

rate adaptation as described in §6. The second uses SampleRate [5],

a well known rate adaptation scheme that assigns the same bitrate

to all subbands. Each run lasts for ten minutes, and is repeated five

times. We look at the benefit of frequency-aware adaptation for two

scenarios: a standard 20 MHz 802.11 channel, and a wide 100 MHz

channel.

Results. Fig. 11 shows that FARA’s frequency-aware rate adap-

tation achieves significantly higher throughput than a frequency-

oblivious algorithm such as SampleRate. Specifically, for a stan-

dard 20 MHz channel, a frequency-aware rate adaptation scheme

increases the throughput by 1.24×. These gains become even higher

as we move to wide and bonded channels, where FARA’s rate adap-

tation improves the average throughput by 2.1× over SampleRate.

The throughput gain is larger for receivers with worse channels.

For example, some of the worse receivers experience a through-

put gain that is as high as 3.5×. This is due to FARA’s ability to

avoid bad frequency bands. Specifically, SampleRate’s frequency-

oblivious rate adaptation experiences significant errors from sub-
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Figure 12: Gains from a Frequency-aware Architecture: The fig-

ure plots two CDFs. The dashed line is the CDF of the ratio of

client throughput under FARA to its throughput in traditional 802.11

networks which use SampleRate and CSMA MAC. The solid line

is the CDF of the ratio of client throughput under FARA with a

CSMA MAC and traditional 802.11 with SampleRate and CSMA.

The CDFs show that FARA provides on average 3× throughput gain.

70% of the gain comes from FARA’s frequency-aware rate adapta-

tion, and 30% is due to its frequency-aware MAC protocol.

bands that have very low SNRs and hence cannot support even the

lowest transmission rate. To compensate for such bad subbands,

SampleRate has to drastically lower its average transmission rate and

increase coding across all subbands. In contrast, FARA suppresses

subbands with less than 3.5 dB SNR and does not need to reduce the

rate of every subband to compensate for the extra errors from such

bad subbands.

Also, the throughput gain for NLOS channels is typically higher

than the gain for LOS channels, because these channels see higher

frequency diversity due to the greater prevalence of multiple paths

with similar attenuation. Interestingly, location A2 shows significant

throughput gain even though it has a LOS channel to tx, because it

is within a passage that provides multiple opportunities for reflected

waves that together create significant frequency diversity.

9.4 Gains of Frequency-Aware MAC

We now examine the throughput improvement provided by a

frequency-aware MAC over a frequency-oblivious MAC.

Method. We again use the topology in Fig. 6. We collect mea-

surements by transmitting from node tx to four random receiver

nodes. We consider only four concurrent receivers because we have

a total of five radio boards (including the transmitter). However, we

can experiment with various scenarios by choosing different receiver

sets. We run the experiment 10 times for each set of receivers, and

repeat for a variety of receiver sets. We compare two MAC pro-

tocols: first, a frequency-oblivious CSMA MAC, where a sender

checks whether the medium is available and transmits the packet

at the head of its queue, and second, FARA’s frequency-aware MAC

as described in §7. Note that FARA transmits four packets in every

frame and hence has less medium sensing overhead. Thus, to ensure

that the differences between the two MACs are due only to frequency

diversity, and not medium access overhead, we allow the sender to

transmit its packets without waiting for an idle medium. This opti-

mization favors the baseline MAC, and is possible because we have

only a single sender in each experiment. Note that both FARA and

the CSMA MAC use the same spectrum of 100 MHz.

Results. Fig. 12 plots the CDFs of the ratio of the throughput

in FARA to the throughput in traditional 802.11 which uses Sam-
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Figure 13: Load balancing with FARA: The figure plots the Jain’s

Fairness Index as a function of the ratio of the number of clients on

AP1 to those on AP2. Note that fairness is optimal when the index

is 1, and is worst when the index is 1/n , where n is the total number

of clients.

pleRate and a CSMA MAC. The CDF is computed across all re-

ceivers in our testbed and all runs. The graph contains two CDFs,

one for a full-fledged FARA, and one for FARA after replacing its

frequency-aware MAC with a frequency-oblivious CSMA MAC.

The figure shows that a full-fledged FARA improves the median

throughput by 3.1× over a traditional SampleRate based CSMA

MAC. The figure also demonstrates that about 30% of this gain is

due to FARA’s frequency-aware MAC while 70% is due to its rate

adaptation scheme, showing that both mechanisms contribute sig-

nificantly to the throughput improvements. Finally, it shows that all

clients achieve significantly higher throughput with FARA than with

traditional 802.11, which shows that FARA is beneficial to all nodes.

9.5 Load Balancing

We now demonstrate that, with FARA, multiple APs sharing the

same frequency spectrum can achieve load balancing by using the

load aware contention scheme described in §8.

Method. We use a modified version of the topology in Fig. 6.

Specifically, we put two transmitters (i.e., two APs) around the lo-

cation tx, and place their corresponding receiver nodes at C3 and

D4, respectively. Since we have a small number of radio boards, we

make each board simulate a number of clients. AP1 simulates a vary-

ing number of backlogged clients, ranging from 1 to 5, on the link

to C3, while AP2 always has only one backlogged client at D4. This

setup allows us to experiment with scenarios with imbalanced loads,

where AP1 has up to 5 times the number of clients of AP2. We per-

form an infinite download to each client and compute the per client

throughput averaged over the first 10 minutes.

Using the per client throughput, we compute the Jain Fairness

Index for the network, as follows [25]:

Fairness Index =
(∑n

1 xi )
2

n ∑
n
1 x2

i

,

where xi is the throughput of client i . The network shows optimal

fairness when the index is 1, and is completely unfair when the index

is 1
n

, in which case only one client has traffic.

We compare channelized 802.11 to a single channel FARA-

equipped 802.11. Since we have only two APs, we limit both FARA

and the channelized 802.11 to a total bandwidth of 40 MHz. In the

case of channelized 802.11, the 40 MHz band is divided into two

channels of 20 MHz and each AP is assigned a different channel.

In the case of FARA, only one channel of 40 MHz is used for both

APs.

Results. Fig. 13 plots the Jain fairness index as a function of the

ratio of the number of clients at AP1 to those at AP2. The figure

shows that the Jain fairness index remains close to 1 for FARA,

whereas, for traditional 802.11, it drops linearly as the difference

in load between the APs increases. This is because, in traditional

802.11, different APs operate on different channels and hence the

single client on AP2 enjoys a throughput that is about the sum of the

throughputs of all clients on AP1. In contrast, FARA discards chan-

nelization and further allows each AP to contend for the medium in

proportion to the number of active clients. Hence, it allows the nodes

to achieve a fairer throughput distribution.

10 DISCUSSION

While the results in this paper have been presented in the context

of 802.11, FARA applies to a wider variety of scenarios. Specifi-

cally, measurement studies show the existence of frequency diversity

in the WiMax, UWB, and the 60 GHz range [2, 14, 36, 43]. All of

these technologies use OFDM and have static or moderately dy-

namic applications, where the per-subband SNRs change relatively

slowly [51, 24, 16]. FARA naturally extends to these scenarios.

FARA can also be extended for cognitive operation, and applied

to the newly introduced whitespaces. The FCC has recently opened

up for unlicensed access 100-250 MHz of digital whitespaces

vacated by television bands as part of the analog-to-digital tran-

sition [12]. These whitespaces demonstrate significant frequency

diversity [3, 39]. Further, they are expected to be used for several

static and low mobility scenarios such as fixed wireless broadband

access in rural and urban areas, as well as data connectivity inside

the home, where FARA could provide significant throughput bene-

fits. To do so, FARA needs to detect which subbands are occupied

by the primary owner of the whitespace, and avoid these occupied

subbands. FARA can leverage much prior work on detecting and

agreeing upon occupied subbands [1, 40], and avoiding them by

suppressing these occupied subbands, as in the cognitive PHY

of [40], and as discussed in §6.2.

11 CONCLUDING REMARKS

This paper addresses the challenge and the opportunity of fre-

quency diversity presented by the growing trend of wireless sys-

tems to use wider frequency bands. It demonstrates that a frequency-

aware design of the physical, link and MAC layers offers significant

throughput improvements both for a single client and for a network

of clients, as compared to current frequency-oblivious rate adapta-

tion and medium access schemes.
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