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Abstract

Due to its role in climate change, there is great interest in finding ways to take advantage of the vast amount of waste CO$_2$ we produce by its conversion to useful substances. This approach is currently impractical due to the high temperatures and pressures generally required for the synthesis of compounds using CO$_2$ as a precursor. To make direct CO$_2$ capture and conversion economically viable, new materials able to catalyze the conversion reactions at significantly milder conditions will be essential. In this thesis, we use DFT computations to begin the design of a dynamically tunable ferroelectric oxide-supported thin film catalyst that can capture CO$_2$ directly from the emission stream and convert it into methanol or cyclic carbonates. Promising candidates for a dynamically tunable catalyst of this type are the different combinations of ZnO directions grown on the perovskite PbTiO$_3$.

For the non-polar ZnO(1120) grown on the perovskite, we demonstrate that the surface chemistry is dependent on both the polarization direction of the PbTiO$_3$ substrate and on the number of ZnO(1120) layers $n$. Growing the ZnO in the (0001) direction on the perovskite showed even more interesting results. We found that this process is sufficient to obtain a ZnO ferroelectric and is superior to previous attempts to make ferroelectric phase changes possible in the oxide, namely Li-doping. We demonstrate that switching the polarization direction of the perovskite substrate is sufficient to switch the polarity at the ZnO surface. This is an excellent basis for a dynamically tunable catalyst.
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Chapter 1

Introduction

1.1 Background

The United States currently meets 85% of its energy needs by burning fossil fuels. Beginning from the industrial revolution, this has resulted in increasing concentrations of greenhouse gases in the atmosphere and concomitant rise in atmospheric temperatures (Fig. 1-1). Since carbon dioxide is the major greenhouse gas (Fig. 1-2), it is of interest to find ways to capture it, particularly at source. There are currently three approaches to this: direct usage, sequestration and conversion. In the first case, carbon dioxide has some interesting but rather limited uses in beverages, fire extinguishers, oil recovery, etc. Perhaps a better-studied case is that of physical capture of the gas. This method, known as Carbon Capture and Storage (capture, compression, transportation, and storage of CO₂ in suitable subterranean geological reservoirs) is a large-scale approach which may be limited by cost and our understanding of the long-term capacity of geological formations to hold CO₂. Moreover, capturing and compressing CO₂ may increase the fuel needs of, for example, a coal-fired CCS plant by 25-40%. These and other system costs are estimated to increase the cost of the energy produced by 21–91% for purpose built plants, and even more for existing ones. There are concerns that safe and permanent storage of CO₂ cannot be guaranteed and that even very low leakage rates could undermine any climate mitigation effects. [8, 9, 10]
Figure 1-1: Trends in Atmospheric Concentrations and Anthropogenic Emissions of Carbon Dioxide.

The third approach, chemical conversion, may be the best option yet if we are able to find cheaper ways to achieve the fixation. Since carbon and oxygen are both key elements in organic chemistry, there are a wide range of chemicals (Fig. 1-4) that can at least theoretically utilize CO$_2$ as a feedstock for production, including organic acids, alcohols, esters, and sugars which have important commercial uses. For example, methanol, which is the basic chemical building block of paints, solvents and plastics, has innovative applications in energy, transportation fuels and fuel cells. It had a global demand of 45.6 million metric tons and generated $36 billion in economic activity in 2010. Another potential large scale use of CO$_2$ is the production of cyclic carbonates. These have several commercial applications due to their use as chemical intermediates (e.g. for dimethyl carbonate production) and as aprotic polar solvents. A particularly important and growing application of cyclic carbonates is their use as electrolytes in lithium ion batteries. Practically, however, CO$_2$ is utilized to a very limited extent in industrial production processes. Fig. 1-3 shows some trends in actual CO$_2$ use. We see that scale of conversion to methanol is comparable to that of the technological uses (primarily enhanced oil recovery) though the former has a much greater demand than the latter. This is partly due to the fact that the most efficient reactant for the conversion is frequently
not CO₂. For example, in the industrial production of methanol, a mixture of CO and H₂ (syngas) is the primary feedstock as these are much easier to obtain (by secondary conversion from natural gas) and a relatively small amount of CO₂ is only fed into the reactor to ensure conversion of any unreacted H₂. Another stumbling block to the adoption of CO₂ as a choice reactant is the high energy and financial cost of the conversion process itself. For example, commercial production of cyclic carbonates relies on quaternary ammonium or phosphonium salts as catalysts which require the use of high temperatures and pressures. Under these conditions, CO₂ fixation is a net producer rather than consumer of CO₂ due to the energy required to heat and pressurize the reactor and reactants. These challenges explain why the current industrial usage of CO₂ is only 0.5% of the 24Gt/yr total anthropogenic CO₂ we produce. This obvious gap has led many researchers to investigate ways to improve the CO₂ fixation process.
1.2 Energetics of reactions

To understand the challenge surrounding CO$_2$ conversion, we first need to discuss the energetics of reactions and the role of catalysts. Most reactions involve many intermediate steps between the reactants and products but can be considered in a simplified way as to be a one or two step process. Figure 1-5(a) shows a pathway from energy to product in a one-step exothermic process. Even though the product is more stable (lower in energy) than the reactant, the process will need an energy input $\Delta E^a$ to transform the reactant state to the transition configuration. The rate constant of the reaction $k$ is related to the activation energy $\Delta E^a$ by

$$k = ve^{-\frac{\Delta E^a}{RT}}$$

(1.1)

and the rate of the reaction by

$$r = k[A]^n[B]^m[...].$$

(1.2)

for the reaction $nA + mB + ... \rightarrow pC + qD + ...$. $v$ is the “attempt frequency”, $R$ is the molar gas constant and $T$ is the temperature in Kelvin. $[A]$, $[B]$, ... are the concentrations or partial pressures of the reactants. Obviously the rate of a reaction is most influenced by the activation energy $\Delta E^a$. The role of a catalyst is to lower this energy and thereby increase the rate of reaction. In industrial and laboratory measurements, the performance of a catalyst is given in terms of the turn-over frequency (TOF), the number of reactant molecules the catalyst is able to convert per time.

The same definitions as above apply to Figure 1-5(b) for a one-step endothermic process. When there are many steps as in Figure 1-5(c), it is useful to define which of the intermediate steps is the most important. For example, if $\Delta E^a_1 >> \Delta E^a_2$, then step 2 is the more important step and is defined as rate-limiting.

For all the sub-figures in Fig. 1-5, the exact pathway between the reactants and...
products is dependent on the catalyst and reaction conditions. However, the relative energies of the start and end states are affected only by the phases of the substances. Therefore the goal of catalysis science has been to influence the reaction pathway such that the activation energies for the most important steps are lowered. This may involve finding ways to stabilize (lower the energy of) the important intermediates or changing the pathway such that transitions to new intermediates are thermodynamically favorable.

As a practical example, we consider the conditions that need to be met for CO₂ conversion and utilization to become commercially and environmentally feasible. These include:

- The co-reactants should be easily and cheaply obtainable on a large scale and from renewable resources.

- Reactions should proceed under (relatively) mild conditions (i.e. low pressures

Figure 1-5: Reaction energetics diagram for an a) exothermic one-step process, b) endothermic one-step process and c) exothermic two-step process.
and temperatures).

- The catalyst or system should have a high selectivity for CO$_2$ (so there is minimal requirement to first purify waste-CO$_2$ streams)

- There should be a relatively constant turnover to product irrespective of CO$_2$ source (i.e. resistance to poisoning).

- The catalyst should be stable and made from earth-abundant elements in order to have reasonable cost and scale impacts.

- Energy required by the process should come from a non-fossil fuel source or by coupling with an exothermic process.

- The catalyst should enable a high product selectivity and/or control over type of product, e.g. tuning of reaction conditions to yield different organic compounds during hydrogenation of CO$_2$.

As decades of research have proven, meeting even some of these goals is extremely challenging. Progress has been made but not many approaches have ever become efficient enough to be used outside of the lab. In Chapter 2, we will review some of these approaches and discuss the catalysts used.

1.3 Our Approach: Dynamically Tunable Catalysis

According to Sabatier’s principle, the best catalyst for any particular reaction binds the reactants and product species moderately to the surface. If the catalyst binds the species too weakly, the reaction rate will be slow due to low coverage of reactants. On the other hand, if the intermediates are bound too strongly, the rate will be low because the products are not frequently desorbed. Therefore, the best catalyst invariably compromises on the interaction with the molecules involved in the reaction. These concepts are illustrated in Figure 1-6. Since both adsorption and desorption are in principle beneficial to a reaction, if a surface could be designed that binds reactant intermediates strongly and easily desorbs products, the reaction rate would
be greatly improved. The overall goal of the current project is to utilize the properties of a regular CO\textsubscript{2} catalyst (ZnO) and a ferroelectric (PbTiO\textsubscript{3}) to design such a catalyst for carbon capture. The ferroelectric (a material which has a spontaneous reversible electric polarization) provides a way to manipulate the surface chemistry of the ZnO catalyst depending on the direction of the polarization.

Imagine a catalyst which can be in two states: 1 and 2. As shown in Fig. 1-7(a), consider the case where the pathway for one reaction has different energetics at different states of the catalyst. To simplify the illustration, the reaction is depicted as having two transition states. The stability of these transition states are different when the catalyst is in state 1 versus state 2, such that a combined lower-energy (and hence faster) reaction pathway can be constructed if the catalyst can be switched between states 1 and 2 \textit{in-situ}. In principle, by constantly switching between states 1 and 2, the net reaction pathway will be a combination of the lower pathway for the first step and the lower pathway for the second step (Fig. 1-7(a)(iii)).

Another example of the utility of a catalyst with switchable properties is illustrated schematically in Fig. 1-7(b) where we consider the case in which there are competing...
products (and therefore reaction pathways) given the same reactants. If the energetics for product 1 are favorable at one state of the catalyst while the energetics of product 2 are more favorable for the other, we can imagine the possibility of suppressing (or promoting) specific reactions as necessary. For example, in Fig. 1-7(b)(i) where the catalyst is at state 1, the product from the reaction will be mostly product 2. On the other hand, at state 2, the product from the reaction will be mostly product 1 since the catalyst is at state 2 (Fig. 1-7(b)(ii)). If these scenarios are possible, we would have a means to design for the selectivity of a catalyst towards desired products and/or a method to inhibit the formation of undesirable ones.

The states 1 and 2 could in principle be obtained reversibly by employing external signals such as an electric or magnetic fields or light. We define a catalyst of this type as dynamically tunable. In this thesis, we will describe an analysis of the use of a ferroelectric as a means of achieving varied states at the surface of a ZnO catalyst.
This novel approach provides a potential means to go beyond the limits of Sabatier’s principle which has governed all known catalysts investigated in the past 255 years of catalysis science.

1.4 Objective and structure of this thesis

The goal of this thesis is to apply density functional theory to understand whether/how a perovskite influences the surface chemistry of a (ZnO) catalyst in order to add tunability as described in Section 1.3. The rest of this thesis is organized as follows. In Chapter Two we review the state of art in CO$_2$ reactions of particular interest: conversion to methanol and cyclic carbonates. Chapter Three provides a background on ferroelectrics and explains why perovskites are so widely used. Chapter Four introduces the theory behind the primary method used in this study, Density Functional Theory. In Chapter Five we discuss the detail of the computations and present the results of our work to determine the best functional for describing the CO$_2$/ZnO/PbTiO$_3$ system. In this chapter, we also investigate whether or not an electrode (which will be present in experiments or any real devices for polarization switching) needs to be introduced in our computations. Chapter Six reports our theoretical results for ZnO polar (1120) and non-polar (0001) slabs which will be used as benchmarks for calculations reported in Chapters Six and Seven. Chapters Six and Seven discuss polar and non-polar epitaxial ZnO on PbTiO$_3$ respectively. The surfaces and interfaces are described and the catalytic properties for CO$_2$ adsorption and dissociation are investigated. In the final chapter, we discuss the significance of our results and briefly describe the next steps in this investigation.
Chapter 2

Review of CO$_2$ conversion

2.1 Introduction

A large energy input is generally required to transform CO$_2$. One simple way to achieve a lower energy requirement for a CO$_2$ conversion process is to utilize a high energy co-reactant (e.g. H$_2$ rather than H$_2$O) and optimize the reaction towards a low-energy product (such as urea or methanol rather than say, ethene). But even then there is some barrier for the process (Figure 2-1). The focus of most research is therefore how to reduce the activation energies $E_a$ of the reactions after carefully choosing a process that is sufficiently exothermic at reasonable conditions. This is done by a judicious selection or engineering of catalysts. In this chapter, we will discuss the state of the art in the catalysis of CO$_2$ reactions towards methanol and cyclic carbonate production. As discussed in the previous chapter, these have several commercial applications due to their use as fuels and chemical intermediates (methanol), and as aprotic polar solvents and lithium-ion battery electrolytes (cyclic carbonates).

2.2 CO$_2$ conversion to methanol

The industrial process for the production of methanol utilizes synthesis gas (from coal or natural gas) containing CO and H$_2$ along with a small amount of CO$_2$ in the following reaction:
3CO + 9H₂ + CO₂ → 4CH₃OH + H₂O

This reaction is efficiently catalyzed by a copper/zinc oxide based catalyst. For yet unknown reasons this catalyst does not work as well for pure CO₂, where the reaction is given by: [18]

CO₂ + 3H₂ → CH₃OH + H₂O

where ΔH° for this reaction is -137.8KJ/mol. [19] Because the formation of methane is even more favorable (CO₂ + 4H₂ → CH₄ + 2H₂O, ΔH° = −259.9KJ/mol), methane evolution is almost always a competing process in methanol synthesis from CO₂ depending on the conditions. [20] Another possibility is the reverse water-gas-shift reaction (CO₂ + H₂ → CO + H₂O, ΔH° = 41.2KJ/mol) which may be favorable at high temperatures and pressures.

Catalysts for CO₂ hydrogenation to methanol can be classified into the following categories:
2.2.1 Cu- and Zn-based catalysts

Most of the catalysts with the best reactivities for CO$_2$ hydrogenation contain pure Cu or Cu and Zn doped with some other metal(s). Pure Cu is rather ubiquitous for electrochemical conversions \[20\] since it has the best performance among metals considered in the literature. Hori et al. \[21\] showed that the products in the electrochemical process include hydrogen, methane, formic acid, ethene and CO, with the relative proportions strongly dependent on the electrode potential. For the heterogeneous catalysis processes, Cu/ZnO doped with Cr, Zr or Th gave reasonable performance as catalysts.

2.2.2 Noble metals

Pd supported by certain oxides is the most commonly used noble metal catalyst for CO$_2$ hydrogenation to methanol. Ramaroson et al. \[22\] found that La$_2$O$_3$ showed a $>80\%$ selectivity for methanol formation from CO$_2$ and H$_2$. On the other hand, supports of SiO$_2$, Al$_2$O$_3$ and TiO$_2$ produced mostly methane. Other researchers have characterized Pd-ZnO catalysts supported on multi-walled carbon nanotubes (MWCNTs) \[23\], Pd-CeO$_2$ \[24\] and Pt-SiO$_2$ catalysts \[25\].

2.2.3 Metal carbides

Transitional metal carbides have been shown to have similar catalytic properties for CO$_2$ hydrogenation to methanol as most common transition metals. \[26\] Therefore they are potential substitutes for the more expensive metals. Investigations of these metals include work on Mo$_2$C, Fe$_2$C, and WC reported in Ref. \[27\].

The development of most of these catalysts have largely involved trial and error. In recent years, systematic analyses and the development of faster computational methods for modeling of catalysts have led to more deliberate catalyst design for CO$_2$ conversion to methanol such as Ref. \[28\].
2.3 Conclusion

In this chapter, we reviewed the development of catalysts for CO₂ fixation. So far, research that led to these approaches have been largely trial and error, and are severely handicapped by the poor understanding we have of atomistic processes during these conversions. For example, the conversion of syngas to methanol using Cu/ZnO/Al₂O₃ catalyst has been commercialized since 1966 but we do not yet completely know how the catalysis takes place. However because of the many studies of the process, we do have useful starting points for designing a catalyst for the related CO₂ to methanol conversion process. On the other hand, the process of CO₂ fixation to a cyclic carbonate over an oxide catalyst has been shown to be simple addition. It should therefore be possible to use state-of-the-art computational tools to design an excellent catalyst for this reaction since the mechanistic process is much simpler.

In designing catalysts that meet some of the criteria listed in Section 1.2, we may need to go beyond trial and error and methods which are inherently limited by Sabatier’s principle. In this thesis, a dynamically tunable catalysis method that in principle adds the possibility of dramatically changing reaction energetics and pathways such that product selectivity and mild reaction conditions are possible is developed.
Chapter 3

Ferroelectrics

3.1 Introduction

A ferroelectric is a material that has a spontaneous electric polarization. Consider Figure 3-1 depicting three materials A, B and C. Most materials (such as material A) do not contain electric dipoles, so when an electric field is applied, the polarization induced in the material is a linear function of the field, the slope of which is the permittivity. Material B is shown having a random arrangement of dipoles which cancel out. If an electric field is applied, these dipoles align with the field thereby inducing polarization. Under a slowly changing field, the response curve with an enhanced non-linear polarization as shown is obtained. This material is described as paraelectric. In Fig. 3-1(c), the dipoles are already mostly aligned in some preferred direction. When an electric field is applied across the material, this spontaneous polarization gets strengthened as any unaligned dipole lines up in the direction of the field (if in the same direction) or all the dipoles reverse direction (if the field points in the opposite direction). A cyclic field across this material will give a response curve which has an hysteresis effect as shown. Normally, a ferroelectric material becomes paraelectric above $T_c$, its Curie temperature.

Ferroelectrics are important precisely because of their spontaneous switchable polarizations and non-linear permittivity. Ferroelectric capacitors for example can be made smaller than regular dielectric capacitors because of their high permittivity.
Figure 3-1: Classes of materials based on behavior under the influence of an electric field.
In addition, this capacitance is tunable. The hysteresis effect is useful for memory applications such as in ferroelectric random access memories (FeRAMs) for computers and RFID cards. Also, since ferroelectric materials are necessarily pyroelectric (can generate a voltage due to a temperature difference when heated or cooled) and piezoelectric (can generate electric charge when pressure is applied) to some degree, they are useful for sensor applications in for example, fire and vibration sensors and ultrasound machines. Ferroelectrics have also found applications in catalysis. This will be discussed in a separate section.

3.2 Perovskites

Perovskites are the most common types of ferroelectrics. They have the formula $ABC_3$ where $A$ is an alkali or alkali-earth metal, $B$ is a transition metal and $C$ is most commonly oxygen. Aside from their ferroelectric properties, perovskites are interesting materials due to a variety of solid state phenomena (band gap, polarization, metal-insulator transitions, piezoelectricity, colossal magnetoresistance, various types of magnetic and orbital ordering, and potential for coupling between different order parameters) they exhibit. These properties are frequently tuned by changing the ions at the $A$ or $B$ sites or forcing departure from the ideal stoichiometry by strain engineering.

As shown in Figure 3-2, the spontaneous polarization in a perovskite is primarily due to a displacement of the $B$-site cation relative to the center of the oxygen octahedral (if the paraelectric phase is cubic such as in $\text{BaTiO}_3$ and $\text{PbTiO}_3$). A similar distortion occurs for perovskite oxides with a hexagonal or rhombohedral structure such as $\text{LiNbO}_3$, $\text{ZnSnO}_3$ and $\text{BiFeO}_3$.

Perovskites have found many applications because of their tunable properties. The identity of the $A$ and $B$ cations can be changed or mixed as desired to yield many different materials with varied properties. It has also been found that the lattice constants of most perovksites can be changed, inspiring the field of study now known Strain Engineering. By straining the lattice constants, several properties have been
tuned, including semiconductor-metal transitions, electron mobilities and band gaps. Also, when different perovskites with similar lattice constants are epitaxially grown to form superlattices, interesting phenomena such as 2D gases at the interfaces is possible.

### 3.3 Ferroelectric materials as catalysts

The direction of the ferroelectric polarization has been demonstrated to have an effect on the surface chemistry of ferroelectrics. The first to demonstrate this for a ferroelectric was Parravano who showed that the rate of CO oxidation over KNbO$_3$ and NaNbO$_3$ significantly increased around the Curie temperatures of the catalysts. A more recent experimental study of catalysis on bare ferroelectric surfaces is that of Yun and co-workers. They measured the temperature programmed desorption (TPD) data for different kinds of molecules and showed that 2-propanol has a desorption peak temperature 100K greater on the negatively polarized surface compared to the positively polarized one. This means that the adsorption energy is much greater on the negatively polarized surface.

The internal electric field in ferroelectric catalysts and the polar surface termi-
nations can mitigate electron-hole recombinations when used for the photocatalysis and this has resulted in several studies on the possibilities of using ferroelectrics as solar cell materials and photocatalysts. Another interesting catalytic application of bare ferroelectrics such as BaTiO$_3$ and PbTiO$_3$ is the combustion of methane.

An exciting phenomenon on these materials for hydrocarbon-related catalysis is the difference in adsorption properties of ethanol and methanol on oppositely poled surfaces. It was found that ethanol adsorbs more rapidly on negatively poled BaTiO$_3$ in contrast to methanol which adsorbs more rapidly on positively poled BaTiO$_3$. This highlights the intriguing possibility of tuning the surface of the catalyst for selectivity towards methanol or ethanol.

The effect of ferroelectrics has also been shown where another layer is grown over the ferroelectric. The first observation of this type of effect was by Inoue and co-workers in the 1980s. They reported that activation energy (hence kinetic behavior) for CO oxidation over a LiNbO$_3$-supported Pd catalyst significantly changed depending on the polarization of the support and the thickness of the Pb layer. They found that the energy barrier varied over Pd on the positive polar surface changed from 126KJ/mol when the Pd thickness was over 0.2nm to 96KJ/mol at 0.02nm, whereas the Pd deposited on the negatively poled surface showed a constant energy barrier of 128KJ/mol irrespective of thickness. They also showed that the adsorption energy of CO and H$_2$ on NiO deposited on oppositely poled directions of LiNbO$_3$. This phenomenon was explained using a band bending model in which the polarization of the substrate modifies the electronic distribution on the NiO surface. A theoretical paper by Kolpak and co-workers where Pt layers deposited on oppositely poled PbTiO$_3$ showed different activities for CO dissociation supports this model.

They showed that the increase in the available Pt $d$-states at the Fermi level of the negatively polarized substrate enhances the adsorption of oxygen atoms. Yun et al. recently performed a similar experiment confirming these results and models.
3.4 Landau Theory

Landau Theory is a general theory explaining second order transitions in materials when a new state of reduced symmetry develops such as during a paraelectric to ferroelectric transition. For this system the variables are temperature \( T \), polarization \( P \), electric field \( E \), strain \( \eta \) and stress \( \sigma \). The free energy \( F \) is considered to be a function of polarization (three components), stress (six components) and temperature. We guess that the form of \( F \) is

\[
F = \frac{1}{2}aP^2 + \frac{1}{4}bP^4 + \frac{1}{6}cP^6 + ... - EP
\]

(3.1)

The constants \( a \), \( b \), and \( c \) are determined as follows: The minimum of the energy should result in the equilibrium configuration, at which

\[
E = aP + bP^3 + cP^4 + ...
\]

(3.2)

so the if we define the dielectric susceptibility \( \chi \) as the differential of this equation with respect to \( P \) at \( P = 0 \), we will have:

\[
\chi = \frac{P}{E} = \frac{1}{a}
\]

(3.3)

If we assume \( a = 0 \) at the Curie point \( T_o \), then \( a \) must be of the form \( a_o(T - T_o) \). It is known experimentally that \( a \) and \( c \) are always positive. Therefore the type of transition state that a ferroelectric undergoes depends on \( b \). Figure 3-3 shows how the free energy \( F \) changes as a function of polarization for paraelectric and ferroelectric materials. In experiments or \textit{ab-initio} modeling, we can plot the total energy as a function of polarization as in Figure 3-3(b) and fit values of \( a \), \( b \) and \( c \) for any ferroelectric material.
Figure 3-3: Free energy $F$ as a function of polarization for a) paraelectric and b) ferroelectric materials.

### 3.5 Conclusion

The meaning of ferroelectricity has been explained and a class of ferroelectric materials, perovskite oxides have been described. The use of these materials as catalysts, both by themselves and as support for other catalysts is explored. We find that the ferroelectric changes in the materials offer a means to control the adsorption properties of certain molecules and reaction energetics of some reactions even when the molecules and reactants are not in direct contact with the ferroelectric. In the final section of this chapter, we briefly described Landau theory which models phase transitions such as the one ferroelectrics undergo.

In the next chapter, we will introduce the our *ab-initio* simulation methods.
Chapter 4

Methods

4.1 Introduction

In this work, we will build computational models of materials in order to design a catalyst and simulate its performance as a catalyst for carbon dioxide conversion. This is made possible by the work of several researchers in developing computational models for materials. In the early 20’s materials were modeled by simple spring-like pair potentials holding together atoms in a specified lattice. The holy grail of this method was to figure out the best interatomic potentials for certain systems and improvement of computational times. Lennard-Jones model [39], force-field potentials (e.g. Ref. [40]), embedded atom model [41] and the more recent Morse potential [42] were among the most successful approaches. The methods were able to reproduce bulk properties of the materials including lattice constants, bulk modulus, crack propagation etc and are used in molecular mechanics and dynamics simulations. However, these methods failed when applied to process which had significant involvement of electrons or had changing or complicated potential fields such as in bond-breaking, solid diffusion, epitaxy and chemical reactions.

Gradual developments in Computational Quantum Chemistry beginning in the late 30’s eventually solved this problem. Schrodinger’s equation (Equation 4.1), a linear partial differential equation which accurately models the behavior of quantum systems, is the starting point for these methods. [43]
where $E$ is the total energy in the quantum system (collection of atoms, molecules or fundamental particles), $\Psi(r)$ is the wavefunction (a probability amplitude whose square is the probability density) at a point $r$, $\hbar$ is the reduced Planck’s constant, $m$ is the mass, $\nabla^2$ is the Laplacian and $V(r)$ is the potential energy.

Erwin Schrodinger showed that this equation can be exactly solved for the hydrogen atom. He was able to reproduce the experimental hydrogen spectral series and the energy levels of the Bohr model. However, the equation becomes quickly complicated when more electrons are introduced, per modeling of heavier elements. The many-body Schrodinger Equation,

$$E\Psi(r) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r) \right] \Psi(r) \quad (4.1)$$

where $U(r_i, r_j)$ is the interaction energy between electrons $i$ and $j$ becomes complicated for more than one electron.

Methods to solve this equation include Pertubation theory, the variational method, Quantum Monte Carlo, the Wentzel-Kramers-Brillouin (WKB) approximation, the Hartree Fock Method and Density Functional Theory (DFT) method. Of all the listed methods, Density Functional Theory is the most widely used because it provides a way to solve the Schrodinger equation with reasonable computational cost which scales well with system size without sacrificing too much accuracy. We briefly describe the development of DFT in the next section.

### 4.2 Density Functional Theory

Density Functional Theory is a computational method used to calculate the ground state properties of many body systems. It is an implementation of the Schrodinger
equation with appropriate approximations that promotes accuracy at reasonable computational costs. DFT approaches the difficult-to-solve interacting electrons problem by mapping it exactly to the easier-to-solve non-interacting electrons problem. The computational tractability comes from using functionals of the electron density rather than direct calculation of the wavefunctions.

The step that signaled the birth of DFT was the formulation of the two Hohenberg-Kohn (H-K) theorems \[44\] in 1964. The first H-K theorem proved that the ground-state properties of a many-body electron system are uniquely determined by the electron density that depends on the three spatial coordinates \(x, y, \) and \(z\). This makes it possible to reduce the problem of solving the N-electron Schrodinger equation having 3N coordinates to that of solving the N-electron equation having 3 coordinates. To prove the one-to-one mapping between the ground state wavefunction and density, Hohenberg and Kohn used the variational principle: that the expectation value of the Hamiltonian \(H\) obtained with the true ground state wavefunction must be less than that obtained with any other wavefunction. We have, for two wavefunctions \(\Psi\) and \(\Psi':\)

\[
E_o = \langle \Psi | H | \Psi \rangle \quad (4.3)
\]

and

\[
E_o' = \langle \Psi' | H' | \Psi' \rangle \quad (4.4)
\]

By the variational principle,

\[
E_o < \langle \Psi' | H | \Psi' \rangle \quad (4.5)
\]

and

\[
E_o' > \langle \Psi | H | \Psi \rangle \quad (4.6)
\]

Equations 4.3 and 4.6 can be rewritten as

\[
E_o < E_o' + \langle \Psi | H - H' | \Psi' \rangle \quad (4.7)
\]
and

\[ E_o < E_o + \langle \Psi | H' - H | \Psi \rangle \quad (4.8) \]

In real space, \( \langle \Psi | H - H' | \Psi \rangle = \int \rho_o (V - V') dr \) and \( \langle \Psi | H - H' | \Psi \rangle = \int \rho_o (V' - V) dr \) if we assume \( \Psi \) and \( \Psi' \) to give the same ground state density \( \rho_o \). Therefore if wall of quantum chemistrye sum Equations 4.7 and 4.8 we obtain:

\[ E_o + E_o < E_o + E_o \quad (4.9) \]

The falseness of Equation 4.9 shows that \( \Psi \) and \( \Psi' \) cannot give the same ground state density \( \rho_o \).

The second H-K theorem defines an energy functional and proves that the correct ground state electron density minimizes this functional. Kohn and Sham\[45\] in 1965 combined these two theorems to develop a method of finding the ground state energy from the electron density. They showed that the energy can be written as the sum of the kinetic energy of a non-interacting electron gas, energy from an external potential, an Hartree energy and an exchange-correlation energy, viz:

\[ E = T + V_{ion}(r) \rho(r) dr + \frac{e^2}{2} \int \frac{\rho(r) \rho(r')}{|r - r'|} dr dr' + E_{XC} \quad (4.10) \]

The exchange correlation part of the energy is however not known and various approximations are employed. In addition, we need to find the density in order to use the above expression. Kohn and Sham’s idea to obtain these is depicted in Fig 4-1. The steps in the DFT scheme are:

1. Construct the nuclear potential given the atomic types and positions in the system.

2. Calculate the Hartree and exchange correlation potentials.

3. Solve the Kohn-Sham equations to obtain the wavefunctions.
Figure 4-1: DFT self-consistency scheme.
4. Use the new wavefunctions to calculate updated values of the spatial electron densities and the total energy.

5. Stop the self-consistent field calculation when the difference between the old and new energies are sufficiently small. If only the ground state energy and density of the system are required, the calculation should end here.

6. If calculating the optimized atomic positions of the atoms in the system, also calculate the forces on each atom in step 4. Move the atoms based on the magnitudes and directions of the forces and calculate the new electronic densities and forces. Repeat this until the forces are almost zero.

7. If calculating the optimized lattice parameters and positions of the atoms, also calculate the forces on each atom and the stresses in the cell. Move the atoms and change the lattice parameters based on the forces and stresses respectively and calculate the new electronic densities, energies, forces and stresses. Repeat until the forces and stresses are sufficiently small.

A plane wave basis set is usually used to describe the Kohn-Sham orbitals (wavefunctions) of Equation 4.2. Though other functions are possible, plane waves are the most commonly used to to their simple mathematical nature and that they allow a high numerical accuracy. Plane waves are written as:

$$\psi_i(r) = \sum_{G< \mathbf{G}_c} C_i e^{i\mathbf{G}.r} e^{i\mathbf{k}.r} \quad (4.11)$$

### 4.3 Exchange Correlation Functionals

An unfortunate compromise in the computational tractability in the DFT method is having to approximate the electron-electron exchange correlation energy $E_{XC}$ in Equation 4.10 since we do not know its analytical form. The simplest possible approximation of $E_{XC}$ is the local density approximation (LDA) developed by Kohn and Sham. [46] Here the exchange-correlation energy functional depends solely on
the values of the electron density and not on its derivatives. The functional is written as

\[ E_{XC}^{LDA}(\rho) = \int \rho(\mathbf{r}) \epsilon_{XC}(\rho) d\mathbf{r} \quad (4.12) \]

where \( \epsilon_{XC} \) is the exchange-correlation energy of a homogenous electron gas (a quantum mechanical model of interacting electrons in a field of uniformly distributed positively charged nuclei) with charge density \( \rho \). In this approximation, the correlation energy is treated as purely local.

When it is necessary to include spin polarization in the system being modeled, the local spin density approximation (LSDA) performs better than the LDA. Here two spin densities \( \rho_\alpha \) and \( \rho_\beta \) representing up and down directions respectively are employed, where the total density \( \rho \) is \( \rho_\alpha + \rho_\beta \). The form of the LSDA is

\[ E_{XC}^{LSDA}(\rho_\alpha, \rho_\beta) = \int \rho(\mathbf{r}) \epsilon_{XC}(\rho_\alpha, \rho_\beta) d\mathbf{r} \quad (4.13) \]

From the foregoing, it is clear that the LSDA and LDA will be most accurate when the density changes slowly with position. When this is not the case, it is better to include nth-order variations in the density. A logical first improvement on the LDA is the generalized gradient approximation (GGA) which takes into account the gradient of the electron density at each position. That is, the exchange-correlation energy is written as a function of both \( \rho \) and \( \nabla \rho \), viz

\[ E_{XC}^{GGA}(\rho_\alpha, \rho_\beta) = \int \rho(\mathbf{r}) \epsilon_{XC}(\rho_\alpha, \rho_\beta, \nabla \rho_\alpha, \nabla \rho_\beta) d\mathbf{r} \quad (4.14) \]

This improves the accuracy of many types of calculations. Further improvement can be achieved by including higher derivatives of the density but the improved accuracy comes at a disproportionate computational cost. Therefore in this work, the generalized gradient approximation will be employed.
4.4 Pseudopotentials

The pseudopotential method replaces the complicated behavior of the core electrons and nucleus of each atom with an effective potential. Since the core of the atoms (compared to the valence electrons) are not involved in the bonding properties of the atoms in the system, approximating the effect of the core by some potential should reduce the computational cost of DFT calculations even further without significant effects on accuracy when optimized for the problem at hand. The highly localized core orbitals, which are normally sharp functions mathematically represented by a large number of plane waves, are replaced with a smoother function so that the electrons in the orbitals are not treated explicitly in the calculation.

A pseudopotential is constructed by first performing an all-electron calculation to determine the potential, wavefunctions and eigenvalues of the atomic reference state. The pseudo-potential is then chosen such that the eigenvalues match that of the reference state and the wavefunction outside some cut-off radius $r_c$ exactly matches that of the reference.

The most common forms of pseudopotentials are the norm-conserving [47] and the ultrasoft [48]. In this thesis, we will use pseudopotentials of the later type which are less computationally expensive.

4.5 Dispersion Correction (DFT-D)

Density Functional Theory is yet unable to properly describe intermolecular interactions, especially van der Waal’s forces. New DFT methods have been developed to overcome this problem. Among these, the Grimme dispersion correction [49] is the most widely used since it can easily be incorporated as a correction on existing functionals and so does not significantly affect the other properties for which the functional was designed.

For the dispersion correction, the parametrization of the density functional is restricted to short electron correlation ranges and longer ranges are described by
damped $C_6 \cdot R$ terms. This correction is added to the usual Kohn-Sham energy, viz:

$$E_{DFT-D} = E_{KS-DFT} + E_{disp}$$

(4.15)

The dispersion energy $E_{disp}$ is given by

$$E_{disp} = -s_6 \sum_{i=1}^{N_{at}-1} \sum_{j=i+1}^{N_{at}-1} \frac{C_{ij}^6}{R_{ij}^6} f_{damp}(R_{ij})$$

(4.16)

where $N_{at}$ is the number of atoms in the system, $C_{ij}^6$ and $R_{ij}$ are the dispersion coefficient and interatomic distances for the pair $ij$, $f_{damp}$ is a damping function and $s_6$ is a functional-dependent global scaling factor. This method has been found to be very successful. Several studies have shown that the performance for non-covalently bound systems including many pure van der Waals complexes is exceptionally good, reaching on the average the level of accuracy of quantum chemistry (e.g CCSD(T)) methods.\[50]\[51]

### 4.6 Density of States

The density of (energy) states describe the number of states available for electron occupation at each energy interval in a system. It is frequently of interest to know the density of states in a system since it provides a key insight into the material’s properties, for example, its band gap, electronic effects due to an interface, metallicity, etc. We can also infer or predict bonding interactions between molecules or between a molecule and a surface.

The density of states in a DFT calculation can be computed when the ground state charge density is known. It is formally defined as

$$n(\epsilon) = \int n(r, \epsilon) dr$$

(4.17)

where the local density of states, $n(r, \epsilon)$ is defined as
\[ n(r, \epsilon) = \sum_{i}^{N} |\psi_i(r)|^2 \delta(\epsilon - \epsilon_i) \]  

(4.18)

4.7 Nudged Elastic Band Calculations

The Nudged Elastic Band (NEB) is a method of calculating the energetics of chemical processes including chemical reactions, solid diffusion, adsorption and desorption and vacancy formation. The rates of these reactions are estimated by finding the transition states between the initial and final states (see Fig. 1-5) using the harmonic transition state theory\[52\]. The minimum energy path (along which the reaction energetics are calculated) is defined as the path that has the greatest statistical weight on the potential energy surface. At any point along this path, the force of the atoms is tangential to the path.

The NEB method is one of the most robust ways of finding the minimum energy path (MEP) and has been used in conjunction with classical potentials and density functional theory. In the method, images of the system between the initial and final states are constructed and 'rubber-bands' are added to adjacent images. Minimizing the force on these bands results in a path that is the MEP.

Consider a system having \( N+1 \) images including the start and end states, resulting in the use of \( N \) bands \([R_0, R_1, R_2, ..., R_N]\) with \( R_0 \) and \( R_N \) fixed. The total force acting on an image is the sum of the forces in the elastic bands along the local tangent a 'true' force perpendicular to it.

\[ F_i = F^s_i || - \nabla E(R_i)|_\perp \]  

(4.19)

We then apply an optimization algorithm to move the images according to the magnitude of the force using for example a Verlet algorithm. From this, we can obtain a reaction or process pathway and hence reaction rates for any system as depicted in Fig. 1-5 and Eqs. 1.1 and 1.2.
4.8 Limitations of DFT

Even though DFT is in principle an exact reformulation of the many body Schrodinger Equation, approximations are required for the exchange-correlation energy functional. The error in the correlation part results in the local nature of LDA and GGA type functionals. This has been found to explain why common DFT methods tend to underestimate the band gaps of materials, barriers of chemical reactions, dissociation energies of ions and charge transfer ionization energies, and overestimate the binding energies of charge transfer complexes and material behavior under the action of electric fields. Several methods have been devised to correct these errors. The DFT-D method accounts for long range interactions using a $1/R^6$ correction term and the DFT+U adds an on-site Coulomb repulsion to (usually localized $d$ and $f$) orbitals of specified atoms so as to correctly account for electron-electron interactions. Understanding the limitations (and possible remedies) of DFT is important in evaluating the results and comparing to experiments.

4.9 Conclusion

This chapter introduced the methods we will use in this thesis. The mostly widely used computational method for materials, the Density Functional Theory, is presented. The self consistent scheme for the implementation is described and the meanings of functionals and pseudopotentials are explained. Some of the methods for calculating material properties (e.g Density of States) or improving DFT (e.g DFT-D) are also presented. Finally, the limitations of DFT are discussed. For the systems we will consider in this thesis, DFT with dispersion correction is expected to give results comparable to experimental data as will be shown in the next chapter.
Chapter 5

Functionals and convergence testing

5.1 Selecting a functional

In order to be sure that our DFT calculations represent the systems we are interested in investigating to a reasonable accuracy, we need to make use of the ‘right’ functionals. In addition, since we will introduce gas phase materials (e.g. CO$_2$) into our systems, we need to account for long-range interactions as well. From previous studies, we know that hybrid functionals are the most accurate for molecular systems [55] and the local density approximation (LDA) [46] and general gradient approximation (GGA) [56, 57] are most widely used for solids. It is known that GGA does not represent the accurately describe all the relevant perovskites so well. [58] Since our systems are combinations of molecules, oxides and perovskites, we have a non-trivial problem of finding or fitting the right functionals. As a first step, we compared the performance of the Wu-Cohen [59, 60] functional against the more commonly used PBE [61] functional. In both we checked the effect of adding dispersion correction [62] (i.e. DFT-D calculation).

5.1.1 $s_6$ factor for Wu-Cohen functional

The presence of dispersive van der Waals forces restrict the applicability of semi-local exchange and correlation functional within density functional theory. [63] The most
common way to correct for this is the use of Grimme’s correction [49]. In his paper, Grimme calculated the values of $C_{ij}^6$ for elements H to Xe and $s_6$ for BLYP, PBE, TPSS and B3LYP functionals using Equations 4.15 and 4.16. Since we do not yet know what the $s_6$ parameter should be for the Wu-Cohen functional, we have to calculate it.

The value of $s_6$ was calculated using the following method:

1. The total energies of the 22 molecular systems in the standard S22 set (Table 5.1) were calculated using the Wu-Cohen functional as implemented in PWscf [64] at a set $s_6$ value of 1.0. $E_{disp}$ was then obtained using the Equation 4.15.

2. The total energy at different values of $s_6$ were then calculated as

$$E_{DFT-D,s_6} = E_{KS-DFT} + s_6 \cdot E_{disp,s_6=1}$$ (5.1)

3. Steps 1 and 2 were performed for the 17 constituent molecular systems to obtain the energies of the single molecules.

4. At each value of $s_6$, we evaluated the interaction energies in each molecular system using

$$E_{int} = E_{tot} - E_1 - E_2$$ (5.2)

where $E_{int}$ is the interaction energy, $E_{tot}$ is the total energy of the system and $E_1$, $E_2$ are the energies of the constituent molecules.

5. Finally, the interaction energies were compared with that obtained with the Coupled Cluster Singles and Doubles quantum chemistry method (see Table 5.1). The standard deviations of the 22 interaction energies from the benchmark values were computed for each value of $s_6$.

The final results are shown in Fig 5-1. By interpolation, we find the optimal value of the global scaling factor for the Wu-Cohen functional is

$$s_6 = 0.82$$
<table>
<thead>
<tr>
<th>s/n</th>
<th>Name</th>
<th>Optimization level</th>
<th>Energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2-pyridoxine 2-aminopyridine complex</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.7246</td>
</tr>
<tr>
<td>2</td>
<td>Adenine thymine complex stack</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.5303</td>
</tr>
<tr>
<td>3</td>
<td>Adenine thymine Watson-Crick complex</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.7099</td>
</tr>
<tr>
<td>4</td>
<td>Ammonia dimer</td>
<td>CCSD(T)/cc-pVQZ noCP</td>
<td>-0.1375</td>
</tr>
<tr>
<td>5</td>
<td>Benzene - Methane complex</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.065</td>
</tr>
<tr>
<td>6</td>
<td>Benzene ammonia complex</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.1019</td>
</tr>
<tr>
<td>7</td>
<td>Benzene dimer parallel displaced</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.1184</td>
</tr>
<tr>
<td>8</td>
<td>Benzene dimer T-shaped</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.1188</td>
</tr>
<tr>
<td>9</td>
<td>Benzene HCN complex</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.1934</td>
</tr>
<tr>
<td>10</td>
<td>Benzene water complex</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.1422</td>
</tr>
<tr>
<td>11</td>
<td>Ethene dimer</td>
<td>CCSD(T)/cc-pVQZ noCP</td>
<td>-0.0655</td>
</tr>
<tr>
<td>12</td>
<td>Ethene ethyne complex</td>
<td>CCSD(T)/cc-pVQZ noCP</td>
<td>-0.0663</td>
</tr>
<tr>
<td>13</td>
<td>Formamide dimer</td>
<td>MP2/cc-pVTZ noCP</td>
<td>-0.6921</td>
</tr>
<tr>
<td>14</td>
<td>Formic acid dimer</td>
<td>CCSD(T)/cc-pVTZ noCP</td>
<td>-0.807</td>
</tr>
<tr>
<td>15</td>
<td>Indole benzene complex stack</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.2264</td>
</tr>
<tr>
<td>16</td>
<td>Indole benzene T-shape complex</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.2485</td>
</tr>
<tr>
<td>17</td>
<td>Methane dimer</td>
<td>CCSD(T)/cc-pVTZ noCP</td>
<td>-0.023</td>
</tr>
<tr>
<td>18</td>
<td>Phenol dimer</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.3057</td>
</tr>
<tr>
<td>19</td>
<td>Pyrazine dimer</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.1917</td>
</tr>
<tr>
<td>20</td>
<td>Uracil dimer h-bonded</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.8877</td>
</tr>
<tr>
<td>21</td>
<td>Uracil dimer stack</td>
<td>MP2/cc-pVTZ CP</td>
<td>-0.4284</td>
</tr>
<tr>
<td>22</td>
<td>Water dimer</td>
<td>CCSD(T)/cc-pVQZ noCP</td>
<td>-0.2177</td>
</tr>
</tbody>
</table>

Table 5.1: Reference interaction energies of the S22 set. The data were obtained from the Benchmark Energy and Geometry Database (http://www.begdb.com).
Figure 5-1: Deviation of DFT-D errors in interaction energies of the S22 set using Wu-Cohen functionals.

5.1.2 Wu-Cohen vs PBE functionals

The standard among computational scientists for how good a functional is is how well its results mirrors experimental data. The most common benchmarks for most systems are the formation energies (for solids), interaction energies (for molecular gas-phases) and adsorption energies (for where a gas-solid interaction is important). In deciding whether to use the Wu-Cohen or PBE functional, we adopted these standards. Calculations were done within DFT with and without dispersion correction and the results compared to data obtained from the NIST webbook or most commonly cited or recent papers.
Formation energies

We considered the formation energies of all possible precipitates of the ZnO/PbTiO$_3$/CO$_2$ system, viz ZnO, PbO, α-PbO$_2$, TiO, TiO$_2$ (rutile), Ti$_2$O$_3$, and PbTiO$_3$. The energies were calculated using the usual method:

$$E_{f,(A_nB_m)} = E_{\text{tot},(A_nB_m)} - nE_{\text{tot},(A)} - mE_{\text{tot},(B)}$$ (5.3)

These energies were then compared to the values listed in the US National Institute of Science and Technology (NIST) Chemistry Webbook [65].

Interaction energies

As described in Section 5.1.1, the interaction energies for the molecular dimer systems can be calculated. We used the $s_6$ scaling factor of 0.82 and 0.75 for Wu-Cohen and PBE functionals respectively in the DFT-D calculations. The interaction energies were calculated using Equation 5.2 and then compared to data in Table 5.1.

Adsorption energies

We limited the adsorption energy test to the adsorption of CO$_2$ on the 1120 non-polar and the 0001 and 0001 polar surfaces of ZnO. These are the surfaces of interest in this project. The adsorption energies were calculated using

$$E_{\text{ads}} = E_{\text{ZnO+CO}_2} - E_{\text{ZnO}} - E_{\text{CO}_2}$$ (5.4)

where $E_{\text{ZnO}}$ is the energy of a ZnO slab and $E_{\text{CO}_2}$ is the energy of an isolated CO$_2$ molecule. The data were then compared to experimental CO$_2$ adsorption energy such as in Refs [66], [67] and [68].

By comparing the results when different functionals are used, we find that the Wu-Cohen functional with dispersion correction is the best for our work.

To be sure that this choice of functional is reasonable not just for the types of
energies calculated, the lattice constants of different solids relevant to this work were checked as shown in Table 5.2.

### 5.2 Energy cut-off, k-point grid, slab and vacuum convergence

Cut-off and k-point grid convergence calculation were done for all the systems in Table 5.2. The results are shown in Table 5.3.

We also calculated the required spacing to simulate a vacuum over ZnO and PbTiO$_3$ slabs. By varying the spacing between the repeating slabs in the z-direction and applying a dipole correction, we were able to estimate the convergence of the surface energies. A representative plot of the total energy of a ZnO(1120) slab is shown in Fig 5.2. It is seen that a spacing of 6 Å is more than sufficient for the ZnO surface. A similar calculation using two formula units of a symmetric PbO-terminated PbTiO$_3$
### Table 5.3: Converged plane wave cutoff energies and k-point grids used in calculating bulk materials.

<table>
<thead>
<tr>
<th>Subst.</th>
<th>Form</th>
<th>Cut-off energy (Ry)</th>
<th>K-point grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Hexagonal</td>
<td>30</td>
<td>5 × 5 × 2</td>
</tr>
<tr>
<td>O₂</td>
<td>Molecule</td>
<td>30</td>
<td>1 × 1 × 1</td>
</tr>
<tr>
<td>CO₂</td>
<td>Molecule</td>
<td>40</td>
<td>1 × 1 × 1</td>
</tr>
<tr>
<td>Pb</td>
<td>FCC</td>
<td>45</td>
<td>12 × 12 × 12</td>
</tr>
<tr>
<td>PbO</td>
<td>Tetragonal</td>
<td>45</td>
<td>5 × 5 × 5</td>
</tr>
<tr>
<td>PbO₂</td>
<td>Orthorhombic</td>
<td>50</td>
<td>5 × 5 × 5</td>
</tr>
<tr>
<td>Ti</td>
<td>α−HCP</td>
<td>50</td>
<td>10 × 10 × 10</td>
</tr>
<tr>
<td>TiO</td>
<td>Cubic</td>
<td>60</td>
<td>6 × 6 × 6</td>
</tr>
<tr>
<td>TiO₂</td>
<td>Tetragonal</td>
<td>60</td>
<td>5 × 5 × 4</td>
</tr>
<tr>
<td>PbTiO₃</td>
<td>Tetragonal</td>
<td>55</td>
<td>4 × 4 × 4</td>
</tr>
<tr>
<td>Zn</td>
<td>HCP</td>
<td>30</td>
<td>5 × 5 × 5</td>
</tr>
<tr>
<td>ZnO</td>
<td>Orthorhombic</td>
<td>55</td>
<td>5 × 5 × 4</td>
</tr>
</tbody>
</table>

The table shows the converged plane wave cutoff energies and k-point grids used in calculating bulk materials.

A slab showed that a spacing of 10 Å with dipole correction was sufficient to simulate a vacuum. In actual calculation, we added more space to account for the presence of CO₂ and methanol adsorbates.

### 5.3 Effect of adding an electrode

An electrode or some kind of support is necessary for most applications involving perovskites. Electrodes have been demonstrated to have significant effects on the perovskite properties. For example, Sai et al. [69] reported that the Pt electrodes cancel 97% of the depolarizing field in thin PbTiO₃ thin films and thus help to maintain some polarization even in films one lattice unit thick. Here the grounded electrodes provide metallic screening that compensates the polarization charge. Arras et al. [70] carried out an interesting study on the effects of metal electrodes on the LaAlO₃/SrTiO₃ interface. They showed that changing the type of metal greatly affects the Schottky barrier, carrier concentration and lattice polarization at the interface.
Figure 5-2: Vacuum space convergence for two layers of ZnO(11\overline{2}0) slab.
In the light of this, it is imperative to understand how adding a metal electrode in our model of the ZnO/PbTiO$_3$ affects the ZnO surface (hence catalytic) properties. If the electrode has an effect, we will have a better understanding of phenomena at the surfaces. If it does not, then we can get away with modeling a ZnO/PbTiO$_3$ system with fewer atoms hence less computational costs.

We carry out several calculations as follows (see Figure 5-3):

- ZnO/PbTiO$_3$/Pt at both PbTiO$_3$ polarization directions
- ZnO/PbTiO$_3$ at both polarization directions
- $\text{CO}_2$ adsorption on ZnO/PbTiO$_3$/Pt at both polarization directions
- $\text{CO}_2$ adsorption on ZnO/PbTiO$_3$ at both polarization directions

We used two ZnO 1$ar{1}$20 layers, four lattice parameter thick PbO-terminated PbTiO$_3$ slab (bottom three fixed) and four layers of Pt at the bottom. We calculated the ZnO
binding energy PbTiO$_3$/Pt and PbTiO$_3$, density of states of ZnO/PbTiO$_3$/Pt and ZnO/PbTiO$_3$, and CO$_2$ adsorption energy on ZnO/PbTiO$_3$/Pt and ZnO/PbTiO$_3$.

5.3.1 ZnO binding energy on PbTiO$_3$/Pt and PbTiO$_3$

With the Pt and ZnO layers and the topmost PbTiO$_3$ layer relaxed, we calculated the binding energy of ZnO to PbTiO$_3$ in the presence and absence of the electrode. Figure 5-4 shows the result. It is seen that the electrode has no effect of the ZnO binding. This tells us that the structure is probably as stable with and without the electrode.

5.3.2 CO$_2$ adsorption energy on ZnO/PbTiO$_3$/Pt and ZnO/PbTiO$_3$

Then we calculated the CO$_2$ adsorption energy. Figure 5-4 shows that the electrode has no significant effect.

5.3.3 Density of states of ZnO/PbTiO$_3$/Pt and ZnO/PbTiO$_3$

Finally, we calculated the electronic structure of the layers. As seen in Figures 5-5 and 5-6, there is no significant change in the electronic structure of the layer both for the up- and down- polarized catalyst when the platinum electrode is removed.

From the foregoing, it is evident the electrode is not important to consider here. Therefore for the rest of the calculations in this work, we will model ZnO/PbTiO$_3$/Pt as ZnO/PbTiO$_3$.

5.4 Conclusion

In this chapter, our work on testing functionals was presented. We showed that the proper global scaling factor for the Wu-Cohen functional is 0.82 compared to 0.75
Figure 5-4: Comparing the ZnO binding energy on PbTiO$_3$ and CO$_2$ adsorption energy on ZnO(1120)$_2$PbTiO$_3$ with an without a Pt electrode.
Figure 5-5: Projected densities of states for the topmost five layers of a) ZnO/PbTiO$_3$/Pt and b) ZnO/PbTiO$_3$ for PbTiO$_3$ poled in the positive direction.
Figure 5-6: Projected densities of states for the topmost five layers of a) ZnO/PbTiO$_3$/Pt and b) ZnO/PbTiO$_3$ for PbTiO$_3$ poled in the positive direction.
for PBE. Using this, we demonstrated that the best functional of the two to use for the CO$_2$/ZnO/PbTiO$_3$/Pt system is the Wu-Cohen functional. Finally, we explored the effect of adding an electrode by carrying out representative calculations using a Pt electrode beneath the perovskite. Our results showed that the electrode had little effect on the surface chemistry of the ZnO layers, and so we may model the CO$_2$/ZnO/PbTiO$_3$/Pt system without Pt.
Chapter 6

Surface Chemistry of ZnO(11\bar{2}0) and ZnO(0001)

6.1 Introduction

Due to its wide band gap, gas adsorption properties and conductivity when doped, zinc oxide has found interesting electronics (e.g. blue and UV light emitting diode), sensor, spintronics and piezoelectric applications [71]. In addition, when combined with copper nanoparticles, it is capable of catalyzing methanol synthesis, and has been the standard catalyst in the industrial manufacture of the chemical.

Our interest in zinc oxide stems from the latter application. As previously discussed, we are designing a novel approach to catalysis which may result in very high catalytic rates, beyond the maxima predicted by Sabatier’s volcano plots. To do this, we try to tune the surface chemistry of a regular catalyst by changing the polarization of an underlying perovskite, thereby changing the structure and/or electronic properties of the surface layer. Zinc oxide is an ideal candidate to test this idea since its growth on perovskites has been well studied experimentally.

As a first step to modeling this system, we need to study bulk ZnO and the properties of its most stable surfaces. The non-polar (11\bar{2}0) and the polar (0001) are of interest since they are the most commonly observed growth orientations on perovksites [3, 72, 73]. In this chapter, we discuss some theory and the results of our
Figure 6-1: ZnO cutting planes for (0001) and (1120) surfaces.

*ab initio* calculations of the atomic and electronic structure and surface chemistry of ZnO slabs.

### 6.2 *ab initio* calculations for non-polar ZnO (1120)

For our calculations, we carried out self-consistent density functional theory computations with a generalized gradient approximation as implemented in PWscf in the Quantum Espresso code [64]. We employ a cut-off energy of 50Ry and 5×5×1 and 4×4×1 Monkhorst-Pack k-point meshes for ZnO(1120) and ZnO(0001) slabs respectively. All calculations correspond to zero temperature. For the local exchange correlation functional, Wu-Cohen [59] GGA was used rather than the more popular PBE because it performs better in predicting the properties of perovskites and many other molecules, surfaces and solids [60] as described in the previous chapter. Con-
vergence was assumed when the forces on the ions were less than 0.001 Ry/Bohr. For the slabs, eight atomic layers were modeled and the spacing between repeating slabs was 15Å. A dipole correction [74] was used to prevent artificial electrostatic interactions between the repeating units. Half of the 8 ZnO layers were relaxed in our calculations. The lattice constants in the x-y plane were fixed to $c_{ZnO}$ and $\sqrt{3} \times a_{ZnO}$ respectively (see Fig. 6-2). We calculated surface electronic structure, and CO$_2$ and methanol adsorption properties.

6.2.1 Results

Surface electronic structure

Upon relaxing the ZnO(1120) slab structure, we calculated the projected density of states (PDOS). Fig 6-3 shows the PDOS for the surface layer and the bulk-like layer in the center of the slab. Comparison of the PDOS in these layers shows that the loss of coordination and the appearance of a small dipole as evidenced by a surface
Zn-O displacement of $\delta_{\text{Zn-O}} = -0.23\text{Å}$ perpendicular to the surface has little effect on the surface electronic structure. This conforms with STM and LEED studies \cite{75, 76} which show an essentially bulk-like termination of the surface. Moreover, the slight dipole at the surface may explain the roughness reported in both papers. The dipole introduces an instability which can be compensated by adsorption of adatoms or a surface reconstruction as may be the case here (see Section \ref{sec:6.3.1}). We measure the bond length at the surface compared to the bulk and find a 5% reduction, in agreement with Ref. \cite{77} in which a 6% reduction was reported.

**CO$_2$ adsorption properties**

Next we calculate adsorption of CO$_2$ on the 1 $\times$ 1 surface (coverage of 1ML). We find that the molecule binds in a tridentate form, so that the carbon is surrounded by three oxygen atoms (Fig. \ref{fig:6-4}), leading to a high binding energy of -1.15eV.

To analyse the mechanism for this process, we compare the O-atom projected

---

**Figure 6-3:** Projected density of states for ZnO(11\bar{2}0) slab.
Figure 6-4: CO$_2$ adsorption on the ZnO(11̅20) surface. The molecule binds across a groove in a tridentate manner.

densities of states of the ZnO surface before and after adsorption of CO$_2$ (Fig. 6-5). The plot shows a decrease in the pDOS for O-2$p$ after binding, suggesting that the CO$_2$ in this adsorption process is an electron acceptor. The Zn-3$d$ states remain essentially unchanged before and after adsorption. Computing the Lowdin charges for all the atoms before and after adsorption, we find a transfer of 0.65 electrons from the surface to the CO$_2$ molecule, confirming this picture.

We also performed CO$_2$ adsorption calculations for a lower adsorbate coverage of 1/2 ML using a $\sqrt{2} \times \sqrt{2}$ ZnO(11̅20) surface supercell. We find that the adsorption energies unexpectedly decrease for this coverage. For most molecules, the adsorption energy tends to increase with decreasing coverage as molecule-molecule repulsions are reduced. If this is not the case, then either (1) the adsorption at the higher coverage involved some favorable contribution from the molecule-molecule interaction or (2) there is some re-relaxation of the surface such that the mechanism (such as charge transfer) which enhances the adsorption process is promoted. Since the direction interaction between the adjacent CO$_2$ molecules in the tridentate configuration is an
Figure 6-5: Projected densities of state on surface O atoms before and after CO$_2$ adsorption.

O-O repulsion (see Fig. 6-4), we expect the latter mechanism to be the case. The data are presented in Table 6.1.

Methanol adsorption properties

Due to the size of the methanol molecule, it is necessary to choose several different starting positions of its adsorption on ZnO in our calculations. The minimum energy configuration is shown in Fig. 6-6 where the only atom directly binding to the surface is the hydrogen of the hydroxyl group. The binding energy was found to be -1.53eV. We also calculated the binding energy on a $\sqrt{2} \times \sqrt{2}$ ZnO(1120) surface as shown in Table 6.1. We find that the binding energy decreases with decreasing coverage as with CO$_2$. 
Figure 6-6: Methanol adsorption on the ZnO(11\overline{2}0) surface.

<table>
<thead>
<tr>
<th>Cell size</th>
<th>Coverage (ML)</th>
<th>Molecule</th>
<th>Adsorption Energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 1$</td>
<td>1</td>
<td>CO$_2$</td>
<td>-1.148</td>
</tr>
<tr>
<td>$\sqrt{2} \times \sqrt{2}$</td>
<td>$1/2$</td>
<td>CO$_2$</td>
<td>-0.812</td>
</tr>
<tr>
<td>$1 \times 1$</td>
<td>1</td>
<td>CH$_3$OH</td>
<td>-1.525</td>
</tr>
<tr>
<td>$\sqrt{2} \times \sqrt{2}$</td>
<td>$1/2$</td>
<td>CH$_3$OH</td>
<td>-0.424</td>
</tr>
</tbody>
</table>

Table 6.1: CO$_2$ and methanol adsorption energies at different coverages for the ZnO(1\overline{2}0) surface.
6.3 \textit{ab-initio} calculations for ZnO(0001)

6.3.1 Theory of polar surfaces

ZnO grown in the vertical c-direction will either be O-terminated or Zn-terminated. Both of these configurations are polar. As shown in figure 6-1, the zinc and oxygen atoms are stacked in the form of double layers. If we consider that the atoms are perfectly ionic and carry their formal charges, the charge at each layer will be as shown in the figure where \( x \) is the sum of charges on each atomic layer. The dipole moment would be \( m = N x e (c/2 - uc) \), corresponding to a polarization \( P_s = x e (1 - 2u) \) which in turn has an internally induced electric field associated with it. This means the polar surface has to be unstable \[78\] and our calculations should model an infinite number of layers to obtain the actual surface properties \[77\]. Contrary to this, experiments show that the surface of finite ZnO slabs are stable and undergo little reconstruction.

As discussed by Tasker \[78\], Meyer \[77\] and Woll \[79\], there exist different mechanisms that may lead to the removal of this instability. One of these is a charge transfer between the two different polar surfaces without a significant rearrangement of the geometric positions. Another possibility is a reconstruction changing the geometry of the surface. The last possibility is the adsorption of charged particles. In experiments (e.g Ref. \[80\]), the O-terminated surface is found to be normally stable because of the presence of adsorbed hydrogen and the clean O-terminated and Zn-terminated surfaces undergo a 3\times1 reconstruction. For simplicity, the presence of adatoms or reconstructions at the surface are not taken into account in our calculations at this stage.

6.3.2 Results

We carried out calculations using eight double layers of ZnO(0001) slab in the hexagonal wurtzite structure. We considered both the Zn- and O- terminated structures. These are usually labeled as ZnO(0001) and ZnO(000\overline{1}) respectively in the literature, but for simplicity we will refer to them as Zn-terminated or O-terminated ZnO(0001).
slab. We relaxed the topmost four ZnO stacks in each structure and fixed the rest to the bulk value (see Figure 6-8). We then examined the relaxation of the surface and its CO$_2$ and methanol adsorption properties.

**Surface structure**

Upon relaxation, it is seen that both the O- and Zn-terminated surfaces change significantly from the bulk structure. We tabulate the differences between the Zn and O planes in each ZnO double layer in Table 6.2; these displacements are indicative of the dipole in each layer. For the O-terminated surface, the oxygen and zinc planes move towards each other by approximately the same distance, amounting to a compression of the double layer distance by 45.5% at the surface. This is in excellent agreement with results of x-ray diffraction studies of the surface (such as Ref. [81] which reports a surface dipole compression of 45%).

The Zn-terminated surface shows a similar compression pattern except that the surface Zn-atoms remain in their bulk-like positions and the compression is due almost
Figure 6-8: Configuration of the slab calculations for the 0001 O- and Zn- terminated slabs. Fig a) shows the plan view and b) and c) show side views of the O- and Zn-terminated slabs respectively.

entirely to the upward relaxation of O-plane by 0.17Å. The compression in this case is therefore much less than for the O-terminated case (see Table 6.2). The compression value of 26.2% is not in agreement with experiment reported in Ref. [82] which determined that the Zn-terminated surface is almost exactly bulk-like and no dipole relaxation takes place at the surface. Even the outward relaxation of the oxygen atoms in the surface double layer by as little as 0.1 cannot be fitted to the experimental data. Our results however correlate with results from other theoretical studies which predict a compression between 24% and 31%. [83, 81, 84, 77] This discrepancy between theory and experiment may be due to surface reconstruction or passivation which were not taken into account in the theoretical calculations. An investigation of this discrepancy is however beyond the scope of this thesis.

Next we studied the electronic structure of the two surfaces. As shown in figure 6-7 instead of a removal or repositioning of the zinc or oxygen ions to stabilize the surfaces, it is possible that there is a transfer of charge between the Zn- and O-
Table 6.2: Dipole ($|\delta_{\text{Zn-O}}|$) in each layer of ZnO(0001). Recall that layers 5-8 are relaxed and 1-4 are fixed to the bulk configuration.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Dipole</th>
<th>O-terminated</th>
<th>Zn-terminated</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.345</td>
<td>0.468</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.545</td>
<td>0.564</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.593</td>
<td>0.580</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.600</td>
<td>0.591</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.634</td>
<td>0.634</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.634</td>
<td>0.634</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.634</td>
<td>0.634</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.634</td>
<td>0.634</td>
<td></td>
</tr>
</tbody>
</table>

terminated surfaces of the slab. Such a charge transfer would lead to the build up of an electric field which opposes the electric field intrinsic to the polar surface and thus stabilizes the slab. A transfer of electrons from the O-terminated ZnO face to the Zn-terminated face will manifest in the formation of partially filled surface bands, a situation which is quite common for polar semiconductor surfaces [83]. As also lead to a consequence of the presence of partially filled surface states on the O-terminated surface, this surface would be metallic [79]. This can be seen in figure 6-9 where new states appear in both O-2p and Zn-3d orbitals around the Fermi level with comparatively more states on the O-terminated surface in agreement with the results in Ref. [84]. In Figure 6-10 for the Zn-terminated surface, we see that some electronic states close to the Fermi level are lost. Therefore data from Figs. 6-9 and 6-10 support the idea that ZnO(0001) thin slabs are stabilized by a charge transfer process from the Zn-terminated surface to the O-terminated surface. As expected, there is a slight metallicity at the Zn-terminated surface (figure 6-10).

**CO\textsubscript{2} adsorption**

We consider CO\textsubscript{2} adsorption on the $2 \times 2$ Zn- and O- terminated ZnO(0001) surfaces. Our results show that the O-terminated surface binds CO\textsubscript{2} much less strongly compared to the Zn-terminated case. This is puzzling as the O-termination provides many oxygen sites for the carbon center of the CO\textsubscript{2} to bind as was the case for the
Figure 6-9: Density of states for the relaxed O-terminated ZnO layer and an almost bulk-like fixed layer. It is seen that new (metallic) O and Zn states appear at the surface close to the Fermi level. (11\bar{2}0) surface. We however recall that the tridentate configuration of CO$_2$ requires the oxygen atoms in the molecule to bind to the surface as well. In the case of the O-terminated surface, there are no Zn-atoms to bind to and O-O bonds are difficult to form. Therefore the net result is a lack of appreciable binding to the surface (see Figure 6-11). In the case of the Zn-terminated surface, some binding between the carbon center and a Zn atom is possible and the two O-atoms are strongly attracted to nearby Zn atoms (see Figure 6-12). Therefore the CO$_2$ binding energy on this surface is comparatively large.

On the polar (0001) surfaces, we find that CO$_2$ is an electron acceptor during binding as we found for the ZnO(1120) surface. For the O-terminated surface, the molecule accepts only 0.03$e^-$ and has a binding energy of -0.23eV. This is in contrast to the binding on the Zn-terminated surface where the molecule accepts 1.05$e^-$ and has a binding energy of -1.10eV, more than four times that on the O-terminated surface.
Figure 6-10: Density of states for the relaxed Zn-terminated ZnO(0001) surface layer and an almost bulk-like fixed layer. We see that peaks in the O- and Zn- states close to the Fermi level are lost on the surface.

Figure 6-11: Binding configuration of CO$_2$ on O-terminated ZnO(0001). The binding energy is -0.23eV.
Figure 6-12: Binding configuration of CO$_2$ on Zn-terminated ZnO(0001). The binding energy is -1.10eV. The distance of each oxygen atom in the CO$_2$ to the nearest Zn atom is 2.01Å, compared to the Zn-O distance in the ZnO bulk of 1.96Å. This suggests a very strong CO$_2$-Zn bond.
Table 6.3: CO$_2$ adsorption energies at different coverages for the O- and Zn- terminated ZnO(0001) surfaces.

<table>
<thead>
<tr>
<th>Cell size</th>
<th>Coverage (ML)</th>
<th>Termination</th>
<th>Adsorption Energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2 \times 2$</td>
<td>$1/4$</td>
<td>O</td>
<td>-0.233</td>
</tr>
<tr>
<td>$\sqrt{13} \times \sqrt{13}$</td>
<td>$1/13$</td>
<td>O</td>
<td>-0.255</td>
</tr>
<tr>
<td>$2 \times 2$</td>
<td>$1/4$</td>
<td>Zn</td>
<td>-1.098</td>
</tr>
<tr>
<td>$\sqrt{13} \times \sqrt{13}$</td>
<td>$1/13$</td>
<td>Zn</td>
<td>-1.984</td>
</tr>
</tbody>
</table>

We also performed CO$_2$ adsorption calculations using the larger $\sqrt{13} \times \sqrt{13}$ ZnO(0001) surfaces. The adsorption energies increased as expected, but most significantly for the Zn-terminated surface. The data are presented in Table 6.3.

**Methanol adsorption**

Methanol adsorption follows the trend for CO$_2$ adsorption. In this case, we used only the $\sqrt{13} \times \sqrt{13}$ ZnO(0001) surfaces. This is because we will be comparing the results here to that of $\sqrt{13} \times \sqrt{13}$ ZnO(0001)/PbTiO$_3$ in Chapter 8. We find that the adsorption energy on the O-terminated surface (-0.622eV) is about half that on the Zn-terminated surface (-1.154eV). For the O-terminated case, only the hydrogen atoms bind directly to the surface (see Fig. 6-13). In contrast, the Zn atoms at the surface in the Zn-terminated case provide bonding sites for the oxygen atom in methanol. The differences in bonding energy and configuration on slabs of the same cut and material could be important for applications in tunable catalysts.

**6.4 Conclusion**

We have investigated the properties of the non-polar ZnO(1120) and the polar ZnO(0001) surfaces. We find that the surface of non-polar ZnO develops a slight dipole that may explain the surface roughness found in experiments. During CO$_2$ adsorption, the surface transfers a charge of $0.65e^-$ to the molecule. We also find methanol to be an electron acceptor that binds relatively strongly to the surface.

We also investigated the properties of the ZnO(0001) surfaces, demonstrating that the stabilizing mechanism for the ZnO(0001) slab polarization is charge transfer
between the two surfaces (O-terminated and Zn-terminated). We show that CO$_2$ binds four times as strongly on the Zn-terminated surface as on the O-terminated surface due to the difficulty in forming bonds between O atoms in CO$_2$ and the O atoms on the ZnO(0001) surface in the O-terminated case. A similar trend was also found for methanol adsorption. As expected, we find that the adsorption energy for both CO$_2$ and CH$_3$OH on these surfaces increases at lower coverages.

In the next two chapters, we will consider how the polarization of an underlying substrate affects the surface properties of ZnO(1120) and ZnO(0001).
Chapter 7

Effect of polarization switching on the surface chemistry of ZnO(11\bar{2}0)\textsubscript{n}/PbTiO\textsubscript{3}

7.1 Introduction

Various studies have shown that the polarization of a substrate can affect the properties of supported metal films [85], including influencing reaction rates in catalysis [29]. Kolpak and Grinberg demonstrated the dynamical control of surface structure and reactivity in the coupling of ferroelectric PbTiO\textsubscript{3} with Pt [37]. They performed DFT computations of the adsorption of several molecules and atoms to the surface of ultrathin Pt(100) films supported on ferroelectric PbTiO\textsubscript{3} and showed that switching the polarization direction of the substrate dramatically changes the chemisorption strength and site preferences of CO, O, C, and N and alter the reaction pathways for dissociation of CO, O\textsubscript{2}, N\textsubscript{2} and NO. Rather than using Pt, we use non-polar ZnO(11\bar{2}0) and focus on CO\textsubscript{2} fixation processes. Since ZnO is a wide band-gap insulator, the mechanism for any substrate-polarization-induced changes is expected to be different compared to that of metal Pt layers. In addition, it is interesting to investigate CO\textsubscript{2} conversion processes on ZnO (which is used in the catalytic conversion
of CO$_2$) when the ZnO surface is made dynamically tunable.

In this chapter we calculate the surface, interface and adsorption properties of 1, 2, 3 and 4 layers of ZnO grown on polarized PbTiO$_3$. We will notationally write these as ZnO(1120)$_n$/PbTiO$_3$↑ and ZnO(1120)$_n$/PbTiO$_3$↓ for the up (positively) polarized and down (negatively) polarized PbTiO$_3$ respectively, where $n$ is the number of ZnO(1120) layers. In all our calculations, we use the PbO-terminated symmetric PbTiO$_3$ slab which has been demonstrated to be the slab termination that exists under realistic thermodynamic constraints. [2]

### 7.2 Method

We performed DFT computations using the plane-wave pseudopotential code PWscf [64]. A PbO-terminated centered $2 \times 2$ cell having 9 alternating PbO and TiO$_2$ layers stacked in the 001 direction was used for the PbTiO$_3$ substrate. All except the last two top layers were fixed to the bulk-like atomic positions in order to simulate a thick PbTiO$_3$ slab. We used 1-4 layers of ZnO oriented in the 1120 direction. All the ZnO layers were relaxed along with the PbO and TiO$_2$ layers (see Figure ). A k-point mesh of $4 \times 4 \times 1$ was selected. A spacing of 20Å between periodic images of the superstructure in the z-direction was used. A dipole correction [74] was applied in the center of the vacuum region to cancel out any artificial field between the repeating layers. The in-plane lattice constant was fixed to $\sqrt{2}$ times the lattice constant of bulk PbTiO$_3$ (which was calculated to be 3.88Å). The relaxation calculations were set to complete when the forces on the relaxed layers were less than $1 \times 10^{-3}$ a.u. For each ZnO film thickness, calculations were performed for positively and negatively poled PbTiO$_3$ substrates.
Figure 7-1: Unit cells for ZnO(1120)\textsubscript{n}/PbTiO\textsubscript{3} slab for \( n = 4 \), (a) Up polarized and (b) Down polarized.
7.3 Results and discussion

7.3.1 Surface and interface properties

We first investigate the stability of the ZnO-PbTiO$_3$ interface. We calculated the interface formation energy using

$$E_{f,\text{int}} = E_{\text{slab}}^{PbTiO_3+ZnO} - E_{\text{slab}}^{PbTiO_3} - nE_{\text{bulk}}^{ZnO} - \sum_{i} n_{i}^{\text{int}} \mu_{i}(T, p_{i}) \quad (7.1)$$

where $E_{f,\text{int}}$ is the interface formation energy, $E_{\text{slab}}^{PbTiO_3+ZnO}$ is the energy of the complete ZnO + perovskite slab, $E_{\text{slab}}^{PbTiO_3}$ is the energy of the perovskite slab by itself, and $nE_{\text{bulk}}^{ZnO}$ is the energy of ZnO bulk formed by the number of ZnO pairs in the ZnO layers (see Figure 7-2). The last term adds the effect of the chemical potential of the species $\mu_{i}$ and the interface structure (through the number of atoms of species $i$ making up the interface, $n_{i}^{\text{int}}$). Since we are examining a perfect interface and assuming constant thermodynamic conditions for all slabs, we can compare the relative stabilities by ignoring the last term, or equivalently writing a relative interface formation energy as

$$E_{f,\text{int}}^{\text{rel}} = E_{f,\text{int}} + \sum_{i} n_{i}^{\text{int}} \mu_{i}(T, p_{i}) = E_{\text{slab}}^{PbTiO_3+ZnO} - E_{\text{slab}}^{PbTiO_3} - nE_{\text{bulk}}^{ZnO} \quad (7.2)$$

We will perform a full thermodynamic analysis for this system in a later work.

The results at different polarizations and number of layers for the relative interface formation energies are shown in Fig 7-3. As the figure shows, the interface with the negatively polarized substrate is more stable by $\sim 0.5$eV than that with the positively polarized substrate, suggesting that during experiments, it may be better to start the ZnO epitaxy at this polarization and switch it later if necessary when the required number of layers has been grown. However this assumes that the surface stoichiometry of the perovskite is the same for both polarizations. As Fig. 7-4 shows, $n_{O}^{\text{int}}$ and $n_{Pb}^{\text{int}}$ at the interface may not be the same at different polarizations even if $\mu_{O}$ and $\mu_{Pb}$ are
Figure 7-2: Calculating the interface formation energies.

Figure 7-3: Relative interface formation energies of $n$-layers of ZnO on PbO-terminated PbTiO$_3$ at different polarizations. The formation energies are calculated using Equation 7.2.
the same. Also, the number of ZnO layers grown may affect the interface structure for the ZnO layers (therefore affecting $\mu_{Zn}$ and $n_{\text{int}}^{\text{Zn}}$). Therefore the last term in Equation 7.1 may be different. An accurate analysis requires an investigation of all interface vacancy possibilities, which is beyond the scope of this thesis. We would however still expect the down-polarized interface to be the more stable. Since the oxygen atoms in the topmost PbO layer are closer to the lowest ZnO layer in the down-polarized case compared to the up-polarized case, the Zn atoms at the interface can more readily find O atoms to partially satisfy the coordination requirements and lower the surface (now interface) energy of the ZnO slab.

Our original hypothesis was that the polarization of the perovskite would affect the surface chemistry of the ZnO. To investigate this, we computed the projected densities of state for the atoms at the surfaces. From Fig. 7-5 it is clear that there is a distinct effect of the perovskite polarization on the electronic density of states on the ZnO(1120) surface. In addition, we find the number of layers has some effect especially when the polarization is in the z-direction (up). In general, there is a downwards shift in energy for the valence band edge in the positively polarized structure, and an upward shift in the valence band edge energy for the negatively polarized structure.
Figure 7-5: Projected DOS on O and Zn atoms in the first two surface layers of ZnO(1120)/PbTiO\(_3\) for \(n = 1, 2, 3\) and 4 and both polarization directions in the PbTiO\(_3\). The plots at the bottom, “Slab, no pol” are for the first two layers of ZnO(1120) as described in Section 6.2. The slant lines are the show the approximate shift in the valence band edges due to polarization effects.
It is instructive to further investigate how the perovskite polarization in combination with a specific number of ZnO layers produces different surface chemistries. We turn our attention to exploring how the electron density in the ZnO layers change with the introduction of the PbTiO$_3$. The density redistribution plots in Fig. 7-6 are obtained by subtracting the electronic density of the ZnO(1120)$_n$ and PbTiO$_3$ from that of ZnO(1120)$_n$/PbTiO$_3$, i.e

$$\rho_R(r) = \rho_o(r)_{ZnO(1120)_n/PbTiO_3} - \rho_o(r)_{ZnO(1120)_n} - \rho_o(r)_{PbTiO_3}$$  \hspace{1cm} (7.3)

where $\rho_o(r)$ is the ground state charge density obtained from self-consistent DFT calculations. Obviously, the sum of the charge redistribution over real space will equal zero.

$$\sum_{r} dr^3 \rho_R(r) = 0$$  \hspace{1cm} (7.4)

We can see from the charge redistribution plots of Fig. 7-6 that:

- the charge redistributions at the ZnO surface are mostly around the oxygen atoms. For the up-polarized structure, we see an increased electronic density in the $p_z$ orbitals at the expense of a $p_{x,y}$-like orbital. The reverse is the case for the down-polarized structure.

- the spatial densities of the charge redistributions roughly decreases away from the ZnO-PbTiO$_3$ interface. This correlates with reduced polarization effects away from the interface.

Therefore we conclude that the effect of the perovskite is to draw electrons from (or push electrons to) the ZnO(1120)$_n$ sub-structure. The effectiveness of this redistribution at the surface however depends how far it is from the interface.

We also calculated the dipoles at the surfaces of the ZnO and compared to that of the ZnO(1120) slab. Figure 7-7 shows the results. We find the greatest fluctuations are for the up-polarized structure, consistent with the pDOS plots of Figure 7-5. For each polarization direction, the observed pattern can be explained as a competition
Figure 7-6: Charge redistribution plots for ZnO(1120)$_n$/PbTiO$_3$ for $n = 1, 2, 3$. 
between the effect of the number of layers and polarization. This phenomenon will be further explored in the next section when discussing CO₂ adsorption properties, which reflects these trends.

### 7.3.2 Adsorption properties

#### CO₂ adsorption

To examine CO₂ adsorption on the surfaces of ZnO(1120)ₙ/PbTiO₃. We first determined the most favorable adsorption configuration on the catalyst (see Fig. 7-8). We find that configuration (a) is the most stable configuration. We then ran different calculations for the adsorption energies of CO₂ on ZnO(1120)ₙ/PbTiO₃ and plain ZnO slabs. Our results are shown in Fig. 7-9, which shows that there was a difference in adsorption energies of \( \sim 0.8eV \) between the different polarizations of the perovskite at \( n = 1, 2 \) and 3. The difference tapers off after four layers of ZnO. We estimate therefore that the polarization effects will be negligible for ZnO(1120)ₙ/PbTiO₃ layer for \( n \geq 4 \). We compare this with earlier calculations of CO adsorption on Pt(001)ₙ/PbTiO₃ [37] where the difference in adsorption energies on the Pt surface at \( n = 1 \) was \( \sim 0.6eV \) and essentially decreases to zero for \( n > 1 \).
Figure 7-8: Starting configurations for relaxation calculations of \( \text{CO}_2 \) on the ZnO surface.
Figure 7-9: Adsorption energies of CO$_2$ on ZnO(1120)$_n$/PbTiO$_3$ at $n=1$, 2, 3 and 4 and different PbTiO$_3$ polarizations.
Another interesting aspect of the results in Fig. 7-9 is the change in the polarization direction that gives the best CO$_2$ affinity as each additional ZnO layer is added. For example, at $n = 1$, CO$_2$ binds more strongly to the negatively poled surface, while it binds more strongly to the positively poled surface at $n = 2$, and so on. This is strikingly similar to the results for the dipoles at the surfaces of the slabs as shown in Figure 7-7. We therefore expect that the surface dipole is a good descriptor in CO$_2$ adsorption and we developed a simple mechanistic model to explain this correlation (see Fig. 7-10). On a positively poled surface, the O atoms in the first bonded ZnO layer are strongly bound to Pb and are electron-satisfied and so will not be reactive with the carbon in the CO$_2$ molecule. In the second layer, the O atoms are farther away from the surface and so are only weakly bound to the PbO surface termination. They are therefore electron deficient and will readily take part in reactions. After two layers, we expect that the the epitaxial interface polarization does not have a direct effect on the chemical properties of the layer, but rather this responsibility is taken over by induced atomic polarizations on atoms in the previous layer. This assertion is supported by the charge redistribution plots of Fig. 7-6 which show little activity around the third and fourth layers (little redistribution of charges there due to the presence of the polarized surface). On a negatively poled interface (Fig. 7-10(b)), the reverse behavior occurs.

To investigate the CO$_2$ adsorption trend further, we calculated the densities of states projected on the oxygen orbitals in the ZnO surface before and after CO$_2$ adsorption. We find that the adsorption properties of the surfaces could be related to the electronic density of the oxygen $p_z$ orbital relative to the $p_x$ orbital and the spread of the projected density of states in the $p_z$ orbital around the Fermi level. This is illustrated in Fig 7-11.

Figure 7-12 compares the projected densities of states for all the surfaces before and after CO$_2$ adsorption. In Fig. 7-12(a), the peak of the projected O-$p_z$ orbital is below that of the O-$p_x$ orbital for $n = 3$ on the positively polarized structure. According to the description in Fig. 7-11, the CO$_2$ adsorption in this case should be poor. We find this to be true, with $E_{ads} = -0.361 eV$ and the projected densities of
Figure 7-10: A simple mechanistic model for CO$_2$ affinity on ZnO(11\(\bar{2}\)0)$_n$/PbTiO$_3$ for $n = 1, 2, 3$. Thin and thick lines represent relatively weak and strong bonds respectively. CO$_2$ affinity is assumed to be related to the occupancy of the O-orbitals. The happier the oxygen atoms are, the less likely they will bond with (transfer electrons to) the carbon atoms.
Hypothesis: Both large b and positive a favor CO₂ adsorption.
states before and after adsorption remain the same. For the remaining structures in Fig. 7-12(a), the peak of the projected O-\(p_z\) orbital is above the O-\(p_x\) orbital and so our model would predict strong adsorption. We find this to be the case. We also observe that the greater the width of the O-\(p_z\) orbital projected DOS about its peak, the stronger the adsorption. Consider for example that \(E_{ads} = -1.979\text{eV}\) for \(n = 2\) on the positively polarized structure. This adsorption energy is greater than those of, for example, \(n = 2\) and 3 on the negatively polarized structures in which the O-\(p_z\) orbital band width is smaller.

A similar reasoning may be applied to the plots in Fig. 7-12(b) except for the case where \(n = 1\) on down-polarized structure. The extremely high adsorption energy which appears not to involve the oxygen atoms at the surface may be attributed to an interference of the more strongly interacting PbO layer. This effect is not seen in the up-polarized case because it reacts much more weakly with CO\(_2\).

Methanol adsorption

Methanol adsorption properties on the surfaces of interest would of course be important to know when considering CO\(_2\) conversion to methanol. As above, we calculated the adsorption energies using:

\[ E_{ads} = E_{ZnO(1120)_{n}/PbTiO3 + CH_3OH} - E_{ZnO(1120)_{n}/PbTiO3} - E_{CH_3OH} \]  

(7.5)

The results are shown in Fig. 7-13. We see a great difference (\(\sim 2.6\text{eV}\)) in adsorption energies between the two polarization orientations for \(n = 1\). As seen in Fig. 7-14, methanol adsorbs on the positively polarized structure mainly through a hydrogen atom with the C-O axis vertical. In contrast, the C-O axis is horizontal and the bonding is through two hydrogen and the oxygen atom when adsorption is on the negatively polarized structure. The difference in adsorption energies for methanol between the positively and negatively polarized structures however tapers off quickly to \(\sim 0.2\text{eV}\) for \(n = 2, 3\) and 4. The smaller differences compared to CO\(_2\) adsorption on the surfaces might be due to the greater degree of freedom the larger methanol
(a) Comparison of projected DOS on surface oxygen atoms before and after CO$_2$ adsorption on ZnO(1120)$_n$/PbTiO$_3$ for $n=2$ and $3$.

(b) Comparison of projected DOS on surface oxygen atoms before and after CO$_2$ adsorption on ZnO(1120)$_n$/PbTiO$_3$ for $n=1$ and $4$.

Figure 7-12: Comparison of projected DOS on surface oxygen atoms before and after CO$_2$ adsorption on ZnO(1120)$_n$/PbTiO$_3$. Electrons in the O $p_z$ orbitals are donated during CO$_2$ adsorption at all the surfaces.
molecule has to find a more favorable ground state orientation on the surfaces.

7.4 Conclusion

We have seen that the surface chemistry of ZnO(1120)_n/PbTiO_3 is dependent on both the polarization direction of the PbTiO_3 substrate and the number of ZnO(1120) layers n, with the effect of the substrate polarization becoming negligible for n ≥ 4. Nonetheless, this is a much better performance than previous studies on tunable catalysts with metals [37], in which the effect essentially disappears for n > 1.

CO_2 and methanol adsorption calculations on ZnO(1120)_n/PbTiO_3 show that the polarization direction that gives the strongest adsorption energy changes as each additional ZnO layer is added. The mechanism for this process is hypothesized to be direct interaction of the first two ZnO layers and then secondary interactions of other layers with the PbO at the interface. The activation energy for thermal CO_2 dissociation into adsorbed CO and O was also found to be strongly polarization
dependent, with the positively poled substrates significantly decreasing the barrier relative to ZnO(11\overline{2}0).

The large changes in CO$_2$ adsorption energy with polarization switching reported in this work are indicative of the possibility of controlling reaction energetics and pathways of CO$_2$ reactions. Indeed, our future work will focus on determining reaction energetics for CO$_2$ conversion to methanol and to cyclic carbonates using these catalysts.
Figure 7-15: Activation energies for CO$_2$ dissociation on ZnO($1\bar{2}0)_n$/PbTiO$_3$ for $n =$ 1, 2 and 3.
Chapter 8

Effect of polarization switching on the surface chemistry of ZnO(0001)$_n$/PbTiO$_3$

8.1 Introduction

As described in the previous chapter, polarization switching effects at the surface of ZnO(1120)$_n$/PbTiO$_3$ are negligible beyond four layers of ZnO grown on the perovskite. Although this is a substantial increase in the film thickness through which the substrate polarization effects can be observed when compared to metal/PbTiO$_3$ systems, it may still be difficult to control film growth to this level in large scale production of the catalyst. In this chapter, we therefore investigate another possible approach: polar ZnO(0001) films on PbTiO3(001).

Wei et al. [72] have experimentally shown the growth of both the non-polar ZnO(1120) and polar ZnO(0001) on an ABO$_3$ perovskite (Fig. 8-1) depending on the growth conditions and method, in agreement with other papers. [86][87] Since the two possible terminations of polar ZnO(0001) have very different surface properties, [79] an ability to switch from one to the other would be a basis for an excellent tunable catalyst.
Polar ZnO is known to not undergo any phase transitions at atmospheric pressures and its polarization cannot be switched with an electric field until its melting temperature of 2248K. Previous attempts to induce ferroelectricity in ZnO at regular temperatures have included Li-doping (resulting in a ferroelectric transition at 330K at 6% Li concentration). In these cases the smaller dopant atoms occupy off-center positions and form electric dipoles locally, thereby leading to ferroelectric behavior. Therefore the ferroelectricity comes from the dopants and does not utilize the intrinsic polarity of the ZnO material. The best remnant polarization obtained from these approaches was only $0.8 \mu C/m^2$, about 33 times less than that of BaTiO$_3$ and 71 times less than that of PbTiO$_3$. In this chapter, we show that it is possible to attain a (potentially high $T_c$ and remnant polarization) ZnO(0001) ferroelectric and we discuss the properties of the system as a tunable catalyst for CO$_2$ conversion.
### 8.2 Interface structure

The first step in modeling the ZnO(0001)\textsubscript{n}/PbTiO\textsubscript{3} system for DFT plane wave computations is to figure out a reasonable unit cell for the matching of the hexagonal ZnO(0001) surface to the square PbTiO\textsubscript{3} surface. Possible options ABCD, PQRS and WXYZ requiring no more than a 4 × 4 PbTiO\textsubscript{3} surface substrate are shown in Fig. 8-2. The strains for each cell are tabulated in Table 8.1. The first column lists the cells (see Fig. 8-2), the second and fourth columns give the dimensions of the unit cell relative to the minimum planar unit cells of PbTiO\textsubscript{3} and ZnO respectively. The third and fifth columns give the angle of the rhombus formed by the planar cell of PbTiO\textsubscript{3} and ZnO respectively. The last two columns report the lattice mismatches between the second and fourth columns with respect to the second. For the last row, the values in bracket denote the total mismatch after the angular orientation of the lattice vectors are taken into account. We find that the most acceptable unit cell is WXYZ, a $\sqrt{13} \times \sqrt{13}$ cell of ZnO grown on 3 × 3 cell of PbTiO\textsubscript{3} (see Fig. 8-3).

As before, we performed DFT computations using the plane-wave pseudopotential code PWscf [64]. A PbO-terminated centered 3 × 3 cell having 9 alternating PbO and TiO\textsubscript{2} layers stacked in the 001 direction was used for the PbTiO\textsubscript{3} substrate. All except the last two top layers were fixed to the bulk-like atomic positions in order to simulate a thick PbTiO\textsubscript{3} slab. We used 1-4 layers of ZnO oriented in the 0001 direction. All the ZnO layers were relaxed along with the PbO and TiO\textsubscript{2} layers. A k-point mesh of 1 × 1 × 1 was selected. A spacing of 20Å between periodic images of the superstructure in the z-direction was used. A dipole correction [74] was applied in the center of the vacuum region to cancel out any artificial field between the repeating layers. The in-plane lattice constant was fixed to 3 times the lattice constant of bulk PbTiO\textsubscript{3}.
Figure 8-2: Epitaxial relationships of hexagonal ZnO(0001) (corner are the stars) on PbTiO$_3$(001) (edges are straight lines).

Figure 8-3: Unit cell WXYZ in the $x - y$ plane.
PbTiO$_3$ (which was calculated to be 3.87\text{"A}). The relaxation calculations were set to complete when the forces on the relaxed layers were less than $1 \times 10^{-3}$ a.u. In total, we considered 16 systems: ZnO(0001)$_n$ positively and negatively polarized epitaxial layers 'grown' on PbTiO$_3$ positively and negatively polarized slabs for $n = 1, 2, 3$ and 4.

8.3 Results

8.3.1 ZnO(0001) polarity switching

The starting positions for finding the ground states of ZnO(0001)$_n$/PbTiO$_3$ in our calculations were structured to determine whether thin ZnO(0001) films can be switched by the polarization of the underlying perovskite (Fig. 8-4). To each polarized PbTiO$_3$ slab, we added the two possible polarizations of ZnO(0001), leading to two starting configurations for each polarization direction.

The relaxed structures showed definite polarization switching (see corresponding configurations in Figs. 8-4 and 8-5). Figs. 8-6 and 8-7 show the magnitude of the difference between the average z-positions of the Zn and O atoms in each layer of ZnO for 1, 2, 3 and 4 layers at different starting configurations. These should be compared with Fig. 8-8 which shows the same data for free standing ZnO slabs.

While the polarization switching in ZnO may not be as complete if starting from different ZnO polarizations (see Figs. 8-4 and 8-5), we find that the perovskite polarization is sufficient to switch the polarization of the layers 50-80% of the way. Since in practice, the electric field that is used to switch the perovskite will probably help align the atoms in the right right direction, this number may become higher. Another observation from the plots is that the switching is most complete for $n = 3$ (three layers of ZnO). We may attribute this to the right balance between remnant polarization in free-standing thin films of ZnO which increases with thickness (Fig. 8-8) and the propagation of perovskite-induced ferroelectricity in the ZnO which should decrease with thickness.
While we understand the energy penalty for switching the perovskite layer (by varying the polarization and calculating the total energy in DFT), for practical applications, it would be necessary to also calculate the energy penalty for the additional switching of the ZnO polarization. Because some of atoms in the perovskite layers were fixed so as to simulate a thicker slab, the relaxed structures calculated are not the minimum energy ones and so NEB calculation results will be meaningless. We instead find an *approximate upper bound* for this value by calculating the energy in the ZnO layers as

\[
E(ZnO)_{x\delta} = E(PbTiO_3 + ZnO)_{x\delta} - E(PbTiO_3)_{x\delta} \tag{8.1}
\]

where \(\delta\) is the matrix of total differences between corresponding atomic positions of any two end states, and \(0 < x < 1\) is some fraction denoting how far the switching has progressed. Ideally, relax calculations for each \(x\)-configuration of \((PbTiO_3 + \)
Figure 8-5: Relaxed configurations for ZnO(0001)ₙ/PbTiO₃ calculations for n=4.

\(ZnO)_{x\delta}\) should be carried out first and then the atomic positions are used to calculate \(E(PbTiO₃)_{x\delta}\). Since we merely want an upper bound, we carried out self-consistent-field calculations at the fixed \(x\)-configurations of \((E_{PbTiO₃}+ZnO)_{x\delta}\). An example plot is shown in Fig. 8-9 which shows energies for transformations from relaxed configurations A to C and then to D and compares this to the energies in the ZnO layers had they not been stabilized.

### 8.3.2 Surface and interface properties

Next we analyze the surface properties. The projected densities of state for the top ZnO layer in each configuration and total number of ZnO layers is shown in Fig. 8-10. Due to the similarities in the electronic structures of the terminations for each polarization direction, we can infer that ZnO(0001) grown on positively (up) poled PbTiO₃ will display characteristics similar to that of a Zn-terminated ZnO(0001) slab. In contrast, ZnO(0001) grown on negatively (down) poled PbTiO₃ will display
Figure 8-6: Average polarization vector $\delta_{Zn-O}$ in the ZnO layer(s) in ZnO(0001)$_n$/PbTiO$_3$ for $n = 1, 2, 3$ and $4$. Configurations A and B refer to starting polarization directions as in Fig 8-4(A) and (B) where the perovskite is positively polarized.
Figure 8-7: Average polarization vector $\delta_{Zn-O}$ in the ZnO layer(s) in ZnO(0001)$_n$/PbTiO$_3$ for $n$ = 1, 2, 3 and 4. Configurations C and D refer to starting polarization directions as in Fig 8-4(C) and (D) where the perovskite is negatively polarized.
Figure 8-8: Average polarization vector $\delta_{Zn-O}$ in the ZnO layer(s) in free standing ZnO(0001)$_n$ for $n =$1, 2, 3 and 4.

Figure 8-9: Transformation from up-polarized to down-polarized ZnO(0001)$_n$/PbTiO$_3$ for $n =$4.
characteristics similar to that of an O-terminated ZnO(0001) slab.

As was the case for the ZnO(11\bar{2}0) epitaxy in the previous chapter, we calculated the relative interface formation energy for ZnO(0001)\(n\) on PbO-terminated PbTiO\(_3\). The results for different number of layers and orientation of ZnO are shown in Fig. 8-11. We find that the first layer is quite stable, but as more layers are grown, the interface becomes less stable (though not necessarily unstable), meaning the ZnO layer at the interface prefers to bind with the next higher ZnO layer than with the PbO surface, which in turn will prefer to bind to the next higher layer if available and so on. As this process takes place, the interfacial ZnO layer is being ‘dragged’ up, at least for the ideal interface. This picture could change when vacancies are taken into account.
8.3.3 Adsorption properties

CO$_2$ adsorption

We calculated CO$_2$ adsorption energies on ZnO(0001)$_n$/PbTiO$_3$ and compared these to adsorption energies on ZnO(0001) slabs. Our results are consistent with the previous section, viz, the surface properties of up-polarized ZnO(0001)$_n$/PbTiO$_3$ corresponds to that of a Zn-terminated ZnO(0001) surface and the surface properties of the down-polarized ZnO(0001)$_n$/PbTiO$_3$ corresponds to that of an O-terminated ZnO(0001). The results are shown in Fig. 8-12. The difference in adsorption energies at the different polarizations is as high as 1.65eV and shows no sign of tapering after four layers.

The anomaly here is the case where $n=1$. We find that the adsorption energy at both polarization directions is the same. As discussed in Section 8.3.1, the perovskite substrate maintains the polarization of the ZnO which would have otherwise collapsed. The thinner the ZnO layer, the less the average polarization. Therefore as the ZnO layer thickness decreases, there is little intrinsic polarization in the layers. For the freestanding ZnO(0001)$_1$ slab, the polarization is practically zero (see Fig. 8-8). The perovskite coupling does not change this polarization so much, therefore the
surfaces at both substrate polarizations for $n = 1$ are almost the same, and so are the adsorption energies.

### 8.4 Conclusion

We have explored the stable structures for the ZnO(0001)$_n$/PbTiO$_3$ system. We found that switching from the one polarization direction in the structure to the other should be possible. This means there is now a simple means to obtain a (high $T_c$) ZnO ferroelectric. For $n > 1$, we can expect that ZnO(0001)$_n$ grown on PbTiO$_3$ will be a completely ferroelectric material - where the positively polarized structure is similar to the Zn-terminated ZnO(0001) surface and the negatively polarized structure is similar to O-terminated ZnO(0001) surface. Since the two polarization directions in polar ZnO(0001) have very different chemical and electronic properties, it should be worthwhile to explore the use of ZnO(0001)$_n$/PbTiO$_3$ as a tunable catalyst. This will be our next line of investigation.
Chapter 9

Summary and conclusion

Our overall goal was to explore tunable catalysis as a means to cheaply convert CO$_2$ to useful chemicals while saving the environment. We have applied density functional theory to explore a potential catalyst, ZnO/PbTiO$_3$ for this process. We have explored whether/how a perovskite influences the surface chemistry of the ZnO catalyst which is oriented in a non-polar (11$ar{2}$0) and then a polar (0001) direction.

We have seen that the surface chemistry of ZnO(11$ar{2}$0)$_n$/PbTiO$_3$ is dependent on both the polarization direction of the PbTiO$_3$ substrate and on the number of ZnO(11$ar{2}$0) layers $n$. We also found that for $n \geq 4$, the effect of the substrate polarization is lost. CO$_2$ and methanol adsorption calculations show that the polarization direction which gives the best affinity changes as each additional ZnO layer is added switches. The mechanism for this process is hypothesized to be direct interaction of the first two ZnO layers and then secondary interactions of other layers with the PbO at the interface.

We also explored the possibility of using a polar ZnO surface. ZnO grown in the 0001 direction seemed a perfect candidate for a test case. We calculated the stable structures for the ZnO(0001)$_n$/PbTiO$_3$ system. We found that switching from the one polarization direction in the structure to the other should be possible. For $n > 1$, we can expect that ZnO(0001)$_n$ grown on PbTiO$_3$ will be a completely ferroelectric material - where the positively polarized structure is similar to the Zn-terminated ZnO(0001) surface and the negatively polarized structure is similar to O-terminated...
ZnO(0001) surface. This is an important result as there have been many attempts by researchers to make a wide-band-gap semi-conductor such as ZnO ferroelectric which will add a multifunctional nature to it.

Our future work will focus on finding the reaction pathways and energetics of CO$_2$ fixation to methanol and cyclic carbonates on ZnO(11\overline{2}0)$_n$/ and ZnO(0001)/PbTiO$_3$ surfaces, since our calculations have shown that they have quite different surface chemistries. In addition, we will explore the use of these structures as catalysts in electrochemical applications. The possibility of tuning the band-gap, density of states, orbital occupations, etc, which are common descriptors for electrochemical reactions, makes ZnO grown on a ferroelectric substrate an exciting candidate for such applications.
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