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ABSTRACT

Essay 1: "Yes/No/Not right now. Yes/No response formats can increase response rates even in non-forced-choice settings

Although yes/no response formats have been used to increase enrollment rates in several different types of programs, their use has been largely limited to forced choice settings. Across two field experiments, we demonstrate a substantial advantage in click-through rates for a yes/no response format over traditional opt-in response formats in an email context where choice is not forced. The increase in click-through rate does, under certain conditions, also persist through downstream program enrollment and participation. Finally, though noting that the yes/no format advantage is probably multi-determined, we discuss several potential psychological mechanisms, which are particularly relevant in non-forced choice settings.

Essay 2: The Effect of Benefit Quantification on Goal Setting and Persistence

We look at how language used to describe rewards, specifically the quantification of an expected reward, might lead participants to create specific targets for their own performance based on that language. Through a combination of field and lab experiments, we demonstrate that the use of a high number to describe rewards leads to higher interest and enrollment, but also higher expectations of performance and a higher drop-out rate from the program when the reward is difficult to achieve. Marketers should be aware of this issue when describing benefits to potential customers, particularly if they wish to motivate persistent behavior.
Essay 3: A Picture is Worth a Thousand Words: Photographs as Anchors for Expectations

Marketers often use images to increase the vividness of their communications to customers. These images should make the message easier to process, thereby increasing liking for the product and certainty of expectations. In a series of experiments, I demonstrate that images do indeed increase certainty of preference estimates, both within and between respondents, but may have more mixed effects on the valence of estimates of preference. I also begin to examine how these estimates might impact evaluations of actual products and propose some areas for future exploration.
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"Yes/No/Not right now." Yes/No Response Formats Can Increase Response Rates Even in Non-forced-choice Settings

Abstract:
Although yes/no response formats have been used to increase enrollment rates in several different types of programs, their use has been largely limited to forced choice settings. The effects on post choice engagement have not been measured. Across two field experiments, the authors demonstrate a substantial advantage in click-through rates for a yes/no response format over traditional opt-in response formats in an email context where choice is not forced. The increase in click-through rate does, under certain conditions, also persist through downstream program enrollment and participation. Finally, though noting that the yes/no format advantage is probably multi-determined, the authors discuss several potential psychological mechanisms, which are particularly relevant in non-forced choice settings. The authors also discuss how the yes/no response format might operate in other settings, such as the implementation of mandated choice for organ donation.

Keywords: choice architecture, decision making, field experiment, participation
Choice architecture is the art and science of framing options in order to push people towards a desired decision. Among other things, it has been used to increase rates of retirement savings, organ donation, and flu vaccination, often through the assignment of appropriate default options (Choi et al. 2003; Johnson and Goldstein 2003). Because marketers and program designers are often unable or unwilling to assign default options, researchers have started to look for other approaches. One recent example is the use of yes/no response formats, where there is no default option, and consumers are asked to make an explicit choice between “yes, I will enroll” and “no, I will not enroll” (Carroll et al. 2009; Keller et al. 2011).

This yes/no response format has been used in a variety of forced choice settings, and, in some cases, it has led to a marked increase in program enrollment over a more standard opt-in response format (e.g., “click here to enroll”). Forced choice has, however, not always been effective at increasing enrollment (for example, see Kessler and Roth 2014), and, more importantly, forced people to choose a response option is not always feasible. There may also be concerns about the commitment of people who enroll as a result of a mandated choice (as it is often called in practice), particularly if the choice was made quickly, without adequate information (Cotter 2011; Klassen and Klassen 1996). For some important life choices, forcing choice may be ethically inappropriate (Chouhan and Draper 2003).

An examination of the impact of yes/no choice formats outside of forced choice contexts is theoretically and practically important. In this paper, we conduct such an examination through two large email-based field experiments where we measure the impact of choice format on email click-through rates and on downstream behavior (specifically, enrollment and participation in a workplace wellness program). We find
strong positive effects of the yes/no format on initial choices as measured by clicks, and mixed effects on subsequent participation.

This issue of active participation and engagement has also not been studied in previous tests of the yes/no format, which measured both enrollment and subsequent rates of disenrollment as an indicator of participation. We examine the full enrollment funnel, because (1) marketing techniques that attract additional clicks do not always lead to additional conversions or enrollments (Agarwal, Hosanagar, and Smith 2011), and (2) additional enrollments do not always lead to additional usage or participation (Bowman, Heilman, and Seetharaman 2004; Cutler and Everett 2010; Soman and Gourville 2001; Zhu, Billeter, and Inman 2012). Active participation is particularly important in areas such as wellness, where the full benefit of the program comes only with ongoing commitment and engagement.

**CONCEPTUAL FRAMEWORK**

**Choice Architecture and Active Choice**

Defaults have enormous impact on enrollment. Extensive research on 401(k) enrollment has shown that more people end up enrolled in retirement savings programs when their employers automatically enroll them (Choi et al. 2002; Madrian and Shea 2001) and more people end up as organ donors when it is the automatic default for a driving license (Johnson and Goldstein 2003). While the opt-out approach (resulting in automatic enrollment) can be an effective tool in policy contexts, marketers are much more restricted in their opportunity to apply an opt-out approach because they risk backlash or even litigation (e.g. Design Less Better 2008). Even when opt-out approaches can be used, they sometimes lead to high levels of waste, as
Just and Price (2014) observed in a school cafeteria study – when vegetables were automatically served with every meal, 74% of the served portions ended up in the trash. This waste highlights the importance of getting consumers to actively participate in a desired program, rather than just being passively “enrolled” in that program.

While program managers and marketers want to avoid the risks and negative side effects of opt-out approaches, they also seek other ways to increase enrollment in programs from the generally low rates that are achieved with simple opt-in approaches. Forcing respondents to make an active choice between “yes” and “no” alternatives has been seen as a viable option. For example, with new employees who are completing a benefits enrollment process, rather than inviting them to tick an optional check box to enroll in a 401(k) plan, they could instead be required to explicitly indicate their choice by ticking either the check box to enroll, or by ticking a different check box if they do not wish to enroll (Carroll et al. 2009).

**Forced Choice in Implementation**

Active choice response formats that were tested in forced choice settings (where participants must choose an answer before proceeding) have often led to enrollment rates that are higher than those achieved with opt-in response formats. Increased enrollment was not observed, however, in a recent study of real organ donation decisions (Kessler and Roth 2014). Much of this research about the benefits of active choice has taken advantage of settings where participants feel they have to make a choice before continuing to the next step in a particular enrollment process.

Most marketers, however, cannot actually force consumers to choose. And the actual implementation of “mandated choice” for organ donor registries in most states
has avoided forcing people to choose yes or no, in part because they do not want people to make a binding no decision (Thaler and Sunstein 2010). In Virginia, for example, the implementation of “partial mandated choice” uses the options: donor, non-donor, and undecided (Klassen and Klassen 1996). The addition of this third option (undecided) presents the important questions of whether and, if so, why people would choose to enroll when they have the option to defer the decision and thus avoid the perceived negativity of the “no” response without necessarily saying yes.

**Potential Mechanism and Impact on Participation**

This important addition of the third (undecided) option also raises questions about whether the mechanisms described for forced choice settings would apply when respondents can ignore or defer the choice. Previous explanations for the success of active choice have suggested that “yes” allows respondents to avoid the negative feelings of saying “no” (such as regret or guilt) (Keller et al. 2011). If participants have the additional option to defer the decision and ignore the no, such mechanisms should be less effective. We believe that any advantage of active choice (either with or without an option to defer) is likely to be multiply determined, and that the specific language may prove important in pushing people to choose yes and that their reasons for choosing yes might impact their subsequent participation.

One possibility is that the contrast of positive and negative alternatives in the yes/no format might push people toward the positive response. There is evidence from the survey design literature that people have a general inclination to agree with stated suggestions, known as acquiescence response bias (Paulhus 1991), whether presented as yes/no or agree/disagree (Krosnick and Presser 2010). Additionally, a respondent might believe that the presence and wording of the no option implies that the offer will
no longer be available if he does not respond immediately, thus prompting a feeling of scarcity and urgency which could lead to an increased likelihood of enrollment (Lessne and Notarantonio 1988). Inman, Peter, & Raghubir (1997) argue that the presence of a restriction activates a cognitive response which frequently leads to an inference of good value.

Separately from the dichotomy of the yes/no language, the positive first person language generally used as part of the active choice format (i.e. “I would like to enroll” and “I would not like to enroll” versus “Click here to enroll” which does not use first person language), might lead to an increased likelihood of visualizing oneself doing the activity under consideration and a resulting increase in the behavioral intention that leads to a decision to enroll (Rennie, Harris, and Webb 2014). While we will not disentangle these mechanisms here, we note that they may all work together to promote the positive choice, even when participants are not forced to choose a response, and the various potential mechanisms might have differing effects on the likelihood of ongoing participation.

It is far from obvious that increased clicks will lead to increased participation, and many studies of health communications (similar to our experimental setting) lack sufficient data to be able to make any conclusions about behavior or the link between intentions and health behaviors (Keller and Lehmann 2008). Although studies of active choice have shown higher enrollment, they have not generally measured participation in an active form, as they have focused on programs where participation is automatic after enrollment (e.g. retirement plan enrollment). Family members of organ donors who were enrolled as a result of mandated choice have also questioned whether this was a true choice (Klassen and Klassen 1996). It may be that the yes/no response format leads to a short term preference for agreement that is later forgotten. It may
also encourage enrollment among those who were inherently less interested and therefore less likely to actually participate, even if they do enroll. This paper thus applies the active choice format to the substantially larger domain of non-forced choice settings, while exploring the potential for sustained commitment resulting from that initial choice.

EXPERIMENTS

Overview of Experiments

To test the effects of the yes/no response format in a non-forced choice setting, we conducted two field experiments in partnership with a large wellness services company and several of their employer clients. The company sends regular emails to potential participants aimed at recruiting them to join programs and encouraging their participation once enrolled. All potential program participants had completed a health screening/assessment and were then targeted to one or more specific programs with the goal of increasing their participation in wellness-based activities.

We focused on two particular programs, both of which involved online tracking of health activities, which allowed for measurement of ongoing participation. One program was focused exclusively on activity tracking (Boost), while the other was designed to encourage several different types of health behaviors (Journeys). The company’s extensive online enrollment and participation tracking system allowed us to measure whether each respondent clicked a link in the email, whether they completed an enrollment process, and each time they recorded behavior in the online tracking system for 60 days following the message date.
Experiment 1 tested the effectiveness of a reminder message by asking current enrollees to log physical activity into the Boost tracking program. This test provided a useful benchmark for the impact of the yes/no format on click responses and subsequent participation. However, it was not a test of the impact on the overall enrollment rate because the respondents were already enrolled in the program. Experiment 2 tested a recruitment message for a new program (Journeys) and enabled us to measure the response at each stage of the enrollment process, from clicks to enrollment to actual participation.

**Experiment 1**

Our first experiment tested the basic question of whether a yes/no response format would lead to a higher click-through rate than would opt-in response formats in a non-forced choice setting. This email was sent as a reminder message to people who had enrolled, but had not recently participated in the Boost activity tracking program. Boost rewards participants for recording at least 30 minutes of physical activity each day. All recipients had enrolled in this program at some point in the past, but had not recorded activity in at least 35 days. They were now being encouraged to participate again.

**Design.** All participants ($N=24,863$ emails delivered) received emails with the same introductory text, and with one of three randomly assigned response options. The introductory text was as follows:

*You are currently enrolled in Boost Physical Activity Program, but you haven't tracked your activity in over XX days. Boost makes reaching your physical activity goals easier—playing with your kids, dancing, taking the stairs, and even house cleaning counts in the Boost program.*
The randomly assigned response options were as follows (underlined text was a clickable link):

<table>
<thead>
<tr>
<th>Response Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opt-in 1 (n=8,227)</td>
<td><strong>Login to [website name] to track your activity this week.</strong></td>
</tr>
<tr>
<td>Opt-in 2 (n=8,876)</td>
<td><strong>Click here to track your activity this week.</strong></td>
</tr>
<tr>
<td>Yes/No (n=7,760)</td>
<td>- <strong>Yes, I would like to track my activity this week.</strong></td>
</tr>
<tr>
<td></td>
<td>- <strong>No, I do not want to track my activity at this time.</strong></td>
</tr>
</tbody>
</table>

The first opt-in message was based on the company’s standard opt-in message (which asks recipients to “login” to the website as a call to action). The company had typically used the “login” language as a more specific call to action, but we were concerned that the specificity of the call to action might appear to be onerous and deter people from clicking. The second opt-in message, therefore, was a simpler demand (“click here” as the call to action).

If a respondent clicked on the link in one of the opt-in conditions, or on the “yes” option in the yes/no condition, they were re-directed to a page where they could record their physical activity. We also measured whether participants recorded physical activity in the week following delivery of the message. Participants who clicked the no link in the yes/no condition were not directed to this page, but were instead directed to a page that simply thanked them for their response.

**Results.** There were 24,863 total emails delivered across all three message conditions, with slightly imbalanced final group sizes resulting from variation in the failure rates of the messages delivered. In all three conditions, recipients were 50% female. The mean age was 44 years in both of the opt-in conditions, and 45 years in the yes/no condition (min 18, max 84). The results discussed below focus on response
rates as a percentage of all messages delivered in order to avoid any potential self-selection issues resulting from who chose to open and read the messages.¹

There were significantly more people clicking the yes link in the yes/no condition than there were people clicking the response link in either of the two opt-in conditions (yes/no 13.3% of all message recipients clicked, opt-in combined 9.5%, \( z = -8.98, p < .001 \)). There were also significantly more clicks from the low threshold “click here” message compared to the higher threshold “login” message (10.3% versus 8.7%, \( z = 3.49, p = .005 \) for click here versus login), although each click rate separately was significantly lower than the yes click rate in the yes/no condition. This strong positive click result for yes/no remained when controlling for the level of previous engagement.

¹ We did not analyze responses as a function of the proportion of people opening the email (open rates), as is sometimes done in email marketing. Open rates, in this case, were not independent of the click-through rate. Recipients who read the message quickly in the viewing pane of their email program without double clicking on the message often do not register as having opened the message. Open rates thus understate the number of people who saw the message. Clicking a link in the message automatically records the recipient as having opened the message. A higher click-through rate thus inflates the open rate, making it a biased measure.
age, and gender. In addition to the enrollment clicks, 2.7% of message recipients in the yes/no condition clicked the “no” link, which took them to a message thanking them for their response. No additional information was collected from these respondents.

In terms of downstream program participation, we found no significant differences between the groups. The yes/no group was marginally less likely to actually track physical activity in the week following the message (14.0% of message recipients versus 14.8% of opt-in recipients, z=1.71, p=.09). Curiously, the overall proportion of participants tracking a health behavior in the week following the message (14.3%) was actually higher than the proportion of participants clicking a link in the reminder email (10.7%). A substantial number of people therefore tracked activity without ever clicking the link, even though they had not tracked activity in the 30 or more days prior to the message. This suggests that the message may have served as a reminder to log in to the system at a later time. The reminder impact may have been stronger than the actual call for an immediate click through to the website. (Recipients may not have had a physical activity to track at the time they received the email message.)

**Discussion.** We see a substantially higher click-through rate for the yes/no message compared to the two opt-in messages. However, more than half (62%) of people who click the link in the yes/no format do not actually track their activity, which raises the question of why they chose to click at all. This proportion was substantially higher for yes/no than in either the “click-here” or “login” formats (50% and 49% respectively, combined mean 50%, z=6.10, p<.001). One possible explanation is that the yes/no format resulted in more low-consideration clicks. This would be consistent with research on acquiescence bias which suggests that people often agree.
initially and then reconsider their response during a more effortful later stage of
decision making (Knowles and Condon 1999).

Another possibility is that the text of the “click-here” and “login” messages resulted in a more specific expectation of what people would be asked to do following the click. The opt-in messages gave a very specific call to action (“click here to track”) while the yes/no message (e.g., “yes, I would like to track”) may have only implied a general agreement with the statement rather than an immediate intention to act, or even a general intention that the respondents later forgot. This may be compounded by the fact that most people track activity at the end of the day, but emails are sent to work email addresses and are likely read during the day, thus leading to a separation in time between reading (and responding to) the message and actually tracking the activity.

The second experiment addresses these concerns by targeting a new program with which recipients were not already familiar, and in which they were not already enrolled. The new experiment also asks recipients to take an immediate action by enrolling. It allows us to more directly test the effects of the yes/no format on the full funnel sequence – click response, immediate behavior via enrollment, and subsequent participation.

**Experiment 2**

In Experiment 2, we tested a message inviting people to enroll in a new program. This second study added an immediate action (enrollment) following the click response, and eliminated any potential effects of past experience with the program. This additional action of enrollment should have a positive effect on participation as it
should increase the recipient’s commitment to the choice that had just been made by clicking (Cialdini and Trost 1998).

We designed the experiment to also test whether emphasizing (by repeating) information about rewards and other benefits of participation has a positive effect on click-through rates, enrollment, and participation. There are several reasons to expect that repetitive emphasis should help. Research on repetition and familiarity suggests that repetition increases the likelihood of processing a message (Hawkins, Hoch, and Meyers-Levy 2001), and therefore the likelihood that people will respond positively (Skurnik et al. 2005). Additionally, the mere act of making the benefits of enrolling more salient (i.e., more easily visible) should increase the likelihood that the benefits will be noticed and processed (Bettman, Luce, and Payne 1998).

In the domain of active choice, Kessler and Roth (2014) suggest that giving people information about the benefits of their enrollment may actually be more effective than mandating choice. Keller et al. (2011) argue that emphasizing the positive outcomes of the enrollment choice and the negative consequences of the non-enrollment choice should enhance the appeal of the enrollment choice. In Experiment 2, we test this emphasis manipulation both jointly and separately from the yes/no format (where both benefit and foregone benefit are emphasized) in a 2x2 crossed design. The experimental design allows us to compare relative effect sizes as well as potential interactions.

**Design.** All participants received an email with the following introductory text:

Try R*** Journeys™, a refreshing, re-energizing alternative to the usual wellness program. Bite-sized, fun ways to get active, eat healthier, lose weight or stress less. Starting with as little as a minute a day, your journey grows with you, giving you fun, new things to try at each step. Connect to your journey online from your computer, mobile device or tablet. With journeys you’ll not only feel and look better, but you’ll also be able to earn up to [X program name points] as you go.
Emails were randomly assigned to have one of the following four calls to action (underlined text was a clickable link):

Basic Opt-in (n=2,129): Log in to R*** Health and try R*** Journeys.

Opt-in with emphasis (n=4,248): Log in to R*** Health and try R*** Journeys. Each activity completed helps to earn more [program name points].

Basic Yes/No (n=4,267): Yes, I would like to try R*** Journeys. No, I do not want to try R*** Journeys.

Yes/No with emphasis (n=4,295): Yes, I would like to try R*** Journeys. Each activity completed helps to earn more [program name points]. No, I do not want to try R*** Journeys because earning [program name points] is not important to me at this time.

We ran the test at several different client (i.e., employer) sites in order to reach a larger number of respondents. While our initial goal was to randomize all four messages at each client site, we achieve full randomization at three of the four sites. At one site, the research partner wanted to test an unrelated message instead of the basic opt-in message, leaving the four cells imbalanced. Since all yes/no results were in the same in direction and similar in magnitude with the 3 condition site removed, we retain the site in the analyses here to preserve power. All results are given as a proportion of messages delivered to avoid any bias associated with the smaller size of this condition and to avoid any potential self-selection issues resulting from differing open rates (as in Experiment 1).

The messages varied slightly depending on the terminology and specific rewards offered by each client to their employees (designated as “[program name points]” in the message text, above). These differences had no meaningful effect on the outcome of the
yes/no framing. To test robustness, we include tests with mixed effects and with fixed effects to control for site-specific differences.

All participants who clicked an enrollment link (whether from the opt-in or yes/no message) were directed to the same enrollment page, where they were asked for information about their health goals in order to tailor the program to their specific needs. They were also asked to commit to honestly recording their participation. Participation was measured in terms of “steps” completed, with a particular step taking anywhere from 1 hour to several days to complete. Steps could be as simple as watching a video about nutrition, or as complex as adding a vegetable to each meal for a week.

**Results.** Across all employer sites, there were 14,929 message recipients, of which 50% were female, with a mean age of 44 years (min 19, max 84). Sixteen percent of recipients were spouses or partners rather than employees (74% of the spouses/partners were women). In general, spouses were slightly less likely to respond to the message, and women were more likely to respond overall, but neither group variable interacted with the message format (see Table 1 for details).
We again found a strongly positive effect of the yes/no format on click-through rates. Click-through rates from yes/no were more than double those of the opt-in message (7.2% of message recipients clicked the enrollment link in the yes/no conditions versus 3.2% in the opt-in conditions, $z=-10.67, p<.001$) Table 1 summarizes the robustness checks using a logit model with all effects. The effect of emphasizing the benefit was not significant on click rates (5.4% compared to 5.5% of recipients clicked, $z=.036, p=.97$), nor was the interaction between the emphasis and the message response format. Across all employer sites and yes/no messages, approximately 1% of people clicked a “no” link (ranging from .4% to 1.8% at different sites).

Table 1: Logit Coefficients Including Robustness Checks for Clicking the Link

<table>
<thead>
<tr>
<th>Explanatory Variable</th>
<th>Base logit</th>
<th>Logit with controls</th>
<th>Fixed effects logit</th>
<th>Random effects logit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes/No</td>
<td>1.026***</td>
<td>1.011***</td>
<td>.692**</td>
<td>.707***</td>
</tr>
<tr>
<td></td>
<td>(.149)</td>
<td>(.152)</td>
<td>(.254)</td>
<td>(.157)</td>
</tr>
<tr>
<td>Emphasis</td>
<td>.294+</td>
<td>.278+</td>
<td>-.074</td>
<td>-.030</td>
</tr>
<tr>
<td></td>
<td>(.160)</td>
<td>(.163)</td>
<td>(.268)</td>
<td>(.168)</td>
</tr>
<tr>
<td>Yes x Emphasis</td>
<td>-.213</td>
<td>-.194</td>
<td>-.072</td>
<td>.108</td>
</tr>
<tr>
<td></td>
<td>(.181)</td>
<td>(.184)</td>
<td>(.300)</td>
<td>(.188)</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>.293***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.076)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td></td>
<td>-.252*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.109)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>.023***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.003)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past activity</td>
<td></td>
<td>.023***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.003)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rewards offered</td>
<td></td>
<td>.874***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.136)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-3.630***</td>
<td>-5.612***</td>
<td>-3.480***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.246)</td>
<td>(.258)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>14,939</td>
<td>14,920</td>
<td>5,999</td>
<td>14,939</td>
</tr>
<tr>
<td>Number of groups</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We found a strong but smaller positive effect of the yes/no format on the proportion of people who enrolled in the program as well (3.8% of all messages
delivered from yes/no versus 2.2% from opt-in, \( z = -5.60, \ p < .001 \). These results were consistent not just as a basic test but also as a logit regression with control variables. The results were also consistent using mixed effects and fixed effects logit regressions to account for the differences in rewards and program structure at each employer site (see Table 2). While emphasizing the benefit had no effect on click-through rates, it did have a positive effect on enrollment. The effect is greatly reduced in the fixed effects and mixed effects models when controlling for the different reward structures (see Table 2), and goes away entirely when the use of monetary rewards is included as an interaction variable with emphasis. This would suggest that the principal benefit of the emphasis manipulation is in making the presence of the rewards more salient, and that the more highly valued the rewards, the greater the impact of increased salience.

**Table 2: Logit Regressions Including Robustness Checks for Enrolling**

<table>
<thead>
<tr>
<th>Explanatory Variable</th>
<th>Base Logit</th>
<th>Logit with Controls</th>
<th>Logit with controls &amp; interaction</th>
<th>Fixed effects logit</th>
<th>Random effects logit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes/No</td>
<td>.928***</td>
<td>.857***</td>
<td>.895***</td>
<td>.363*</td>
<td>.441***</td>
</tr>
<tr>
<td></td>
<td>(.205)</td>
<td>(.207)</td>
<td>(.208)</td>
<td>(.163)</td>
<td>(.109)</td>
</tr>
<tr>
<td>Emphasis</td>
<td>.655**</td>
<td>.590**</td>
<td>.007</td>
<td>.083</td>
<td>.172*</td>
</tr>
<tr>
<td></td>
<td>(.210)</td>
<td>(.213)</td>
<td>(.364)</td>
<td>(.154)</td>
<td>(.103)</td>
</tr>
<tr>
<td>Yes x Emphasis</td>
<td>-.430</td>
<td>-.364</td>
<td>-.401*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.239)</td>
<td>(.241)</td>
<td>(.242)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>.160</td>
<td>.163</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.098)</td>
<td>(.098)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td>-.049</td>
<td>-.052</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.134)</td>
<td>(.138)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>.018***</td>
<td>.018***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.004)</td>
<td>(.004)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past activity</td>
<td>.015***</td>
<td>.015***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.003)</td>
<td>(.003)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rewards offered</td>
<td>.831***</td>
<td>.474*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.173)</td>
<td>(.235)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rewards x emphasis</td>
<td>-.4.282***</td>
<td>-.5.874***</td>
<td>-.5.593***</td>
<td>-.4.02***</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>(.187)</td>
<td>(.320)</td>
<td>(.338)</td>
<td>(.316)</td>
<td></td>
</tr>
</tbody>
</table>

\( + \ p < .01, * p < .05, ** p < .01, *** p < .001, * \) random partial sample to avoid Stata numeric overflow.
In contrast to Experiment 1, we saw significantly higher numbers of people participating from the yes/no format. This was true as measured by the percentage of people who committed to start a journey (2.8% of recipients in yes/no versus 1.4% of recipients in opt-in, $z=-5.71, p<.001$), and as measured by the percentage who actually completed at least one journey step (2.3% of respondents in yes/no versus 1.2% of people in opt-in, $z=-4.89, p<.001$). The effect of emphasizing the benefit was also positive (2.4% committed to a journey and 2.1% completed a journey with benefit emphasis versus 1.9% and 1.5% without, $z=-2.12, p=.03$ and $z=-2.84, p=.004$ respectively).

While the percentage of people completing at least one step was similar in both groups (54% in opt-in versus 61% in yes/no, $z=-1.3, p=.17$), the number of journey steps completed by participants in the opt-in condition was higher than the number of steps completed by those who enrolled from yes/no (16.8 compared to 9.7, $t=1.89, p=.06$). With “non-participating enrollees” excluded (those who enrolled but never
participated), the average number of steps taken was 30.9 for opt-in enrollees and 15.8 for yes/no enrollees (t=2.40, p=.01).

The very high variances in these samples suggest that we should be cautious interpreting these differences in participation intensity. Indeed, the differences are not significant in either case (i.e., with non-participating enrollees excluded or included) if we use the more conservative t-tests for unequal variance (p>.10 in both cases). That said, the results are consistent with the possibility that the additional people who enroll through the yes/no link are at least as likely to actually go ahead and try the program (i.e., complete at least one step), but they also may participate with less intensity (complete fewer steps). This interpretation would be consistent with a self-selection argument for participation, whereby the yes/no message is attracting incremental respondents who are lower in average motivation to participate. It would also be consistent with the idea that the language of the yes link ("I would like to try....") is generating clicks because of the aspirational tone which is not present in the opt-in message ("login ... and try"), and that these clicks might not translate through to actual behavior.

**Discussion.** We again see strong support for the yes/no format in terms of increasing click-through rates, but this time we also find that the click-through advantage persists, resulting in higher numbers of respondents actually enrolling and participating in programs. While there was a substantial drop off between the number of people clicking and the number of people ultimately enrolling from the yes/no format (47% fewer people enrolling than clicking for yes/no compared to 31% for opt-in), the click advantage for the yes/no format was large enough that it still resulted in higher numbers of people enrolling. This higher level of enrollment came with no incremental drop off between enrollment and participation.
We also see support for the idea that emphasizing the benefit increases enrollment (though not click-through), but the fact that the effect is non-significant when certain other variables (such as the presence of tangible rewards) are included suggests that it is closely related to the actual benefits available, as discussed earlier. Overall, the effect of the yes/no format is larger and more consistent than the effect of emphasizing the benefits of participation.

**GENERAL DISCUSSION**

**Summary and Managerial Implications**

The yes/no format gets people to click. Across two experiments, 40-125% more people clicked from the yes/no format compared to opt-in. This click-through advantage also led to 89% more people participating in the program when an enrollment step immediately followed the click (Experiment 2).

We note two key (and related) differences between the experiments which may have implications for why we see a participation effect in Experiment 2 but not Experiment 1. The first key difference is that, in Experiment 2, the desired action (enrolling), immediately followed the choice response (clicking on the link). In Experiment 1, on the other hand, where program enrollment had already occurred weeks or months previously, the desired action was now the tracking of physical activity. This tracking would, in most cases, have been considerably delayed with respect to the initial click response. Tracking was usually done in the evening; a participant might not yet have had any physical activity to track at the time of clicking. The immediacy of the follow-up action to the choice response in Experiment 2 might have increased the effectiveness of the yes/no click-through advantage since
participants were less likely to forget their positive click response between the click and the subsequent action. This suggests that marketers need to be cognizant of the action they are asking respondents to take, as the response advantage is stronger when the action is immediate.

Relatedly, in Experiment 2, the mere act of enrolling immediately after clicking may have served to increase the new enrollee’s commitment to participate. Respondents may interpret their yes response as information about their actual underlying preferences and believe that they wish to participate (Amir and Levav 2008). In addition, respondents may perceive an active decision as increasing accountability and thereby feel an increased commitment to the decision (Lerner and Tetlock 1999). Even the mere act of clicking a link may lead to increased commitment, as it establishes a prior action with which respondents will wish to be consistent (Cialdini and Trost 1998), and this effect would be even larger if respondents exert effort in completing an enrollment process immediately following the click. This additional commitment opportunity was not available in Experiment 1, since employees had enrolled in the program weeks or months prior. Organ donation questions might take advantage of this opportunity for commitment by asking people an additional question about their donation preferences after the initial agreement. A strong and specific commitment action might reduce enrollment, but increase the proportion of people actually participating in the program and reduce the concerns of family members about the context of the choice.

Another important consideration that we were not able to fully resolve was whether the response format impacted the quality of the participants and their intensity of participation. Given the higher numbers of participants attracted by the yes/no format, it seems possible, and even probable, that this response format
attracts participants who might have a lower ingoing preference for enrollment. If we think of the population in terms of three groups: those who would enroll no matter what, those who would not enroll no matter what, and those who are undecided, the goal of a marketer (and our goal with this research) is to attract the undecided. Once enrolled, these previously undecided customers may still be less committed than the “enroll no matter what” customers. This lower ingoing interest level may carry over after enrollment into the participation stage. If the yes/no response format attracts more customers with lower initial interest, then we should expect a lower average level of participation from yes/no recipients. While we cannot make any definitive claims about differences in the populations, we did see suggestive evidence of this participation pattern in the analysis of program enrollees. Given the equivocal nature of even those analyses, however, future research should seek to resolve this issue of participation intensity.

Possible Psychological Mechanisms and Opportunities for Future Research

While the effect is large, it is also likely multiply determined and we can only offer suggestive evidence to implicate or rule out various potential mechanisms. More people in the yes/no condition click the link but then fail to actually track their participation (Experiment 1) or enroll (Experiment 2). This suggests that more respondents are agreeing with the statement than are actually changing their behavior. There are several aspects of the language used in the yes/no framing which could be contributing to this effect. The yes/no framing creates both the dichotomy of the positive and negative responses, but it also involves the first person aspirational language of “I would like to...”. This positive/negative contrast could prompt initial agreement, but later reconsideration (acquiescence bias), while the first person
language could generate a general intention which does not have enough force to carry through to actual behavior (intention signaling). Both of these factors could contribute to an increased likelihood of agreement with the yes response option, as well as a drop-off between the agreement and the actualization.

Acquiescence bias and intention signaling would both be enhanced by the aspirational nature of the particular programs we were studying – people are more likely to signal agreement with socially desirable health and wellness objectives that they feel they “should” work toward achieving (Milkman, Rogers, and Bazerman 2008). This aspirational agreement effect could be particularly strong when used with behaviors that conform to positive norms, where the desire to see oneself doing the behavior leads to an aspirational positive response (Kallgren, Reno, and Cialdini 2000; Kivetz and Tyler 2007; Rogers and Bazerman 2008) and the desire to be seen as someone who does these socially desirable behaviors leads to an increased likelihood of agreement (Ross and Mirowsky 1984). The element of aspiration might be further enhanced by the use of first person language which may increase the respondent’s inclination to visualize himself doing the particular activity. Future work could seek to disentangle these effects by testing different response formats in areas with less of an aspirational component (e.g., shopper loyalty programs).

Another area for exploration lies in the nature of the no response option. For example, offering a more positive no, such as “no I would not like to enroll in this program, but I would like more information about your other programs” may reduce the effectiveness of an individual message, but improve the potential for cross-selling other programs. Relatedly, in the current studies, only 1-2% of recipients clicked the no option even though choice was not forced. If future studies were able to learn more about why some people do still click no, they might be able to inform future
manipulations of the no response into something that does allow for cross-selling or other marketing activities.

In conclusion, we believe this work has important implications for both practitioners and researchers. Program managers and marketers wishing to increase response rates can use these techniques to increase the effectiveness of their emails to customers. For researchers, we have expanded the application of choice architecture to an email setting, and have shown that the yes/no format works better than opt-in even here, where attention and consideration are low and where choice is not forced. We hope the magnitude of this effect encourages further research exploring the language of choice formats and their influence on immediate and long term consumer behavior.
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APPENDIX

In places where ABC is mentioned, it is a placeholder for the company name.

**Messages for Experiment 1:**

The company divided participants into three levels of previous engagement based on how long it had been since their last participation (35-90 days, 91-180 days, or 181+ days), and then randomly assigned individuals in each level to receive one of three messages. The three messages varied only slightly in the opening paragraph and did not vary at all in the response options.

Here are the variations:

**Introductory paragraph (For recipients whose most recent previous engagement with the program was 35-90 days ago):**

You are currently enrolled in Boost Physical Activity Program, but you haven’t tracked your activity in the last XX days. Boost makes reaching your physical activity goals easier—playing with your kids, dancing, taking the stairs, and even house cleaning counts in the Boost program.

**Introductory paragraph (For recipients whose most recent previous engagement with the program was 91-180 days ago):**

You are currently enrolled in Boost Physical Activity Program, but you haven’t tracked your activity in over 90 days. Boost makes reaching your physical activity goals easier—playing with your kids, dancing, taking the stairs, and even house cleaning counts in the Boost program.

**Introductory paragraph (For recipients whose most recent previous engagement with the program was 180+ days ago):**

You are currently enrolled in Boost Physical Activity Program, but you haven’t tracked your activity recently. Boost makes reaching your physical activity goals easier—playing with your kids, dancing, taking the stairs, and even house cleaning counts in the Boost program.

**Response Format for Each Experimental Condition:**

The response options did not vary by level of previous engagement but were unique to each experimental condition.

**Login Condition:**
Login to ABC to track your activity this week.

Click here Condition:

Click here to track your activity this week.

Yes/No Condition:

Yes, I would like to track my activity this week.
No, I do not want to track my activity at this time.

Rewards structure for each site (Experiment 2)

Site 1: (N=6,439) Participants can earn $125 for each quarter that they earn at least 60 points. Points are earned through completing a health assessment and participating in various types of health improvement activities. Each journey could earn at least 10 points (bonuses for certain activities), with a maximum of 35 points per quarter from journeys.

Note: This was the site with only 3 experimental conditions.

Site 2: (N=1,512) Participation in programs earns wellness bricks (raffle tickets) for Visa gift card prizes worth up to $100. Participants can earn a maximum of 25 bricks per quarter, and a must earn a minimum of 5 bricks per quarter to be eligible. Participants received 2 bricks for enrolling in a journey and 10 bricks for completing a journey.

Site 3: (N=2,731) This site offered no rewards for participation. Messaging emphasized the health benefits of participation.

Site 4: (N=4,527) Participants can earn up to $25 per quarter for participating in programs. One point equals $1, and each journey step was worth approximately 1 point, with bonus points for completing stages and the total journey.
The Effect of Benefit Quantification on Goal Setting and Persistence

Abstract:
We look at how language used to describe rewards, specifically the quantification of an expected reward, might lead participants to create specific targets for their own performance based on that language. Through a combination of field and lab experiments, we demonstrate that the use of a high number to describe rewards leads to higher interest and enrollment, but also higher expectations of performance and a higher drop-out rate from the program when the reward is difficult to achieve. Marketers should be aware of this issue when describing benefits to potential customers, particularly if they wish to motivate persistent behavior.

Keywords: anchoring, expectations, goal-setting, participation, goal failure
Targets abound in advertising messages. “Lose up to 4 dress sizes” or “I lost 39 pounds” or even, “Get 5000 points by signing up today.” These messages share a common theme of specific and high numbers, designed to entice people who want to attain those kind of results themselves. Rarely does one see a message that says, “I lost about 5 pounds” or “earn an average of 2 bonus points.” Headline numbers are designed to attract attention and make the benefits of participation look as appealing as possible.

We propose that people attach themselves to these headline numbers, even when the target is arbitrary or unreasonably difficult to achieve. Marketers mention big potential rewards (lose 39 pounds, earn 5,000 bonus points, etc.) in order to tempt users with specific, appealing offers of benefit. The specificity of these offers increases credibility and persuasion (Nisbett and Ross 1980). But the specificity of the offer might also increase the specificity of the expectation it raises in potential customers. In particular, the use of a number, which both increases concreteness and credibility, might also lead to anchoring and specific product or performance expectations.

If people do anchor on potential outcomes, there may be negative consequences to having such a high target in the minds of new customers as these general targets might become specific goals in the minds of participants. While high, but achievable goals should motivate performance (Locke and Latham 1990), goals which are too high might lead to dissatisfaction, poorer performance, and potentially even abandonment of the goal particularly when consumers do not accept that goal as their own (Erez and Zidon 1984). When goals are set appropriately, they take into account “such factors as their beliefs about what [the goal setter] can achieve, their recollections of past performance, their beliefs about consequences, and their judgments of what is appropriate to the situation.” (Locke et al. 1981 p. 10) Instead of this careful goal
setting process, we would argue that people do not always know what is appropriate to the situation, and may therefore look to extraneous information in establishing personal targets.

Through a combination of field and lab studies, we not only show a real world example of how numeric anchoring can occur in practice, we also contribute to the understanding of how people set goals through environmental cues, by demonstrating that people use the presence of numbers in marketing messages as anchors for their own performance expectations. We also build on the existing literature about goal re-engagement by showing how ongoing participation can be impacted by the goal setting process. Respondents who use situational cues may set their goals unreasonably high and be dissatisfied with an average level of performance.

CONCEPTUAL BACKGROUND

High Specific Targets

There is a large body of research which would justify advertising the maximum potential benefit in order to attract potential customers. Not surprisingly, higher incentives are more attractive than lower incentives for motivating participation (Locke, Latham, and Erez 1988), and higher targets may actually be more motivating and generate more satisfaction than lower targets (Jain 2009). A program goal that is too low might lead to procrastination and lack of effort, whereas a high goal will be motivating as an achievement for some participants and an aspiration to others thus appealing to a broader audience than a low goal which is too easy for many.

For products with a performance component, the use of a high target can be particularly beneficial because it sets a positive initial perception. People tend to
anchor on ingoing expectations of quality and those expectations can be sticky when it comes to actual perceptions of the product’s performance (Anderson 1973) leading to an ongoing positive perception. In fact, marketers have an incentive to err on the side of maximum potential performance, as overstatement of benefits can lead to more favorable ratings of product quality than understatements (Olshavsky and Miller 1972).

The specificity of these targets may matter as well. “The weaker the data available upon which to base one’s conclusion, the greater the precision which should be quoted in order to give the data authenticity.” (Augustine 1997, p.231) While this is a somewhat cynical view, concretely worded messages receive more attention and are more influential than abstractly worded messages, potentially because they are easier to understand but also because they may appear “stronger” or more convincing in their arguments to the viewer. (MacKenzie 1986). Other research, which demonstrates that quantification increases persuasion when the source is credible (Yalch and Elmore-Yalch 1984), would also support the idea that concrete quantified arguments are perceived as more persuasive, as long as the message is not overly technical or delivered by a source perceived to be biased. Overall this suggests that quantification should generally increase the effectiveness of marketing messages and that higher numbers should lead to greater interest.

**Anchoring and Expectations**

Beyond generating interest, quantification may also cause respondents to anchor on the particular number that is given. The mere presence of a number, regardless of its validity as a target, can often act as a starting point for expectations from which people insufficiently adjust (Epley and Gilovich 2006; Tversky and
Kahneman 1974). The more reliable and relevant that the initial number appears to be, the more strongly it will weigh on expectations and the less people will adjust.

Moreover, consumers may draw inferences from how numbers are placed in context (Prelec, Wernerfelt, and Zettelmeyer 1997) and may be uncertain about how much they should adjust away (Simmons, LeBoeuf, and Nelson 2010). Research has shown that even when disclaimers are placed with numeric indicators, respondents tend to ignore the disclaimer and assume that the number is present for a reason and therefore is a reasonable source of information, particularly when the source is considered trustworthy (Frederick, Mochon, and Savary 2014).

This same credibility which increases persuasion might also create challenges for the message designer. Concretely worded messages which give specific performance targets might logically be seen as more definite than more abstract messages as they lead to accountability, thus creating stronger expectations in the minds of customers. Products which deviate from an expected level of quality are often penalized for the deviation more than products with a lower or less specific expectation (Anderson 1973; Cardozo 1965). While a strong argument should lead to more interest in the product and higher expectations of quality, a deviation from that expected level of quality may be perceived as a larger violation.

There is also evidence that people anchor in their performance expectations for actions, not just products, particularly in the areas of gambling and lotteries. Lottery players are often driven by the maximum potential payout, rather than a calculation of expected return (Forrest, Simmons, and Chesters 2002) and gamblers generally use the amount they could win as an initial anchor, from which they adjust downward (perhaps insufficiently) to account for other aspects of the bet (Lichtenstein and Slovic 1971, 1973). While this has not been specifically applied to the goal setting context, it
also seems possible that people could anchor in setting expectations for their own performance.

**Goal Performance and Reengagement**

As previously mentioned, goals should be set based on information about abilities and what is appropriate to the situation, and indeed goal performance is better when goals take ability differences into account (Locke et al. 1981). But many goals are set by circumstances beyond the control of the goal setter. In particular, program targets in marketing communications, which are often designed to reach a large number of people, may not be able to take individual differences into account, so that something which is a specific challenging (and therefore motivating) target for one participant might appear daunting for another. For example, current wellness targets often emphasize 150 minutes of exercise per week (at least 30 minutes per day, five days per week), which may seem unattainable to some (http://www.medicinenet.com/script/main/art.asp?articlekey=186436). In these cases, the program designer must decide whether to set an easily achievable goal, which is not overly intimidating to those with a lower level of fitness, or one which will be motivational for all potential participants.

When these goals are set, they may serve as reference points, from which future performance can be judged as either success or failure. Given that marketers have an incentive to set high goals, this can lead to situations where a reasonable level of performance might feel like underperformance if the goal is set too high. Indeed, a particular level of performance may actually feel worse for someone with a goal than someone without a goal if it leads to feelings of loss relative to a particular expected outcome (Heath, Larrick, and Wu 1999). Mossholder (1980) notes that subjects with a
goal evaluated their performance less positively than those with no goal, despite outperforming on the assigned task. And those whose commitment to the goal is more uncertain may lose motivation by focusing on the distance to the goal rather than the amount accomplished to date (Koo and Fishbach 2008).

This perceived underperformance may lead to disengagement with the particular target area. While progress towards a goal is often seen as commitment to that goal (Zhang and Huang 2010), performance that is perceived as a personal failure can result in decreased commitment to a goal (Soman and Cheema 2004). This abandonment may result from lower self-efficacy (Bandura 1977) such that people then perceive the goal as being beyond their ability to achieve, or from a desire to protect the ego by making the goal unappealing rather than unachievable (Baumeister, Heatherton, and Tice 1993) and thus making it a problem of the program rather than a lack of ability. Thus it seems possible that high goals might lead to lower relative performance and increased abandonment, particularly if those goals are not tailored to the individual’s situation.

In the studies that follow, we demonstrate the positive effect of quantification on initial interest, but also note neutral to potentially negative long term effects. We demonstrate these effects in both a field experiment using actual performance measures over time and heterogeneous respondents, as well as in a more controlled hypothetical setting.

**EXPERIMENTS**

**Study 1**

Study 1 is a large field experiment designed to measure responses to an email recruitment message which highlights either a quantified ($125) or a non-quantified
reward. We believe that the specificity of a quantified potential reward should increase attention to the message and interest in the program, thus increasing the likelihood that respondents will click the enrollment link.

Mentioning the $125 also serves as a specific challenging target for potential customers, which might increase their motivation to participate if it is set appropriately for their abilities. This, however, is a single target for all potential participants, which does not take individual differences into account. Individuals should (but may not) adjust from the anchor once they read the actual program details at enrollment. This anchor and insufficient adjustment could subsequently cause participants to evaluate the program and their own performance more negatively as their expectations will be too high. We believe that this anchoring effect may dominate when the potential reward is high and participants lack information about their own capabilities, leading them to infer goals from the contextual information.

All participants had completed a health assessment and were given a recommendation to enroll in an online activity tracking program. This program, which gives all participants one point for each day that they tracked at least thirty minutes of physical activity, was part of a larger wellness campaign which was sponsored by their employer. As part of this overall campaign, participants could earn up to $125 per quarter (as a rebate on their health insurance) by participating in various health and wellness programs. This particular program offered one point (convertible to one dollar) for each day that they tracked at least thirty minutes of physical activity. Thus participants could earn ninety points toward their wellness rewards from this program, but could not earn their entire wellness reward just from this program. Participants could also earn points from participation in other wellness activities
offered by the same company and were given specific information about how many points they could earn at the time they enrolled.

**Method.** All respondents received the same information in the body of the email and were randomly assigned to one of two response options which followed the descriptive text.² (The underlined word was a hyperlink.)

Quantified (N=4,489): *Yes, I would like to participate in the Boost tracking program. I want to earn points toward rewards of up to $125 per quarter and I understand that the more often I track my activities, the more points I will earn.*

Non-Quantified (N=4,429): *Yes, I would like to participate in the Boost tracking program. The more often I track my activities, the more points I will earn towards the incentive rewards program.*

When a respondent clicked the "yes" hyperlink (in either message), he or she was taken to a landing page with enrollment information for the program and details about how to earn points.

With this design, we were able to measure initial responses via the click-through rate, conversions via enrollment, and ongoing participation via the number of days that they tracked at least thirty minutes of activity. We also had information about whether they had previously earned points in other programs (including in the current quarter), and basic demographic information.

Overall, 8,918 subjects received the message. Thirty-four percent of recipients were female and the average age was thirty-eight years. Sixty-one percent of them had, at some point, participated in one of the company’s online wellness programs, and 31% were currently enrolled in at least one other online program at the time the message was sent. All participants had also been assigned a health score before being

---
² There was also a contrasting no response which followed the yes, for which there were 2 slightly different versions. These are detailed in the appendix and there was no difference in response rates based on the different no responses.
recommended for the program, with higher health scores being associated with more healthy behaviors.

**Enrollment and Initial Participation.** Substantially more people clicked the link from the quantified message (33%) compared to the non-quantified message (24%, $z=-9.28$, $p<.001$), suggesting that quantification did indeed increase attention and interest in the program. After clicking, all respondents were directed to the same enrollment page where they were given more information about the program and could complete the enrollment process. Substantially more people from the quantified group dropped out between clicking and enrolling, resulting in a much smaller difference between groups for actual enrollments (10% for quantified versus 9% for non-quantified, $z=-1.93$, $p=.05$, see Figure 1 and Table 1 for logit with controls) compared to clicks.

![Figure 1: Clicks and Enrollment](image)

One potential explanation for the smaller difference in enrollment compared to clicks is that the quantified message attracted different participants than the non-
quantified message. Featuring the dollar amount prominently highlights the extrinsic benefits of participation over the intrinsic health benefits, and therefore might attract people who are more driven by the reward and deter people who care less about the reward. We attempted to control for this by prominently mentioning the existence of rewards in both condition, varying only the specificity of quantification (see Appendix for exact language). While we cannot eliminate the possibility that the quantified message attracted different customers, we see no direct evidence supporting the idea that it did, and the relatively small amount of incremental enrollees suggest that it is more likely to be a substitution effect than an additive effect.

Table 1: Clicks, Enrollment, Participation in Field Experiment (logit coefficients)

<table>
<thead>
<tr>
<th></th>
<th>Clicked</th>
<th>Enrolled</th>
<th>Enrolled</th>
<th>Participated beyond 1 day</th>
<th>Participated beyond 2 weeks if enrolled</th>
<th>Participated beyond 2 weeks if participate beyond day1</th>
<th>Participated beyond 2 weeks if participate beyond day1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant (base group is non-quantified)</td>
<td>-1.14</td>
<td>-2.33</td>
<td>-3.69</td>
<td>-2.67</td>
<td>.79</td>
<td>2.70</td>
<td>1.55</td>
</tr>
<tr>
<td>Quantified ($125)</td>
<td>.44***</td>
<td>.14*</td>
<td>.15*</td>
<td>.06</td>
<td>-.33*</td>
<td>-.55^</td>
<td>-.52^</td>
</tr>
<tr>
<td>Female</td>
<td>.26***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Score</td>
<td>.02***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participated over 8 times in first 2 weeks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.66**</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>8,918</td>
<td>8,918</td>
<td>8,918</td>
<td>841</td>
<td>595</td>
<td>580</td>
<td></td>
</tr>
</tbody>
</table>

Overall, the number of people participating was slightly higher in the quantified group (M=8% versus M=7%, z=-1.77, p=.08), driven by the larger number of people enrolling, however this difference was only marginally significant and disappears entirely when looking at people who participated for more than one day. In fact, of
those who enrolled from the quantified message, 13% participated for only one day, versus 8% of those who enrolled from the non-quantified message (z=-2.47, p=.01). In total, only fifty-nine more people enrolled from the quantified message, out of a total population of 8,918, and only twenty-one more people participated for two or more days. Overall, this suggests a very small (if any) incremental gain in actual participants from the quantified message compared to the non-quantified message.

**Ongoing Participation.** When considering the overall population of message recipients, there is no difference in overall participation between those who received the quantified message and those who received the non-quantified message, whether this is measured by general participating (logging behavior at least once), participating beyond the first day, or participating beyond the first two weeks. This implies that, at a minimum, if the quantified message is attracting additional interest, this incremental interest is not enduring beyond the first day.

In order to estimate the effect of quantification on actual participation, we will look only at the participation rates among the population of enrolled subjects (given the relatively small differences in actual numbers of people enrolling). While we cannot control for selection issues in this field setting, we think it is important to examine the potentially negative effects of quantification among those who did enroll, whether those negative effects are due to population differences or because of message effects. In general, among those who enrolled, the effect of quantification on long term participation (more than two weeks) is significant and negative, with only 61% of participants who enrolled from the quantified message continuing beyond two weeks while 69% of those who enrolled the non-quantified message continued (z=2.26, p=.02, Figure 2). Overall, the average length of participation in our sample period for those
who enrolled from the quantified message is slightly shorter (37 days) than the length of participation for those who enrolled from the non-quantified message (40 days).

While part of this duration difference is caused by the greater proportion of people in the quantified group who participate for only one day, it does not explain the entire difference. Even when we exclude those who participated for only one day, we still see a moderate difference between the two groups, with fewer of those who received the quantified message participating beyond two weeks (90% of those who participated for more than 1 day) compared to those who received the non-quantified message (94%, z=1.81, p=.07). In addition, we see this moderate difference persist, even when including controls for health score and the level of participation (see Table 1). While this is a relatively modest effect (cohen’s d=.14), it is larger than the positive effect of quantification on enrollment (cohen’s d=.04). Thus while we saw the expected positive effect on initial interest from quantification, it was arguably smaller than the
neutral to negative effects on actual participation in the program resulting from the same message.

Overall, these results are consistent with both the idea that the quantified message is attracting more people with a relatively superficial interest in the program (those who drop out after just one day), as well as the idea that it may be decreasing the length of participation from those with a more significant interest (who participate for longer than one day). We also note that this difference in participation is not driven by initial performance. We see no difference in the average frequency of participation in first two weeks between enrollees who received the quantified message or not (5.2 points earned in first 2 weeks versus 4.7, $p=.10$), and no significant difference in the proportion of enrollees participating more than eight times in the first two weeks (16% versus 18%, $p=.4$), indicating that similar proportions of each group are participating at a high level.

**Discussion.** The $125$ message attracts substantially more participants to click, but most of these additional clicks do not translate through to actual enrollments and participation. This may be a result of superficial interest which wanes once participants realize the underlying program details (failure to enroll), or once participants realize the difficulty in actual participation (dropping out after one day). However, even when we control for information (all participants who enroll see the same details about earning points), and actual participation rates, participants who received the $125$ message are more likely to drop out of the program in the first two weeks.

We believe that this difference in participation is, at least in part, a result of anchoring – that participants who see the $125$ message fail to sufficiently adjust away from the target, and are therefore disappointed with an equivalent level of
performance in the program. If indeed we are seeing effects that result from anchoring, then the impact of the quantified message should be mitigated by having more information at the time of the message. Knowledge about the actual likelihood of achieving that reward, whether provided by the marketer or in the form of additional experience should mean that participants would be less subject to anchoring.

Our sample did not permit a comparison between experienced and unexperienced customers as almost all the respondents had participated in some other similar program in the recent past (so all had at least some information), but none had participated in this particular program (so no direct experience) and all received the same information in the message other than the quantification manipulation. However, we do see suggestive evidence that if a participant earned points in other programs, the effect of the quantified message is diminished. While the interaction is marginally significant (p=.11), the graph in Figure 3 demonstrates that the more points a participant had earned in the current quarter, the narrower the difference in likelihood of participation between the quantified and non-quantified conditions. This could occur because the $125 goal is either more achievable or less important (for those who have already earned the maximum amount of points), or because more points is an indicator of more knowledge and therefore less dependence on the quantification target as a signal.

Study 1 provides strong evidence that quantification increases interest in a marketing message, but much more mixed evidence about the effectiveness of that message on actual enrollment and participation. While the field experiment setting allowed us to collect data on actual respondent behaviors, it made it impossible to measure the psychological mechanism underlying the behavior, or to control for self-selection. We also could not address whether they abandoned the program because of
dissatisfaction with their performance or whether they were just less interested in the program benefits once the initial excitement had worn off. In order to control for these factors, we ran a more controlled simulation in Study 2.

Figure 3: Plotted Probability of Participating Beyond Two Weeks Based on Prior Points Earned

Study 2

In order to better isolate the possibly psychological mechanism of anchoring and to eliminate the selection issues of the field experiment, we designed a more controlled study. Study 2 was conducted as a survey on Amazon’s Mechanical Turk, allowing us to measure again whether numbers in a program description affected the interest in enrolling, but also whether they led to anchoring on the specific number, and how they impacted people’s satisfaction with a given level of performance. All
participants completed all questions, so there was no selection bias affecting the results, and while we randomized the dollar amount mentioned, all were told to imagine that they had performed at the same level to control for differences in individual performance.

While we tried to closely mimic the field experiment setting, the survey design added key questions during the consideration process in order to understand how quantification impacted people's expectations. We included both high and low potential rewards to assess the importance of magnitude of the potential reward in attracting people's interest and their subsequent expectations. We also varied the language so that the potential reward mentioned was either a minimum ("or more") or a maximum ("up to"), in order to see how people adjust from the number given. In theory, a minimum amount should be more attractive than a maximum amount, as people would not be limited in the potential upside with a lower bound as they would be with an upper bound.

**Method.** We recruited 440 subjects via Amazon's Mechanical Turk to answer a brief survey. Of these 41 were eliminated from the results for giving responses that indicated they had not read the questions, leaving 399 for analysis. Participants were told to imagine they had received the following message about a wellness plan sponsored by their employer:

*Join our new activity tracking program. Each day that you track at least 30 minutes of physical activity you can earn $2 for participation.*

Just below this text was show one of the following four quantification messages (randomly assigned):

- **Non-quantified:** *Earn rewards for participation.*
- **Quantified 1 (high maximum):** *Earn up to $50 per month for participation.*
- **Quantified 2 (low maximum):** *Earn up to $20 per month for participation.*
Quantified 3 (low minimum): *Earn $20 or more per month for participation.*

Participants were asked how likely they would be to join such a program (six point scale, very unlikely to very likely) and, assuming they enrolled, how much they would expect to earn for participating in the first month (free response). After answering those two questions, they were then told to imagine they received the following message: “Great Job! You have earned $15 this month.” We chose $15 to represent a participation rate of roughly 2 days per week, which was a low but very achievable level of participation based on what we had seen in the field experiment where almost half of participants (48%) had earned an average of three or fewer points per week.

After giving them the information about performance, we then asked questions to assess their satisfaction with their performance and reward:

*How satisfied are you with this performance?*
(4 point scale, very dissatisfied to very satisfied)

*How likely are you to continue with this program next month?*
(5 point scale, very unlikely to very likely)

We expect that those with higher expectations will be more disappointed with this level of performance than those with lower expectations. And if, indeed, dissatisfaction causes people to be more likely to drop out of the program, as we think may have happened in the field experiment, those with higher expectations should indicate that they are less likely to continue with the program.

Participants were also asked if they had previously participated in a program like this. 11% of participants indicated they had, but they were roughly evenly distributed across conditions, and their responses were not significantly different from those who had not.

**Results.** People indicated they were more likely to enroll in all three quantified conditions compared to the non-quantified condition (*M*=4.97 vs *M*=4.56, *t*=-2.65,
p=.008), with higher potential rewards associated higher likelihood of enrollment (see Figure 4).

Respondents also appeared to anchor on the given number for their expectations of their own performance. Despite receiving the same information about how many points could be earned for each day of participation, the groups were significantly different from each other (ANOVA $R^2=.21$, $F=35.15$, $p<.001$) and no two groups significantly overlapped (see Figure 5 and Table 2 for means and confidence intervals). The mean expected earnings for the non-quantified group was higher than we expected. This appeared to result from a large peak of responses at $60, which we believe resulted from a quick monthly potential earnings calculation ($2 per day times ~30 days per month).
We also saw significant differences in satisfaction with $15 of first month earnings, depending on how much people expected to earn (Correlation r=-.46, p<.001), indicating that the expected earnings did serve as an indicator of personal performance. This satisfaction also different by message assignment (ANOVA F=10.7, p<.001), with those who received the “earn up to $50” message expressing the highest average expected earnings ($40) and the lowest average satisfaction (M=2.32) and those who received the “earn up to $20” message expressing the lowest average expected earnings ($18) greatest satisfaction (M=2.96). (See Table 2 for regression results)
Most participants said they would continue to participate in the following month (M=4.01 out of 5), making inference more difficult given the relatively small range of responses. There was a significant and positive correlation between satisfaction and the likelihood of continuing (correlation r=.44, p<.001), but no measurable direct relationship between expected earnings and desire to continue. There was, however, a positive relationship between expected earnings and desire to continue when satisfaction was also included as a control. This would seem to suggest that, for a given level of satisfaction, people are more likely to want to continue when their expected earnings are higher – a logical outcome. However, people were also somewhat more likely to say that they would continue in the “earn up to $20” condition, which was the least economically appealing of all the conditions, thus suggesting that satisfaction may have played a greater role than potential remuneration (see Table 2).

When splitting the group between those who expected to earn more or less than $20 (chosen for its proximity to the given level of $15, and for the fact that it splits the population into roughly equal groups), there is a significant difference in the likelihood of continuing – those who expected to earn less than $20 in the first month (M=4.13) were more likely to continue than those who expected to earn more than $20 (M=3.90, t=2.18, p=.03).

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Likelihood of enrolling</th>
<th>Expected earnings</th>
<th>Satisfaction with $15</th>
<th>Likelihood of continuing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Up to $50</td>
<td>.56**</td>
<td>5.97**</td>
<td>-.35**</td>
<td>-.02</td>
</tr>
<tr>
<td>Up to $20</td>
<td>.37^</td>
<td>-16.48***</td>
<td>.29**</td>
<td>.26^</td>
</tr>
<tr>
<td>$20 or more</td>
<td>.31^</td>
<td>-.422*</td>
<td>.01</td>
<td>-.09</td>
</tr>
<tr>
<td>Constant (base group is non-quantified)</td>
<td>4.56</td>
<td>34.38</td>
<td>2.66</td>
<td>3.98</td>
</tr>
</tbody>
</table>

^ p<.1, *p<.05, **p<.01, ***p<.001
**Discussion.** The MTurk results support the outcome seen in the field experiment, namely that higher quantified targets are more likely to motivate enrollment, but also more likely to cause dissatisfaction with a particular level of performance. All three quantified messages resulted in higher potential likelihood of enrollment, suggesting that the quantification of the potential outcome is more persuasive than just a general rewards message.

People also appear to anchor on the specific amount mentioned in the message, adjusting downward slightly for “up to” messages and upward slightly for “or more” messages. People also appear to look for any numerical clues they can find for setting goals, often taking the maximum potential outcome ($2 per day times 30 days as the numbers provided in the text) rather than a more realistic expectation of performance when no other benchmark was provided.

These higher expectations for performance resulted in lower satisfaction with a moderate level of achievement. In contrast to economically rational behavior, which would predict that people should most want to continue in the group with the highest potential earnings (up to $50 or $20 or more), we saw that people in the group with the lowest potential earnings (capped at $20) were most likely to say that they would participate in the following month, thus suggesting that satisfaction and a sense of achievement plays a substantial role in persistence.

**GENERAL DISCUSSION**

**Summary and Managerial Implications**

Numbers can indeed be helpful in attracting customer attention. In both our field experiment and MTurk experiment, the presence of a quantified outcome attracts
substantially more initial interest than the non-quantified version of the message. The
MTurk experiment also demonstrates that, not surprisingly, a larger number
generates more hypothetical interest than a smaller one does. However, while the large
number may attract interest, this interest may be more short term in nature, as we
saw a substantially smaller, indeed almost neutral, effect on actual enrollments in the
field experiment.

One explanation for this neutral effect on enrollment is that the quantified
message is attracting a different set of customers in place of those who might have
joined from a non-quantified or less extrinsically focused message. The quantification
not only sets up a target, which might deter potential participants who view it as
unachievable, but it also sets a target (in this case) in dollar form, which puts greater
emphasis on the monetary reward. This substitution effect could be costly if it is
replacing intrinsically motivated customers with more extrinsically focused ones who
are joining only for the potential reward.

We cannot rule out substitution, but we would make two comments about it.
One is that it is necessarily occurring at the moment of click (or earlier) since all
information and treatment from that point forward is the same. This emphasizes the
importance of studying post choice behavior, since most tests would only see the
positive impact at the point of choice not the more neutral or possibly negative effect
which follows. Second, if customer substitution is occurring, this is also potentially
problematic for marketers, as they are attracting a less intrinsically motivated
customer who will require more costly reinforcement to continue to perform at the
same level.

Whether because of the different audience or because of the shifted focus
resulting from the quantified message, we see a negative impact on participation
beyond the initial enrollment on those who do join. Respondents who enrolled after seeing the quantified message were more likely to drop out after just one day of participation and were less likely to make it beyond two weeks of participation. This was true even though they participated at approximately the same frequency during those first two weeks. And even when there was no substitution, in Study 2, we still saw the same effect, thus suggesting that the message does have an impact on evaluations of performance. Participants thus appear to be differentially reacting to the same outcome based on which message they received.

One potential moderator for this effect might be their ingoing knowledge and expectations. When people lack ingoing information (or a strong signal), they should be more likely to look to infer information from what is given. We saw that respondents in the MTurk study who were not given a potential target were more likely to calculate from the numbers in the message than to calculate from their own experience. This is logical given that most of them had not participated in this type of wellness program before and so had minimal information about reasonable expectations and therefore looked to clues in the message itself.

In contrast, we found suggestive evidence from the field experiment that people with more information were less likely to respond to the marketing message. Participants in the quantified condition were somewhat less likely to drop out of the wellness program when they had earned more points elsewhere. This could be because their progress in this particular program seemed like less of a failure since they were adding it to points they had already earned elsewhere. Or it could be because the number in the marketing message was less salient for them – they had already earned points and therefore had a stronger ingoing signal.
While participant knowledge might weaken the signal from quantification, a highly credible sender might enhance it. Respondents will likely discount messages that seem overly grand in their promises, or which come from non-credible sources. In this case, both in the field experiment and in the hypothetical setting, the message comes from a sender who is affiliated with their employer and therefore brings substantial credibility.

This enhanced credibility is a double edged sword – while people pay more attention to the message, there is also more risk to getting the message wrong. If people are going to anchor on targets in the recruitment message, these targets must be set appropriately. For a goal of attracting attention, high numbers might be best, but when the goal is to attract ongoing participation, numbers should be carefully chosen. Broad targets, which affect a large number of heterogeneous people, could initially be set high in order to attract as many people as possible, or could be lower in order to maximize their likelihood of achievement and satisfaction.

**Theoretical Contributions and Next Steps**

We extend the literature on anchoring to demonstrate that people do indeed use externally provided anchors and that the effect of these anchors may endure beyond an initial choice decision. While we could not demonstrate in the field experiment that people were actually anchoring as a result of the number, we use the hypothetical setting to demonstrate that respondents do actually anchor on the number provided, and that this anchor is strong enough to impact their perceptions of satisfaction with the program and thus their likelihood of continuing to participate.

We also examine some factors which might affect how people actually set goals and expectations. Rather than a rational, carefully calculated process, actual goals are
often influenced by environmental clues. We expect a similar process may operate for product expectations, such that a printer cartridge which could print "up to 5,000 pages" would be expected to actually print something near 5,000 pages, or a hotel loyalty program offering "up to 10 free nights per year" will yield an expectation of earning something close to ten free nights, regardless of the difficulty of actually performing at that level.

This opens up broader questions of what factors might impact how people set goals and targets in real-world settings. We demonstrate here that the presence of numbers may be important, but there are other potential cues which might have similar effects. The presence and salience of disclaimers might change the effectiveness of the message, but also the strength of the anchor. Pictures might create more concrete expectations as well and might interact with numbers to create stronger expectations. A picture of a hotel room with a beautiful view of the ocean could lead visitors to be disappointed when their actual room faces the parking lot.

While we did not define boundary conditions in this particular paper, we do have some hypotheses about when they might occur. In addition to disclaimers, providing additional (salient) information might reduce the salience of the anchor and/or increase the likelihood that people adjust away from that initial target. As we saw in the field experiment, personal experience and outside information could also reduce the importance of the target mentioned by the marketer.

We also believe that knowledge about progress is an important element of this particular situation. The attractiveness of the $125 target should be diminished by the realization that it is difficult, or potentially impossible, to achieve, at which point a small amount of progress starts to seem more like a failure relative to that high target. The realization of difficulty only comes with knowledge about one's own progress to the
goal and could be affected by the way in which that progress is presented. If one sees the total goal when progress is presented (e.g. a bar filling up to $125), it could seem more like a loss than if one simply sees the amount earned to date, in which case the total goal might be less salient.

In addition to how progress is presented, one could also change how the goal is initially presented. Our manipulations set out a maximum potential target for a month or quarter, but the effect might change if the marketer set attractive subgoals. Rather than saying “earn up to $125 per quarter,” one could instead say “earn up to $1 for each 30 minutes of activity.” While these are both descriptions of the same program, the latter emphasizes the individual unit of activity whereas the former emphasizes the total potential outcome. Focusing attention on the individual unit of activity might attract lower initial interest because the potential earnings appear smaller, but it might create a greater feeling of accomplishment as people build up earnings.

We believe that this paper sets up an interesting effect that brings together the research on anchoring with the research on goal setting and accomplishment. The knowledge that people do use numbers from the environment to set their goals also opens up more lines of inquiry around what other types of information could impact goal setting. We also demonstrate that information from a marketing message has enduring effects on participation well beyond the initial click response and believe that the issue of differing short term and long term effects is an interesting one with many more avenues of exploration.
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Text common to all participants:
The Boost® Physical Activity Program encourages participants to make healthy behaviors part of daily life. By tracking your physical activities—from conditioning exercises to dance, and even home activities—you'll see first-hand just how easy it is to maintain a healthy lifestyle.

As a Boost participant, you'll challenge yourself to achieve a minimum of 30 minutes of daily physical activity. Once enrolled, you can start tracking up to 200 different physical activities, while assessing your progress on the path to better health! Plus, you can earn points towards Quarterly Health Incentive Credits*, which reduces your medical plan contributions.

Quantified A:
Yes, I would like to participate in the Boost tracking program. I want to earn points toward rewards of up to $125 per quarter and I understand that the more often I track my activities, the more points I will earn.
No, I do not want to participate in the Boost tracking program.

Quantified B:
Yes, I would like to participate in the Boost tracking program. I want to earn points toward rewards of up to $125 per quarter and I understand that the more often I track my activities, the more points I will earn.
No, I do not want to participate in the Boost tracking program because earning points toward rewards of up to $125 per quarter is not important to me at this time.

Non-quantified A:
Yes, I would like to participate in the Boost tracking program. The more often I track my activities, the more points I will earn towards the incentive rewards program.
No, I do not want to participate in the Boost tracking program.

Non-quantified B:
Yes, I would like to participate in the Boost tracking program. The more often I track my activities, the more points I will earn towards the incentive rewards program.
No, I do not want to participate in the Boost tracking program because earning points toward the incentive rewards program is not important to me at this time.
ESSAY 3

A Picture is Worth a Thousand Words: Photographs as Anchors for Expectations

Abstract:
Marketers often use images to increase the vividness of their communications to customers. These images should make the message easier to process, thereby increasing liking for the product and certainty of expectations. In a series of experiments, I demonstrate that images do indeed increase certainty of preference estimates, both within and between respondents, but may have more mixed effects on the valence estimates of preference. I also begin to explore how these estimates might impact evaluations of actual products and propose some factors which might impact this evaluation for future exploration.

Keywords: images, expectations, preferences, certainty, satisfaction
Marketers regularly use photographs to convey a thousand words. Imagery is more vivid, easier to process, and, in many cases, more concrete than textual descriptions. One could try to describe a red dress using only words, but a Google image search for “red dress” yields hundreds of different waistlines, lengths, fabrics, necklines, not to mention actual shades of red. In this case, the picture is indeed worth a thousand words, and the consumer is going to be able to predict how much she likes the dress much more accurately from an image than from a text description.

But what happens when you try to get people to put together a mental representation of a product based on descriptions of different attributes. Potential customers often read a product description or look through a series of pictures describing different attributes of the product, whether a gallery of hotel images or a virtual walkthrough of a home for sale, or even a description of a piece of jewelry. Customers put these images and descriptions together in unique ways to form individual mental representations of the product. One could expect that the customer’s mental representation of the product would be more precise if he saw images, but that it might also be more strongly dependent on the actual images used to form that impression.

There is also a risk, when describing a product with a wide variety of potential versions, that using an image narrows expectations to one particular version of that product. For example, when viewing pictures of a potential home online, one might view carpet in the photograph and not realize there are hardwood floors underneath because the photo represented such a strong anchor. For someone with a strong
preference for hardwood floors, even the nicest looking carpet is going to negatively impact his estimate of preference for the home. A large photograph of a chocolate muffin from a bakery might cause one to discount the idea that there are healthy options available, even when they mention it in the text. The strong mental image created by the photograph might make other potential options less salient, which is helpful when the photograph matches the user's preference, but potentially problematic when preferences are very heterogeneous.

In this paper, I investigate whether images generate more precise expectations when evaluating products, both through a survey based online experiments and through a choice based conjoint evaluation. I also begin to investigate whether the images can cause people opinions to be biased in their initial impressions. I test this effect of images in a category (smartwatches) where the appearance of the product is an important element of its overall valuation and where the relative novelty of the product category might lead users to be more uncertain of their preferences before measurement.

**BACKGROUND**

**Images and Information Processing**

There is a substantial amount of evidence that people process images differently than text. Images are often easier to understand, and are therefore processed more fluently, which can increase liking and positive judgments (Reber, Winkielman, and Schwarz 1998). An array of images can increase perceived variety, but also perceived complexity (Townsend and Kahn 2014), perhaps because images are processed more holistically and with broader functionality (Sharps and Nunes 2002). But perceived
complexity could be reduced given that images are processed more quickly and more automatically with a closer connection to meaning (Townsend and Kahn 2014). Thus it seems likely that while images are processed differently, the specifics of the context and motivation for processing may lead to different outcomes.

An additional important distinction for images versus text is in how people deal with missing information. Consumers often make judgments based on limited information because marketers omit to include unfavorable information, which consumers may try to correct if they recognize it is missing (Kamins et al. 2009). The more “gestalt” nature of image processing may make missing information less salient and lead to more intransitive preferences as a result of customers focusing only on what is observed (Kivetz and Simonson 2000). In addition, abstract representations and more vague textual descriptions often omit irrelevant or inconsistent information which can lead to simpler and more schematic representations of a potential outcome (Trope and Liberman 2010) and more heterogeneity of assumed information.

Images might also be perceived as more representative than text, which can also lead to weighting biases (Kahneman and Frederick 2002). By offering a photo (even if not exact), the marketer is offering an ostensibly similar rendering of the attribute which can be mapped to expectations. Text, in contrast, requires the additional step of finding a representative attribute in memory, introducing more variability into the judgment. Images generate a stronger impression of resemblance to the attribute under consideration, thus increasing the likelihood that it will be considered representative (Tversky and Kahneman 1974), but which may introduce errors if the image is meant to illustrative rather than exact.

Finally, images are likely to be processed more emotionally than text, which can result in greater preference consistency and less cognitive noise (Lee, Amir, and Ariely 2007).
2009), but this assumes that the images convey additional information compared to text. One possibility is that the images convey additional emotion, but that this emotion may not actually be informative. Photographs may also be seen as more concrete, which can lead people to be more critical when evaluating. A high level (abstract) construal tends to involve the value of end state whereas feasibility dominates for low level (concrete) construal. They might be more inclined to picture themselves actually using the product being depicted, whereas a more abstract textual description might lead to a more general consideration of the product potential.

**Images, Precision, and Accuracy**

Within images, it may be important to distinguish between photographs versus more abstract drawings or artistic renderings of an image. Photographic images have traditionally been taken as proof that the scene did occur as pictured (Messaris 1997) – even now when we see an image that seems like it must have been photoshopped, we start from the assumption that it is true and often pay little attention to disclaimers (Ata, Thompson, and Small 2013). In fact, given that disclosures are often used to avoid censure even when marketers are deliberately blurring the lines of truth and staging, they are often in small print or designed in other ways to minimize the potential impact. Drawn or artistic versions of an image do not convey the same assumption of reality, so while the norms of image processing may apply, both the concreteness and the reality of the image are more flexible.

In general one would expect greater precision to convey benefits. It is seen as a more accurate representation, and enhances the ability of the customer to both predict his liking for the product and imagine himself using it. However, this makes the very important assumption of image accuracy. Marketers often have an incentive
to use the best possible version of their product in communications to potential customers, leading to a blurring of what might be considered accurate. Since expected utility and purchasing decisions are made based on expectations about product quality (Goering 1985) so inaccurate information may lead to inefficient purchasing decisions.

In addition, while evaluations of performance tend to assimilate toward manipulated expectations of quality when the evaluation is close to the expectation (Olshavsky and Miller 1972), large deviations from expected quality can lead to contrast effects and magnify the distance relative to ingoing expectations (Cardozo 1965). So the more vivid and more positive the initial image is, the more risk that a customer sets a strong expectation and could be dissatisfied with the final product, particularly if this image is of an exemplar rather than the average product, or of one particular version of a product when many are available.

This idea of multiple versions of a product also introduces the idea of matching images to heterogeneous customer preferences. While advertisers will generally try to target their content towards a particular segment, good targeting can be challenging, particularly for newer products or new customers. The same concreteness of a specific image which raises its persuasive appeal might also reduce its persuasion if not well matched to initial preferences. Text leads people to generate mental images, thereby increasing the heterogeneity of responses based on those different mental representations. While this can be problematic when using responses for estimation of preferences, it might be an effective tool for a marketer who wants to appeal as broadly as possible. There appears to be a potential tradeoff between precision and accuracy when either the product and/or the audience preferences are heterogeneous.
In order to analyze this tradeoff, I will measure several different text versus image comparisons in survey based experiments and then use a conjoint analysis to estimate whether images help to discriminate between alternatives at the moment of choice, as measured by the magnitude of the partworth. This has been used as a technique for measuring for the effects of brand credibility (Swait and Erdem 2007) and I will use it here to measure the effects of images on choice certainty. In addition to measuring the estimated certainty of the preference, I will also compare those estimates to later product evaluations, in order to test whether the more precise estimates of preference are, in fact, also more accurate and whether this might depend on the type of image used (actual product or generic image or drawing).

**SURVEY EXPERIMENTS**

As a preliminary test of the effect of images of estimates of preference, I ran a series of survey based experiments on Amazon’s Mechanical Turk asking participants to choose and value various product attributes and then asking them how much they liked the product that matched their selections. Both experiments used the same products (smartwatches) and the same series of attributes (face shape, bezel color, strap material plus sync capability which was not part of the test but used to lend authenticity to the smartwatch evaluation and was text for all participants and evaluated last), but varied the images used as stimuli. Both experiments then also presented respondents with an image of their chosen product and asked them to rate willingness to pay, liking for the product and how well the product matched their expectations.
Based on the different processing styles for images compared to text, I expected two main differences in how people process images of attributes compared to text descriptions of those attributes. The first is that people who see images will have an easier time processing those images and rely on more emotional processes, thus leading to increased certainty in their estimates of preference. The second is that people who see photographs will view those images as representative examples of the product attribute, and are likely to pay little attention to disclaimers of potential dissimilarity in their evaluation. This latter effect implies that those who see generic photographs (with disclaimers) should feel the same degree of certainty as those who see photographs of the actual attributes of the final product (and thus have no disclaimer), but that any photograph should lead to more certainty in estimates than a drawing. People who see generic images might, however, be less satisfied with the actual product given that their estimates of preference were based on less accurate images.

**Method**

366 participants were recruited on Amazon’s Mechanical Turk. All participants were given a description of a smartwatch. Then they were presented with a series of attributes and asked to choose between two different options, estimate how much extra (above the base price) they would be willing to pay for their selection and whether they would accept the alternative if their choice was not available. All participants were randomly assigned at the first attribute to either the text condition or one of the image conditions and had the same format for other attributes (between subjects manipulation).
After making their choices, they were then asked to confirm their choices and presented with a watch that matched their selection. They were asked how much they would be willing to pay for this watch, how much they liked it (1-10 scale) and how closely they felt it matched their expectations (1-10 scale). Finally participants were asked their age and gender, whether they currently owned a smartwatch and how interested they were in smartwatches before the survey.

**Experiment 1**

Experiment 1 (N=181, 58% male, mean age 33) tested a text version in comparison to a drawing and a generic photograph of the attribute, both of which included a disclaimer that this was not an image of the actual product being evaluated. One would expect that the drawing should increase respondents’ ability to visualize the product compared to text, although the more general nature of the drawing should also lead to less specific expectations. Examples of the manipulation are included in Figure 1.

![Figure 1: Examples of the manipulation](image)

Willingness to pay for each attribute was summed together to create a total willingness to pay value. In general participants who saw the text manipulation were willing to pay more ($129) than participants who saw either of the image manipulations ($92 for the drawing and $78 for the generic photo, combined mean
$85, t=-3.1, p=.002, see Table 1 for means and standard deviations). In addition, while the drawing and photograph manipulations did not differ in their willingness to pay, both separately were significantly smaller than the text manipulation.

Perhaps more importantly than the absolute difference in the willingness to pay was that the variance of the willingness to pay was significantly smaller in the image manipulations than in the text manipulation (Variance ratio test, $F=1.7, p=.02$). As with the absolute willingness to pay, the variances for both image manipulations separately (SD=83 for drawing and SD=73 for the photo) were smaller than the variance for the text manipulation (SD=129), although this effect was greater for the photograph ($p=.006$) than for the drawing ($p=.07$) suggesting that the photograph did lead to more certainty than the drawing.

In addition, the Kolmogorov-Smirnov test for equality of distributions shows a significant difference in the distributions for willingness to pay in the text condition compared to the others (Combined K-S $D=.23$, corrected $p=.02$). As one can see in Figure 2, the distribution is substantially smaller and right skewed in the image manipulations compared to the text manipulation.
This difference in certainty of estimates did not translate into a difference in evaluations of the actual product, with no significant differences between estimates of liking for the actual product ("how much did you like the watch you were shown?").

The attribute based estimates of willingness to pay were substantially higher than the final product estimates in all conditions, but declined more in the text condition than in the images conditions. This suggests that the lower willingness to pay from images might have been more accurate as well as more precise, although this difference is difficult to evaluate since both conditions substantially overestimated willingness to pay from the attribute estimates. There was no significant difference in how closely they felt the actual watch matched their expectations or how much they liked the actual watch.
<table>
<thead>
<tr>
<th></th>
<th>Experiment 1 WTP for attributes</th>
<th>Experiment 2 WTP for attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>Text</td>
<td>128.7</td>
<td>105.3</td>
</tr>
<tr>
<td>Drawing</td>
<td>92.3</td>
<td>83.1</td>
</tr>
<tr>
<td>Generic Photo</td>
<td>77.7</td>
<td>73.1</td>
</tr>
<tr>
<td>Actual Photo</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Experiment 2**

Experiment 2 (N=185, 61% male, average age 34) was almost identical to Experiment 1, except that a photograph of the actual attributes from the final product was used instead of a drawing (the text, generic photo, and actual photo conditions from Figure 1). Given that people generally don’t pay much attention to disclaimers, one would expect the generic photograph to perform similarly to the actual product photograph in estimates of preference, but that they might be more disappointed in the actual product shown since it is less likely to match their expectations.

We again saw the exact same pattern of lower willingness to pay for the combined attributes in the images conditions, but also a lower standard deviation of the estimates for images compared to text, but in this particular test the differences were only marginally significant (although the same direction). There were no significant or noticeable differences between the two image conditions in terms of willingness to pay or the distribution of willingness to pay. Respondents were willing to pay $68 in the text condition versus $52 in the image condition (t=-1.8, p=.07). Similarly, the standard deviation of the estimate was 62 in the text conditions versus 53 in the image condition (f=.73, p=.15). The Kolmogorov-Smirnov test of equality of distributions again suggests that the distributions of the groups are different (combined K-S, D=.18, corrected p=.09), but again marginally significant in this experiment (Figure 3).
We also see generally no difference in respondents' ratings of the actual watch with the exception of the liking measure. Respondents who saw the actual photograph rated their liking for the final product (mean liking 6.6) as significantly lower than those who saw text (mean liking 7.5, $t=2.16$, $p=.03$). This effect remains marginally significant ($t=-1.63$, $p=.10$) when controlling for how well they felt the final product matched their expectations. While this one result is not enough to use as the basis for any conclusions for their preferences, it may be worthy of further exploration as it is the only time when respondents see attribute photos that are of equal or higher quality to the final product.

**Discussion**

Across two experiments, I demonstrate that photographs generate decreased heterogeneity in estimates of preference, but I see no significant effect on accuracy of the estimates as a predictor for their evaluations of actual products. Showing photographs results in a lower variance in estimates of willingness to pay compared to
text or drawings, but there is no difference in the variance between actual product images and generic product images. This suggests that people may be paying little attention to the disclaimer and instead relying on the generic image the same way they would consider an image of the actual product.

While the wider range of estimates of willingness to pay in the text condition could imply a greater heterogeneity of preferences, there is no reason to think that people in the text condition actually had a wider range of preferences (across both experiments) given random assignment. The differences in the preference estimates should thus be a result of the manipulations rather than any difference in actual preferences. It is possible, however, that the lower variance in the photograph condition was a result of estimates being truncated by the low end at zero and that the lower variance was a result of the lower willingness to pay in the photo condition.

A lower willingness to pay could be because concrete photos were evaluated more critically than abstract (text) descriptions. But it could also be because people’s preferences narrow on a particular version of the product rather than the potentially more heterogeneous mental representations in the text condition. In situations where only one version of the product can be shown, respondents who saw images might have a difficult time mentally representing other versions, or combining different attribute photographs together into a final product.

These differences in initial preference estimates also did not result in any consistent and significant differences in evaluation of the final product. The only difference in liking of the final product was when I used actual product images for the initial ratings, which was also the highest quality images of the attributes depicted in all conditions. The more modest generic versions of attributes used in the other conditions might have made the final products look more positive in contrast.
I did not test the use of an exemplar (high quality) image compared to a more modest actual product in this particular manipulation. Given the relatively high quality of the actual watches chosen as products (the Moto 360 and Apple Watch were used as final product images), it is not surprising that people would express a relatively high level of liking for the actual product displayed. An interesting potential follow up test would be to look at high quality images with more modest final products. This could cause users who book based on the description from a hotel website (and see a beautiful photograph of a spacious hotel room with a skyline view) to have substantially higher expectations and lower satisfaction for the same room compared to ones that look at TripAdvisor user pictures.

**CONJOINT EXPERIMENT**

In order to more accurately measure whether images help customers to discriminate between alternatives, I also used a choice based conjoint design to elicit estimates of relative utilities for attributes which were scaled by their consistency in choices. I then combined these attribute utility scores into a predicted estimate for a particular product and compared that predicted estimate to participants rank ordered preferences for different versions of the product (different combinations of attribute levels) and their ratings for those same product versions. The advantage of the conjoint is that it allows me to estimate certainty rather than just liking.

The images for attributes were almost identical to those used in the previous experiments, with the exception of the bezel color, which was changed to an even more generic version of the product in order to avoid overly specific attributes.
Method

I used Sawtooth Software's web based Discovery tool, again with a population drawn from Amazon's Mechanical Turk. Respondents were randomly assigned to either a text or a generic photograph condition. I chose not to use the actual product images to avoid using products which were clearly recognizable as either Apple watches or a different branded product, although I did use these images for the final product evaluations.

After being asked to rate each of the attributes (shape, bezel finish, strap material) and levels, respondents were given price level information ($=250, $$=300, $$$=350) before being asked to choose which product they preferred among three choices given. They repeated this choice seven times with different attribute combinations, from which Discovery calculates both a partworth for each attribute level and a rescaled utility score for each attribute level which is scaled to show relative importance between attributes. These seven choices, generated fourteen inequality constraints which were used to measure six independent partworths. These estimated partworths are based on the empirical Bayes utilities which assigns a lower utility for higher error respondents. While seven choices for six partworths may lead to relatively high standard errors for individual estimates, it was enough to allow us to test differences between the estimates of errors (certainty) across conditions.

After completing the choice based conjoint, respondents were shown photographs of four actual watches, mixing attributes so that all attributes and levels appeared at least once in a level balanced design. They were asked to rank these watches in order of preference. They were then asked to rate how much they liked

---

3 I chose the dollar signs as a commonly accepted indicator of relative price and to avoid introducing text into the images condition. Respondents in the images condition saw a clipart version of the dollar sign compared to a normal typeface version in the text condition.
each of the watches individually in order to evaluate whether their estimates of preference for the attributes corresponded to their actual preferences for the product. Finally they were asked which operating system they currently had and whether they had a prior interest in smartwatches.

**Results and Discussion**

I administered the survey to an initial sample of 205 respondents. Of these I eliminated all of those who completed the survey in less than two minutes, which represented approximately 10% of the sample (final N=183). Of these only three indicated that they already owned a smartwatch, and another twenty indicated that they were very interested in the category. The rest (88% of the sample) were moderately or not at all interested before the survey and therefore had a fairly low ingoing level of knowledge about their preferences and the attributes.

Discover uses a maximum likelihood model via individual level logit to estimate the individual utility partworths for each attribute level. For each attribute, the estimates are scaled by the error term of the estimates, resulting in larger values for the estimates of the partworths when choices are more consistent (lower error term). The attributes are rescaled such that the levels of each attribute sum to zero, such that the distance between the maximum and minimum value within the attribute provides an estimate of the estimated utility scaled by certainty, with a larger distance representing more certainty in the estimate. For each user and attribute, I calculated the maximum distance within an attribute and then added these together to form an importance score for the attributes in total.

In general, the images result in higher importance scores (more certainty) for the attributes, with a mean importance score of 5.3 for images versus 4.8 for the text.
condition \((t=-2.16, p=.03)\). This importance score difference was significant for the visual attributes \((3.8 \text{ versus } 3.3, t=-2.11, p=.03)\), but there was no difference in the scores for price \((1.58 \text{ for images versus } 1.50 \text{ for text, } t=-.56, p=.57)\).

For each watch that users were asked to rate, I calculated an estimated utility (excluding price, which was not part of the actual watch evaluation as it was not a visual attribute and should not have been impacted from the manner of depiction). Within each user, a higher estimated utility should represent a stronger preference for that particular watch, but differences in ratings cannot easily be compared across users. I therefore use that estimated utility to calculate the intra-user correlations for rating and rank to measure whether the higher (more precise) estimates of preference can translate to more accurate estimates of their preference for the actual products that were shown. Overall, I find that the higher utilities from the images condition do not translate to higher ratings for the actual watches and the utility estimates from the images condition did no better at predicting ratings than those from text, but I cannot rule out the possibility that brand or operating system information in the final product evaluations did not confound their evaluations.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Text</th>
<th>Images</th>
<th>T-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra User correlation</td>
<td>Actual Ratings to Actual Rank (opposite scales)</td>
<td>-.05</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>Predicted Ratings to Actual Ratings</td>
<td>.42</td>
<td>.44</td>
</tr>
<tr>
<td></td>
<td>Predicted Rank to Actual Rank</td>
<td>.19</td>
<td>.10</td>
</tr>
<tr>
<td></td>
<td>Hit Rate, #1 ranking</td>
<td>34%</td>
<td>32%</td>
</tr>
</tbody>
</table>
I also looked at the hit rate for predicting the top ranked watch. In general, the predicted utilities did slightly worse at predicting the top ranked watched than a na"{i}ve model of always predicting the watch with the highest share. The degree of misprediction for the top ranked watch was slightly higher in the images condition than in the text condition, but this difference was not significant. It seems possible that this could be because the images condition leads people to overstate the predicted utility, but this could also be confounded by brand or operating system preferences. The predicted utility for the images condition suggested that 43% of people would choose Watch #3 as the top pick whereas only 33% of people actually did so.

GENERAL DISCUSSION

Summary & Managerial Implications

Overall, the presence of images led to more precise estimates of preference compared to the text descriptions alone. Across two survey based experiments and a choice based conjoint design, the use of images resulted in greater consistency of estimates within users (conjoint) and smaller range of estimates across users (survey experiments). In the survey experiments, the images conditions also resulted in lower estimates of willingness to pay compared to the text condition.

One potential explanation for both the wider range of estimates and the higher willingness to pay is that text descriptions resulted in more heterogeneous (and likely less accurate) mental representations of the product compared to the more concrete images. These mental images might call to mind previous products that the user has seen or related products, but without capturing these mental representations as part of the measurement process, it is impossible to know what product people had in
mind. It is also possible that participants in the text condition paid somewhat less attention because the words required more effort in order to process. However lower attention would generally result in lower effort and indicating a higher willingness to pay required moving the slider bar more than the participants in the images condition – arguably more effort rather than less.

This higher willingness to pay is worthy of further exploration. The images are consistently leading to more accuracy, but they may also be related to lower initial positive feelings for the product instead of reduced heterogeneity of estimates of preference. If a marketer is interested in casting a wide net, the images might actually lower initial interest if they do not match the initial expectations of potential customers. Given that first impressions can be sticky, showing the wrong picture might deter a potential customer from being interested in the actual product.

If images increase prediction certainty, but not prediction accuracy, then these images can lead to biases, both on the part of consumers in terms of their choices, but also on the part of marketers as they try to determine customer preferences. Across all three studies in this paper, I demonstrate that images lead to smaller variation in estimates of preference, both across subjects in the first experiments, and within subjects as show in the conjoint study. However there were no statistically significant differences in accuracy so further work is required in this area before any interpretation can be made.

Limitations & Next Steps

While the experimental designs here showed potentially more precision in the estimates of preference, there was not enough information to make conclusions about accuracy. The lack of predictive accuracy is likely due to limitations in the design and
measurement. The images condition in general resulted in lower willingness to pay estimates (first two experiments), but not lower evaluations of the actual products. This could be because there is no difference in their actual willingness to pay, but both conditions expressed a lower willingness to pay for the final product than they did for the sum of the attributes, which limits the potential conclusions. One cannot really determine whether the images condition underestimated willingness to pay or the text condition overestimated since both conditions were inaccurate.

Another potential reason for this null result is that I generally used attribute images which were arguably less attractive than the final products, which should lead people to feel more positively about the final product than they do about the attributes. Marketers often do the opposite in practice – using images that are more attractive than the actual product being consumed. If images cause people to be more precise in their estimates, but there are estimating preferences based on the wrong product, it seems possible that they will be more disappointed than someone with a more general estimate.

It is also interesting, that the images condition over-predicted the number of people choosing the highest rated watch. This suggests that perhaps the increased certainty in the images estimates may have been a sign of overconfidence. It is worth considering further tests to determine whether the use of images consistently over-predicts share of the most popular option. It might also be interesting to ask people directly how certain they are of their choices or whether they feel additional information might be more useful.

In general, more work is needed regarding the accuracy and external validity of the predicted choices. Among the many factors which could be influencing people's choices are concreteness of the images, use of exemplars versus average depictions,
prior product knowledge, heterogeneity of the choice set, and importance of the appearance of the product to overall evaluation. Each of these factors might have different effects on the quality of predictions. Precision is important and desirable, but only if accompanied by accuracy.
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