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ABSTRACT

Most complex assemblies consist of many individual sub-assemblies and parts that are designed and made by different suppliers at different locations. Fit-up problems are often discovered during final assembly when trying to put these parts and sub-assemblies together. Finding the source of these fit-up problems is a very difficult and time-consuming task, and most of the time the exact causes cannot be identified. Early anticipation and avoidance of these problems can have a huge impact in reducing the product development time, cost, and production fit-up problems, and can improve final product quality.

Most fit-up problems occur due to a choice of assembly procedures that are not consistent with the dimensional and tolerance logic used to design the parts. During these early stages of design, it is essential to: (a) Identify and systematically relate design requirements (Key Characteristics, KCs) to important datums on parts and fixtures at the various assembly levels (b) Design the dimensional and tolerance relationships among elements of an assembly (locating schemes) from these KC relationships (c) Identify assembly procedures that best deliver the KCs repeatedly without driving the costs too high. Current CAD systems do not support this approach to designing assemblies and encourage premature definition of part geometry, allowing designers to skip the consideration of these elements.

The thesis presents a conceptual framework to model and evaluate assemblies and their assembly procedures for future CAD systems. Graphical representations of the assembly are developed to represent a hierarchical model of the assembly. We call this graph the "Datum Flow Chain" which is used to drive the assembly design process. DFCs express the designer's logical intent concerning how parts are to be related to each other geometrically to deliver the KCs repeatedly. The intent is the locating scheme and is captured in the DFC. The DFC relates the key characteristics of the assembly to the hierarchy of locating and assembling parts and fixtures. The imposed hierarchy is used to plan assembly sequences, choose mating features and design fixturing options. Properties of graphs from graph theory are exploited to formalize the representations and define algorithms to evaluate the graph. Two types of assemblies are addressed: Type-1 where the assembly process puts parts together at their pre-fabricated mating features and Type-2 where the assembly process can incorporate in-process adjustments to redistribute variation. Four classes of variation problems are identified for these two types of assemblies. In this work, the assembly process is modeled as a linear discrete event dynamic system. Algorithms are developed to determine and control variation in final assembly propagated through the combined effect of individual part variations and choice of assembly
methods. An optimal control problem is formulated to develop a scientific approach to designing assembly features in Type-2 assemblies. Variation associated with final assembly dimensions, cost of making adjustments, and assembly sequence effects are included in the optimization procedure. Some of the new techniques developed as a part of this research have been successfully applied to study the assembly of a fuselage section and horizontal stabilizer of major aircraft assemblies.
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1.

Introduction

1.1 Motivation and Goals

Most complex assemblies consist of many individual sub-assemblies and parts that are made by different suppliers at different locations. Assembly is the point in the product cycle where parts from disparate sources come together and the product first comes to life. Fit-up\(^1\) problems are often discovered during final assembly when trying to put these parts and sub-assemblies together. Classes of problems where the parts or subassemblies do not fit during assembly or final assembly requirements are out of specification are called as fit-up problems. Two such cases of assembly fit-up problems are illustrated in Figure 1-1. For the assembly shown in Figure 1-1 (a), when the two sections of the fuselage are assembled, the circumference on the two sides need to match, the passenger and cargo floors need to line up, and the stringers on the skins on both sides need to align, among other things. A number of design requirements (also called key characteristics) shown in Figure 1-1 (a), need to be satisfied upon final assembly. Typically due to accumulated variation from numerous sources, it may not ways be possible to simultaneously satisfy all these requirements. Similarly, for the assembly shown in Figure 1-1 (b) upon final
assembly, the margins and flushness values between the front fenders and the hood have to be within acceptable values. Finding the source of these fit-up problems is a very difficult and time-consuming task, and most of the time the exact causes cannot be identified. The time and cost involved to make engineering changes, in-production adjustments, etc. to fix these problems increase rapidly as the product development process evolves. Early anticipation and avoidance of these problems can have a huge impact in reducing the product development time, cost, and production fit-up problems, and can improve final product quality.

![Diagram of fit-up requirements](image)

**Figure 1-1: Examples of fit-up requirements that need to be satisfied during final assembly**

Some of the important sources of these fit-up problems are as follows:

- incorrect design
- incorrect assembly procedures or equipment
- improper part fabrication

If we attempt to represent this on a cause-effect Ishikawa diagram, it would look something like this:

---

1 Fit-up is a term commonly used in the automotive industry for assembly problems
The scope of this thesis is limited to the following two problem areas:

Problems in design

One of the most common causes of fit-up problems is incorrect design of parts and assemblies. Most often this happens because of the part-centric view of existing CAD and design tools. These tools do not enable the designer to foresee downstream process issues during design. Incorrect design could take several forms:

Inconsistent dimensional and relational logic: Due to the bottom up nature of existing design tools, relations between different parts in the assembly are not represented until all individual parts are designed completely. The choice of datums and dimensional scheme used to construct the individual parts hence may not be consistent with the design requirements of the assembly. It is a common tendency to build the model using dimensional relations that are most convenient to construct the model on the computer. These relations may have no relation with the ones that actually need to be controlled during assembly to deliver the product requirements. Tolerancing & datum assignment and choice of assembly procedures
are very closely related. Sometimes incorrect assembly procedures applied on perfect components can lead to fit-up problems.

**Incorrect analyses:** Most CAD systems represent only final part geometry and final nominal assembly configurations. As a result most analyses such as tolerance stackup are performed on final assembly configurations, and the act of “assembling” is ignored. Also there is a tendency to apply the same modeling techniques to all kinds of assemblies. As will be described later in this thesis, there are some fundamentally different types of assemblies and the differences between them need to be understood to predict and analyze fit-up problems.

**Problems in assembly**

Another common cause of fit-up problems is the employment of incorrect assembly techniques and procedures, even though the parts are correctly designed and manufactured. Most often these occur due to the inability of the current design tools and assembly models to capture and convey assembly process related information to processes, people, suppliers, etc. Assembly is often the first point where part variation caused by design errors and oversights ultimately surfaces. The broad class of alignment errors suggests potential product design improvements. While many manufacturers, with the assistance of various tools, are able to eliminate errors in the nominal design, managing variation is a distinct challenge. In the worst case, as components are assembled, variation in the parts reduces mass produced assemblies to mass customized assemblies. Problems during assembly can occur due to the following:

**Incorrect assembly sequence**

The sequence chosen to assemble the components is often not consistent with the design of the components and the assembly at large. This results in the assembly process not controlling the critical interfaces during assembly due to information gaps between design and assembly.

**Incorrect locating and fixturing methods**
Again due to information gaps, parts are often located incorrectly by referencing to wrong datums during assembly. This occurs because most assembly modeling techniques do not include fixtures in their analyses.

Variations in the fixtures and incoming components

1.2 Problem Statement

The goal of this thesis is to define a conceptual framework for an “assembly centric” approach to design and focus on:

- a better understanding of how to model assemblies during the early stages of design and relate design requirements with choice of assembly procedures
- a better understanding of the assembly process so that such problems can be anticipated and avoided
- developing algorithms and computational tools to quantify the effects of choosing different assembly procedures on the quality of the final assembly

This research will increase our understanding of how to model mechanical assemblies for the purpose of analyzing them very early in the product design cycle. New computer aids for the design process will be possible, and more designers will have access to knowledge and techniques.

1.3 Organization of Thesis

This thesis presents an integrated framework that CAD tools can employ to design assemblies and assembly processes at a conceptual stage of design. The approach consists of modeling non-ideal parts and their associated assembly processes.

Chapter 2 reviews past research work relevant to this thesis. Past work is classified into two broad categories: Assembly modeling and design, and Modeling variation propagation in assemblies. It provides a background on existing work
Chapter 3 presents the assembly oriented design framework for top down design of assemblies. It identifies the need for new modeling techniques to address problems that current CAD and assembly modeling approaches are not capable of handling. Two types of assemblies, and their associated assembly problems, are identified and presented using examples. The chapter summarizes the scope of the assembly oriented design approach and presents the needs that are addressed by the techniques presented in forthcoming chapters.

Chapter 4 presents the Datum Flow Chain technique to model and design assemblies. The concept of the DFC, its properties, scope and role in assembly planning are described in this chapter. An example from the aircraft industry is used to illustrate the scope of the DFC in assembly design. The chapter also presents several analysis techniques to evaluate and compare alternate DFCs. It identifies four classes of variation propagation problems that need to be addressed to evaluate and compare DFCs.

A common framework to model and analyze the four types of variation propagation problems is presented in Chapter 5. State transition models are developed to model variation propagation and control. The assembly process is modeled as a discrete event linear time varying system. A modeling environment is created that can exploit concepts from control theory to predict and control variation in assembly processes.

Chapter 6 describes the use of the state transition modeling approach introduced in chapter 5, to study variation propagation and control in the two types of assemblies introduced in Chapter 3. Algorithms are developed based on this approach to determine and control variation in final assembly propagated through the combined effect of individual part variations and choice of assembly procedures. Concepts from control theory are used to design assembly features between parts.

Chapter 7 describes some of the software tools developed to implement the techniques introduced in the previous chapters.
Chapter 8 summarizes the contributions made by the thesis and presents directions for future work.
“Men's thoughts are much according to their inclination, their discourse and speeches according to their learning and infused opinions.”

- Francis Bacon

“Discovery is seeing what everyone else has seen and thinking what no one else has thought.”

- Albert Szent-Gyorgi

2.

Related work

2.1 Overview

The purpose of this chapter is to present the background information relevant to the research described in the remainder of this thesis. The research focus of this dissertation overlaps various areas. Previous work related to this work can be classified into two broad areas: assembly modeling and design, and modeling variation propagation in assemblies. A historical overview as well as current research in the area is presented.

2.2 Assembly Modeling and Design

Assembly modeling involves the consideration of a number of design activities. Research in assembly modeling can be classified into the following categories: These include:

- Computer representation and analysis of assemblies
- Generation and consideration of assembly sequences
Integration of the different design functions

2.2.1 Assembly representation and analysis

Computer aided design (CAD) support for the design process can be introduced using either a top-down or a bottom-up approach. In top-down design environments, the designer first generates a functional representation of the design. This representation can be in the form of a system of constraint equations, or an implicit design representation that corresponds to some functionality. In bottom-up design environments on the other hand, the designer develops a mental model of the design and then models it by first constructing all the individual parts and then putting them together to construct assemblies. Current CAD systems provide rudimentary assembly modeling capabilities once parts are modeled. These are primarily geometric modeling techniques that simulate an assembly drawing and can share geometry centered information between CAD and CAM-oriented activities, Gui and Mäntylä (Gui, et al. 1994).

Current CAD systems rely on a bottom-up component level approach by providing a set of modeling tools for component design. Assembly relations are then defined between completely designed components. Some CAD systems such as Pro/Engineer, provide a feature-based environment to the designer to construct the designs. Each feature contains some attributes - a necessary set of parameters to define the feature. What "feature" means is quite different from different points of view. With respect to geometric modeling, in (Shah 1991), "features are generic shapes with which the engineers associate certain properties or attributes and knowledge useful in reasoning about the product". However, the features used in most environments are essentially features derived from manufacturing domains (Cunningham, et al. 1988). Another definition of features in the context of object oriented programming from (Gui 1993) is, features are "objects that may contain method for manufacturing, analysis geometry creation, assembly; or pointers to geometry, geometric constraints, or inherited properties". Several other authors also differentiate between design or functional features, manufacturing features, and geometric features (Mäntylä 1990). Most representation of assemblies in the bottom-up approach involves defining the solid models of individual components and positioning them in space. A solid modeling system called NONAME (1981), developed at Leeds represents the assemblies as a list of components defined in a CSG language together with translations and rotations relative to the
system's global coordinate system which positions them in the assembly. More recently, considerable work has been done in feature based design, but it focused mostly on the ease of part geometry creation and information for evaluating individual part fabrication, especially machining. DeFazio et al (DeFazio, et al. 1990) present a feature based design environment aimed at the design of assemblies of parts. They present feature based design as a technique to technique to capture design intent and think beyond mere shape and to state explicitly what portions of a part are important and why.

Several researchers have worked on top-down design of assemblies. Popplestone (Popplestone 1987) provides a top down design support using modules. Each module corresponds to a particular functionality, and this function is described by mathematical constraints internal to the module. The designer specifies constraints between modules. Mäntylä (Mäntylä 1990) describes a system that can represent assembly information at different levels of abstraction, represent design intent by preserving an entity's function, and record the level of commitment to an aspect of the design. An interesting feature of the system developed is its capability of supporting alternative breakdowns of a design into design features and relations by means of views while maintaining consistency and inherited features. Mäntylä's analysis and summary of the information requirements are echoed by Sodhi and Turner (Sodhi, et al. 1992). Gui (Gui 1993) extends this approach and attempts to construct an assembly browser in an object oriented design environment. The major concept is based on a multi-graph data structure considering components and connectors. A component mainly performs the required functions to meet the structural or kinematic requirements. On different levels a connector performs coupling, supporting or other constraint functions to make the components mate.

A number of researchers have worked on constructing assembly models with the goal to perform a one type of analysis or another. Most researchers have used graph structures to model assembly topology. Bourjault used a liaison diagram graph structure to represent the assembly. A node in the graph represents a part and an arc represents a joint between two parts. Lee and Gossard (Lee, et al. 1985) developed a system that supports a hierarchical assembly data structure containing more basic information about assemblies such as "mating features" between components. The transformation matrices are derived directly from the associations of the virtual
links. Andrews developed methods for inferring transformation matrices directly from mating conditions (Lee, et al. 1985). Assemblies have also been modeled by (Srikanth, et al. 1991), Rocheleau and Lee (Rocheleau, et al. 1987), Gui and Mäntylä [(Gui 1993); (Gui, et al. 1994); (Mäntylä 1990)], and Roy et al (Roy, et al. 1989) among others. Most of these assembly representations and methods were intended to capture relative part location and function, and enable linkage of design to functional analysis methods like kinematics, dynamics, stress, and vibration, and in one case, tolerances. Some representations were used to generate assembly sequences. Some research focuses on part geometry and creates assemblies by linking part surfaces or other constraints.

2.2.2 Assembly sequence consideration

Choice of assembly sequence affects so many aspects of product design and process layout design that consideration and evaluation of candidate assembly sequences is an essential element of design activity. Assembly sequence studies require identification of sub-assemblies, clearances and tolerances, potential jigging and gripping surfaces, grip and assembly forces, factory layout, and a number of other issues that must be accounted for during early stages of product design.

A number of researchers have worked on developing techniques to generate assembly sequences (DeFazio, et al. 1987), Homem de Mello and Sanderson (Mello, et al. 1989), Ko and Lee (Ko, et al. 1987), Wilson (Wilson 1994) for the assembly starting from the descriptions of the parts constituting the assembly. While some have tried to generate all possible sequences, others have tried to identify a single optimal sequence subject to certain constraints. Some methods use user-input to infer geometric relations between parts, while others have tried to generate this information directly from a CAD database.

(Baldwin, et al. 1991) developed an integrated computer aid to evaluate different assembly sequences based on different criteria such as desirability of sub-assemblies, number of fixtures involved, number of re-orientations, stability of sub-assemblies, etc. (Romney, et al. 1995) proposed a software system that can automatically determine how to assemble a product from its parts, given only a geometric description of the assembly.
In most of these approaches assembly sequence is used as a line-balancing tool and has been considered after all the parts have been designed. There has not been much effort to identify assembly sequences at a concept stage where the geometry of the parts is not certain yet and use them to influence the design of the assembly.

### 2.2.3 Integrated computer tools

Some researchers have also worked on developing an integrated approach to assembly design. (Hsu, et al. 1993) describe an integrated design-planning system to redesign assemblies based on feedback evaluation of a given assembly plan. The product is redesigned using assembly criteria such as minimizing assembly time, reducing the number of redundant operations and achieving better assemblability. Huang and Lee (Huang, et al. 1991) describe a knowledge-based system to automatically generate assembly plans from a CAD model using predicate calculus and heuristics. Eversheim and Baumann (Eversheim, et al. 1991) describe a system called DEMOS to allow assembly-specific optimization of the product structure and part geometry. A commercial solid modeler (EUCLID® from MATRA Datamsystems) and a commercial data management system have been combined with a rule and database and user interface to create this system. DEMOS is an effort to create an environment were decisions can be made without geometry. DeFazio et al (DeFazio, et al. 1990) propose a prototype integrated computer environment whose contributions comprise: integration of feature based design with several existing and new assembly analysis and synthesis algorithms; construction of feature properties to meet the needs of those algorithms; a carefully chosen division of labor between the designer and computer and illustration of feature-based models of products as the information source for assembly analysis and process design. Several of these functions were implemented as prototype software to highlight the benefits to be expected from a fully functional system.

Most of these systems are based on the bottom-up approach are need full description of parts before they can be used. In addition there is a tendency to model final configurations of assemblies without the consideration of intermediate stages of assembly.
2.2.4 Discussion

In this thesis, we are interested in developing computer aids to design assemblies and assembly processes to repeatedly deliver a set of assembly requirements. We are interested in the conceptual stage of design and attempt to develop tools that will enable a number of criteria to be considered without knowledge of detailed geometry. We wish to postpone commitment to geometry as long as possible and focus on the underlying logic of dimensional datum relationships. With the exception of classical methods used in kinematic analysis, most research on assembly representation includes geometry of parts as a major element.

Top-down design emphasizes the shift in focus from managing individual part design to managing the design in terms of mechanical "interfaces" between parts. More recent work attempts to adopt this approach. Smith (Hart-Smith 1997) proposes eliminating or at least minimizing critical interfaces in the structural assembly as opposed to part-count reduction as a means of reducing costs. The process of interface control is also known as dimensional management. He emphasizes that at every location in the assembly structure, there should only be one controlling element that defines location and everything else should be designed to drape to fit. This is similar to the idea of mates and contacts introduced by Mantripragada et al (Mantripragada, et al. 1996). Muske (Muske 1997) describes the application of dimensional management techniques on 747 fuselage sections. He describes a top-down design methodology to systematically translate key characteristics to critical features on parts and choice of assembly and fabrication methods. No computer or conceptual tools to support these processes are described.

We are interested in relating design of dimensional plans for parts and assemblies, to design requirements, choice of assembly procedures and sub-assembly design. For this purpose, we need to describe and evaluate the tolerances of incomplete assemblies, assemblies mounted in fixtures, and assemblies linked at least temporarily by incomplete constraints, none of which are addressed by past research. We need to be able to design dimensional and tolerance relationships between parts first and then commit to geometry.
In addition, based on our study of complex assemblies, we feel that the current assembly modeling tools are incapable of modeling different types of assembly problems. Most assembly modeling techniques in the past have tried to employ the same techniques to all assemblies and have not tried to make the distinction between some fundamentally different types of assemblies. As a result there are some assembly problems that cannot be explained by existing modeling techniques. There is a need to understand the physics of the assembly process first and then develop assembly models that carefully represent them.

2.3 Variation propagation analysis in assemblies

The second area of interest to this thesis is modeling variation propagation in assemblies. Modeling variation in mechanical assemblies has been a subject of intense research and has received attention by a wide spectrum of researchers. The work can be summarized into two main categories: Tolerance analysis, and Tolerancing and assembly process.

2.3.1 Tolerance analysis

The goal of tolerance analysis has been to estimate the variation in assembly parameters arising from the naturally occurring variations in part dimensions and features. The approach has been to construct a geometric (CAD) model of the assembly to which the variational analysis is applied. Tolerance analysis can be done in three basic ways: worst-case, statistical and Monte Carlo. A detailed description of these techniques can be found in (Chase, et al. 1991). Fortini (Fortini 1967) and Bjorke (Bjorke 1989) provide an extensive discussion of tolerance analysis. Comparison of several commercial tolerance analysis packages can be found in (Turner 1993) (Turner 1990). The goodness of a tolerance analysis depends on (1) accurate estimation of component variations (2) accuracy of the assembly model used to model the assembly process and (3) mathematical techniques used to add two or more variables with certain distributions. Currently, most literature emphasizes the third.

2.3.2 Tolerancing and assembly process

Most tolerance analysis work developed so far concentrates on the final assembly configuration and ignores completely the “act of assembling”. Gilbert first addressed this issue and used tolerance analysis to predict the success of an assembly operation by representing tolerances as 4x4 transforms (Whitney, et al. 1994). Through a closed form error propagation algorithm,
tolerances so represented are analyzed in three dimensions. This method was used to evaluate the success or failure of assembly operations. This work was extended by Moro (Moro 1994), who evaluated two alternate dimensioning and tolerancing schemes for a particular design and assembly sequence. The work looked at how an experienced designer who incorporated assembly considerations during design could tolerance the parts (make datum assignments) more effectively than one who did not incorporate assembly considerations, without needlessly tightening the tolerances. Lee et al (Lee, et al. 1997) used this representation to evaluate assemblability of two subassemblies with respect to pose tolerance and clearance of mating features among parts. Sanderson (Sanderson 1997) proposed an assemblability measure based on Gaussian approximations to actual parts distributions and the use of maximum likelihood as a means to achieve analytical solutions. A Kalman filter type estimation is used to compute this maximum likelihood assembly configuration which is used to evaluate the deviation from nominal. Assemblability is defined by the maximum likelihood clearance from constraints.

It is a well-known fact that assembly sequence and mode of location of parts during assembly have a very profound effect on the assemblability or accuracy of the final assembly. A typical assembly can have several hundreds of assembly sequences making the consideration and evaluation of each one of them a very cumbersome and difficult task. Not much work has been done to devise techniques to quickly look at a number of assembly sequences and evaluate their tolerance implications at once.

Fixtures are another integral part of the assembly process and thus have to be included in any tolerance chain. Most work in the past has concentrated on either analysis of the assembly in the final configuration or one particular assembly operation. Hence fixtures have either been ignored or have been included to a limited extent in the analysis.

Discrete event systems have been used extensively to model such systems as manufacturing system design and robotic task planning where all the events occur at discrete instances in time. McCarragher (McCarragher 1996) modeled the assembly operation as a discrete event system for robotic task planning. The assembly process is broken down into its task primitives or fundamental states of contact, which are then used to generate process control algorithms. As
was first introduced in (Mantripragada, et al. 1997), we propose modeling the entire assembly sequence as a set of discrete events to study the propagation of variation in mechanical assemblies. The total variation associated with the assembly at any assembly station is used to define the state of the system.

There has not been much work in the area of modeling variation propagation in the presence of in-process adjustments during assembly. Tuning adjustments are quite common in manufacturing processes and have been modeled by Otto and Antonnson (Otto, et al. 1993), Soyucali and Otto (Soyucali, et al. 1997). Tuning variables are characterized by being set in response to noise variations after their effects have occurred, Otto (Otto 1994). Lee et al (Lee, et al. 1997) proposed a method to analyze assemblies in terms of assemblability based on tolerances and adjustability of parts. They propagate clearances through the assembly in a manner similar to propagating tolerances and define an adjustable zone for clearance between each set of parts to compensate the effect of variation. We introduce the idea in (Mantripragada, et al. 1997, Mantripragada, et al. 1997) that in certain types of assemblies, by carefully choosing a combination of datum logic, assembly features and assembly sequence, in-process adjustments during assembly can be made to tune out some of the variation contributed by individual piece parts. Mathematical formulations to describe variation propagation in the presence of adjustments are derived and will be presented in forthcoming chapters.

2.4 Summary

A description of the various assembly modeling techniques (particularly in the conceptual design phase) developed in the past was presented. Most research work has focused on two issues: capturing the physical relationships needed to build a functional model of the assembly, and capturing the geometric relationships between part locations in order to build a geometric model of the assembly. The focus of this thesis work is representing a different kind of relational information: one of representing dimensional logic to enable abstract representations of both complete assemblies and unfinished ones. This would enable the requirements of the final assembly to be taken into account when planning the assembly process, so that those requirements in turn can be reflected in specifications for individual parts. There exists little research literature in this area.
"We design parts. We do not design assemblies"
- Engineer at Ford

"...But the customer sees assemblies not parts"
- Daniel Whitney

3.

Assembly Oriented Design

3.1 Overview

Most assembly fit-up problems occur due to a part-centric approach to product design that ignores assembly and system issues. It is common to view assembly as a process that merely fastens parts together. The assembly process should be viewed as a proxy for a wide range of decisions, events, and relationships between different stages of the product development process. Assembly is really chaining together of dimensional relationships and constraints. The success of these chains determines the success of the product's quality from an assembly point of view. The goal of assembly modeling is to permit these chains to be defined first, and followed by design of individual parts. We propose a concept called the "Datum Flow Chain" (DFC) to implement this approach to assembly modeling.

Current CAD systems provide rudimentary assembly modeling capabilities once part geometry exists, but these capabilities basically simulate an assembly drawing. Most often the dimensional relations that are explicitly defined to build an assembly model in CAD are those most
convenient to construct the CAD model and are not necessarily the ones that need to be controlled for proper functioning of the assembly. What is missing is a way to represent and display the designer's strategy for locating the parts with respect to each other, which amounts to the underlying structure of dimensional references. The DFC is intended to capture this logic.

In this chapter we introduce a new approach to modeling and designing assemblies at a conceptual stage of design. In the proposed assembly oriented design approach, the design of a complex assembly starts by a general description of the top level design requirements (key characteristics, KCs) for the whole assembly. These requirements are then systematically formalized and flowed down to sub-assemblies and finally down to individual parts. During these early stages of design, the following major elements of the design process have to be considered:

Systematically relate the identified KCs to important datums on parts and fixtures at the various assembly levels

Design the dimensional and tolerance relationships (locating schemes) among elements of an assembly from these KC relationships

Identify assembly procedures that best deliver the KCs repeatedly without driving the costs too high.

Current CAD systems do not support this approach to designing assemblies and encourage premature definition of part geometry, allowing designers to skip the consideration of these elements. The proper consideration of these elements at an early stage of the design can avoid potential problems during final assembly. The authors in (Mantri pragada, et al. 1996), introduced early results of this work. Most assembly modeling techniques in the past have tried to apply a single technique to model all assemblies and have not tried to make the distinction between some fundamentally different types of assemblies. As a result there are some assembly problems that cannot be explained by existing modeling techniques. We have identified two types of assemblies that require different modeling methods because they are assembled by totally different means. The following sections describe the two types of assemblies and their associated assembly problems.
3.2 Types of assemblies and assembly problems

Most models of assemblies represent the assembly as complete, i.e. with all its parts in place and all joints fastened. Therefore these models are not capable of addressing issues that occur during the act of assembling. Assembly planning involves considering a series of successively more complete assemblies. Incomplete assemblies may have unconstrained degrees of freedom that will be constrained when the assembly is complete. They may be subject to shape or size variations that the final assembly will not be subject to. Yet these uncontrolled degrees of freedom or variations may cause the next assembly step to fail or may result in a mishapen final assembly, and thus have to be considered during design. In order to manage these issues systematically, we distinguish two types of assemblies.

3.2.1 Type-1 assemblies

Type-1 comprises typical machined or molded parts that have their mating features fully defined by their respective fabrication process prior to final assembly. We also call these "part-defined" assemblies, because the variation in the final assembly is determined completely by the variation contributed by each part in the assembly. The assembly process merely fastens the parts together by joining their pre-defined mating features. The assembly process is thus passive and cannot influence the distribution of variation in the assembly. The mating features are almost always defined by the desired function of the assembly, and the assembly process by itself has no freedom in selecting mating features.
Figure 3-1: Example type-1 assembly: Electromechanical pressure recorder assembly  
(Kalpakjian 1995)

Figure 3-1 shows an exploded view of an example type-1 assembly. This assembly has several subassemblies and parts and they all come with fully designed mating features to the final assembly line. The assembly process, which could be either manual or automatic, involves joining these parts and subassemblies at their mating features. Fixtures if used, only provide support and do not define any dimensional relationship between the parts. The kinds of problems associated with the assembly of type-1 assemblies are termed assemblability problems and are defined in the next section.

3.2.1.1 Assemblability problems

These refer to a class of assembly problems where an intermediate assembly operation fails to assemble a part or subassembly. Such problems usually occur due to interference of parts caused by variation associated with parts and fixtures. Figure 3-2 shows a typical assembly of rigid parts. Its “natural” assembly sequence fails because part “B” was not toleranced for its role as a
base part for the sequence. An alternate successful sequence is shown in Figure 3-2(b). The planned sequence shown in Figure 3-2 (a), fixtures the assembly on the bottom of B. But in fact the B’s bottom surface is not reliably perpendicular to the axis due to loose tolerances. As a result, part C tilts and part D could strike it during assembly. This is a real case, and redesign to improve part tolerances was not permitted. The only option was a new sequence shown in Figure 3-2 (b), which transfers the B-C subassembly to a new fixture which holds part C by the end that is better tolerated. This sequence worked because part B’s angular error in fixture #2 is not large enough to prevent part C from mating to it.

![Diagram of assembly sequences](image)

(a)

(b)

**Figure 3-2: Illustration of assemblability problems in type-1 assemblies (a) planned sequence that failed (b) alternate assembly sequence.**

Figure 3-3 seeks to capture the difference between the two sequences using DFCs. Each chain can be constructed without knowing detailed part shapes, and the problem with the first sequence can be found early in product design. Dashed arrows indicate mates with poor tolerances. The first chain should be read as follows: Fixture F1 provides dimensional reference for part B, which provides dimensional reference for part C. F1 also locates the assembly equipment and gripper which provides dimensional reference for part D. The failure of this chain is implied by the dashed arrow. The DFC for the improved sequence is in fact two distinct chains. The assembly equipment is shown only for the second of these chains. A more detailed description of the concept and properties of the DFC are given in chapter 4. This example is revisited in chapter 6 where a detailed analysis is performed.
Figure 3-3: DFCs for Inserting part D in the Two Assembly Sequences of Figure 3-2.

3.2.2 Type-2 assemblies

The second type of assembly includes aircraft and automotive body parts that are usually given some or all of their assembly features or relative locations during the assembly process. Assembling these parts requires placing them in proximity and then drilling holes or bending regions of parts, as well as riveting or welding. The locating scheme for these parts must include careful consideration of the assembly process itself since function by no means is a sufficient guide. Final assembly quality depends crucially on achieving desired final relative locations of the parts, something that is by no means assured because at least some of the parts lack definite mating features that tie them together unambiguously. A different datum flow logic, assembly sequence, etc. will result in quite different assembly configurations, errors and quality. It is possible to build a perfect assembly out of imperfect parts and vice versa by choosing appropriate or inappropriate datum flow chain logic.
Figure 3-4: Example type-2 assembly: (a) Automobile front end assembly (b) Simplified representation of the assembly in (a) (Chang 1996)

An example type-2 assembly is shown in Figure 3-4. It is an automobile front-end assembly and consists of four major subassemblies: the radiator support, two inner fenders (left and right) and the main body frame. All the subassemblies are held and located with respect to the fixture that defines the resulting dimensional relationships between these subassemblies.

In type-2 assemblies, some mating features can be chosen specifically to meet assembly requirements. Features can be chosen to selectively propagate variation along certain directions and absorb in other directions. This can be illustrated as follows, using simple 1-D slip plane² type features.

Figure 3-5: Some simple assembly features illustrating selective absorption of variation along the arrows

The slip plane in Figure 3-5(a) will absorb variation along the x direction and transmit it along the y direction while those in Figure 3-5(b) and (c) will absorb variation in the y direction and

² Slip planes are widely used in the automotive industry as variation absorption sites.
transmit it along the $x$ direction. Hence, in type-2 assemblies, assembly design involves design of both location transfer and mating features.

### 3.2.2.1 KC deliverability problems

KC deliverability problems are typically associated with type-2 assemblies. These refer to the class of problems where assemblability problems may not occur but the assembly level KCs are not delivered to the desired level of acceptability. Figure 3-6 shows a typical assembly of compliant parts. Two alternate sequences are shown for these parts as well.

![Diagram](image)

**Figure 3-6: KC deliverability issues for type-2 assemblies: Comparison of two alternate assembly sequences for three sheet metal parts.**

The first could fail to deliver an assembly of the required length. Parts A, B, and C are actually shallow shells or portions of shells. Part C's left flange could be bent to more or less than the desired 90° as shown, making the length of C uncertain. The overall length of the assembly has a tight tolerance on it. The exact amount of overlap between A and B is less important than the
overall length. Sequence 1 mates parts A and B first in Fixture 1, and then adds part C. The length requirement is not reliably met due to the uncertainty in part C's length. Sequence 2 mates parts B and C first on Fixture 2 and places them in Fixture 3. (Fixture 2 provides support only and does not control any lengths). Then part A is added to Fixture 3, overlapping part B. A and B are then joined, giving the correct overall length. Sequence 2 is said to "wash the uncertainty to a place where it does not matter."³

Figure 3-7 shows DFCs for these two sequences and again shows the differences clearly at an abstract level. The DFC for sequence 1 reads "F1 locates B with respect to A; then B locates C. The DFC for sequence 2 reads "F3 locates A and C, while C locates B." The dash line indicates a strength joint that carries no dimensional constraint. More self-explanatory DFC symbolism is needed and will be explained below. However, by inspection, one can see that sequence 1 does not establish a high quality positional relation between A and C while sequence 2 does. Again, this example is analyzed in detail in forthcoming chapters using the techniques developed.

![Datum Flow Chain](image)

**Figure 3-7: Possible DFCs for the Two Sequences in Figure 3-6.**

The examples in Figures 3-2 to 3-6 show that modeling of the assembly process requires modeling the fixtures as well as the assembled parts themselves because the fixtures are temporarily part of the assembly, and the DFCs pass temporarily through the fixtures. The examples also show the advantages of performing tolerance analyses on intermediate stages of assembly, where for example the first two or three parts have been placed in proximity but have not been joined yet. These are non-traditional analyses and are not often performed. By permitting such analyses, the techniques developed as a part of this research will be of use in choosing a datum flow logic, selecting the type and location of assembly mating features,

³ This terminology is common in the auto industry.
designing the fixtures, and choosing an assembly sequence that delivers an assembly of the required quality.

3.3 Example assembly process studied: "Fixture-less" Aircraft Assembly

Aircraft fuselage parts are typically assembled on large, expensive, and inflexible fixtures. In order to accomplish this, master gages and various secondary gages are used. Parts are placed overlapping on fixtures, rivet holes are drilled using guides on the fixtures, and the parts are riveted.

Recently the aircraft industry has begun implementing assembly methods that rely less on fixtures. (Koonmen 1994). One method drills matching rows of a few temporary under-sized locating holes in individual parts during fabrication. During assembly, the parts are placed so that the holes line up, and undersize temporary fasteners are inserted by hand. Permanent fasteners are then installed by machine. To make these rows of holes line up, great care in controlling temperature is used in combination with oversize holes to accommodate remaining errors.

We carried out a project to design a fixture-less assembly technique for a four-piece wing skin assembly. The example is presented in chapter 4 and is discussed in detail in (Cunningham, et al. 1996). Figure 3-8 shows schematic representations of the parts. To meet the requirements for this assembly, it is necessary to align the skins to each other and to the plus chord very accurately. To do this without fixtures, we defined an assembly plan comprising a DFC that would position all the parts properly with respect to each other. Then we sought mating features that would perform this relative positioning in spite of ±10°C temperature variations and a very limited capital budget. Finally, we selected an assembly sequence using these features that would deliver the requirements 100% of the time, taking into account variations caused by temperature and machining errors. We executed this process using our own geometric reasoning skills plus software for generating assembly sequences by (Baldwin, et al. 1991) and the commercial tolerance analysis package VSA. Forthcoming chapters describe a structured approach to executing some of these processes.
Figure 3-8: Schematic Representation of an Airplane Wing Skin Assembly. Left: The parts. Right: The assembly. The splice stringer is a stiffener wide enough to join the two skin pieces. Such assemblies contain many other stringers parallel to the splice stringer, but they are not shown here.

3.4 Summary of Scientific Issues

The above discussion pointed out the need for new knowledge in several areas related to assembly process modeling. They are summarized here.

3.4.1 Need for a "Circuit Diagram" for Assemblies

Assemblies have been modeled up to now in a non-hierarchical way. All connections between parts have been treated as equally important and have been thought of as providing connection and fastening. If we want to consider establishment and transfer of dimensional location, then some joints must be declared more important than others, namely, those which define geometric relationships as distinct from those that are redundant locationally and merely provide strength or support. If these distinctions can be expressed carefully and mathematically, then we can construct directed graph representations for dimensional transfer in a declarative way, providing a basis for synthesizing tolerance achievement rather than doing tolerance analysis on sets of geometric decisions whose underlying logical representation we have no way to represent. We developed the concept of Datum Flow Chain is to capture this logic. The properties of a DFC, its role in assembly design and planning, and scope are presented in detail in chapter 4.

3.4.2 Need for a "Layout Language" for Representing Assembly-level Requirements

As the example in Figure 3-4 shows, final assembly configurations can have overall dimensional constraints that are not represented on any one part or collection of parts. There are no features
on parts A and B that control how the lap joint between them should be aligned. The designer intended this, desiring that this joint be made last to absorb any remaining length uncertainty. A way to capture this train of reasoning is needed. At present, skilled domain experts called tooling designers recognize these conditions and invent joint types and fixturing schemes to provide the necessary dimensional constraint. These schemes are often spatial and are hard to understand. Consequently they are also hard to debug if they do not work as intended. It is our goal that a layout language based on the DFC, with the addition of well-defined symbols to capture types of joint and amount of constraint they apply, will permit layouts to be analyzed algorithmically to see if they actually deliver the requirements. Also, this domain knowledge can then be captured, formalized, taught, and used by designers and factory floor people. Chapter 4 describes some techniques that have been developed based on the DFC to perform such analyses. Mathematical tools developed to perform constraint and motion-limit analyses on assembly features are presented in [Refer to Jeff’s thesis].

3.4.3 Need to Model Effects of Assembly Sequence

Choice of assembly sequence and identification of subassemblies focus attention on so many aspects of product design that they should be considered during early stages of design (Nevins, et al. 1989). Assembly sequence determines the order in which important dimensional relations between parts necessary for KC delivery in an assembly are achieved. A typical assembly can have a large number of feasible assembly sequences. It is not clear from this complete set of sequences which ones will deliver all the KCs repeatedly, and evaluation of the complete set is a time consuming task. The is a need for algorithms to analyze assembly sequences in conjunction with KCs, mating features, and dimensional hierarchy and quickly identify the sequences of interest. We have developed some such algorithms and they are presented in Chapter 4.

3.4.4 Need for Way to Include Fixtures in Assembly Models

Current assembly models represent the parts only. But we have identified several situations where the fixtures must be included in the models because the DFC passes through them during assembly. This is clearly awkward with existing modeling methods because the fixtures are only temporary members of the set and must be removed later. All existing methods for generating all feasible assembly sequences, for example, assume that each item added to the assembly stays there and is not removed. The examples in Figure 3-2 and Figure 3-4 shows that DFCs can be
disjoint and that assembly sequences and DFCs can proceed from one fixture or part origin for a few steps and then completely start over in a new fixture, proceeding from a new origin. These situations are presented and modeled using the DFC in Chapter 4.

3.4.5 Need to Model Incomplete Assemblies

Existing methods for analyzing assemblies and tolerances assume that the assembly is finished and has the necessary nominal configuration as well as the full constraint of finished joints and fasteners. But the process of making the assembly step by step creates a series of incomplete assemblies that lack full constraint and may not have the correct nominal configuration yet. Still, the condition of these incomplete assemblies must be analyzed in order to determine if, for example, the DFC has any chance of delivering the required final dimensions and tolerances (the problem in Figure 3-4), or to see if any intermediate subassemblies are unstable or unable to receive other parts because of tolerance buildup (the problem in Figure 3-2). New algorithms are needed that can perform variation propagation analysis on incomplete and incompletely constrained assemblies at intermediate stages of the assembly process. Chapters 5 and 6 present a new modeling approach based on state space theory to develop such algorithms.

3.5 Approach

In the course of this research we have defined a top-down approach to modeling and analyzing assemblies and their assembly processes. This approach is presented using a flowchart in Figure 3-9. The method presents several techniques to represent and analyze assemblies at a conceptual stage of design in an attempt to satisfy some of the needs outlined above. The process starts by carefully identifying the assembly requirements from the top level customer requirements down to the fabrication of individual parts using a method called Key Characteristics (KCs) (Lee 1995). KCs are intended to capture a few important characteristics of the product, differentiating them from the large number of un-prioritized tolerances that normally appear on engineering drawings. These KCs are expressed first as customer requirements and then translated to supporting engineering specifications for assemblies and parts. Assembly features are the local geometry regions on parts that assemble to like regions on other parts. The KCs are then used to identify important datums on parts and subassemblies, and to define relationships between them.
A detailed description of the different types of KCs can be found in (Cunningham, et al. 1996, Lee 1995).

The Datum Flow Chain assigns a hierarchy to the above-identified datums and defines which parts locate which other parts in the assembly. A DFC is a graphical representation of the designer's strategy to locate the parts with respect to each other, which amounts to specifying the underlying structure of dimensional and datum references on parts constituting the assembly. The DFC is used to plan assembly sequences. First the complete feasible set of assembly sequences for the assembly is identified based on geometric constraints. Then the DFC is used to prune the set to a smaller set of assembly sequences based on the order of establishment of these dimensional references. We call this smaller set as a family of assembly sequences. Candidate assembly feature sets are designed that implement the structure of dimensional and datum references imposed by a DFC. Candidate DFCs are evaluated and compared using criteria such as KC deliverability and tolerance analysis.

Different procedures are employed for type-1 and type-2 assemblies. For the former, the selection of mating features is determined by considering function and is not a part of the assembly planning process. For the latter, feature type and location selection is a crucial part of the assembly process design. The design of these mating features in both types of assemblies places requirements on the assembly and fabrication processes. The DFC is then used to construct tolerance chains to perform a three dimensional tolerance analysis and choose between assembly sequences and feature sets within the most promising family identified. The end result of the exercise is a location strategy reflected in the choice of dimensional datums and their hierarchy (DFC), an assembly feature set, and an assembly procedure that satisfies the DFC hierarchy. The DFC allows the designer to explore the consequences of choosing different dimensioning, locating and fixturing schemes on the deliverability of KCs, choice of assembly sequence, assembly feature design.
Figure 3-9: A flowchart for the assembly oriented design system

In this view, design of the assembly process is driven directly by customer requirements and is implemented by selecting datum flow chains while only a skeleton of the assembly’s logic and
sketches of the parts exist. Detailed part geometry plays almost no role (except in the neighborhood of the assembly features), even though assembly sequence and tolerance analysis are performed. The following chapters describe the different elements of the assembly oriented design approach in detail.

3.6 Summary

This chapter identified the limitations of existing knowledge in several areas related to assembly modeling and the inability of current modeling approaches to address all types of assembly problems. It identified important elements of design that need to be studied during early stages of design and presented a top-down framework to address these elements. Assemblies were classified into two major types based on their characteristics and associated assembly problems. Different problem scenarios for these assemblies were presented using real examples from industry. Using these examples, need for new knowledge to model assemblies and assembly processes was identified. An assembly oriented design framework was defined and several modeling techniques were presented to satisfy the needs identified. The following chapters describe these techniques in detail and illustrate their applications using examples from industry.
"What most experimenters take for granted before they begin their experiments is infinitely more interesting than any results to which their experiments lead."

-- Norbert Wiener

4.

Datum Flow Chain

4.1 Overview

This chapter introduces the Datum Flow Chain as a technique to model the design of assemblies at a conceptual stage. The concept of the DFC and its properties and relationship to KCs are described in section 4.2. The two types of assemblies mentioned in chapter 3 are described in section 4.3. The DFC provides for a structured method of planning out the assembly procedures which are described in section 4.4. Section 4.5 presents analysis techniques to choose between alternate DFCs. Section 4.6 summarizes the modeling approach and presents directions for future research.

4.2 Datum flow chain

4.2.1 The concept

An assembly is characterized by a set of key characteristics (KCs) that it has to deliver upon final assembly. These are assembly level dimensions relating a datum or feature on one part to that on
another part in the assembly. An example KC is the size and straightness of the gap between a car hood and fender. Typically, such KCs are achieved (or delivered) when several different parts are made and assembled correctly. The dimensional relations between parts are defined at their mating points (features). A typical part in the assembly has multiple joints with other parts in the assembly. Not all of these joints transfer dimensional constraint, and it is essential to distinguish the ones that do from the ones that are redundant location-wise and merely provide support or strength. We define the joints that establish dimensional relationships between parts as "mates," while joints that merely support and fasten the part once it is located are called "contacts." Hence mates are directly associated with the KCs for the assembly as they define the resulting assembly dimensions. The process of assembly is not just of fastening parts together but should be thought of as a process that first defines the location of parts using the mates and then fastens the parts together once their location has been defined. The mates are fastened first and only then can the contacts be fastened.

Explicit identification and definition of the mates in the assembly is an integral part of assembly design and is a pre-requisite to assembly process planning and variation stackup analysis. The designer makes the choice of which joints will be mates and which ones will be contacts at the conceptual design stage. Joints directly involved with the delivery of KCs are declared as mates. If these distinctions can be expressed carefully and mathematically, then we can construct directed graph representations for dimensional transfer from mate to mate in a declarative way, providing a basis for synthesizing tolerance achievement. We call this directed graph of mates the Datum flow chain (DFC) (Mantripragada, et al. 1996). It assigns a hierarchy to the joints between parts by defining which part(s) or fixture locates which other part(s) in the assembly. In some assemblies, mates are accomplished in whole or in part by supporting fixtures that have to be included in the DFC.

Assembly design involves designing the datum flow chain explicitly to determine the location strategy before performing any kind of analysis. DFCs express the designer's logical intent concerning how parts are to be related to each other geometrically to deliver the KCs repeatedly. When defining the DFC, the designer must define explicitly the surfaces or reference axes on mating features that are intended to carry dimensional constraint to the mating part. Standard
methods to define such relationships inside a part exist today (ANSI Y14.5M standards), but no such standards exist for creating DFCs at an assembly level as described here. In a manner similar to how the dimensioning scheme within a part determines the procedures that can be employed to fabricate the part, the DFC severely constrains the permissible assembly procedures that can be followed to build the assembly.

4.2.2 Assumptions

The following assumptions are made to model the assembly process using a DFC:

All parts in the assembly are assumed rigid. Hence each part is completely located once its position and orientation in three-dimensional space are determined.

Each assembly operation completely locates the part being assembled with respect to existing parts in the assembly or an assembly fixture. Only after the part is completely located is it fastened to the remaining parts in the assembly.

4.2.3 Properties of a DFC

A datum flow chain is a directed acyclic (a graph with no cycles) graphical representation of an assembly with nodes representing the parts and arcs representing mates between them (Mantripragada, et al. 1996). Every node represents a part or a fixture and every arc transfers dimensional constraint from the node at the tail to that at the head. Loops or cycles in a DFC would mean that a part locates itself once the entire cycle is traversed, and hence are not permitted. Every arc constrains certain degrees of freedom depending upon the type of mating conditions it represents. The sum of the degrees of freedom constrained by all the incoming arcs to a node (called the in-degree) in a DFC should be equal to six unless there are some kinematic properties in the assembly or designed mating conditions such as slip joints which can accommodate some amount of pre-defined motion. Each arc has an associated 4x4-transformation matrix that represents mathematically how the part at the head of the arc is located with respect to the part at the tail of the arc. A typical DFC has only one root node that has no arcs directed towards it, which represents the part from which the assembly process begins. This could either be the base part or a fixture.
Figure 4-1: Example assembly (Airplane horizontal stabilizer upper skin assembly)

Consider the aircraft horizontal stabilizer skin assembly shown in Figure 4-1. It consists of four main parts: Plus-chord, Aft-skin, Fwd-skin and 11 stringers. Stringer 3 is called the splice stringer because it splices the forward and aft skins to each other. A traditional representation of the assembly using a liaison diagram is shown in Figure 4-2(a). A liaison diagram is an undirected graph where the nodes represent parts and the arcs represent liaisons (contacts or mates) between them (DeFazio, et al. 1987). A candidate DFC for the assembly is shown in Figure 4-2(b). As shown in the figure, it is a directed graph of mates only.

Figure 4-2: (a) Liaison diagram and (b) Datum flow chain for the assembly in Figure 4-1

The DFC in Figure 4-2(b) states that the location of Stringers 1-2 and splice stringer-3 is determined completely by mating features on the Aft skin. The Aft and Forward skin together locate the Plus-chord. Mating features on the Fwd skin locate stringers 4-11. Liaisons 7, 8, 2, 4, 6, and 9 are thus mates while liaisons 1, 3, and 5 are contacts. The features used to assemble the stringers to the plus chord should allow for absorption of part variations and avoid forming an
over constrained assembly. In case the chosen features at the plus chord-stringer interface are holes, they should be over sized. A suitable set of mating features for this assembly is described in (Cunningham, et al. 1996).

4.3 Types of assemblies

We shall now redefine type-1 and 2 assemblies with reference to the DFC.

4.3.1 Type-1 assemblies

Defined in terms of the DFC, a type-1 assembly is one where every part has at least one mate with at least one other part in the assembly. Fixtures, if present, merely immobilize the base subassembly and present it to the part being assembled in the desired position and orientation.

4.3.2 Type-2 assemblies

Defined in terms of the DFC, a type-2 assembly is one where it is possible to have only contacts between all parts in the assembly. In such cases, the parts will have mates with fixtures used to locate them. In-process measurements can be made to adjust the location of these parts during assembly to tune out the effects of variation caused by the manufacturing processes used to fabricate the parts. Hence we call these “assembly-defined” assemblies, as the assembly process can redistribute the variation. Typically, a type-2 assembly will have a mixture of mates and contacts making in-process adjustments possible only at certain locations and not at others. In the extreme that there are mates between every part in the assembly, type-2 reduces to type-1.

4.4 Assembly design and planning using DFC

Most assembly planning systems developed in the past have treated assembly planning as an activity separate from product design. Assembly plans are developed after all the individual parts are designed. Often a problem with this approach is that the choice of assembly methods is not consistent with the design of the products because assembly considerations were not made during product design. This leads to fit-up problems during assembly that are hard to diagnose. The DFC allows for a top-down approach to designing assemblies. This approach starts with carefully identifying the assembly requirements from the top level customer requirements down to the fabrication of individual parts using a method called Key Characteristics (KCs). These
resulting specifications are then used to define candidate datum flow chains (DFC) for the assembly. Next, the mating and assembly features that carry the datums and establish the relationships imposed by the DFC are designed. Different procedures are employed for type-1 and type-2 assemblies. For the former, the selection of mating features is usually determined by considering function and may not be determined by the assembly process. The assembly process can however affect the tolerancing and dimensioning of these features and the fixturing options during assembly. For the latter, feature type and location selections are a crucial part of the assembly process design. The DFC is then used to reason assembly sequences based on the order of establishment of these dimensional references and to identify assembly sequences that will deliver KCs consistently. The following sections describe this approach in detail using an example study of a 767 horizontal stabilizer assembly. A brief description of the assembly will be given first and then developed techniques will be illustrated using the example assembly.

4.4.1 Example assembly: Boeing 767 Upper skin assembly

The horizontal stabilizer is located at the aft end of an aircraft, enabling the aircraft to climb and descend by pivoting up or down to direct airflow, and balancing the moments of the aircraft (see Figure 4-1). The principal requirements for this structure are to carry aerodynamic loads while minimizing the drag it creates so overall system efficiency is maximized. The assembly is comprised of three main sub-assemblies: left and right wings and a center box. The stabilizer in this case study pivots about its long axis as a solid unit on two points, one at the aft end of each stabilizer, by the motion of an actuator that moves the front of the center box up and down. Each horizontal stabilizer wing (see Figure 4-2, Figure 4-3) are comprised of the following subassemblies:

Forward Torque Box, including the forward spar
Main Torque Box, consisting of:
   Pivot Rib at the root of the main torque box
   Upper Skin Assembly
   Lower Skin Assembly
   Ribs
   Fixed Trailing Edge, including the aft spar
Our case study is the family of upper and lower skins for several aircraft of similar construction but different in dimensions. The upper skin assembly is the example discussed in detail in this paper. It forms the top of the main torque box, the main structural body of the stabilizer shown in the exploded view in Figure 4-3.

Figure 4-3: Horizontal Stabilizer position on the aircraft.

Figure 4-4: Horizontal stabilizer top view.

This type of assembly is typically between 30 and 60 feet long and 5 to 10 feet wide. The main torque box sustains differential loads on the upper and lower surfaces and torsional loads along the length of the stabilizer. Figure 4-4 also denotes the reference frame used in this thesis,
showing the inboard, outboard, forward, and aft directions. As shown in Figure 4-4, the upper skin assembly includes the following parts, all of which are machined aluminum and shot peened\(^4\) to improve corrosion and fatigue crack resistance:

Forward Skin - a long sheet of varying thickness that carries compressive and tensile loads and forms the aerodynamic surface.

Aft skin - similar to the forward skin; the aft skin acts as an access panel during assembly of the horizontal stabilizer.

Stringers - long, slender beams (with Z, I, or J cross-sections) that serve to stiffen the skins along the full length to minimize weight and maximize stiffness. They are riveted directly to the skin and fastened to the plus chord. Stringer -3 serves as a splice between the two skins (visible in Figure 4-5), while the other stringers are fastened to just one of the skins.

Plus Chord - a heavy heat-treated, machined extrusion that forms the top of the pivot rib at the root of the main torque box, where maximum loads in the stabilizer are absorbed. The complex geometry and intricate processing steps make the final shape of the plus chord difficult to control.

---

\(^4\) The shot peen process distorts the shape of parts after machining, with the most significant distortion being growth on the order of 0.0001 inch of growth per inch of length. This is a significant source of variation, and is common to all parts of this type in aircraft.
Figure 4-6: (a) Upper skin assembly from lower view (b) In-board cross-section view of the upper skin assembly and plus chord

The plus chord and splice plates join the left and right main torque box to the center box. Figure 4-6(b) shows a section view of the inboard part interfaces on the main torque box side of this joint, which is a mirror image of the interfaces on the center box side of the joint. Shims are used to fill assembly gaps between the plus chord and the stringer, with each made to a different thickness by hand. The actual skin assembly is contoured along the forward to aft axis, as represented in Figure 4-5, and along the length of the stabilizer.

4.4.2 Key Characteristics and DFC design

Key Characteristics are a product's geometric features and material properties that are highly constrained or for which minute deviations from nominal specifications (regardless of manufacturing capability) have a significant impact on the product's performance, function, and form at each product assembly level. KCs come directly from the customer requirements and are flowed down in a systematic manner from assembly to subassembly to part level.

The high level KCs for the horizontal stabilizer mainly deal with aircraft drag and control issues from Federal Aviation Agency (FAA) regulations, aircraft loads carried by the structure as certified by the FAA, aerodynamic specifications, and airline customer requirements. Figure 4-7 shows the KC flowdowns described below that are shaded at the point where they affect our analysis of the upper skin assembly.
Figure 4-7: Product Decomposition and resulting KCs.

The upper skin assembly is affected by load certification and aerodynamic requirements and these two issues produce three KCs of importance. Structural loads require the parts making up the pivot rib be accurately aligned (dimensionally +/- 0.005in), which flows down to:
Figure 4-8: KCs for the horizontal stabilizer upper skin assembly

- Upper plus chord alignment to spar end fittings.

The skin gaps must be accurate and consistent (nominal +/- 0.030in), which flows down to:

- Gaps between the skins on the upper skin assembly and those on the Forward Torque Box and Fixed Trailing Edge, and

- Gap between the forward and aft skins of the upper skin assembly.

Wing roots require very tight tolerance alignment of the plus chord to other parts of the root in order to properly absorb the dynamic distributed loads (Niu 1988). This requirement is so important that, on some wing-like structures, if there is any alignment mismatch, a structural analysis is required to ensure that proper safety margins are maintained for that set of parts; this is costly but is required if fit-up is not achieved. Skin gaps are critical to the smoothness of the wing because the sealant used to fill these gaps (creating a continuous surface for airflow) will flake out if the gaps are outside the specified tolerance. A detailed description of the KC identification and flowdown process for the assembly can be found in (Cunningham, et al. 1996).

Identification of all the KCs and their flowdown for the assembly is a pre-requisite to DFC design. The decision of which liaisons are to be mates and which ones are to be contacts is a conscious decision made by the designer based on the KC requirements for the assembly. Joints directly associated with the delivery of KCs should be designated as mates and tightly tolerated
during the design and monitored during the assembly process. The choice of assembly procedures and fixturing methods determine how these KCs will be delivered during assembly.

4.4.3 Decomposition and Subassembly design

The choice of which liaisons are to be mates and which are to be contacts determines the decomposition of the assembly and the permissible set of subassemblies. This choice is usually driven by the KCs for the assembly but can sometimes also be driven by assembly limitations. This situation is illustrated here using the horizontal stabilizer upper skin assembly. It is desirable to de-couple the KCs during assembly, so that the assembly process can deliver and control them separately. A desired DFC using fixtures to repeatedly deliver these KCs is shown in Figure 4-9. The plus-chord -skin and plus-chord -stringer joints are labeled as contacts as they are not directly associated with the delivery of any KCs. Contacts are shown as dashed lines in the DFC.

![Diagram](image)

**Figure 4-9: Desired DFC for delivering the KCs for the assembly**

The resulting assembly sequence is shown in Figure 4-10. This sequence was physically not realizable. Once the plus chord was assembled to the FTB and FTE, there was no access left to assemble the upper skin assembly to the plus-chord. A desirable assembly sequence that would do so is shown in Figure 4-10.
Figure 4-10: A desirable but impossible sequence for the horizontal stabilizer assembly

A modified DFC shown in Figure 4-11, had to be designed to successfully assemble the parts. To achieve the KCs, the joints between the plus-chord and the skins are now defined as mates and controlled carefully during design and assembly. This resulted in a different decomposition of the assembly. The Plus-chord is now part of the upper-skin assembly that is assembled as one unit to the leading and trailing edges. KCs 1 and 2 are tightly coupled in this decomposition. A priority needs to be assigned to the two KCs. The new DFC assigns a higher priority to the alignment KC. The mates between the plus chord and end fittings together with the mates between the plus chord and the skins determine the quality of the skin-gap KC. Thus, this KC is indirectly delivered.
Figure 4-11: Modified DFC that was actually implemented due to assembly constraints

The resulting assembly sequence that was feasible but not desirable due to the KCs being coupled is shown in Figure 4-12.
Figure 4-12: Resulting feasible but undesirable assembly sequence that was actually implemented

4.4.4 Mating feature design: designing locating schemes

In type-1 assemblies, the datum flow and mating features between parts are determined by considering almost exclusively the desired function of the assembly. Hence the designer may not have enough freedom to design the mating features specifically to suit assembly needs. However, in the case of type-2 assemblies, the designer has a lot more freedom to design these assembly mating features to locate parts with respect to each other or a fixture. In these assemblies, the choice of assembly features and DFC design are tightly coupled. Designing a locating scheme for these assemblies involves first determining at a very high level what part(s) locates what other part(s) in the assembly and then iteratively designing the assembly features that will accomplish the location. Since each arc in a DFC is a mate, an appropriate feature or feature set has to be chosen to accomplish the mate. This feature must constrain the required dof to perform its function as a mate and absorb uncertainties in other direction(s) such as thermal expansion, etc. The absorption directions are perpendicular to the DFC mate directions. This is illustrated by the following example:
Figure 4-13: (a) A DFC for the assembly in Figure 4-1 (b) a possible feature set implementation to carry the datum logic defined by the DFC in (a)

The current method used to assemble the upper skin assembly relies on expensive hard tooling to establish part locations, operator intervention to overcome part and process variation, and custom shimming to fill inconsistent assembly gaps. Although the process delivers an acceptable product for the downstream assembly process, it is completely inflexible and an expensive way to achieve it. To make the assembly process more flexible and independent of hard locating fixtures, a flexible assembly concept was explored. This concept was based on using accurate mating features on parts to locate other parts that they mate with in the assembly. These features are called “assembly features”, as their primary function is to locate a part with respect to its mating parts. Figure 4-13(b) shows one possible feature set implementation of the DFC in Figure 4-13(a). The numbers on the arcs in the DFC indicate the number of dof determined by the mate. The mating features were chosen to locate parts with respect to each other and to absorb thermally induced size differences between parts. These features are formed during fabrication along with all the other features such as edges and surfaces. The holes were chosen for location and the slots to account for variation caused due to thermal expansion and shot peen growth accommodation. The mating features are joined with temporary bolts until permanent fasteners are installed. The final assembly is constructed by riveting through these features and knocking out the temporary fasteners, as slots were not allowed in the final assembly. The assembly sequence chosen was to construct the aft-skin, forward skin and splice stringer subassembly first and then assemble the resulting subassembly to the plus-chord.
4.4.5 Assembly sequence planning

Typically, for any assembly there can be a large number of feasible assembly sequences. De azio and Whitney (DeFazio, et al. 1987), Homem De Mello (Mello 1989), Bourjault (Bourjault 1984), have developed algorithms to generate assembly precedence relations based on the geometric reasoning and interference analysis. These precedence constraints were then used to generate a complete set of feasible assembly sequences. The complete set of assembly sequences is represented by an assembly sequence graph (DeFazio, et al. 1987). It is not clear from this assembly sequence graph which sequences will deliver all the KCs repeatedly, and evaluation of the complete set of assembly sequences is a time consuming task. We describe an approach to assist pruning the assembly sequence graph into a smaller manageable set of assembly sequences using the DFC. We call this set a family of assembly sequences.

4.4.5.1 Assembly precedence constraints

Traditionally, methods employed to generate all possible assembly sequences for a given assembly have treated all liaisons to be of the same type and have not made the distinction between “mates” and “contacts” as pointed out in Section 3. Generating all possible assembly sequences is done by representing all the geometric and mechanical assembly constraints as assembly precedence constraints. For example, the cut-set method (Baldwin 1989) generates all possible part combinations and tests the connectivity of the subgraph formed by a combination of parts or nodes in the liaison diagram. All connected subgraphs are possible subassemblies in this approach. We argue that not all possible subassemblies are desirable and emphasize the need to only consider the assembly sequences that generate the desirable ones. We define desirability of subassemblies in terms of the ability of the assembly process to deliver a dimensional tolerance on KCs. The following describes the procedure to identify desirable subassembly states using the DFC.

The design of a DFC involves the conscious decision of designing mates and contacts. As mentioned earlier, contacts do not define any dimensional relationships between parts and have to be established only after the mates that define the dimensional relationships are made. Using this argument, the following rule is imposed by the DFC:
Contact rule: *Only connected subgraphs in a DFC can form permissible subassemblies*

Subassemblies with only "contacts" between any two parts are not permitted because contacts do not contribute to a KC. This rule will thus generate additional assembly precedence constraints that eliminate subassemblies whose parts do not establish part of a DFC.

![Diagram of subassemblies](image)

**Figure 4-14: A candidate DFC for the upper skin assembly showing mates and contacts**

For example in the DFC shown above in Figure 4-14 for the horizontal stabilizer assembly, a subassembly consisting of plus chord and stringers is not permitted as there are no intended features on the plus chord that would mate with those on the stringers. The plus chord has only contacts with the stringers (shown as dashed lines in the figure).

If the location of a part is defined by more than one part in the assembly, all the defining elements should be present in the subassembly before the part can be assembled. This argument is defined in the following rule:

Constraint rule: *Subassemblies with incompletely located (under-constrained) parts are not permitted*

The constraint rule imposes the condition that the in-degree of all but one of the nodes in a subassembly must add up to six. The one exceptional node could represent either a base part or a
fixture, and has an in-degree equal to zero. This rule ensures that every subassembly has fully located parts.

Both these rules are translated by a computer program into assembly precedence constraints connecting liaisons with ordering operators. The precedence constraints take the following form; similar to the approach followed by DeFazio and Whitney (DeFazio, et al. 1987):

\[(i \& j) >= (k \& l) ;\]

The operator "\(>=\)" means "must precede or concur with". The above constraint is read as: liaison \(i\) and \(j\) must be completed before or concurrently with, completion of (both) liaisons \(k\) and \(l\) (but not necessarily before or concurrently with either liaison \(k\) or \(l\)).

![Diagram](image)

**Figure 4-15:** A candidate DFC for the upper skin assembly showing number of degrees of freedom constrained by the mates. Contacts shown as dashed lines

For example, for the DFC shown in Figure 4-15, the following subassemblies are not permitted:
Figure 4-16: Incompletely constrained subassemblies not permitted by the Constraint Rule for the DFC in Figure 4-15

Subassemblies in Figure 4-16(a) and (b) are incompletely constrained assemblies and hence are not permitted. Subassembly in Figure 4-16(c) is not permitted because it violates the properties of a DFC. A DFC can have only one root node with no incoming arcs that would form the base part or fixture for the assembly. The permissible sets of subassemblies are:

Figure 4-17: Fully defined subassemblies for the upper skin assembly permitted by the Constraint Rule for the DFC in Figure 4-15

There are thus two sets of assembly precedence constraints: Geometric precedence constraints and precedence constraints generated by the DFC. For a given assembly, each candidate DFC
design will generate a different set of precedence constraints. But the geometric precedence constraints remain the same for a given assembly unless there are major changes in mating features between parts. For the DFC shown in Figure 4-14, the precedence constraints imposed by the Contact and Constraint rules are shown in Figure 4-18: Note that the first three precedence constraints come from the Contact rule and the last two from the Constraint rule. \(2 = 4\) and \(4 = 2\) together signify that 2 and 4 have to be completed simultaneously.

### 4.4.5.2 Family of assembly sequences

The precedence constraints imposed by the DFC (by way of the contact and constraint rules) are applied in addition to the ones generated based on the geometric reasoning and interference analysis to generate a reduced set of assembly sequences. We call this set a DFC-family of assembly sequences for the given DFC. Assembly sequences in a family share some common properties since they satisfy the same locating scheme defined by the DFC. These properties, described in detail in section 4.5, are slightly different for type-1 and type-2 assemblies.

A typical assembly has a large number of assembly sequences and it is not practical to evaluate every possible assembly sequence. The DFC helps reduce the search space by creating families of assembly sequences that share common properties. As will be shown in the following sections, in type-1 assemblies a family forms an equivalence class of assembly sequences that will all have the same probability of delivering the KCs. In such cases only one sequence from the entire family need be evaluated. In type-2 assemblies, however, sequences within a family also need to be evaluated.
Figure 4-18: (a) complete set of assembly sequences (b) resulting family of sequences after applying constraints imposed by the DFC

The upper skin assembly shown in Figure 4-1 has 312 feasible assembly sequences, as shown in the assembly sequence graph in Figure 4-18(a). Every box in the graph represents a feasible assembly state and every path from the top to bottom of the graph represents a feasible assembly sequence (Baldwin, et al. 1991). At every level, one part is added or one process is performed on the assembly. After applying the constraints imposed by the DFC, the family consists of only 28 assembly sequences shown in Figure 4-18(b).

4.4.6 Modeling fixtures in assembly operations

Fixtures are an integral part of any assembly process. In automated type-1 assembly processes, they immobilize the base subassembly and present it to the part being assembled in the desired orientation. On the other hand, in type-2 assemblies fixtures define the location of one part with respect to another during assembly. Most assembly planning approaches in the past have modeled the assembly process strictly as adding parts and have not included fixtures in the modeling process.
Figure 4-19: Modeling multiple assembly station assembly processes using DFC

We model assembly processes for type-2 assemblies and type-1 assemblies involving fixtures as series of clusters of assembly operations. Each cluster has one fixture and one or more associated DFCs that control all the assembly operations performed at the fixture, as shown in Figure 4-19. By modeling this way, we avoid the problem of fixtures coming in and going away whenever there is re-fixturing. It allows us to represent the fixture as a part and it forms the node with zero in-degree (base node) that roots the DFC and starts the assembly process. Precedence constraints (both geometric and DFC imposed) and resulting assembly sequences are generated for each cluster. During a re-fixturing, we must be aware of datum shifts that occur when the subassembly is located differently in one cluster compared to another. The entire assembly process is thus modeled using a piece-wise continuous chain formed by tracing the DFCs through one cluster along the datum shift line and into the next cluster. This chain determines how the assembly process in multiple assembly stations delivers the KCs and is an input to tolerance analysis. For the horizontal stabilizer assembly under discussion, DFCs for multiple assembly stations are illustrated in Figure 4-9 and Figure 4-11. We have also employed this procedure to study KC
delivery on 777 fuselage assembly sections that spanned five assembly stations and two organizations suggesting that the procedure can be scaled up to address industrial strength problems. A detailed explanation of the analysis performed is beyond the scope of this thesis.

4.4.7 Summary of DFC properties

The properties of the DFC and the constraints it imposes on the assembly process can be used as a monitoring tool to verify the consistency of a design and choice of assembly procedures. The following table summarizes the design rules imposed by the DFC:
<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>:</td>
<td>No loops or cycles permitted in a DFC</td>
</tr>
<tr>
<td>:</td>
<td>DoFs constrained by all incoming arcs to any node should add up to six: unless designed freedom</td>
</tr>
<tr>
<td>:</td>
<td>Incoming DoFs to a node should cover all the six coordinates: (x, y, z, \theta_x, \theta_y, \theta_z)</td>
</tr>
<tr>
<td>:</td>
<td>DFC is a graph of mates only</td>
</tr>
<tr>
<td></td>
<td>In a DFC there is only one root node with only outgoing arcs. This node is either the fixture or a base part.</td>
</tr>
<tr>
<td></td>
<td>Avoid long chains</td>
</tr>
<tr>
<td></td>
<td>Avoid KC conflicts. When KCs conflict, they should be prioritized and higher priority should have mates with tighter tolerances</td>
</tr>
<tr>
<td></td>
<td>In type-1 assemblies, every part must have at least one mate with at least one other part in the assembly.</td>
</tr>
<tr>
<td></td>
<td>In type-2 assemblies, parts can have only contacts with other parts in the assembly. In such cases parts have mates with fixtures.</td>
</tr>
<tr>
<td></td>
<td>Subassemblies with only contacts between parts are not permitted.</td>
</tr>
<tr>
<td></td>
<td>Subassemblies with incompletely located parts are not permitted</td>
</tr>
<tr>
<td></td>
<td>If the assembly process is performed in multiple assembly stations, each assembly station has a associated DFC.</td>
</tr>
<tr>
<td></td>
<td>In assembly operations carried out in multiple assembly stations, guard against datum shifts.</td>
</tr>
</tbody>
</table>

Table 4-1: Design rules imposed by the DFC that can be used to verify designs

4.5 Evaluating alternate DFCs

A DFC highly constrains both assembly design and process. The design of mating features at part interfaces, tolerances on individual features and subassembly configurations are limited by which joints are mates and which ones are contacts in the DFC. The locating scheme, tolerance chains for the KCs, family of permissible assembly sequences and quality of resulting KCs are
also determined by the design of the DFC. Hence it is essential to develop analysis tools to
evaluate and compare alternate DFCs. Some of the analysis can be qualitative, as there is no such
ting thing as an optimal DFC or optimal assembly sequence. Different DFCs can be preferred under
different operating conditions. Some of these analysis tools will be described below:

4.5.1 Decomposition and subassembly analysis

The decomposition of the assembly into subassemblies and the design of the DFC is related, as
described in Section 4.4.3. The subassemblies deliver segments of KC chains and can be used as
indicators to monitor the status of KCs during the assembly process. The percentage error
contributed by individual subassemblies can be used for error budgeting and tolerance allocation
purposes. Some subassemblies are more desirable than others in making these observations. For
example, subassemblies where the status of the KCs is not predictable until the last few assembly
operations can be undesirable for this reason Since different DFCs will result in different
permissible sets of subassemblies, relative desirability of subassemblies can be used as a metric
to evaluate alternate DFCs.

4.5.2 Variation propagation analysis

An important metric used to choose between alternate designs and assembly sequences is the
variation associated with the final assembly KCs accumulated from individual part and fixture
variations, assembly errors, etc. The goodness of a locating scheme imposed by a DFC is
evaluated by performing variation propagation analysis on families of assembly sequences,
instead of individual assembly sequences. Since the designer defines explicitly the relationships
between different parts while constructing a DFC, the DFC has all the information needed to
perform any kind of variation propagation analysis. Traversing the DFC between the nodes
(parts) of interest can readily derive the tolerance chains for any KC. The DFC is an acyclic
graph and all the paths between any two nodes collectively define the tolerance chain between
the two nodes. Hence, there is a unique tolerance chain in the DFC for every KC. A graph
similar to the DFC can be constructed at a part level to determine all the datums within each
node (part) that this tolerance chain will pass through. The extent to which these nodes are
broken down into lower level graphs depends on the stage of the design process and level of
detail desired. Further down the design cycle as designs become more definite, tolerance chains
can be constructed to higher levels of detail.
4.5.2.1 Types of variation propagation problems in assemblies

We have identified four types of variation propagation problems that need to be addressed during assembly design and planning. The four classes of problems are defined as follows:

**Class 1: Analysis of final assembly configuration**: This is the most common type of variation propagation problem addressed by research efforts in the past and is usually applied to Type-1 assemblies. A typical approach includes constructing a CAD model of the assembly and representation of mating feature relationships between parts using a suitable data structure. The user then identifies a sum dimension, and a tolerance chain for the sum dimension is created either manually or automatically by a computer algorithm. Statistical analysis is then performed on this sum dimension, and the effect of variations in individual part dimensions on the final sum dimension is predicted. The issue here is to determine if the individual part tolerances are tight enough to meet final assembly tolerances. Typically assembly sequence and fixtures do not enter into this type of analysis.

**Class 2: Type-1 assemblability problem**: This is a problem that occurs at intermediate stages of assembly where interference due to accumulated variation leads to the failure of an assembly operation. Such problems are typically involved in type-1 assemblies. To predict such problems, at every assembly operation a closed loop chain is constructed that passes through coordinate frames on parts already assembled, the part being assembled, tooling used to grip the part being assembled and finally the fixture used to support parts already assembled. Fixtures and assembly sequence are an integral part of this type of analysis. The result is the ability to predict statistically the net lateral and angular error in the part/subassembly already in the assembly and the next part about to be added. As a result, the likelihood of successful assembly can be calculated.

**Class 3: Type-2 variation propagation problem**: In type-2 assemblies, it is possible to make in-process adjustments during assembly and hence re-define the distribution of variation. Here tolerance chains pass through fixtures that provide location for some or all parts of the assembly. The objective here is to develop a variation propagation algorithm that will determine the resulting variation distribution of assembly dimensions, given a set of variation
absorption sites. Another challenge is to design these variation absorption sites to control variation along only the directions of interest. Choice of the locating scheme and assembly sequence has a profound effect in these types of analyses.

**Class 4: Selective assembly problem:** This is a hybrid situation of type-1 and type-2 problems. Here during assembly a specific part (shim) may be selectively chosen from a bin of parts (shims) in order to absorb the effects of variation accumulated until that assembly operation. This can happen in both type-1 and type-2 assemblies and hence is a special case.

We call the first two classes of assembly problems passive assembly problems because the assembly process has no control over the resulting variation distribution of the assembly dimensions. However, this is not the case with type-2 and selective assembly problems and they are hence called active assembly problems. These problems are illustrated in Figure 4-20.

![Passive Assembly Diagram](image)

1. Type-1: Finished assembly configuration
2. Type-1: In process: Assemblability

![Active Assembly Diagram](image)

3. Type-2: Adjustable using fixtures
4. Hybrid: Adjustable using selective assembly

**Figure 4-20: Different types of variation propagation problems in assemblies (The double-headed arrow in each illustration is the DFC)**

Current variation propagation approaches are limited in scope and address only one or at most two of these problems at a time. As a part of this research we have developed algorithms that can
address the broad range of variation problems in assembly using a unified modeling approach. The development of the model is presented in Chapter 4 and the application of these algorithms to model variation propagation and control is presented in Chapter 5.

4.5.2.2 Assemblability analysis

In type-1 assemblies, all parts come to the assembly stations in their final form and the assembly process merely puts them together. Each new part contributes more variation to the assembly. A frequent problem is not being able to assemble a part due to interference caused by accumulated variation, especially in the case of automated assembly. For example, the interference could be caused due to limits imposed by part mating conditions: wedging and jamming (Nevins, et al. 1989). Hence an assemblability check needs to be performed at each assembly operation to determine the success or failure of an assembly operation.

At each assembly operation, a closed loop tolerance chain is completed that passes through the fixture locating the subassembly, the subassembly on the fixture, the part being assembled, the tool gripping the part being assembled and finally back to the fixture. This tolerance chain termed as an “in-process assemblability tolerance chain” can be derived directly by tracing the mates in the DFC. In addition there can be other parallel chains being completed by an assembly operation. In such cases, these other parallel chains establish contacts and hence can be seen in the liaison diagram and not the DFC. The contacts must have sufficient clearances to permit assembly after the mates have been established. Tolerance analysis using any standard tolerance analysis system can be performed on this assembly tolerance chain to determine if the assembly operation will fail or succeed. This problem is described in detail in (Whitney, et al. 1994).

By working with a family of sequences, we restrict our analysis to subassembly configurations that are defined by mates present in the controlling DFC. Each family of assembly sequences forms an equivalence class of sequences that share a common locating scheme. Hence, each assembly sequence in the family of assembly sequences builds different elements of the same in-process assemblability tolerance chain. If any one assembly sequence fails to perform an assembly operation all the assembly sequences in the family will also fail to perform that particular assembly operation. These sequences will however fail at different assembly stations
depending upon when the particular operation is performed. Hence it is not necessary to examine every assembly sequence in a family of assembly sequences. It is sufficient to analyze any one assembly sequence from the family and if this sequence fails to perform any particular assembly operation, the entire family of sequences can be rejected. On the other hand, if this sequence successfully completes all assembly operations, every sequence in the family of assembly sequences will also complete all assembly operations successfully. For a type-1 assembly, the state of the in-process assemblability tolerance chain at a particular assembly station is independent of the path taken to arrive at that assembly state. If all assembly operations are successful, all the KCs for the assembly will be delivered regardless of the assembly sequence.

4.5.2.3 Type-2 variation propagation analysis

In type-2 assemblies, there is freedom to consciously select at least some of the features that define mates and contacts. The contact features can be designed to selectively absorb variation along certain directions and propagate certain others (for example, slip planes, peg-slot joints, designed gaps, etc.) (Mantripragada, et al. 1997). The ability to make in-process adjustments in type-2 assemblies is due to the presence of mates that are completed by fixtures and contacts that allow for variation absorption in the assembly. The amount of variation tuned out and the directions along which the variation can be tuned out are determined by the type of the contact feature. Rigid body motion between parts based on in-process measurements is possible along selected directions. Variations accumulated in mates between two parts cannot be tuned out directly. However it may be possible to tune out their effects on final assembly dimensions when some contacts are established in downstream assembly operations.

Although we have stated above that mates carry dimensional transfer information between parts while contacts carry none, it is true in general that joints can carry dimensional information along some directions while carrying none along others. Thus joints, in general, can have some of the properties of both mates and contacts. To simplify matters and to permit us to study variation absorption, this thesis considers any absorption zone in a joint as a contact.

This simplification permits us to describe a way to definitively identify all the contacts in a liaison diagram by inspection, by comparing it to the DFC that lies on top of it. We assume that
the DFC, via mates to other parts or mates to fixtures definitively locates every part in the assembly (within the limits of variation). This can occur in two ways: 1) a single arc carrying 6 DOF points to the part; 2) two or more arcs whose DOF add to 6 point to the part. In case 2), these DFC arcs are members of an acyclic loop that coincides with a loop in the liaison diagram. Since all the members of this loop are mates, there are no contacts in this loop. In case 1), the single arc cannot be a contact because the part at the end will not, by definition, be definitively located. However, case 1) can include situations where the underlying liaison diagram contains a loop, of which one or more arcs will by definition not be elements of the DFC. These extra arcs are contacts (otherwise the parts they connect would be over-constrained since the existing mates’ DOF already add to 6). Therefore, contacts will be found exclusively in liaison diagram loops that do not correspond to DFC loops. Therefore, to identify where and when to absorb variation, one needs to identify and monitor, during an assembly sequence, the closure of specific, easily identified loops in the liaison diagram.

This concept is illustrated in Figure 4-21. As can be seen in the figure, all the parts have mates with the fixture and contacts between each other. The fixture forms four non-redundant loops with the parts. The contacts are shown as a dashed line in the DFC for illustration purposes.

Figure 4-21: (a) liaison diagram showing multiple loops in the assembly (b) DFC for the assembly; all contacts are shown as dashed lines

Variation propagation algorithms that can determine resulting variation distribution of KCs in the presence of in-process adjustments have been developed to evaluate different assembly
sequences (Mantripragada, et al. 1997, Mantripragada, et al. 1997). To simplify matters and to permit us to study variation absorption, these algorithms consider any absorption zone in a joint as a contact. This simplification permits us to describe a way to definitively identify all the contacts in a liaison diagram by inspection, by comparing it to the DFC that lies on top of it. Different assembly sequences will establish contacts at different stages of the assembly process and hence will have different resulting variation distributions. Thus for type-2 assemblies, the state of the tolerance chains at any assembly station is a function of the path taken to arrive at that station. We call this property of type-2 assemblies as path dependency.

4.5.3 Assembly sequence analysis

Evaluation of assembly sequences within a family resulting by applying DFC constraints can also be done using traditional evaluation methods. The most basic is inspecting different assembly states and transitions and interactively deleting the undesirable ones (Baldwin, et al. 1991). The editing could be based on conditions such as: deletion of moves where a particular set of liaisons are made, specification that a particular move must immediately precede another, subassemblies hard to assemble due to accessibility problems, etc. These editing techniques quickly reduce the number of sequences to a handful that can be subject to more detailed analysis.

4.6 Analysis of Boeing 777 Aircraft fuselage assembly

The theories of the DFC have been successfully implemented to model and study the assembly of Boeing 777 aircraft fuselage structures. DFCs were constructed from observing existing assembly practices, which is not the best application of a DFC. The desired application of a tool such as the DFC is to be able to foresee the effects of choosing different assembly procedures, indexing methods, explore different scenarios and rationally conclude with the design of a product and process that work. Since this was an existing assembly under production, it was not possible to take such an approach to analyzing this assembly.

Top-level airplane KCs were first identified and were progressively flowed down to sub-assemblies and individual parts. The DFC was used as the primary tool to capture this flowdown and represent explicitly the relationships that need to be established during assembly to deliver
the desired KCs. Several organizational boundaries and assembly stations within each organization were spanned by these DFCs for each KC. The exercise illustrated the fact that DFCs can also be used to capture functional supply chain relationships for assemblies and identify clearly the segments of each KC chain that each organization was responsible for. Two main aspects of these assemblies were critiqued using the DFC:

**The tooling and fixturing plans used to locate parts and subassemblies.** These plans were critiqued with respect to the KCs that the assembly had to deliver at different stages of the assembly process. The plans were evaluated to see if the dimensioning and locating schemes imposed were consistent with the datum relationships that need to be controlled for successful KC delivery.

**The assembly procedures at various assembly stations.** Assembly procedures were evaluated at various assembly stations at different supplier locations for consistency with the tooling plans. This involved identifying the mates and contacts in the assembly, the assembly sequence, monitoring how each part and sub-assembly was being located, datum shifts between assembly stations, and relations between part fabrication datums and assembly datums.
Figure 4-22: Cross-section of an airplane fuselage section showing the keel panel sub-assembly

Analysis performed on the keel panel sub-assembly that forms the lower portion of an aircraft fuselage section is used here as an example to illustrate the type of analysis performed. A cross-section of an airplane fuselage section is shown in Figure 4-22. Keel panel sub-assembly is marked on the figure.
Figure 4-23: Important datums on the keel panel

The keel panel assembly consists of six major parts that are of interest in studying the flowdown of the KCs. These are the skin panels, frames, breakrings, the keel chord, the cargo floor assembly and the side guide fittings. A schematic of the keel panel sub-assembly and the important datums associated with these parts are shown in Figure 4-23.

We now look at how datum relationships are achieved by the AS-IS assembly procedures employed to build the keel panel assembly using the DFC.
Figure 4-24: Datum flow chains for the keel panel assembly
(b) FAJ, KHI contd.

WL KC establisshed
Guide fittings KC established

(c) At Boeing CC320
All indexing done using the breakrings

**Figure 4-24(continued): Datum flow chains for the keel panel assembly**

Figure 4-24 shows the DFCs for the keel panel assembly process. Figure 4-24(a) shows the DFC for the assembly process performed at the assembly fixture (called the RAJ) at a supplier site.
Here the three skin panels are indexed off stringers 34L, 47L, and 34R respectively and riveted to each other. The amount of overlap between the skin panels is fixed by this first operation of the assembly process. The skin stringer assembly is then transferred to and re-indexed off the assembly fixture FAJ. As shown in Figure 4-24(b) the same indexes are used for location. At the FAJ, the keel chord, frames, breakings, side guide fittings and the cargo floor are assembled to the skin panel assembly. All of these parts are located with respect to the FAJ during assembly. Hence all the datums identified in the previous section of the report are defined relative to the FAJ at KHI. There are no measurements made between any two datums on the keel panel assembly (no part-to-part) measurements. A datum shift is observed in the indexing procedures between the FAJ at KHI and the FAJ at CC 320. As shown in Figure 4-24(b) and (c), the datum shift occurred from Stringers. 47L-49L at KHI to the breakings at CC 320.

Similar DFCs were constructed for every sub-assembly in the fuselage section. The DFC thus provided for a more complete tool to monitor the design and assembly process than any existing procedures at Boeing. Some of the terminology and methods of the DFC are currently being used at Boeing to diagnose and study assembly fit-up problems.

4.7 Summary

This chapter presented a top-down design approach to link logical design of assembly layouts with KC flowdown, assembly sequence and tolerance analyses and create assembly sketchers and analyzers capable of analyzing assembly processes before detailed geometry has been designed. Two types of assemblies were identified: Type-1 where the assembly process puts parts together at their pre-fabricated mating features and Type-2 where the assembly process can incorporate in-process adjustments to redistribute variation. The DFC permits layout designers to think through possible hierarchies of dimensional datums and then to design chains of these datums to control how parts are located with respect to each other. It is useful for selecting dimensional datum strategies and assembly processes that are best able to meet final assembly requirements. The DFC emphasizes the need to distinguish the joints that define dimensional constraint from the ones that are redundant location wise and merely provide support once the parts are located. This chapter described the role of the DFC in subassembly design, assembly modeling and planning. Algorithms to translate the hierarchy imposed by a DFC into assembly
precedence constraints were developed and presented in this chapter. These algorithms were used to generate families of assembly sequences that share the same locating scheme. This reduces the design space to a small set of workable assembly sequences that are consistent with part datuming scheme. In type-1 assemblies, since there are no in-process adjustments permitted during assembly, all sequences in a family have the same probability of delivering the key characteristics. However, in type-2 assemblies these sequences have different probabilities of success due to the ability to make in process adjustments during assembly. Four classes of variation problems were identified for these two types of assemblies. The DFC provides for a common environment to address a broad range of assembly planning issues for both types of assemblies.

The following chapters describe a common modeling framework to analyze the four classes of variation problems. These models enable the designer to consider the effect of different locating schemes and mating features while still at the conceptual stage. It is our intention to demonstrate the DFC idea in a CAD environment. For this purpose, a DFC editor is being created to interactively define DFCs, visualize them on the computer screen, and connect them to required analyses such as tolerance buildup and assembly sequencing. Chapter 6 describes the structure of the proposed assembly oriented design framework and describes some of the software tools developed in detail.
"As far as the laws of mathematics refer to reality, they are not certain, and as far as they are certain, they do not refer to reality."
- Albert Einstein

5.

State Transition Models

5.1 Overview

This chapter presents a new approach to model the propagation and control of variation in different kinds of assemblies. The method enables the designer to consider the effect of different locating schemes and assembly sequences on the final assembly quality while still at the conceptual stage. The four classes of variation problems described in Section 3.6.2 are addressed using this common approach. Sections 5.2 through 5.5 introduce the Discrete Event State Transition Models for modeling type-1 and type-2 assembly processes and describe the underlying mathematical derivations. Section 5.6 summarizes the modeling approach and presents directions for future research.

5.2 Modeling Type-1 assemblies

Most complex assemblies consist of many individual sub-assemblies and parts made by different suppliers at different locations. Variations are inherent to any manufacturing and assembly process and cause small deviations in parts from nominal geometry. These deviations propagate and accumulate as parts are assembled and can quickly drive assembly dimensions out of
specification. Modeling the assembly process and identifying all the elements contributing to errors is a pre-requisite to performing any kind of variation propagation analysis on assemblies.

If we describe the total variation accumulated in an assembly along a KC chain by the position and orientation of a frame (the last coordinate frame so far) in space, the resulting error distribution is represented by two probability density ellipsoids (one for translational errors and one for rotational errors, assuming normal distribution of the contributing errors, (Whitney, et al. 1994)) with highest density at the nominal position of the frame. We shall call these ellipsoids variation ellipsoids.

In type-1 assemblies, if these ellipsoids are too large, it may be difficult or even impossible to assemble the parts. We define assemblability as a measure to quantify the probability of successfully assembling a part to the rest of the assembly at any stage of the assembly process. This probability is determined by the size of these ellipsoids and the conditions imposed by part mating theory(Whitney 1982), (Whitney, et al. 1994).

The state transition model described below permits us to:

Develop a tri-variate normal density function for the location of the $N^{th}$ coordinate frame at the end of the KC chain

Describe the location, orientation and axes lengths of the two probability density ellipsoids: one for linear or translation errors and other for rotational or angular errors at the $N^{th}$ frame.

5.3 State model of Type-1 assembly process

The state of an assembly at any assembly station is described by a $6 \times 1$ vector $\tilde{X}(k)$. $\tilde{X}(k)$ describes the total deviation in the position and orientation of a coordinate frame on a mating feature on the $k^{th}$ part along a KC chain, measured from its nominal or zero mean location, expressed in the coordinate frame of the part at the base of the chain. These errors are assumed small compared to the size of the parts in the assembly. $\tilde{X}(k)$ is given as follows:
\[ \tilde{X}(k) = \begin{bmatrix} dp_k \\ d\theta_k \end{bmatrix} = \begin{bmatrix} dp_k^z \\ dp_k^y \\ dp_k^z \\ d\theta_k^z \\ d\theta_k^z \\ d\theta_k^z \end{bmatrix} \]

where \( dp_k \) is the first order differential error in the Cartesian position of the \( k^{th} \) frame and \( d\theta_k \) the corresponding error in orientation.

If we define
\( \tilde{w}(k) \): \( 6 \times 1 \) vector describing the variation associated with the part being assembled at the \( k^{th} \) assembly station, expressed in local part coordinates
\( \tilde{X}(k+1) \): \( 6 \times 1 \) vector describing the total variation accumulated after the \( k^{th} \) assembly station, defined and measured in the base coordinate frame for the KC chain. This becomes the input to the \( (k+1)^{th} \) assembly station

then, we will show that the state transition equation for the assembly process can be written as:

\[ \tilde{X}(k+1) = A(k)\tilde{X}(k) + F(k) \tilde{w}(k) \quad (5-1) \]

where

\( A(k) \): Identity matrix

\( F(k) \): \( 6 \times 6 \) matrix that transforms the variation associated with the incoming part at the \( k^{th} \) assembly station from part \( k \)'s coordinate frame to the base coordinate frame of the KC chain.

The propagation of variation in 3-D space is treated as propagation of errors during transformations of Cartesian frames. Cartesian frames are attached to mating features on every part. There exist six degrees of freedom for dimensional transformations of frames or their small errors. The model assumes that parts are assembled by joining mating features to each other [DeFazio, 1990 #60]. The relative positions of these features within each part and between
assembled parts are described using 4x4 homogeneous transforms. The net tolerances between the features are described by multiplying the nominal transforms by adjustment transforms, whose calculations can be found in (Whitney, et al. 1994). As parts are added to the assembly, the position and orientation of the last part is calculated by multiplying all of these adjusted transforms together. The chain passing through these mating features is the KC chain and is determined by the DFC. The actual situation compared with the nominal is illustrated in Figure 5-1.

![Diagram showing deviation of a frame from nominal expressed in base coordinate frame is defined as state of the system](image)

**Figure 5-1:** Example build up of parts under influence of variation. The shaded lines indicate nominal and solid lines indicate true location of the parts. The deviation of the coordinate frame on a mating feature on the kth part from nominal location expressed in base coordinate frame is the state of the system $\tilde{X}(k)$
A statistical statement of the last part's location is calculated using a closed-form algorithm described below. Most of the calculations are based on the work of (Veitschegger, et al. 1986) in the domain of robot uncertainty prediction. Their work uses the common method of 4x4 homogeneous transformation matrices to represent the relative location of robot joints, and uses the variant transforms to predict the effect of individual joint and link errors on the position and orientation of the end point. (Veitschegger, et al. 1986) showed that the differential translation vector \( dp_N \) and the differential rotation vector \( d\theta_N \) associated with the position of the \( N \)th frame defined with respect to base coordinates, can be computed as follows:

\[
\begin{align*}
    dp_N &= \sum_{i=1}^{N} [R_{i-1}dp_i + p_{i-1} \times \{R_{i-1}d\theta_i\}] \\
    d\theta_N &= \sum_{i=1}^{N} R_{i-1}d\theta_i
\end{align*}
\]  

(5-2)

where \( R_{i-1} \) is a 3x3 rotation matrix and \( p_{i-1} \) is a 3x1 translation vector, both obtained from the \( A_{i-1} \) transform defined as the transformation between \( i-1 \) and \( i \)'th frame as follows:

\[
\begin{align*}
    [A_i] &= [A_i]_{trans}[A_i]_{rot} \\
    [A_i]_{rot} &= [A_i]_{rotx}[A_i]_{roty}[A_i]_{rotz}
\end{align*}
\]

where

\[
\begin{align*}
    [A_i]_{trans} &= \begin{bmatrix} 1 & 0 & 0 & X_i \\
                                      0 & 1 & 0 & Y_i \\
                                      0 & 0 & 1 & Z_i \\
                                      0 & 0 & 0 & 1 \end{bmatrix} \\
    [A_i]_{rot} &= \begin{bmatrix} 1 & 0 & 0 & 0 \\
                                      0 & \cos \theta_u & -\sin \theta_u & 0 \\
                                      0 & \sin \theta_u & \cos \theta_u & 0 \\
                                      0 & 0 & 0 & 1 \end{bmatrix} \\
    [A_i]_{rotx} &= \begin{bmatrix} \cos \theta_u & 0 & \sin \theta_u & 0 \\
                                      0 & 1 & 0 & 0 \\
                                      -\sin \theta_u & 0 & \cos \theta_u & 0 \\
                                      0 & 0 & 0 & 1 \end{bmatrix} \\
    [A_i]_{roty} &= \begin{bmatrix} \cos \theta_u & -\sin \theta_u & 0 & 0 \\
                                      \sin \theta_u & \cos \theta_u & 0 & 0 \\
                                      0 & 0 & 1 & 0 \\
                                      0 & 0 & 0 & 1 \end{bmatrix}
\end{align*}
\]

(5-3)

and the general form of \( A_i \) is given as:
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\[ A_t = \begin{bmatrix} R_t & p_t \\ 0 & 1 \end{bmatrix} \]

The \( dP_N \) and \( d\theta_N \) vectors can be represented in the following matrix form:

\[
\bar{X}(N) = \begin{bmatrix} \dot{dP}_N \\ \dot{d\theta}_N \end{bmatrix} = \begin{bmatrix} W_1 \\ 0 \end{bmatrix} \Delta X + \begin{bmatrix} W_2 \\ 0 \end{bmatrix} \Delta Y + \begin{bmatrix} W_3 \\ 0 \end{bmatrix} \Delta Z + \begin{bmatrix} W_{10} \\ W_5 \end{bmatrix} \Delta \theta_x + \begin{bmatrix} W_{11} \\ W_7 \end{bmatrix} \Delta \theta_y + \begin{bmatrix} W_{12} \\ W_9 \end{bmatrix} \Delta \theta_z
\] (5-4)

where \( \Delta X = [\Delta X_1, \Delta X_2, \ldots, \Delta X_N]^T \), \( \Delta \theta_z = [\Delta \theta_{z1}, \Delta \theta_{z2}, \ldots, \Delta \theta_{zN}]^T \) are \( N \times 1 \) vectors of designer specified tolerances.

Equation (5-4) can be rewritten as:

\[
\begin{bmatrix} \dot{dP}_k^x \\ \dot{dP}_k^y \\ \dot{dP}_k^z \\ \dot{d\theta}_k^y \\ \dot{d\theta}_k^z \end{bmatrix} = \begin{bmatrix} W_{(1,1),1} & W_{(1,1),2} & \cdots & W_{(1,1),k} \\ W_{(1,2),1} & W_{(1,2),2} & \cdots & W_{(1,2),k} \\ W_{(1,3),1} & W_{(1,3),2} & \cdots & W_{(1,3),k} \\ 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & 0 & 0 & \cdots & 0 \end{bmatrix} \begin{bmatrix} \Delta X_1 \\ \Delta X_2 \\ \Delta X_k \\ \Delta \theta_{z1} \\ \Delta \theta_{z2} \\ \Delta \theta_{zN} \end{bmatrix}
\] (5-5)

where

\[ W_{li} \ (3 \times 1 \ \text{vector}) = \begin{bmatrix} W_{(1,1),i} \\ W_{(1,2),i} \\ W_{(1,3),i} \end{bmatrix} \] and similarly the rest of the \( W \) vectors are defined in (Jastrzebski 1991),

Equation (5-5) can be rewritten as:
\[
\begin{bmatrix}
    dp_k^x \\
    dp_k^y \\
    dp_k^z \\
    d\theta_k^x \\
    d\theta_k^y \\
    d\theta_k^z
\end{bmatrix} = \begin{bmatrix}
    dp_{k-1}^x \\
    dp_{k-1}^y \\
    dp_{k-1}^z \\
    d\theta_{k-1}^x \\
    d\theta_{k-1}^y \\
    d\theta_{k-1}^z
\end{bmatrix} + \begin{bmatrix}
    W_{(1,1),k} & W_{(2,1),k} & W_{(3,1),k} & W_{(10,1),k} & W_{(11,1),k} & W_{(12,1),k} \\
    W_{(1,2),k} & W_{(2,2),k} & W_{(3,2),k} & W_{(10,2),k} & W_{(11,2),k} & W_{(12,2),k} \\
    W_{(1,3),k} & W_{(2,3),k} & W_{(3,3),k} & W_{(10,3),k} & W_{(11,3),k} & W_{(12,3),k} \\
    0 & 0 & 0 & W_{(5,1),k} & W_{(7,1),k} & W_{(9,1),k} \\
    0 & 0 & 0 & W_{(5,2),k} & W_{(7,2),k} & W_{(9,2),k} \\
    0 & 0 & 0 & W_{(5,3),k} & W_{(7,3),k} & W_{(9,3),k}
\end{bmatrix} \begin{bmatrix}
    \Delta X_k \\
    \Delta Y_k \\
    \Delta Z_k \\
    \Delta \theta_{sk} \\
    \Delta \theta_{y,k} \\
    \Delta \theta_{z,k}
\end{bmatrix}
\]

(5-6)

Equation (5-6) relates the total accumulated variation after \( k \) frames with the total variation accumulated after \((k-1)\) frames and the variation associated with the \( k^{th} \) frame. Notice that both linear and angular errors influence final position error but only angular error affect the \( d\theta_k \) vector. Comparing equation (5-6) with (5-1), we have

\[
A(k) = I, \quad F(k) = \begin{bmatrix}
    W_{(1,1),k} & W_{(2,1),k} & W_{(3,1),k} & W_{(10,1),k} & W_{(11,1),k} & W_{(12,1),k} \\
    W_{(1,2),k} & W_{(2,2),k} & W_{(3,2),k} & W_{(10,2),k} & W_{(11,2),k} & W_{(12,2),k} \\
    W_{(1,3),k} & W_{(2,3),k} & W_{(3,3),k} & W_{(10,3),k} & W_{(11,3),k} & W_{(12,3),k} \\
    0 & 0 & 0 & W_{(5,1),k} & W_{(7,1),k} & W_{(9,1),k} \\
    0 & 0 & 0 & W_{(5,2),k} & W_{(7,2),k} & W_{(9,2),k} \\
    0 & 0 & 0 & W_{(5,3),k} & W_{(7,3),k} & W_{(9,3),k}
\end{bmatrix}
\]

The above derivation is a special case where the KC chain grows monotonically only in one direction during assembly.

For a sequence of assembly operations in type-1 assemblies, Equation (5-6) can be schematically represented as follows in Figure 5-2:
Figure 5-2: State transition model of a type-1 assembly

Hence the assembly process can be described as a linear discrete event process, where the state of the system is defined by the $6 \times 1$ error vector $\tilde{X}(k)$. The index $k$ indicates the $k^{th}$ assembled part along the KC chain. The chain is defined by the locating scheme imposed by the DFC for the assembly. The DFC also defines the constituents of the matrix $F(k)$, as this matrix defines how the $k^{th}$ part is located with respect to the coordinate frame on the base part. $\tilde{w}(k)$ defines the variation associated with the mating features on the $k^{th}$ part. These variabilities are associated with the fabrication of the part and are represented as designer specified tolerance ranges on the size and location of mating features with respect to the part’s local coordinate frame.

Typically, a KC is a linear and/or angular dimension, and hence variation associated with a KC is a subset of $\tilde{X}(k)$. If we define $\tilde{y}(k)$ as the $r \times 1$ ($r \leq 6$) output vector defining the resulting variation associated with a KC, then the output equation can be written as:

$$\tilde{y}(k) = C(k)\tilde{X}(k)$$

where $C(k)$ is a $r \times 6$ output matrix of 1s and 0s, defining the values that we are interested in, for a particular KC.
Hence, from the above discussion, for a type-1 assembly process modeled as a discrete event linear time varying system, the state and output equation can be written as:

\[
\begin{align*}
\tilde{X}(k+1) &= A(k)\tilde{X}(k) + F(k)\tilde{w}(k) \\
\tilde{y}(k) &= C(k)\tilde{X}(k)
\end{align*}
\]  
(5-7)

On the basis of the assumption that the error distributions \( \tilde{w}(k) \)s are normally distributed random variables, the differential translation vector and the differential rotation vector after \( N \) parts have been added is a trivariate normal density functions with the following form, ref. (Veitschegger, et al. 1986)

\[
\begin{align*}
f(dp_N) &= \frac{1}{(2\pi)^{3/2}|V_p|^{1/2}} \exp\left\{-0.5\left[(dp_N)^T V_p^{-1}(dp_N)\right]\right\} \\
f(d\theta_N) &= \frac{1}{(2\pi)^{3/2}|V_\theta|^{1/2}} \exp\left\{-0.5\left[(d\theta_N)^T V_\theta^{-1}(d\theta_N)\right]\right\}
\end{align*}
\]  
(5-8)

where \( V_p, V_\theta \) are 3\( \times \)3 covariance matrices of the \( dp_N \) translational vector and \( d\theta_N \) rotational vector. These two probability density functions will give three dimensional error envelopes for translational and rotational errors of the final frame location.

### 5.4 Modeling Type-2 assemblies

Almost all the work in modeling variation in assemblies has concentrated on what we call type-1 assemblies. Different types of tolerance propagation algorithms, assembly sequence algorithms, assembly planning approaches, etc. have been proposed and developed for type-1 kind of assemblies and have been generalized to be applicable to all kinds of assemblies. However, we claim that type-2 assemblies are inherently different from type-1 assemblies and have to be modeled separately. Not much attention has been given in the past to model type-2 kind of assemblies. Hu et al have modeled different kind of joint configurations and their variation characteristics in sheet metal assemblies (Liu, et al. 1996).
As described in Chapter 5, contacts can be used as potential variation absorption sites in type-2 assemblies. To study the propagation of variation in the presence of such absorption sites, we need include the effect of adjustments in our state model. Variation absorption sites are modeled as control inputs that can be chosen in response to the variation distribution of the parts involved. The following section describes the derivation of a model to study variation propagation in type-2 assemblies.

5.5 State model of Type-2 assembly process

The assembly sequence of type-2 assemblies can be modeled in a manner similar to that for type-1 assemblies except for the fact that it is possible to control the process using feedback controllers. At assembly stations where a contact is established, the absorption zone of the contact can be used to tune out some of the variation accumulated so far along a KC chain. This would amount to reducing the size of the variation ellipsoids along the directions that the contact can influence. We define the $6 \times 1$ vector describing the absorption zone of the contact feature as the assembly control input, $\tilde{U}(k)$. A zero element in this vector would indicate the inability of the contact to affect the variation along the direction represented by the element. $\tilde{U}(k)$ is a property of the assembly feature at the contact. Hence, in general, only a subset of the accumulated error may be affected by a single contact.

If we describe the amount of variation that can be absorbed out by a contact feature as a region in space, the absorption zone can be represented by a $6 \times 1$ vector. This is illustrated by the following example.
Figure 5-3: (a) A simple slip plane type contact feature (b) variation absorption zone and (c) its corresponding \( \tilde{U} \) vector

Figure 5-3 shows a simple slip plane type contact feature and its absorption zone. This feature can absorb translational errors along the \( x \) axis and rotational errors about the \( z \) axis. The absorption zone defined in the parametric space is shown in Figure 5-3(b). The analytical solution is based on the independence of the variates while the model of reality involves obvious dependencies. As shown in (Whitney, et al. 1994), the idea is to approximate the parameter space with an ellipse generated by assuming un-correlated variates. An optimization was performed to modify the parameter ranges for the ellipse to best approximate the diamond. \( f_{\text{opt}} \) is the optimization factor that results from this optimization. Details of the optimization can be found in (Whitney, et al. 1994). The \( 6 \times 1 \) vector representing the absorption zone is shown in Figure 5-3 (c).

The state transition equation for type-2 assemblies can thus be written as:

\[
\begin{align*}
\ddot{X}(k+1) &= A(k)\dddot{X}(k) + B(k)\ddot{U}(k) + F(k)\dddot{w}(k) \\
\ddot{y}(k) &= C(k)\dddot{X}(k)
\end{align*}
\]  

(5-9)

The assembly operation is a two stage process: a variation accumulation stage and a variation absorption stage as shown in Figure 5-4. In assembly operations that do not close any loop during assembly (do not establish any contacts), the control term \( (B(k)\ddot{U}(k)) \) disappears and the
above equation reduces to the type-1 state equation described earlier. \( B(k) \) transforms \( \tilde{U}(k) \) (the vector describing the adjustable zone for the contact) from the coordinates of part \( k \) to the base coordinates for the KC chain. The elements of \( B(k) \) are determined by the DFC.

Figure 5-4: State transition model for type-2 assemblies at assembly stations where contacts are established and adjustment is possible

5.6 Summary

This chapter re-emphasized the need for differentiating between two fundamentally different types of assemblies and further developed the idea of Datum Flow Chain to design assemblies. Discrete event state space models were developed to model these two types of assemblies. It was shown that the assembly process could be represented as a linear time varying system. Variation in type-1 assemblies is determined by the variation contributed by each of its constituting parts. However, in type-2 assemblies, the assembly process can dictate the final variation distribution. In type-2 assemblies, there is freedom to select assembly features to suit assembly needs, and
feature design is an integral part of assembly design and planning. The state transition model forms a unified framework to analyze the four types of variation propagation problems.

The state space representation of a mechanical assembly process allows for applying control systems theory concepts to designing assemblies. Concepts of controllability can be explored to determine the ability of the locating scheme determined by a DFC to observe and control variation in a mechanical assembly. These concepts prove useful to answer questions about when and where to take measurements during an assembly process and if the variation in an assembly is controllable. The modeling environment allows for control theory concepts to be exploited to design optimal controllers to regulate the assembly process disturbed by variation modeled as random noise. These concepts are described in the next chapter.
"Find the simplest possible example that will illustrate the thing you want to illustrate. With time instead of adding complexity, add insights"

- Daniel Whitney

6.

Variation Propagation and Control

6.1 Overview

This chapter presents algorithms to propagate and control variation in mechanical assemblies using the State Transition Model approach introduced in chapter 5. It exploits the modeling environment and uses concepts from control theory to model variation propagation and control during assembly. The assembly process is modeled as a multi-stage linear dynamic system. Section 6.2 describes the modeling of variation propagation in type-1 assemblies. Algorithms developed to model the propagation of variation in the presence of adjustments in type-2 assemblies are described in section 6.3. Section 6.4 describes the use of control theory principles to develop a scientific approach to designing interfaces between parts in response to manufacturing and measurement errors.
6.2 Modeling variation propagation in Type-1 assemblies

It was shown in chapter 5 that variation propagation along a tolerance chain can be expressed using a state transition equation of the form:

\[
\tilde{X}(k + 1) = A(k) \tilde{X}(k) + F(k) \tilde{w}(k) \\
\tilde{y}(k) = C(k) \tilde{X}(k)
\]  

(6-1)

where the state of the system is defined by the $6 \times 1$ error vector $\tilde{X}(k)$. The index $k$ indicates the $k^{th}$ assembled part along the chain. The other terms in the equation are defined as follows:

- $\tilde{w}(k)$: $6 \times 1$ vector describing the variation associated with the part being assembled at the $k^{th}$ assembly station, expressed in local part coordinates
- $\tilde{X}(k + 1)$: $6 \times 1$ vector describing the total variation accumulated after the $k^{th}$ assembly station, defined and measured in the base coordinate frame for the KC chain. This becomes the input to the $(k+1)^{th}$ assembly station
- $\tilde{U}(k)$: $6 \times 1$ vector describing the absorption zone of the contact feature as the assembly control input,

and

- $A(k)$: Identity matrix
- $F(k)$: $6 \times 6$ matrix that transforms the variation associated with the incoming part at the $k^{th}$ assembly station from part $k$'s coordinate frame to the base coordinate frame of the KC chain.
- $B(k)$: $6 \times 6$ matrix that transforms $\tilde{U}(k)$ from the coordinates of part $k$ to the base coordinates for the KC chain.

The assembly sequence of type-1 assemblies is modeled as a multi-stage linear dynamic system driven by a Gauss-Markov random sequence, as shown in Figure 6-1. The density function $Pr[\tilde{X}(k)]$ describing the variation in $\tilde{X}(k)$ is therefore completely defined by giving two
deterministic sequences, the mean state vector $\bar{X}(k) = E[X(k)]$ and the state covariance matrix

$$P(k) = E\left[ (X(k) - \bar{X}(k)) (X(k) - \bar{X}(k))^T \right]$$

Figure 6-1: A discrete multi stage system representing a type-1 assembly process

\(\tilde{w}(k), k = 0,1,2,\ldots,N\), is defined as a sequence of mutually un-correlated, zero-mean, vector valued stochastic vectors (n-vector) with the following properties:

\[
E[\tilde{w}(k)] = 0,
\]

\[
E[\tilde{w}(k)\tilde{w}^T(l)] = \begin{cases} V(k), & k = l \\ 0, & k \neq l \end{cases}
\]

\[
E[\bar{X}(0)] = \bar{X}(0),
\]

\[
E\left[ (\bar{X}(0) - \bar{X}(0)) (\bar{X}(0) - \bar{X}(0))^T \right] = P(0),
\]

\[
E\left[ (\bar{X}(0) - \bar{X}(0)) (\tilde{w}(0) - \bar{w}(0))^T \right] = 0.
\]

(6-2)

\(\tilde{w}(k)\) is described as Gaussian discrete-time white noise process. A block diagram representation of the same is shown in Figure 6-2.

Figure 6-2: Block diagram representation of type-1 assembly operation described as a Gauss Markov sequence driven by white noise
The initial state is Gaussian with mean value $\bar{X}(0)$ and covariance $P(0)$. The relations to determine $\bar{X}(k)$ and $P(k)$ can be determined readily by taking expected value of (1) as follows (Bryson, et al. 1975):

$$\bar{X}(k+1) = A(k)\bar{X}(k) + F(k)\bar{w}(k), \quad \bar{X}(0) \text{ given, } \bar{w}(k) = 0$$

(6-3)

Subtracting (6-2) from (1) and multiplying by its transpose and then taking expected value of both sides yields:

$$P(k+1) = A(k)P(k)A^T(k) + F(k)V(k)F^T(k), \quad P(0) \text{ and } V(k) \text{ given,}$$

(6-4)

(6-3) and (6-4) are linear difference equations for the mean value vector and covariance matrix. They are not coupled and, hence the sequences $\bar{X}(k)$ and $P(k)$ may be calculated separately. They completely specify the evolution of the density function $\Pr[\bar{X}(k)]$. Each new part added to the assembly adds more uncertainty to the system (modeled as $\bar{w}(k)$). Pictorially, the one dimensional case can be visualized as follows in Figure 6-3:
Figure 6-3: Evolution of probability density of a state variable in type-1 assemblies after k assembly operations

$P(N)$ computed at the end of N assembly operation yields the covariance matrix for a particular KC chain at the end of the assembly process. $P(N)$ is of the form $P(N) = \begin{bmatrix} V_p & 0 \\ 0 & V_\theta \end{bmatrix}$ where $V_p, V_\theta$ are $3 \times 3$ covariance matrices of the translation and rotation vector associated with the $N^{th}$ frame. A non zero mean for $\tilde{\omega}(k)$ indicates that there is some mean shift in addition to statistical variation associated with part k.

6.2.1 Example study

The state transition model was applied to an example assembly from (Nevins, et al. 1989) and results were compared with the tolerance analysis algorithm developed by Whitney et al (Whitney, et al. 1994). The problem analyzed is of class 2 as described in chapter 4. The model reproduced the results obtained by Whitney et al, thus validating the application of state transition models to study propagation of variation in assemblies.

Two assembly sequences were compared for the assembly shown in Figure 6-4. The parts in question belong to a real product that could not be assembled with acceptable probability using
the most convenient assembly sequence. The assembly is illustrated on page 220 of (Nevins, et al. 1989) and a complete tolerance analysis using Gilbert’s approach can be found in (Gilbert 1992).

Figure 6-4 shows the assembly under study and all the constituent parts with their tolerance assignments. The assembly sequence and controlling DFC that were analyzed for probability of assembly failure when adding impeller (part D) is shown in Figure 6-5(a) and (b) respectively. The planned sequence fixtures the assembly on the bottom of Part B. But in fact part B’s bottom surface is not reliably perpendicular to the axis due to loose tolerances, so the shaft (part C) tilts and the impeller could strike it during assembly. This is a real case, and redesign to improve part tolerances was not permitted. Figure(c) shows the resulting error ellipses for position error, which is the limiting factor for this assembly operation.

**Figure 6-4: Example assembly showing individual parts and their tolerance assignments**

(Gilbert 1992)

An improved DFC and resulting assembly sequence are shown in Figure 6-6. This sequence transfers the B-C subassembly to a new fixture that holds the shaft by its much better tolerated end. This sequence worked because the B-C subassembly’s angular error in fixture #2 is not large
enough to prevent the shaft from mating to it. The associated error ellipse for this DFC indicates success almost all the time. The sequence in Figure 6-6 was eventually used for assembly.

Figure 6-5: (a) planned assembly sequence (b) controlling DFC (c) Result of variation propagation analysis; assembly is predicted to fail 4% of the time
Figure 6-6: (a) Assembly sequence resulting from an improved DFC employing two fixtures (b) the improved DFC (c) assembly is predicted to fail only 0.001% of the time

6.3 Modeling variation propagation in Type-2 assemblies

The idea of using contacts as variation absorption zones to tune out some variation in the assembly process makes the type-2 assembly process an active process. We define the $6 \times 1$ vector describing the absorption zone of the contact feature as the assembly control input, $\tilde{U}(k)$ (Mantripragada, et al. 1997). A zero element in this vector would indicate the inability of the contact to affect the variation along the direction represented by the element. $\tilde{U}(k)$ is the property of the assembly feature at the contact. The following derives an error propagation algorithm incorporating in-process adjustment capability. For a given set of contact features, i.e. a given set of $\tilde{U}(k)$ vectors, this algorithm will determine the resulting variation distribution after assembly. The following variation propagation algorithm is applied every time the assembly process establishes a contact.
6.3.1 Variation propagation in the presence of adjustments

We describe the type-2 assembly process as a multistage linear discrete-time regulation problem whereby we want to keep the state of the system close to the origin, shown in Figure 6-7. It is represented using the following linear model:

\[
\ddot{X}(k+1) = A(k)\ddot{X}(k) + B(k)\ddot{U}(k) + F(k) \ddot{w}(k)
\]  

Figure 6-7: A discrete multi stage system representing a type-2 assembly process

The following derives an error propagation algorithm incorporating in-process adjustment capability. It is an extension of the work done by Soyucali and Otto (Soyucali, et al. 1997) in modeling the effect of tuning variables (that represent factory floor manufacturing adjustments) to minimize variability of product performance. Let \( \sigma_{pre} \) be the standard deviation of the variation associated with a variable before any tuning adjustment is made. This is the variation that we wish to adjust out. For the sake of simplicity, the following derivation is performed for one random variable only. The procedure can however be generalized to a vector of random variables (such as \( \ddot{X}(k) \)). \( U_x \) defines the total range of adjustment that a contact feature can accommodate along the direction of the variable (defined in the local coordinate frame of the part) and \( t_x \) defines this range transformed to the base coordinate frame for the KC. Note that, in general, not all of the accumulated error can be tuned out at any individual assembly station.
Figure 6-8: (a) Pdf before tuning. Shown shaded is the range of output that can be tuned out (b) Resulting prob. density function after tuning

The pdf for the random variable $x$, (assuming Gaussian) is given as:

$$pdf(x) = \frac{1}{\sqrt{2\pi}\sigma_{pre}} e^{-\frac{(x-t)^2}{2\sigma_{pre}^2}} \tag{6-6}$$

$t_{s}$ is the range of output adjustment for this random variable $x$. The shaded region shown in Figure 6-8 (a) will be tuned out after the adjustment process. The new distribution of the variation after the adjustment is shown in Figure 6-8 (b), with a delta function at zero.

The new pdf is given as follows:

$$pdf(x) = \begin{cases} 
\frac{1}{\sqrt{2\pi}\sigma_{pre}} e^{-\frac{(x-t)^2}{2\sigma_{pre}^2}}, & x < 0 \\
\text{erf} \left( \frac{t_{s}\sqrt{2}}{2\sigma_{pre}} \right) \delta(x), & 0 \leq x \leq 0 \\
\frac{1}{\sqrt{2\pi}\sigma_{pre}} e^{-\frac{(x+t)^2}{2\sigma_{pre}^2}}, & x > 0 
\end{cases}$$
The variance of this new distribution after adjustment is given as (Soyucali, et al. 1997)

\[
\sigma_{post}^2 = \frac{1}{\sqrt{2\pi} \sigma_{pre}} \int_{-\infty}^{0} x^2 e^{-\frac{(x-t)}{2\sigma_{pre}^2}} dx + \frac{1}{\sqrt{2\pi} \sigma_{pre}} \int_{0}^{\infty} x^2 e^{-\frac{(x+t)}{2\sigma_{pre}^2}} dx
\]

\[
\sigma_{post}^2 = \left(t_x^2 + \sigma_{pre}^2\right) \left[1 - \text{erf}\left(\frac{t_x}{\sqrt{2}\sigma_{pre}}\right)\right] \frac{2}{\sqrt{\pi}} \sigma_{pre} t_x e^{-\frac{t_x^2}{2\sigma_{pre}^2}}
\]

As seen above the distribution resulting after tuning adjustments is not normal. The 3 sigma probability for this distribution is given as follows:

\[
P(-3\sigma < x < 3\sigma) = 1 - \left\{ \int_{-\infty}^{-3\sigma} \frac{1}{\sqrt{2\pi} \sigma_{pre}} e^{-\frac{(x-t)}{2\sigma_{pre}^2}} dx + \int_{3\sigma}^{\infty} \frac{1}{\sqrt{2\pi} \sigma_{pre}} e^{-\frac{(x+t)}{2\sigma_{pre}^2}} dx \right\}
\]

For our variation propagation algorithm, we have assumed all the variables to be independent and normally distributed. For the sake of simplicity of formulation, we seek to approximate the distribution in (6-7) by an equivalent normal distribution. To approximate this distribution by a normal distribution, the standard deviation \( \sigma_{eq} \) of the equivalent normal distribution is chosen such that it has the same probability value for the range \(-3\sigma < x < 3\sigma\) as the parent distribution. This means that the equivalent normal distribution would reject the same number of parts as the parent distribution given in Equation (6-7). The SD for the normal distribution \( \sigma_{eq} \) for particular values of \( t_x \) is determined as follows, shown in Figure 6-9:

\[
\int_{-3\sigma}^{3\sigma} \frac{1}{\sqrt{2\pi} \sigma_{eq}} e^{-\frac{x^2}{2\sigma_{eq}^2}} dx = P(-3\sigma < x < 3\sigma)
\]

\[
\int_{-3\sigma}^{3\sigma} \frac{1}{\sqrt{2\pi} \sigma_{eq}} e^{-\frac{x^2}{2\sigma_{eq}^2}} dx = 1 - \left\{ \int_{-\infty}^{-3\sigma} \frac{1}{\sqrt{2\pi} \sigma_{pre}} e^{-\frac{(x-t)}{2\sigma_{pre}^2}} dx + \int_{3\sigma}^{\infty} \frac{1}{\sqrt{2\pi} \sigma_{pre}} e^{-\frac{(x+t)}{2\sigma_{pre}^2}} dx \right\}
\]
Figure 6-9: Probability Density functions for variable $x$ before making adjustments, after making adjustments and after approximation by a equivalent normal distribution

Similarly, the distributions for the other variables constituting the state vector $\tilde{X}(k + 1)$ can be computed at the end of the $k^{th}$ assembly operation after making tuning adjustments. If the assembly operation does not involve establishment of any contacts, then the distributions remain unaltered except for the uncertainty added by the part $k$. Hence in assembly operations where contacts are established, the variation absorption methodology is shown in Figure 6-10. Since the error distributions are assumed to be independent normal distributions, each one can be tuned individually. The tuned distributions are then approximated by their equivalent normal distributions.
6.3.2 Assembly sequence analysis

Different assembly sequences will establish the same contacts at different stages of the assembly process and hence will have different resulting variation distributions. Hence, depending upon the assembly sequence, the size and shape of these probability density distributions at the end of the assembly process will be different. Thus for type-2 assemblies, the state of the KC chains at any assembly station is a function of the path taken to arrive at that station. We call this property of type-2 assemblies path dependency.

The goodness of the assembly sequence in delivering a KC can be evaluated by the probability that all the resulting errors at the end of the assembly sequence are within the desired limits. If the specified tolerance limits on the six error variables are as follows:
\[ \Delta e_{x_{\text{max}}} \]
\[ \Delta e_{y_{\text{max}}} \]
\[ \Delta e_{z_{\text{max}}} \]
\[ \Delta e_{\theta_x_{\text{max}}} \]
\[ \Delta e_{\theta_y_{\text{max}}} \]
\[ \Delta e_{\theta_z_{\text{max}}} \]

= tolerance limits on the KC, then:

\[
\Pr\left\{ \left( -\Delta e_{x_{\text{max}}} \leq d p_n^x \leq \Delta e_{x_{\text{max}}} \right) \& \ldots \& \left( -\Delta e_{\theta_z_{\text{max}}} \leq d \theta_n^z \leq \Delta e_{\theta_z_{\text{max}}} \right) \right\} = \\
\Pr\left( -\Delta e_{x_{\text{max}}} \leq d p_n^x \leq \Delta e_{x_{\text{max}}} \right) \times \ldots \times \Pr\left( -\Delta e_{\theta_z_{\text{max}}} \leq d \theta_n^z \leq \Delta e_{\theta_z_{\text{max}}} \right)
\]

\[ (6-10) \]

since all the statistical variables are assumed to be independent.

This probability value is used as a metric to evaluate between different assembly sequences.

6.3.3 Example study

Figure 6-11 shows a simple 1-D type-2 assembly consisting of three sheet metal parts A, B, and C. The mean values and SDs of the lengths of these parts are also shown in the figure. The overall length of the assembly is a KC and has a tolerance of ±1.25 units on it. The exact amount of overlap between parts B and C (slip plane feature) is less important and is a “contact” feature for this assembly that can be used to absorb variation during assembly. The slip plane can be characterized by the vector \( \bar{U} = \Delta b \). There are two assembly operations for this assembly but only one control vector \( \bar{U} \), as there is only one contact feature in this assembly. Two different assembly sequences derived from two different Datum Flow Chains will be compared.

120
$L = L_1 + L_2 + L_3 - b$

$L_1: \text{Mean} = 5, \text{SD} = 0.75$
$L_2: \text{Mean} = 6, \text{SD} = 0.3$
$L_3: \text{Mean} = 6, \text{SD} = 0.4$
$b: \text{Mean} = 1, \text{Range} = 0.7$

Figure 6-11: A type-2 example consisting of three sheet metal parts

Assembly sequence #1 in Figure 6-12 first assembles parts A and B. As shown in the DFC for the assembly process, part A locates B completely. The variation associated with the length of the subassembly AB ($L_{AB}$) is a cummulation of the individual part length variations. The next assembly operation establishes the contact BC. Part C and subassembly AB are located by the fixture F. In-process measurements are taken with respect to datums on the assembly fixture, to control the amount of overlap between parts B and C to absorb variation accumulated in operation #1 and associated with part C. The amount of variation that can be tuned out is determined by the allowable range $\Delta b$ property of the slip plane feature at BC. The resulting SD associated with $L$ is 0.564 (determined by applying Equation. (6-7) for operation #2) and the KC is delivered with a probability 0.9736.
Figure 6-12: Variation propagation analysis in the presence of adjustments using state transition models: assembly sequence #1
KC: Dimension L
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Figure 6-13: Variation propagation analysis in the presence of adjustments using state transition models: assembly sequence #2
Sequence #2 in Figure 6-13 establishes the contact BC in the first assembly operation and hence can reduce the effect of variation associated with parts B and C only. Hence the length of the subassembly BC (L_{BC}) is controlled. The assembly process, however, has no control over the variation contributed by part A. The resulting SD associated with L is 0.8183. This assembly process will deliver the KC with a probability 0.7508. Here Equation (6-7) is applied for operation #1. Any measurements made in the second assembly operation will only confirm if the KC is within specification, but no control can be exercised if the KC is out of specification.

6.4 Control of variation propagation in Type-2 assemblies

Section 6.3 described an algorithm to determine the resulting distribution of variation in an assembly process in the presence of a given set of adjustments. These adjustments were the result of a particular design consisting of a given set of contact features. Here we present a technique to intelligently design these contact features to provide the necessary freedom to make the appropriate adjustments during assembly. Assembly adjustment values \( \tilde{U}(k) \) can be determined in response to the noise variations \( \tilde{w}(k) \) introduced by the manufacturing processes used to fabricate individual parts.

Modeling variation in assemblies using state transition models enables us to exploit the analogy between designing contact features for type-2 assemblies and optimal controllers for linear systems. Before designing a controller, it is necessary to determine if the system is controllable. Controllability defined with respect to mechanical assemblies will be described in section 6.4.1. The design of these optimal controllers usually involves minimizing a certain performance measure. The design of a suitable performance measure is itself a complex design activity and can be different under different design and operating environments. We propose a general performance measure in section 6.4.2 that captures the essential design criteria. In section 6.4.3, we describe the procedure to design assembly features to control the propagation of variation in type-2 assemblies.

6.4.1 Output Controllability

Controllability (Bryson, et al. 1975) is a property of control systems that guarantees the existence of controls that can drive the state of the system to a desired value. In practical design of control
systems, we usually wish to control the output rather than the state of the system. In the case of mechanical assemblies, output controllability guarantees the existence of mating features (controls) that will provide adjustments capable of delivering the KCs. Hence, it is necessary to determine if the system is output controllable before designing the optimal controller for the system.

Equation (6-11) is used to model error propagation and control in type-2 assemblies:

\[
\begin{align*}
\dot{X}(k+1) &= A(k)X(k) + B(k)\tilde{U}(k) + F(k)\tilde{w}(k) \\
\tilde{y}(k) &= C(k)\dot{X}(k)
\end{align*}
\] (6-11)

Linear control assumes unbounded control in all directions and hence the elements of control vector can take any magnitude. Once the optimal controller is designed, the control vector needs to be translated into a mating feature combination. Controllability as defined in control theory does not guarantee the existence of physical assembly features that can implement the controller. The mapping from mating feature to \(\tilde{U}(k)\) is one-to-one (as shown in (Mantripragada, et al. 1997)) but the mapping from \(\tilde{U}(k)\) to mating feature is a one-to-many and hence there are infinite solutions possible. On the other hand, in some cases there might not be any physical feature set that can achieve the desired \(\tilde{U}(k)\). We define "realizability" as the property of a control vector if a feature set exists for given \(\tilde{U}(k)\) vector.

To ensure realizability, we define \(\tilde{U}(k)\) as:

\[\tilde{U}(k) = T(k)\tilde{u}(k)\] (6-12)

where
\(\tilde{u}(k)\): 6 × 1 unbounded control vector used in the control law
\(T(k)\): 6 × 6 matrix defining and constraining the contributing elements of \(\tilde{u}(k)\)
The elements of matrix $T(k)$ are chosen to force the $\tilde{U}$ vector to take a particular realizable form. Typically the elements of the T matrix would be 1s and 0s indicating which local directions are adjustable. Different feature types and orientations provide different adjustment options. The elements of $T(k)$ reflect one choice of feature for each $k$ and must be chosen by the designer. Automatic determination of $T(k)$ is the subject of future research.

After designing the structure of $T(k)$, before designing a controller, it is essential to determine if the system is controllable. This in terms of mechanical assembly process would translate to determining if the complete set of chosen contact features can influence all the state variables of interest as determined by the KCs.

Then a necessary condition for the mechanical assembly system to be completely output controllable is:

$$\text{rank}\left[ C_0 B_0 T_0 | C_1 B_1 T_1 | \ldots | C_n B_n T_n \right] = r$$  \hspace{1cm} (6-13)

where $r$ is the dimension of the $\tilde{y}$ vector as defined in (6-11).

### 6.4.2 Performance Measure

The assembly process is modeled as a discrete time linear dynamic system. The problem is a combination of

**Terminal control problem:** To minimize the deviation of the final state of a system from its desired value. We want the error associated with final assembly dimension to be as close to zero as possible. A suitable performance measure chosen is of the type:

$$J = \left[ \tilde{y}(N) - \tilde{r}(N) \right]^T S [\tilde{y}(N) - \tilde{r}(N)]$$

where $\tilde{r}(N)$ is the desired reference value of the final state vector. Since, in our case $\tilde{r}(N) \equiv 0$, the performance measure chosen is:
\[ J = \tilde{y}^T(N)S\tilde{y}(N) \]

\( S \) is an \( n \times n \) positive semi-definite weighting matrix. By adjusting the element values of \( S \) we can weight the relative importance of the deviation of components of the final state vector from their desired values.

**Minimum control effort problem:** To transfer a system from an arbitrary state \( X(k) = X_i \) to a specific target set with a minimum expenditure of control effort. In our system, control effort indicates the amount of in-process adjustment made during the assembly process. Since that involves measurement and actuation or design and maintenance of a fixture, we would like to minimize the amount of adjustment needed throughout the assembly process. The general form of a suitable performance measure is as follows:

\[ J = \sum_{k=0}^{N} \tilde{u}^T(k)R(k)\tilde{u}(k) \]

where \( R(k) \) is a time varying real symmetric positive definite weighting matrix. Linear control assumes that all the elements of the control vector are unbounded and hence \( \tilde{u}(k) \) is used in the optimization function instead of \( \tilde{U}(k) \). The elements of \( R \) are chosen to vary the weighting on control-effort expenditure during the assembly process. A very high value of \( R_{ii}(k) \) is chosen at assembly stations where tuning is undesirable or not possible (absence of a contact) and a low value of \( R_{i,j}(i) \) is chosen where it is desirable to perform control action.

**Tracking problem:** To maintain the system state \( \tilde{X}(N) \) as close as possible to the desired state \( \tilde{r}(k) (\tilde{r}(k) = 0 \text{ in our model}) \) throughout the assembly process. The performance measure chosen is:

\[ J = \sum_{k=0}^{N} \tilde{X}^T(k)Q(k)\tilde{X}(k) \]

where \( Q \) is an \( n \times n \) real symmetric matrix that is positive semi-definite. The elements of \( Q \) are selected to weight the relative importance of the different components of the state vector and to normalize the numerical values of the deviations. In addition elements of \( Q(k) \) are also used to weight the relative importance of different states in the assembly process.
By combining the three measures, the performance measure to control the assembly process takes the following quadratic form:

\[ J = \tilde{X}^T(N)S\tilde{X}(N) + \sum_{k=0}^{N-1} \left[ \tilde{X}^T(k)Q(k)\tilde{X}(k) + \tilde{u}^T(k)R(k)\tilde{u}(k) \right] \]

A more appropriate measure would be to weight the output as follows:

\[ J = \tilde{y}^T(N)S\tilde{y}(N) + \sum_{k=0}^{N-1} \left[ \tilde{y}^T(k)Q(k)\tilde{y}(k) + \tilde{u}^T(k)R(k)\tilde{u}(k) \right] \]

\[ (6-14) \]

### 6.4.3 Optimal Controller Design

The problem of designing contact features is that of designing features that are optimal in an average sense in response to process capabilities of the individual part & subassembly fabrication processes. This translates to designing \( \tilde{U}(k) \)s that are optimal in the average sense, in the presence of random disturbances and uncertainty in measurements and initial conditions. As a start, we describe the problem as a discrete linear system with white noise disturbance and perfect knowledge of the state control problem. The model can easily be extended to include measurement errors and uncertainty.

We describe the type-2 assembly process as a multistage linear discrete-time regulation problem, shown in Figure 6-7, whereby we want to keep the state of the system close to the origin. As described in (Mantripragada, et al. 1997), the assembly process is modeled as a two stage process: a variation accumulation stage and a variation absorption stage.

It is represented by the following linear model:

\[ \tilde{X}(k+1) = A(k)\tilde{X}(k) + B(k)T(k)\tilde{u}(k) + F(k)\tilde{w}(k) \]

\[ (6-15) \]

which can be re-written as:
\[ \ddot{X}(k) = A(k)\dot{X}(k) + F(k) \ddot{w}(k) \]  \hspace{1cm} (6-16)

\[ \ddot{X}(k+1) = \dot{X}(k) + B(k)T(k)\ddot{u}(k) \]

where \( \ddot{X}(k) \) is the intermediate state of the system after the variation accumulation stage of the assembly process and before the adjustment stage. The system is described as a linear system disturbed by Gaussian un-correlated white noise, where the performance index is quadratic, initial conditions are random, but perfect knowledge about the state is available. In addition we have

\[
E[\ddot{w}(k)] = 0
\]

\[
E[\ddot{w}(k)\ddot{w}^T(l)] = \begin{cases} V(k), & k = l \\ 0, & k \neq l \end{cases}
\]

\[
E[\ddot{X}(0)] = \ddot{X}(0),
\]

\[
E\left[\ddot{X}(0) - \ddot{X}(0)\ddot{X}(0) - \ddot{X}(0)\right] = P(0),
\]

\[
E\left[\ddot{X}(0) - \ddot{X}(0)\ddot{w}(0) - \ddot{w}(0)\right] = 0,
\]

\[
J = \ddot{y}^T(N)S\ddot{y}(N) + \sum_{k=0}^{N-1} \left[ \ddot{y}^T(k)Q(k)\ddot{y}(k) + \ddot{u}^T(k)R(k)\ddot{u}(k) \right]
\]  \hspace{1cm} (6-17)

The problem is now to find \( \ddot{u}(k) \) that will minimize \( J \). This problem of determining the inputs \( \ddot{u}(k) \) for \( k = 0, 1, 2, \ldots, N-1 \), is called the stochastic discrete-time linear optimal regulator problem. Now \( \ddot{w}(k) \) represent random disturbances with zero mean and short correlation times compared to the characteristic times for the system. Thus it is impossible to predict \( \ddot{w}(l) \), for \( l > k \), even with perfect knowledge of the state for \( l < k \). Hence the optimal controller is identical to a deterministic controller.

The optimal values of \( \ddot{u}(k) \) are given by the control law (Kwakernaak, et al. 1972):
\( \ddot{u}(k) = -K(k)\ddot{X}(k), \ k = 0,1,\ldots,N-1 \)

where
\[
K(k) = \left\{ R(k) + T^T(k)B^T(k)\left[ R_i(k + 1) + S(k + 1)\right]B(k)T(k) \right\}^{-1} \\
\cdot T^T(k)B^T(k)\left[ R_i(k + 1) + S(k + 1) \right]
\]

where \( R_i(k) = C^T(k)Q(k)C(k) \)

(6-18)

The sequence of matrices \( S(k), \ k = 0,1,\ldots,N-1, \) is the solution of the matrix difference equation also called the discrete time Ricatti equation

\[
S(k) = \left[ R_i(k + 1) + S(k + 1)\right]I - B(k)K(k), \ k = 0,1,\ldots,N-1 \\
S(N) \text{ given}
\]

(6-19)

\( \tilde{U}(k) \) is then determined using Equation. (6-12). \( I \) is a \( 6 \times 6 \) Identity matrix. A block diagram representation of the system is shown in Figure 6-14.
Figure 6-14: Block diagram representation of a type-2 assembly process controlled by stochastic optimal controller

**Average behavior of the optimally controlled system**

Substituting (6-18) in (6-15), we can rewrite the state equations as:

\[
\tilde{X}(k+1) = [I - B(k)T(k)K(k)]\tilde{X}_i(k)
\]  \hspace{1cm} (6-20)

This is in the form of a Gauss-Markov random process as described in section 6.2. We are interested in the covariance matrix \( P(N) \) for the state vector at the end of the assembly process. For unbounded control adjustments, this is given as:

\[
P_i(k) = A(k)P(k)A^T(k) + F(k)V(k)F^T(k)
\]

\[
P(k + 1) = [I - B(k)T(k)K(k)]P_i(k)[I - B(k)T(k)K(k)]^T,
\]

\( P(0) \) and \( V(k) \) given,  \hspace{1cm} (6-21)

\( P_i(k) \) is the covariance matrix of the intermediate state vector \( \tilde{X}_i(k) \). So if \( \tilde{u}(k) \) is unbounded and the penalty on making in-process adjustments is low, then complete absorption of the error is possible as indicated by Equation. (6-21). This happens when \( B(k)T(k)K(k) \) closely follows \( I \).
This is achieved by assigning high values to $S$ and $Q(k)$ matrix elements relative to $R(k)$ elements. The mating features are designed by computing the mean square histories of the control variables as follows:

$$E[\bar{u}(k)\bar{u}^T(k)] = T(k)K(k)P(k)K^T(k)T^T(k) \quad (6-22)$$

In the case the adjustment process has finite limits, an approximate pdf $P(k+1)$ is determined using (6-23), where $\sigma_{n,eq}$, $j = [x, y, \theta]$ are given by (6-9). $\sigma_{prej}$ are determined from $P(k)$ and $t_j$ are the bounded limits on the control inputs along the six directions.

$$P(k+1) = 
\begin{bmatrix}
\sigma^2_{n,eq} & 0 & \ldots & \ldots & \ldots & 0 \\
0 & \sigma^2_{n,eq} & \ldots & \ldots & \ldots & \\
\ldots & \ldots & \sigma^2_{n,eq} & \ldots & \ldots & \\
\ldots & \ldots & \ldots & \sigma^2_{n,eq\theta} & \ldots & \\
0 & \ldots & \ldots & \ldots & \sigma^2_{n,eq\theta} & 0 \\
0 & \ldots & \ldots & \ldots & 0 & \sigma^2_{n,eq\theta} \\
\end{bmatrix} \quad (6-23)$$

The linear unbounded solution given by (6-21) is used until one or more of the elements of $\bar{u}(k)$ reaches the bounds on the control elements. Once the bounds are reached the solution is approximated using equation (6-23). This is a conservative estimate of the optimal solution using a simple heuristic. A detailed proof to validate the optimality of this solution is beyond the scope of this paper.

The linear matrix equation (6-21) and approximations made using (6-23), with initial conditions (6-17) allows us to predict the mean-square histories of the state variables representing a type-2 assembly process with the possibility of adjustments. This is the same as being able to determine if the KCs can be achieved. This model can be easily extended to include output control and uncertainty in measurements. The derivation for such a case is not included in this manuscript due to space limitations.
6.4.4 Example analysis

This example will illustrate the application of control theory models to the following:

Design of an optimal set of contact features to enable selective absorption of variation during assembly. The controller defines the dofs that these features should have and the ranges of adjustment they need to permit. The controller allocates the total adjustment over a set of features in the assembly depending on the choice of the cost matrices \( S, Q, \) and \( R \) in response to the part size and location errors. This problem is called the adjustment space allocation problem. It is analogous to the classical problem of tolerance allocation in type-1 assemblies. Explore the effects of different ways of defining KCs that may appear equivalent but are not. The resulting set of contact features designed by the controller is very sensitive to the definition of the KCs. The controller will attempt to control variation propagation along directions critical to KC delivery and permit variation to accumulate along directions that are not of interest.

Incorporate assembly process constraints into contact feature design. For example, these can be: adjustments not being permitted at a certain assembly station, type of adjustments being limited to rectilinear motions ability to independently control adjustments along different directions at an assembly station, etc. The contact features are optimal for a particular choice of assembly sequence. The resulting set of features and \( J \) score can be used to compare different assembly sequences.

The use of control theory models presented above to design robust mating features between parts is illustrated using an automobile front-end assembly shown in Figure 6-15. The assembly consists of four major subassemblies: the radiator support, two inner fenders (left and right) and the main body frame. For the sake of simplicity, the assembly is modeled using two-dimensional frames.

---

5 This analogy was suggested to us by Dr. Alain Massabo, VP and Scientific Director of Matra Datavision.
Figure 6-15: (a) Automobile front-end assembly (b) Simplified representation of the assembly in (a) (Chang 1996)

There are two KCs of interest for this assembly. The in-out location of the fenders (KC-1) measured relative to each other and the fore-aft location of the radiator support (KC-2) measured relative to the body frame. The acceptable tolerance on these KCs is ±1.5 units. Variation associated with the build up of these subassemblies is often large enough to throw these KCs out of specification. The variation (SD) associated with the size, in-out, and fore-aft location of these sub-assemblies is given in Table 6-1 (actual values altered for confidentiality purposes). When no in-process adjustments are permitted, the two KCs have an SD = 1.031 which means that these KCs are delivered only 85.44% of the time.

<table>
<thead>
<tr>
<th></th>
<th>length</th>
<th>fore-aft variation (Sigma)</th>
<th>in-out variation (Sigma)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x direction</td>
<td>y direction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>value (units)</td>
<td>type</td>
</tr>
<tr>
<td>Inner fender L.H</td>
<td>11</td>
<td>0.5</td>
<td>length</td>
</tr>
<tr>
<td>Radiator support</td>
<td>12</td>
<td>0.75</td>
<td>location</td>
</tr>
<tr>
<td>Inner fender R.H</td>
<td>13</td>
<td>0.5</td>
<td>length</td>
</tr>
</tbody>
</table>

Table 6-1: Uncertainties associated with the Automobile front end subassemblies

The controlling state equations are as follows:
\[
\begin{align*}
\ddot{X}(k) &= A(k)\ddot{X}(k) + F(k) \dddot{u}(k) \\
\dot{X}(k+1) &= \ddot{X}(k) + B(k)T(k)\dddot{u}(k)
\end{align*}
\] (6-24)

\[
\ddot{y}(k) = C\ddot{X}(k), \quad C = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{bmatrix}
\]

Minimize \( J = \ddot{y}^T(N)S\ddot{y}(N) + \sum_{k=0}^{N-1}[\ddot{y}^T(k)Q(k)\ddot{y}(k) + \dddot{u}^T(k)R(k)\ddot{u}(k)] \)

The assembly sequence being analyzed: **LHIF to Fixture, RS to LHIF, RHIF to RS** as shown in Figure 6-16.
Figure 6-16: (a) Assembly of the fender-radiator subassembly to the main body frame (b) figure showing that resulting x variation associated with frame 4 is of no concern

To represent KCs in this formulation, the dimensions of interest are represented as relationships between coordinate frames placed on mating features of parts. The optimization procedure is sensitive to the how the KCs are formulated. Three formulations for this problem are presented and are discussed in detail.

6.4.4.1 Problem formulation #1

In formulation #1, the KCs of interest are monitored as follows:
KC-1 \( \tilde{y}(k) \) \( k=1,2,3,4 \): y direction error associated with frames k measured with respect to their nominal positions. Hence variation associated with this KC is defined by \( \tilde{X}(k)[1] \) and is given by \( P(k)[1,1] \). (index [0] refers to x, [1] to y, ..., [5] to \( \delta_z \)).

KC-2 \( \tilde{y}(k) \) \( k=1,2,3 \): x direction error associated with frames k measured with respect to their nominal positions. We are not interested in the x variation associated with frame 4 because when this subassembly is assembled to the body frame its x location is indexed using frame 1. Hence variation associated with this KC is defined by \( \tilde{X}(k)[0] \) and is given by \( P(k)[0,0] \).

Based on this formulation, we assign values to \( Q(k) \) and \( S \) matrices to assign importance to intermediate states of interest and drive the control action.

\[
S = \begin{bmatrix} 1 & 0 \\ 0 & 10 \end{bmatrix}, \quad Q(k) = \begin{bmatrix} 10 & 0 \\ 0 & 10 \end{bmatrix}, \quad R(k) = \begin{bmatrix} 1 & . & . & . \\ . & 1 & . & . \\ . & . & 1 & . \\ . & . & . & 1 \end{bmatrix}
\]

The \( S \) matrix is weighted to control y variation more strictly than x variation at the final assembly operation as it is directly involved with the variation associated with KC-1. Similarly, the \( Q \) matrices are chosen to control both x and y variation at intermediate assembly operations to control the KCs. In addition, \( T(k) \) matrices are chosen as follows:

\[
T(k) = \begin{bmatrix} 0 & . & . & . & 0 \\ 0 & . & . & . & . \\ . & 0 & . & . & . \\ . & . & 0 & . & . \\ . & . & . & 0 & . \\ 0 & . & . & . & 0 \end{bmatrix}, \quad k = 0, \ldots, 1
\]

\[
T(k) = \begin{bmatrix} 1 & 0 & . & . & 0 \\ 0 & 1 & . & . & . \\ . & 0 & . & . & . \\ . & . & 0 & . & . \\ . & . & . & 0 & . \\ 0 & . & . & . & 0 \end{bmatrix}, \quad k = 2, 3
\]

Adjustments are not permitted in assembly operations 1 and 2 and hence \( T(k) \) is designed to be a zero matrix for \( k=0,1 \).
Figure 6-17: A schematic showing the coordinate frame locations on the different parts of the assembly

The location of the parts in the assembly is described by the position and orientation of coordinate frames placed on mating features on these parts (shown in Figure 6-17) and are defined as follows:

Fk: The true position of the coordinate frame on the mating feature on part k that mates with the locating feature on part k-1. $\tilde{X}(k)$ accounts for location errors associated with RHIF.

Fk_i: The true position of the coordinate frame on the mating feature on part k that mates with part k+1 before making any adjustments. The ideal location of this frame would have been $F(k+1)_n$. $\tilde{X}_i(k)$ describes the deviation of Fk_i with respect to F(k+1)_n. It is a result of cummulation of size errors associated with part k to $\tilde{X}(k)$.

F(k+1): Position of the coordinate frame Fk_i after making the control adjustments. The control action tries to match Fk_i to F(k+1)_n and in the event that all the error $\tilde{X}_i(k)$ is not absorbed, results in the position F(k+1).
Figure 6-18: Description of control activity at the kth assembly operation

The state vectors associated with each assembly operation are shown in Figure 6-18 and defined as follows:

\( \tilde{X}_i(k) \): Variation associated with the location of frame \( F_k \). This is a summation of the location error contributed by prior assembly operations \( \tilde{X}(k) \) and size error contributed by the part \( k \) being assembled \( \tilde{w}(k) \).

\( \tilde{U}(k) \): The control vector determined to eliminate \( \tilde{X}_i(k) \). This means adjusting the position of the part \( k \) relative to part \( k-1 \) to reduce the variation. After making the adjustments, the frames on \( k \) and \( k-1 \) will no longer be coincident. The contact feature at this interface is designed using the elements of \( \tilde{U}(k) \) and must be able to permit this adjustment.

\( \tilde{X}(k+1) \): Resulting variation associated with the location of the mating feature on part \( k \) that interfaces with the mating feature on part \( k+1 \). The frame \( F(k+1)_n \) represents the nominal location. If the control action \( \tilde{U}(k) \) completely eliminates the error in this assembly operation, \( \tilde{X}(k+1) \) would be zero. If not, then it becomes input to the next assembly operation.
Based on these definitions, assuming the fixture is perfect, $\tilde{X}(0)$ is a zero vector. The remaining are computed as follows:

**k=0, Assembly Operation #0**

![Diagram](image)

F0: Coordinate frame on the locating feature on the fixture
F1: Coordinate frame on the mating feature on part LHIF

**Figure 6-19: Modeling the activities at the 0th assembly operation**

$\tilde{X}(0) = 0$

$\tilde{X}(0)$: Variation associated with frame 0

$\tilde{X}(1)$: Variation associated with the frame 1 on part LHIF. This is contributed by the fixture

$\tilde{U}(0) = 0$

$\tilde{X}(0) = A(0)\tilde{X}(0) + F(0)\tilde{w}(0)$

$\tilde{X}(1) = \tilde{X}(0) + B(0)\tilde{F}(0)\tilde{u}(0)$

The fixture is assumed to be perfect, hence $\tilde{w}(0) = 0$, thus $\tilde{X}(1) = 0$ according to (1). This means that when LHIF is assembled in Assembly opn#1, the frame F1 will be in the right location, i.e. there is no location error associated with F1.
**Figure 6-20: A schematic showing the coordinate frame locations on LHIF after 1\textsuperscript{st} assembly operation**

**F1:** The true position of the coordinate frame on the mating feature on LHIF that mates with the locating feature on the fixture. Since it is assumed that the fixture is perfect, 1 and 1\textsubscript{n} are identical. Hence there are no location errors associated with LHIF.

**F1\textsubscript{i}:** The true position of the coordinate frame on the mating feature on LHIF that mates with RS before making any adjustments. The ideal location of this frame would have been F2\textsubscript{n}.

\( \bar{X}_{i}(1) \) describes the deviation of F1\textsubscript{i} with respect to F2\textsubscript{n}. It is a result of cummulation of size errors associated with LHIF to \( \bar{X}(1) \).

**F2:** Position of the coordinate frame F1\textsubscript{i} after making the control adjustments. The control action tries to match F1\textsubscript{i} to F2\textsubscript{n} and in the event that all the error \( \bar{X}_{i}(1) \) is not absorbed, results in the position F2.

**Figure 6-21: Modeling the activities at the 1\textsuperscript{st} assembly operation**
\[ \ddot{X}_i(1) = A(1)\ddot{X}(1) + F(1)\ddot{w}(1) \]
\[ \ddot{X}(2) = \ddot{X}_i(1) + B(1)\bar{f}(1)\ddot{u}(1) \]
\[ \ddot{u}(1) = -K(1)\dddot{X}_i(1) \]

\(\ddot{X}_i(1)\) : Variation associated with the location of frame F1i. This is a cummulation of the location error contributed by the fixture (\(\ddot{X}(1)\)) and size error contributed by the part LHIF being assembled (\(\ddot{w}(1)\)).

\(\dddot{U}(1)\) : The control vector determined to eliminate \(\ddot{X}_i(1)\). This means adjusting the position of the part LHIF relative to the fixture to reduce the variation. For this example, it is assumed that position of LHIF cannot be adjusted relative to the fixture and so \(\ddot{U}(1)\) is designed to be a zero vector by forcing elements of \(T(1)\) to be zero.

\(\ddot{X}(2)\) : Resulting variation associated with the location of the mating feature on LHIF that interfaces with the mating feature on the radiator support. The frame F2n represents the nominal location. If the control action \(\dddot{U}(1)\) completely eliminates the error in this assembly operation, \(\ddot{X}(2)\) would be zero. If not, then it becomes an input to the next assembly operation.

\[
V(1) = E[\ddot{w}(1)\dddot{w}^T(1)], \quad V(1) = \begin{bmatrix} 0.25 & 0 & \ldots & 0 \\ 0 & 0.25 & \ldots & \ldots \\ \ldots & \ldots & \ddots & \ddots \\ \ddots & \ddots & \ddots & 0 \\ 0 & \ldots & \ldots & 0 \end{bmatrix}, \quad E(\ddot{U}(1)) \equiv 0
\]

\[
P(2) = E[\ddot{X}(2)\dddot{X}^T(2)] P(2) = \begin{bmatrix} 0.25 & 0 & \ldots & 0 \\ 0 & 0.25 & \ldots & \ldots \\ \ldots & \ldots & \ddots & \ddots \\ \ldots & \ldots & \ddots & 0 \end{bmatrix}
\]

Hence variation associated with the two KCs after assembly operation#1:

KC-2 \(\ddot{y}(1).[0]: \sigma_x = 0.5\)
k=2, Assembly Operation #2

Figure 6-22: Modeling the activities at the 2nd assembly operation

\[ \ddot{X}_i(2) = A(2)\ddot{X}(2) + F(2) \ddot{w}(2) \]
\[ \ddot{X}(3) = \ddot{X}_i(2) + B(2)\ddot{u}(2) \]
\[ \ddot{u}(2) = -K(2)\ddot{X}_i(2) \]

\( \ddot{X}_i(2) \): Variation associated with the location of frame F2_i. This is a summation of the location error contributed by the LHIF (\( \ddot{X}(2) \)) and size error contributed by the part RS being assembled (\( \ddot{w}(2) \)).

\( \ddot{U}(2) \): The control vector determined to eliminate \( \ddot{X}_i(2) \). This means adjusting the position of the part RS relative to the LHIF to reduce the variation. After making the adjustments, the frames on RS and LHIF will no longer be coincident. The contact feature at this interface is designed using the elements of \( \ddot{U}(2) \) and must be able to permit this adjustment.

\( \ddot{X}(3) \): Resulting variation associated with the location of the mating feature on RS that interfaces with the mating feature on the radiator support. The frame F3_n represents the
nominal location. If the control action $\bar{U}(2)$ completely eliminates the error in this assembly operation, $\bar{X}(3)$ would be zero. If not, then it becomes input to the next assembly operation.

$$V(2) = E[\bar{w}(2)\bar{w}^T(2)].$$

$$V(2) = \begin{bmatrix}
0.5625 & 0 & \ldots & 0 \\
0 & 0.5625 & \ldots & \\
0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0
\end{bmatrix},$$

$$E(\bar{U}(2)) = [0.6853 \ 0.6887 \ 0 \ 0 \ 0 \ 0]$$

$$P(3) = E[\bar{X}(3)\bar{X}^T(3)].$$

$$P(3) = \begin{bmatrix}
0.0043 & 0 & \ldots & 0 \\
0 & 0.004 & \ldots & \\
0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0
\end{bmatrix}$$

Hence variation associated with the two KCs after assembly operation #2:

KC-2 $\bar{y}(3).[0] : \sigma_x = 0.0659$

KC-1 $\bar{y}(3).[1] : \sigma_y = 0.0625$

$k=3$, Assembly Operation #3
Figure 6-23: A schematic showing the coordinate frame locations on the different parts of the assembly

F3: The true position of the coordinate frame on the mating feature on RHIF that mates with the locating feature on the RS. $\tilde{X}(3)$ accounts for location errors associated with RHIF.

F3i: The true position of the coordinate frame on the mating feature on RHIF that mates with body frame before making any adjustments. The ideal location of this frame would have been F4n. $\tilde{X}_i(3)$ describes the deviation of F3i with respect to F4n. It is a result of cummulation of size errors associated with RHIF to $\tilde{X}(3)$.

F4: Position of the coordinate frame F3i after making the control adjustments. The control action tries to match F3i to F4n and in the event that all the error $\tilde{X}_i(3)$ is not absorbed, results in the position F4.
Figure 6-24: Modeling the activities at the 3rd assembly operation

\[ \tilde{X}_r(3) = A(3)\tilde{X}(3) + F(3)\tilde{w}(3) \]
\[ \tilde{X}(4) = \tilde{X}_r(3) + B(3)\tilde{E}(3)\tilde{u}(3) \]
\[ \tilde{u}(3) = -K(3)\tilde{X}_r(3) \]

\( \tilde{X}_r(3) \): Variation associated with the location of frame F3\(_r\). This is a summation of the location error contributed by the RS (\( \tilde{X}(3) \)) and size error contributed by the part RS being assembled (\( \tilde{w}(3) \)).

\( \tilde{U}(3) \): The control vector determined to eliminate \( \tilde{X}_r(3) \). This means adjusting the position of the part RHIF relative to the RS to reduce the variation. After making the adjustments, the frames on RHIF and RS will no longer be coincident. The contact feature at this interface is designed using the elements of \( \tilde{U}(3) \) and must be able to permit this adjustment.

\( \tilde{X}(4) \): Resulting variation associated with the location of the mating feature on RHIF that interfaces with the mating feature on the body frame. The frame F4\(_\text{a}\) represents the nominal location. If the control action \( \tilde{U}(3) \) completely eliminates the error in this assembly operation, \( \tilde{X}(4) \) would be zero. If not, then it becomes input to the next assembly operation.
\begin{align*}
V(3) &= E[\tilde{w}(3)\tilde{w}^T(3)]. \\
V(3) &= \begin{bmatrix}
0.25 & 0 & \cdots & 0 \\
0 & 0.25 & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \cdots & 0 \\
0 & \cdots & \cdots & 0 \\
\end{bmatrix},
\end{align*}

\begin{align*}
E(\tilde{U}(3)) &= \begin{bmatrix} 0.2191 & 0.5271 & 0 & 0 & 0 & 0 \end{bmatrix} \\
P(4) &= E[\tilde{X}(4)\tilde{X}^T(4)] P(4) = \begin{bmatrix}
0.1161 & -0.0105 & \cdots & 0 \\
-0.0105 & 0.0021 & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \cdots & 0 \\
0 & \cdots & \cdots & 0 \\
\end{bmatrix}.
\end{align*}

Hence variation associated with the two KCs after assembly operation #3:

KC-2 \( \bar{y}(4), [0] \) : \( \sigma_x = 0.3422 \)

KC-1 \( \bar{y}(4), [1] \) : \( \sigma_y = 0.0338 \)

The optimal controller thus works as a regulator and depending upon the weights assigned to \( Q(k) \) and \( S \), it tries to match elements of \( F_{ki} \) to \( F_{kn} \) as closely as possible, by determining an optimal sequence of \( \tilde{U}(k) \) vectors. For the KCs defined for the assembly, we were not interested in the \( x \) deviation associated with frame 4 and \( y \) deviation associated with frame 3. We were only interested in \( y \) deviation of frame-4 and \( x \) deviation of frame-3. The \( S, Q, \) and \( R \) matrices were designed to reflect this interest.

Interpretation of the U vector

The \( \tilde{U} \) vectors have been determined in the ensemble average sense to reduce the effects of the variation introduced by individual parts in the assembly. Part variations have been assumed to be distributed normally and are described by mean and SD. We now interpret the \( \tilde{U} \) vectors determined from optimal control algorithm. As mentioned earlier, \( \tilde{U} \) vectors were forced to be zero vectors for \( k=0, 1 \) as adjustment was not permitted at those assembly operations. At other assembly operations, the features should permit two independent rectilinear motion along the \( x \)
and y directions. A possible feature set using slip planes is shown in Figure 6-25. The ranges of motion that these slip planes should permit are given by the elements of the \( \tilde{U} \) vectors.

![Diagram](image)

**Figure 6-25: A possible contact feature design resulting from optimal control**

Since these interfaces are not external surfaces visible to the customer, it is possible to implement these designs and absorb out all variation during assembly. These designs are more robust to the variations in the contributing subassemblies and deliver the KCs almost 100% of the time.

### 6.4.4.2 Problem formulation #2

If we define the KCs as follows instead, then the problem becomes a strictly terminal control problem:

**KC-1**  \( \bar{y}(4) [1] \): y direction error associated with frames 4 measured with respect to its nominal position. Hence variation associated with this KC is defined by \( \bar{X}(4)[1] \) and is given by \( P(4)[1][1] \). (index 0 refers to x, 1 to y, ..., 5 to \( \delta_5 \).)

**KC-2**  \( \bar{y}(4) [0] \): x direction error associated with frames 4 measured with respect to its nominal position. Hence variation associated with this KC is defined by \( \bar{X}(4)[0] \) and is given by \( P(4)[0][0] \).

In this formulation, elements of only \( \bar{y}(4) \) have to be monitored to study KC delivery. In the previous formulation, the elements of \( \bar{y}(k) \), \( k=1..4 \) were used to define the two KCs.
Based on the KC definitions the gain matrices are defined as follows:

\[
S = \begin{bmatrix}
10 & 0 \\
0 & 10
\end{bmatrix}, \quad Q(k) = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}, \quad R(k) = \begin{bmatrix}
1 & . & . & . & . \\
. & 1 & . & . & . \\
. & . & 1 & . & . \\
. & . & . & 1 & . \\
. & . & . & . & 1
\end{bmatrix}
\]

The \( S \) matrix is weighted to control location of F4 at the final assembly operation as that is directly involved with the variation associated with KCs. With such a choice of the \( S, Q \) and \( R \) matrices, keeping the \( T(k) \) matrices the same as before, and performing the same analysis as before we arrive at the following set of \( \tilde{U} \) matrices.

Assembly Operation\#2

\[
E(\tilde{U}(2)) = \begin{bmatrix}
0.5075 & 0.5075 & 0 & 0 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
0.0707 & 0 & . & . & . & 0 \\
0 & 0.0707 & . & . & . & .
\end{bmatrix}
\]

\[
P(3) = E[\bar{X}(3)\bar{X}^T(3)] \quad P(3) = \begin{bmatrix}
. & . & . & . & . & . \\
. & . & . & . & . & .
\end{bmatrix}
\]

\[
P(3) = E[\bar{X}(3)\bar{X}^T(3)] \quad P(3) = \begin{bmatrix}
. & . & . & . & . & . \\
0 & . & . & . & . & 0
\end{bmatrix}
\]

hence \( \sigma_x = 0.2658, \sigma_y = 0.2658 \).

Assembly Operation\#3

\[
E(\tilde{U}(3)) = \begin{bmatrix}
0.5148 & 0.5148 & 0 & 0 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
0.0027 & 0 & . & . & . & 0 \\
0 & 0.0027 & . & . & . & .
\end{bmatrix}
\]

\[
P(4) = E[\bar{X}(4)\bar{X}^T(4)] \quad P(4) = \begin{bmatrix}
. & . & . & . & . & . \\
0 & . & . & . & . & 0
\end{bmatrix}
\]

hence \( \sigma_x = 0.0515, \sigma_y = 0.0515 \).
Thus as defined, the 1-sigma variation associated with the KCs is 0.0515. This is just the variation associated with the frame 4, which in reality is not a true representation of the KC dimensions of interest. Frames 2 and 3 have a considerably higher variation associated with them in both axes. The KCs are actually collectively determined by frames 2, 3, and 4. Hence this is not a good formulation.

6.4.4.3 Problem formulation #3

In the above two formulations, it was assumed that the contact features can have independent degrees of freedom, along the two axes of interest. Hence it was possible to control variation absorption along the two axes independently. However, if actuation can be performed only along one axis during assembly, then the two axes become coupled. The design of contact features should reflect this situation. In such cases, for the formulation #1, the contact features can be interpreted as follows:

![Diagram of contact feature design](image)

**Figure 6-26: A possible contact feature design resulting from optimal control for 1 dof system**

6.5 Summary

The state transition model forms a unified framework to analyze the four types of variation propagation problems. Variation propagation algorithms based on the state transition models for type-1 and type-2 assemblies were developed and presented in this chapter. These algorithms allow for variation problems of four classes described in chapter 4 to be analyzed. For type-2 assemblies, these include algorithms to determine variation propagation in presence of tuning
adjustments. These algorithms can be used to choose between different locating schemes and different assembly sequences.

The state space representation of a mechanical assembly process allows for applying control systems theory concepts to designing assemblies. Concepts of controllability were explored to determine the ability of the locating scheme determined by a DFC to control variation in a mechanical assembly. Designing a set of assembly features in type-2 assemblies is treated as designing a stochastic optimal controller to minimize variation. The resulting optimal controller is a set of assembly contact features that control the propagation of variation along certain directions to permit the assembly process to deliver all KCs in the presence of variation. Since the assembly process is modeled as a linear system with variables having Gaussian distribution, if the controls are unbounded, the optimal controller and estimation laws can be formulated separately exploiting the certainty-equivalence property of linear quadratic Gaussian controllers. Three different problem formulations were presented for the same example illustrating the flexibility of the approach in modeling different types of constraints and requirements.
7.

Implementation

7.1 Overview

Chapter 3 presented the assembly oriented design environment that we have defined for top down design of assemblies. This chapter describes the software implementation of the approach and outlines the various modules that have been developed to implement the techniques presented in previous chapters.

7.2 AOD Approach

In chapter 3, we presented a flow chart that gave a high level view of the AOD approach. It gave an overview of the general approach of a design environment that we have created to design assemblies. With the discussion of the several techniques developed in chapters 4, 5, and 6, we are now in a position to reconstruct a more detailed view of the AOD flowchart. This is presented in the figure below. This flowchart represents our current best understanding of the AOD approach. It is still at an evolving stage and as new modeling techniques are developed, pieces of this flowchart too will evolve to incorporate these techniques. Section 7.3 describes the
several modules in the flowchart and their characteristics. A typical design session envisioned in this AOD approach is presented in Section 7.4.

Figure 7-1: A flowchart of the Assembly Oriented Design system
7.3 System Structure

7.3.1 DFC Editor

This is an interactive conceptual CAD tool that provides the front end of the AOD system and integrates the different modules. It has a graphical user interface that lets the designer interactively construct the DFC and liaison diagram for the assembly in the same session. The constructed DFC can be checked for violation of any DFC properties by performing consistency checks. These checks include detection of loops, presence of only one root node, over and under constraint, etc. The DFC editor will be linked to a program called MLA (Motion Limit Analysis) that will enable the designer to select and analyze feature sets to realize the mates and contacts. This program and its capabilities are described in the next section. MLA also allows the designer to perform constraint and motion limit analyses on these feature sets. These analyses verify if the selected mating features provide the intended constraint along the desired directions. The DFC editor also creates an assembly database where information about the DFC, liaison diagram and feature information is stored. The DFC editor is linked to the assembly sequence analysis (ASA) module. The different modules extract the necessary information directly from the assembly database. This enables generation of both the complete set and a family of assembly sequences of the assembly and DFC under design. The graphical user interface of the DFC editor is shown in Figure 7-2.
Figure 7-2: The interactive DFC editor

7.3.2 Motion limit analysis (MLA)

Motion Limit Analysis (MLA) is a tool used to support the top down design and analysis of assemblies. The purpose of MLA is to provide mathematical models of assembly features from which the ability of a feature to position one part relative to another in space can be calculated. A user of this theory is able to obtain three major types of information about an assembly:

Knowledge of the directions and quantitative amounts of possible part motions of a part that is being added to an assembly at a given assembly station via connection of a defined set of assembly features.

Knowledge of whether or not the defined feature set over-, under-, or fully-constrains the location and orientation of the part.

Knowledge that the defined feature set can establish the desired location of the part within the assembly it is being added to.
The theories of MLA have been implemented in a computer software program. The MLA software receives some input from the DFC editor and some input from the user. Basically, the DFC editor provides information about the parts and interconnections between parts in an assembly. The MLA software is then used to choose features that realize these interconnections and perform calculations about the properties of the chosen set of features. Using the MLA software, a user performs four basic steps:

Define the location and orientation in global coordinates of all parts in the assembly under study.
Choose assembly features to physically realize these connections between parts that are inferred from the DFC diagram of the assembly.
Define the location and orientation of these assembly features on each part.
Specify geometric parameters defining the feature, and/or specify numerical limits on the motions that each feature will allow acting individually.

The software first analyzes all mates in the assembly. The purpose of this analysis is to check if the mates do indeed constrain all six degrees of freedom of each part as intended. The mates are also checked to see if they over-constrain the parts. Over-constraint means that a given degree of freedom of a part is being controlled by more that one assembly feature. Next the contacts are analyzed. If the assembly feature accomplishing the contact, acting independently, would allow relative motion between the two parts it connects, the limits on this rigid body motion are calculated. These limits are provided as inputs to the Type-2 tolerance analysis routine as physical limits on positional adjustments that can be made to the parts at the assembly station where the contact corresponding to each vector of limits is made. The front end interface of this program is shown in Figure 7-3.
7.3.3 Assembly Sequence Analysis software (ASA)

This software refers to a suite of tools used to generate and evaluate assembly sequences. These tools can be used both as stand alone tools and integrated with the DFC editor. They are described as follows:

7.3.3.1 Assembly Sequence Generation

Assembly sequence generation involves first generating the assembly precedence constraints and then using the precedence constraints to generate the assembly sequences. Two types of precedence constraints are considered: geometric and DFC related.

7.3.3.1.1 Geometric Precedence Constraints (SPAS)

This software generates assembly precedence relations for the given assembly from the geometric constraints imposed by the shape and size of the different parts in the assembly. The analysis used to generate these precedence relations is based on a graphical representation of the contacts between parts called the "liaison diagram". Each node in the liaison diagram represents
a contact between parts. Three different algorithms have been implemented to generate all the possible assembly sequences. These algorithms are:

Modified Bourjault method (DeFazio, et al. 1987)
Cut-Set method (Baldwin 1989)
Onion-Skin method

The designer is presented with a series of queries to determine the ability to assemble or disassemble a part to/from an assembly, which are answered in Yes or No. These answers are processed by the computer to generate a list of precedence relations for the assembly that are used to generate the assembly sequence diagram. The inputs to program are as follows. A simple example assembly is used to illustrate the inputs.

The part drawing
A simple sketch of the assembly showing the general shape of the parts

The liaison diagram
The second input is information about the joints between parts in the assembly. As described in section 7.3.1, the user constructs the liaison diagram interactively using the DFC editor. The DFC editor stores the liaison diagram in assembly database. SPAS reads this information directly from the assembly database.

Geometric relationship information
The user has to specify the exact geometric relationship between parts to enable answering the queries for sequence generation.

Based on this information, assembly precedence constraints of the form

\[(i & j) \geq (k & l)\]

are generated. The operator ">=" means "must precede or concur with". The above constraint is read as: liaison \(i\) and \(j\) must be completed before or concurrently with, completion of (both)
liaisons $k$ and $l$ (but not necessarily before or concurrently with either liaison $k$ or $l$). A typical session of this program is illustrated in Figure 7-4:

Figure 7-4: Graphical user interface of the SPAS software for generating geometric assembly precedence constraints
7.3.3.1.2 DFC Precedence Constraints (DFCPR)

A program called DFCPR takes the liaison diagram and the DFC under evaluation as inputs and applies the Contact and Constraint rule to generate a set of assembly precedence constraints. The liaison diagram and the DFC are represented using incidence matrices. The precedence constraints generated by DFCPR are of the same form as the geometric constraints described above.

These assembly precedence constraints are then used by another software program to generate the set of assembly sequences that is represented using an assembly sequence graph (Baldwin, et al. 1991). If only the geometric precedence constraints are fed to the program, an assembly sequence graph representing the complete set of assembly sequences is created. On the other hand, if both geometric and DFC precedence constraints are fed to the program, then an assembly graph representing only a family of assembly sequences for the DFC is generated.

7.3.3.2 Assembly Sequence Evaluation (EDIT)

A software program called EDIT represents the generated assembly sequence graph in a graphics window where the user can interactively query, inspect, evaluate and delete assembly states and transitions based on several criteria. This software gives the designer the ability to visualize the available assembly sequences. Editing based on conditions such as: deletion of moves where a particular set of liaisons are made, specification that a particular move must immediately precede another, subassemblies hard to assemble due to accessibility problems, etc. can be applied. These editing techniques quickly reduce the number of sequences to a handful that can be subject to more detailed analysis. More details about the capabilities and functions of the EDIT program can be found in (Baldwin, et al. 1991). A sample session is illustrated as follows in Figure 7-5:
Figure 7-5: An interactive session with the EDIT software for evaluating assembly sequences

7.3.4 Control System Analyzer

The algorithms described in chapters 5 and 6 have been implemented as computer programs and can be used to evaluate assembly sequences and mating feature combinations. Two programs called TYPE1.tol and TYPE2.tol have been developed to study variation propagation in type-1 and type-2 assemblies and are described in sections 7.3.4.1 and 7.3.4.2. Interactive software implementation of the optimal controller design is described in 7.3.4.3. Currently these tools are developed as stand alone tools and require manual input to use them. In the future we foresee these tools being fully integrated within the AOD framework so that they can be used automatically by the DFC editor to analyze DFCs and assembly sequences.
7.3.4.1 Type-1 tolerance analysis module (TYPE1.tol)

TYPE1.tol is used to study variation propagation in type-1 assemblies. The input to the software is a tolerance chain for the KC that we wish to analyze. The inputs are currently provided interactively by the user and include nominal and variant transforms between coordinate frames on mating features on parts. The input and output information for this software are identical to that for TOLA which is described in (Gilbert 1992). We envision that the input information would eventually be extracted automatically from an assembly database for the design. The assembly database would have this information when the DFC and associated mating features describing the liaisons are designed. Currently the input window that takes this information interactively as shown in Figure 7-6.

![Graphical user interface of the input window that interactively takes information for every coordinate frame and provides it to TYPE1.tol](image)

Figure 7-6: Graphical user interface of the input window that interactively takes information for every coordinate frame and provides it to TYPE1.tol
From the input information provided, the software computes the $A(k)$ and $F(k)$ matrices and computes the variation associated with the position and orientation of $N^{th}$ frame with respect to the base frame. Covariance matrices for the position ($V_p$) and orientation vector ($V_o$) are constructed and their Eigen values are computed to determine the resulting variation distribution. The Eigen values of the $V_p$ covariance matrix are variances in the principal directions of the probability density ellipsoid. Standard deviations in each of the three principal directions are the square roots of the variances. The full lengths of these ellipsoids are equal to six times the standard deviation in the principal directions.

7.3.4.2 Type-2 tolerance analysis module (TYPE2.tol)

TYPE2.tol is a computer program that performs variation propagation analysis in the presence of a set of adjustments. It codes the algorithms described for type-2 assemblies in chapter 6. The inputs to this program are identical to those for TYPE1.tol except for the fact that the $6\times1$ adjustment vectors are also provided for each station. In places where adjustments are not possible a zero vector is input. At present, this information is provided manually by the user. In the future, we envision that the information can be accessed directly from the assembly database. The output from this program is identical to that of TYPE1.tol and is a description of the position and orientation error associated with the $N^{th}$ frame.

7.3.4.3 Optimal Controller design module

The computer program to generate an optimal set of contact features for type-2 assemblies is developed as a part of TYPE2.tol. The inputs to this module are the same as that for TYPE2.tol except for the fact that no adjustment vectors $\tilde{U}$ are provided as inputs. In addition, the user interactively provides the $Q(k)$, $R(k)$, and $S(N)$ weighting matrices to define the optimization function. The significance of these matrices was described in chapter 6. Based on the inputs and weighting matrices, the program computes an optimal set of $\tilde{U}$ vectors which are to be interpreted by the user to design contact features. The program also determines the resulting variation distribution associated with the $N^{th}$ frame given this set of optimal adjustments. An interactive session for the problem formulation #2 in chapter 6 is shown in Figure 7-7.
Figure 7-7: Example interactive session with the control theory analyzer
7.4 Design session

In this section we present a description of how we envision a designer would use AOD system. A step through the flow chart presented in Figure 7-1 is presented below:

1. The first step in the design process is the construction of the assembly’s liaison diagram and DFC. A detailed flowdown of the key characteristics for the assembly is a pre-requisite for this operation. We assume that identification and classification of KCs is provided to us as input. Based on the KCs for the assembly, the designer interactively constructs a DFC and liaison diagram for the assembly using the DFC editor. The DFC editor creates an assembly database and stores information about the DFC and the liaison diagram for the assembly. Several types of consistency checks can be performed on the DFC created to verify if it satisfies all the properties of a DFC as described in section 7.3.1.

2. At present, we assume that the designer has rough sketches of the assembly to work with. In the future, we envision the DFC editor to be linked with a sketching CAD tool that will permit the designer to construct preliminary geometry of the parts in the assembly at an abstract level. This CAD tool will also be linked to MLA software described in 7.3.2. The next step is to design the mating features for the mates and contacts in the assembly. This is done using the MLA software. MLA reads information about the parts and fixtures, connectivity between parts, and DOFs constrained by mates directly from the assembly database. Using MLA the designer defines the features that constitute the mates and contacts for the assembly. Different kinds of analyses such as determination of over and under constraint conditions and motion limit analysis for contact features are performed using the MLA program. Motion limit analysis determines the absorption zone for every contact feature set in the assembly and stores them in the assembly database. For type-2 assemblies, these are the $\tilde{U}$ vectors used by the TYPE2.tol to perform variation propagation analysis in the presence of adjustments.

3. The next step involves planning assembly sequences for the assembly. The DFC editor is used to spawn the ASA module to generate a complete set of assembly sequences for the
assembly. This is done by first executing SPAS to generate geometric precedence constraints and then using these constraints to generate the assembly sequence graph. The assembly sequences are visualized using EDIT. Next a family of assembly sequences is generated by first executing DFCPR and appending the DFC constraints generated by DFCPR to those generated by SPAS. This new set of constraints is used to generate a family of assembly sequences which is also visualized by EDIT. All these operations are fully integrated within the DFC editor framework.

4. The next step is to evaluate the family of assembly sequences. As described in chapter 4, the family can be evaluated using several criteria. The one of prime importance is variation propagation. For type-1 assemblies, TYPE1.tol is used to study variation propagation to address assemblablility type problems. In type-1 assemblies all assembly sequences in a family of assembly sequences yield identical results in variation propagation analysis. Hence only one assembly sequence from the family need be analyzed to evaluate a complete family of sequences. As described in section 7.3.4.1, the inputs required for TYPE1.tol are the assembly tolerance chain and transform information. At present, TYPE1.tol runs as a stand alone piece of software and the user provides the input information interactively to perform the analysis. In the future, this program will be integrated to the DFC editor as most of the needed inputs already exist in the assembly database in one form or another.

For type-2 assemblies, TYPE2.tol is used to perform variation propagation in the presence of adjustments. Again, at present this program runs as stand-alone software. The inputs to this program are the same as those for TYPE1.tol except that the absorption zones of the various contact features also need to be provided. As described in section 7.3.2, this information is generated by the MLA software that determines the numerical limits on the motions that each contact feature will allow. Here different sequences within a family need to be evaluated with respect to each other for any given set of contact features.

5. For type-1 assemblies, based on the results obtained from TYPE1.tol, the designer may choose to redesign the elements of the DFC or tolerances on mating features. In the case of type-2 assemblies, the designer can choose to redesign the DFC, redistribute tolerances on
ating features or select an alternate set of contact features. The designer may also choose to run the optimal controller design module to design an optimal set of contact features that will repeatedly deliver the KCs.

6. The resulting family of assembly sequences and feature sets can then be evaluated for other assembly planning criteria such as desirable subassembly states, desirable assembly transitions, existence of multiple subassemblies, sequence of establishment of liaisons, etc. using the EDIT software.

7. The above process can be iterative and is performed until the designer is satisfied with the assembly design. At the end of the whole process, the designer will be left with a DFC for the assembly, a set of assembly features, a desirable assembly sequence and a measure of the probability of the design and assembly process delivering the KCs repeatedly.

8. For assemblies involving multiple assembly stations, a DFC is constructed for each assembly station. In such cases, the above seven steps are performed for each assembly station. The entire assembly process is thus modeled using a series of clusters of assembly operations as described in section 4.4.6.

7.5 Distributed design environment

With product development activity becoming increasingly global these days, there is a general shift towards network based design tools to permit dispersed teams to work together. We foresee that CAD tools in the future will be a lot more web based and network centric. Some of the applications described above have been developed to run under a distributed type of environment. The ASA software has been developed to use a WWW browser such as Netscape or Internet Explorer as a front end and can be used by remote users to analyze assemblies. This work was done as a part of the ACORN (Advanced Collaborative Open Resource Network) project. Server scripts were developed that fork these applications and present the user a form based environment to interactively generate, inspect, edit, and evaluate assembly sequences. The front-end interface developed to run EDIT on the World Wide Web is shown below in Figure 7-8.
Assembly Sequence Graph

The following graph was created using the compiler provided to the queries added during procedure selection generation. The procedure selection generated from the input is another set of applications software that generates this graph. The sequence graph contains of states and transitions which combine to form assembly sequences. The previous graph narrowed the choice of assembly sequence from elimination criteria. Lesser pairs come from editing transitions, and still lesser pairs come from editing actual assembly sequences. This is true because there are many more transitions than states in the assembly graph, and there are many fewer segments than transitions, so if we eliminate a single state we will automatically eliminate at least a few transitions and many sequences. A variety of editing features based on assembly states and moves have been implemented. There are ...

Assembly Sequence Editing Criteria

- □ Undelete all states, expand graph.
- □ Eliminate Redundant States.
- □ Show State. (Click on the box whose state you wish to see).
- □ Show Transition.
- □ Delete State. (Click on the box representing the state you wish to delete)
- □ Delete Transition.
- □ Editing states based on Multiple Subassemblies.
  - □ Delete all states that have more than one subassembly.
  - □ Delete all states that do not have more than one subassembly (except first, second, and last states).
- □ Editing states based on Station establishment.
  - □ Delete all transitions where a specified set of stations are made.
  - □ Specify that one station must immediately precede another.
- □ Raise Box.
- □ Quit.
- □ Window.

To see the edited graph, press: [Edit Graph]

Click anywhere on the graph to proceed with the editing ...

Figure 7-8: Assembly modeling services in a distributed web based environment

In future, we shall see the applications having a lot more web based content to make the Assembly Oriented Design environment a true distributed design environment so that dispersed teams can be involved in different aspects of the assembly design.
7.6 Summary

This chapter presented some of the software tools developed to implement some of the techniques presented in the previous chapters. The inputs, outputs and function of the tools and their interaction with other tools was presented. As mentioned at several places in the chapter, some of the tools are under development.
"If I have seen further, it is by standing on the shoulders of giants."

-- Isaac Newton

8.

Conclusions

8.1 Overview

This chapter summarizes the thesis and identifies major contributions made by this research work. Directions for future work and possible extensions to this research are presented towards the end of the chapter.

8.2 Summary of the thesis

In order to improve the efficiency of design activity, it is necessary to improve the performance of the design tools. A better understanding of the design methodology is required from which effective computer tools will emerge. The creation of new tools will eventually affect the current understanding of the design methodology. The goals of this thesis involved identifying new methodologies for conceptual design of assemblies and developing tools to implement these new theories.

A new approach to model assemblies and assembly processes has been developed. This approach enables the designers to foresee and handle potential problems pro-actively by performing
upstream design and analysis of candidate assembly processes. The concept of datum flow chain is introduced as a design tool to represent design intent and control the design of assembly processes. It enables the designers to explore the assembly and tolerance consequences of choosing among different locating schemes, feasible assembly sequences, choices of assembly mating features, and tolerances on the location and shape of these features. Two types of assemblies were identified and the need to differentiate between them was emphasized. Separate assembly modeling techniques were developed to address these two types of assemblies. Four classes of variation propagation problems were identified for these two types of assemblies. State transition models of assembly processes were developed as a unified framework to address these four classes of variation propagation problems. Concepts from control theory were applied to modeling assembly processes and designing assembly features between parts.

The tools and techniques developed as a part of this research were applied to several industrial strength problems. As described in chapter 4, two major assemblies were studied during the course of this research. Assembly of a 767 horizontal stabilizer assembly and assembly of fuselage sections of Boeing 777 airplane. These case studies demonstrated that DFC could be used to study existing processes and to develop new processes. In the case of 767 horizontal stabilizer assembly, the tool was first used to evaluate current practices and then to generate a new fixture-less assembly process. In the case of 777-fuselage section study, the DFC was used to identify inconsistencies in current design and assembly practices. It was used as a tool to monitor and evaluate locating and tooling plans at several assembly stations including assembly stations at supplier sites. Important sources of variation were identified and design and process changes were recommended to better control the assembly variation. The DFC is currently being used as a tool at Boeing to study assembly fit-up problems in other 777 assembly stations.

8.3 Major Contributions

This section summarizes the major contributions made by this research and highlights important findings.
8.3.1 Datum Flow Chain

The idea of the datum flow chain was introduced to capture design intent and provide a framework for top-down design of assemblies. The DFC emphasizes the need to distinguish between joints that transfer dimensional constraint from the ones that are redundant locationally and merely provide support once the parts are located. We call the joints that define location as mates and the redundant joints as contacts. This distinction is necessary to perform any kind of meaningful tolerance analysis, assembly sequence design and measurement plan design. Concepts from graph theory were used to define properties for the DFC and formalize its representation. These properties can be used to check for design consistency and identify major flaws in dimensional logic. The DFC can be used to plan subassemblies, create assembly procedures and design mating features to control variation during assembly and deliver KCs repeatedly. The DFC can be used as a monitoring tool to red flag assembly operations that attempt to absorb variation at mates. Mates are to be tightly controlled during an assembly process to consistently deliver the KCs.

8.3.2 Types of Assemblies

This thesis has identified for the first time two fundamental types of assemblies and has developed concepts and computational tools that model the design and assembly of these two types of assemblies. We call them type-1 and type-2 assemblies. Almost all research work on assembly modeling in the past has tried to apply the same general modeling methods to all types of assemblies without understanding the basic differences between them. As a result, there are some types of assembly fit-up problems that cannot be predicted and analyzed using such methods. The underlying issues during design and assembly planning are different for these two types of assemblies.

Type-1 assemblies are typical machined or molded parts that have mating features fully defined by their fabrication processes prior to final assembly. The mating features are almost always defined by the desired function of the assembly and the assembly process has little or no freedom in selecting mating features. Parts are located by other parts in the assembly and fixtures if present only support the parts being assembled. In type-1 assemblies, the variation in the final assembly is determined completely by the variation contributed by each part in the assembly. A
typical problem faced during assembly is not being able to assemble the parts due to interference. We call this an assemblability problem. In type-1 assemblies, all assembly sequences in a family have the same probability of delivering the KCs and hence only one sequence from each family need be analyzed for variation propagation.

Type-2 assemblies are assemblies that usually are given some or all of their assembly features or relative locations during assembly. Fixtures play a very important role in defining the relationships between parts. The final quality of the assembly depends crucially on the locating scheme, assembly sequence and choice of assembly features. Type-2 assemblies are interesting because they have parts with incomplete joints between them, which can be used intelligently to control variation distribution. The assembly process can redistribute variation based on in-process measurements. Assembly features can be designed specifically to suit assembly needs and promote selective propagation of variation. Traditional tolerance analysis algorithms cannot predict resulting variation distribution in such assemblies. This thesis developed new algorithms to study variation propagation in type-2 assemblies.

8.3.3 State Transition Models

A novel approach to modeling variation propagation in assemblies using state transition models was presented in this thesis. This approach allows for a common framework to address a broad range of variation propagation problems. It was shown that variation propagation along a KC chain can be modeled as a linear discrete event state transition system. Algorithms based on this theory were developed to model variation propagation and control for both type-1 and type-2 assemblies.

Modeling the assembly process using state transition models allows the application of control theory principles to analyze assembly problems. Concepts of controllability were used to determine the ability of a set of assembly features to control variation propagation in an assembly process. It was shown that the design of assembly features for type-2 assemblies can be modeled as designing optimal controllers for linear regulators. Generalized cost criteria were developed to incorporate design constraints into designing these features.
8.4 Recommendations for future work

8.4.1 Extension to Compliant Parts

Most of the ideas presented in this thesis apply primarily to assembly of rigid parts. The DFC attempts to locate the parts in a zero energy-stored state. Under such a situation, the mates define the location of every part in the assembly and are used to monitor the state of the KCs in the assembly. However if parts deform and store energy during assembly then the DFC loses its meaning. The DFC in such cases represents the as-fixtured condition where the parts have stored energy in them. Once the parts are released from the fixture, they assume a new configuration and it is impossible to distinguish between the mates and contacts under such conditions. Hence the DFC has no meaning under these situations. For this thesis, we had assumed all parts to be rigid and hence to be in zero energy state under all conditions. In type-2 assemblies where there were features such as slip planes that would absorb variation, the parts were also assumed to be always under zero stress.

However with slight modifications and extensions, some of the underlying principles can also be applied to compliant assemblies. If limits are specified on the amount of energy that is allowed to be stored in an assembly, relations can be developed between tolerances on parts, amount of energy stored and permissible strain in the assembly. These relations can be used in conjunction with the DFC to design assembly procedures for compliant parts. Variation absorption zones at contact features can be used to model the allowable ranges of deformation these compliant parts can undergo during assembly.

Recently, study of variation propagation in compliant assemblies has received a lot of attention. Assembly models of compliant assembly process have been developed by (Chang 1996), (Soman 1996), (Liu, et al. 1996), among others. The concept of the DFC and state models can be used in conjunction with some of these approaches to model compliant assembly processes.

8.4.2 Multiple KC chains

A typical assembly can have multiple KCs that have to be delivered upon final assembly. The assembly process delivers the KCs in a certain sequence. In some cases the KCs are coupled in
the sense that a single assembly operation might deliver more than one KC. This might not necessarily be undesirable unless the coupled KCs are conflicting. In such cases the downstream assembly operations lose certain degrees of freedom to their predecessors resulting in a "loss of quality" for the design solution from a downstream perspective. In some cases choice of a suitable assembly plan may de-couple the delivery of KCs. In certain other cases, choice of suitable assembly features such as slip planes can nullify the effect of the error caused by prior assembly operations. Hence by intelligent design of the hierarchy of location and mating features, some errors get propagated to the next assembly operation while others can be nullified.

Most of the analysis tools presented in this thesis model variation propagation along one KC chain at a time. These models can be extended to study the interaction between different KC chains as they grow during an assembly process. One way to monitor the interactions can be to compare the $\vec{U}$ vectors for the different chains at each assembly operation to see if they are conflicting. Such a type of analysis will be useful to plan assembly sequences and design assembly features for assemblies with multiple KCs that are coupled.

**8.4.3 Design of Measurement Plans**

In this thesis we presented the concept of datum flow chain to design a locating scheme for the assembly and the use of state space representations to determine if variation can be controlled during an assembly process. Concepts of controllability were used to determine the efficacy of assembly features to control variation during assembly. A parallel concept called the measurement flow chain (MFC) similar to the datum flow chain can be explored to design measurement schemes for assemblies. The use of the state space approach allows for the parallel concept of observability to be explored. This concept can be used to determine when and where to take measurements during an assembly process and if the designed measurement plan is truly indicating the state of the system. So the MFC and observability concepts can be used to design measurement schemes for assemblies just as DFC and controllability concepts were used to design locating schemes and assembly features.

**8.4.4 Automated design of optimal assembly features**

It was shown in Chapter 6 that optimal control theory can be applied to design an optimal set of assembly features in response to variation associated with different parts in the assembly. Given
the process capability information about the fabrication processes used to make individual parts, intelligent features can be designed to selectively propagate and control variation. The output from such an optimization procedure is a set of $\tilde{U}(k)$ vectors computed based on the choice of weighting functions and part variation distribution. Deriving mating feature sets from $\tilde{U}(k)$ is a one-to-many mapping problem as described in Chapter 6. Hence infinite combination of features and their placement on the parts exist for any given set of $\tilde{U}(k)$ vectors. In order to make the problem tractable, the optimization procedure can be made to search through a library of feasible feature sets to avoid unrealizable feature sets. A dynamic programming type approach can be applied to identify the optimal set of features from a library of existing feature sets. Future work involves developing mathematical models to address the inverse problem of converting the $\tilde{U}(k)$s to realizable feature sets.

8.4.5 Integration of software tools

As described in chapter 7, the AOD flowchart is still evolving and requires manual input from designers at several points in the design cycle. In the future we shall see lot more integration between the different modules to permit a lot of seamless activity across the different modules. We also foresee the integration of the tools developed to a CAD system to visualize the assembly.
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