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Summary

RNA-based regulation and CRISPR/Cas transcription factors (CRISPR-TFs) have yet to be integrated for multiplexed and tunable modulation of gene networks. Moreover, guide RNAs (gRNAs) for CRISPR-TFs have only been expressed from RNA polymerase III promoters in human cells, which limits their use for conditional gene regulation. To overcome these challenges, we combined multiple RNA regulatory strategies, including RNA-triple-helix structures, introns, microRNAs, and ribozymes, with Cas9-based CRISPR-TFs and Cas6/Csy4-based RNA processing in human cells. We describe three strategies for expressing functional gRNAs from RNA polymerase II promoters, which enable multiplexed production of proteins and multiple gRNAs from a single transcript. We used these tools to efficiently modulate endogenous promoters and implement tunable synthetic circuits, including multi-stage cascades and RNA-dependent networks that could be rewired with Csy4 to achieve complex behaviors. This multiplexable toolkit will be valuable for programming scalable gene circuits and perturbing endogenous networks for biology, therapeutic, and synthetic-biology applications.

Introduction

The ability to build complex, robust, and scalable synthetic gene networks that operate with defined interconnections between artificial parts and native cellular processes is central to engineering biological systems (Cheng and Lu, 2012). This capability can also be used to rewire, perturb, and probe natural biological networks for basic biology and therapeutic purposes. A large set of tunable, orthogonal, compact, and multiplexable gene regulatory mechanisms is of fundamental importance for these applications. However, the tools that are
currently available fail to meet one or more of the criteria described above. For example, transcriptional regulation utilizes transcription factors that bind predetermined DNA sequences of interest. Previously, natural DNA-binding proteins have been used to target effector domains, such as activators and repressors, to the regulatory regions of mammalian genes to modulate their transcription (Cronin et al., 2001; Gossen and Bujard, 1992). However, only a few orthogonal variants of natural DNA-binding proteins are well-characterized and modifying their sequence specificity is challenging (Urlinger et al., 2000). Other approaches have focused on engineering artificial DNA-binding proteins such as zinc fingers and transcription-activator-like effectors, which can require multi-step assembly, screening, and/or optimization processes to achieve desired DNA binding characteristics (Beerli and Barbas, 2002; Blount et al., 2012; Khalil et al., 2012; Purcell et al., 2013; Reyon et al., 2012).

Recently, type II CRISPR/Cas systems (DNA-targeting Cas proteins) have been adapted to achieve programmable DNA binding without requiring complex protein engineering (Sander and Joung, 2014). In these systems, the sequence specificity of the Cas9 DNA-binding protein is determined by guide RNAs (gRNAs) that have base-pairing complementarity to DNA target sites. This enables simple and highly flexible programing of Cas9 binding. Cas9’s nuclease activity has been adapted for precise and efficient genome editing in prokaryotic and eukaryotic cells (Cong et al., 2013; Jiang et al., 2013; Jinek et al., 2012; Jinek et al., 2013; Mali et al., 2013b). A mutant derivative of this protein (dCas9), which lacks nuclease activity, was modified to enable programmable transcriptional regulation of both ectopic and native promoters to create CRISPR-based transcription factors (CRISPR-TFs) in mammalian cells (Cheng et al., 2013; Farzadfard et al., 2013; Gilbert et al., 2013; Maeder et al., 2013; Mali et al., 2013a; Perez-Pinera et al., 2013). Type III CRISPR/Cas systems (RNA-targeting Cas proteins) have also been adapted for synthetic-biology applications (Qi et al., 2012). For example, the type III CRISPR/Cas-associated Csy4 protein from \textit{Pseudomonas aeruginosa} has been used in bacteria to achieve predictable regulation of multi-gene operons by cleaving precursor mRNAs. The functionality of Csy4 has also been demonstrated in bacteria, archaea, and eukaryotes (Qi et al., 2012).

CRISPR-TFs can enable the construction of large-scale synthetic gene circuits and the rewiring of natural regulatory networks. This is due to the ease of defining new, orthogonal transcriptional regulators by designing artificial gRNAs. However, up until now, gRNAs in human cells have only been expressed from RNA polymerase III (RNAP III) promoters, presumably since RNAs expressed from most RNA polymerase II (RNAP II) promoters are expected to be exported to the cytoplasm, while gRNAs and Cas9 need to interact with DNA in the nucleus. Because RNAP III promoters comprise only a small portion of cellular promoters and are mostly constitutively active (Orioli et al., 2012), this is an important limitation for programming CRISPR/Cas activity for conditional gene regulation and genome engineering. For example, conditional regulatory systems in which gRNA production is linked to tissue-specific (Chen et al., 2006), temporally controllable (Gauthier et al., 2010), and/or inducible expression systems (Karlsson et al., 2012) cannot be readily constructed with RNAP III promoters, whereas many such systems that utilize RNAP II promoters exist. Another limitation of existing CRISPR/Cas regulatory schemes is that
multiple gRNAs are typically needed to efficiently activate endogenous promoters (Cheng et al., 2013; Maeder et al., 2013; Mali et al., 2013a; Perez-Pinera et al., 2013), but strategies for multiplexed gRNA production from single transcripts have not yet been described. As a result, multiple gRNA expression constructs are currently needed to perturb natural transcriptional networks, thus limiting scalability.

In addition to transcriptional regulation, natural circuits leverage RNA-based posttranscriptional regulation to achieve complex behaviors (Audibert et al., 2002; Chen and Manley, 2009; Lin et al., 2006; Mercer et al., 2009; Wilson and Doudna, 2013). Short hairpin RNAs (shRNAs) and microRNAs (miRNAs) have been expressed from both RNAP II and RNAP III promoters and can be embedded in 3’ untranslated regions or as introns (Greber et al., 2008; Shin et al., 2006; Stewart et al., 2003). Moreover, multiple miRNAs can be expressed concomitantly from the same transcript (Shin et al., 2006) and synthetic circuits that use shRNA and miRNA-based regulation in mammalian systems have been built (Greber et al., 2008; Xie et al., 2011). Thus, gene regulatory strategies based on combining RNA engineering with transcriptional and post-transcriptional regulation would be useful in studying and modeling natural systems or implementing artificial behaviors.

Here, we present a flexible toolkit that integrates mammalian and bacterial RNA-based regulatory mechanisms to create complex synthetic circuit topologies and to regulate endogenous promoters. We combined multiple mammalian RNA processing strategies, including 3’ RNA triple helices (triplexes) (Wilusz et al., 2012), introns, and ribozymes, with mammalian miRNA regulation, bacteria-derived CRISPR-TFs, and the Csy4 RNA-modifying protein. We used these tools to generate functional gRNAs from RNAP-II-regulated mRNAs in human cells for activating both synthetic and endogenous promoters, while rendering the concomitant translation of the harboring mRNAs tunable. Furthermore, we developed strategies for multiplexed gRNA production that enable compact encoding of proteins and multiple gRNAs in single transcripts. To demonstrate the utility of these tools, we implemented multi-stage transcriptional cascades and combined mammalian miRNA-based regulation with CRISPR-TFs to create multicomponent genetic circuits whose feedback loops, interconnections, and behaviors could be rewired by Csy4-based RNA processing. Thus, integration of CRISPR-TFs with mammalian RNA regulatory architectures can be used to construct complex, synchronized, and switchable networks using synthetic transcriptional regulation and RNA-processing mechanisms.

Results

Functional gRNA generation with an RNA triple helix and Csy4

An important first step to enabling complex CRISPR-TF-based circuits is to generate functional gRNAs from RNAP II promoters in human cells, which would allow for the coupling of gRNA production to specific regulatory signals. For example, the activation of gRNA-dependent circuits could be conditionally initiated in defined cell types or states or tuned in response to external inputs with specific RNAP II promoters. Furthermore, the ability to simultaneously express gRNAs along with proteins from a single transcript would allow multiple outputs, including effector proteins and regulatory links, to be produced from
a concise genetic architecture. Thus, we sought to simultaneously generate functional gRNAs and proteins from RNAP II promoters.

We first utilized the RNA-binding and RNA-endonuclease capabilities of Csy4 (Haurwitz et al., 2012; Sternberg et al., 2012) to release gRNAs from transcripts that also encode functional protein sequences, generated by RNAP II promoters. Csy4 recognizes a 28 nucleotide RNA sequence (hereafter referred to as the ‘28’ sequence), cleaves the RNA, and remains bound to the upstream RNA fragment (Haurwitz et al., 2012). Specifically, we used the CMV promoter (CMVp) to express a gRNA (gRNA1), flanked by two Csy4 binding sites, downstream of an mKate2 coding region (Figure 1A). In this architecture, RNA cleavage by Csy4 releases a functional gRNA but also removes the poly-(A) tail from the upstream mRNA, which is known to result in impaired translation of most eukaryotic mRNAs (Proudfoot, 2011).

To complement the Csy4-mediated loss of the poly-(A) tail, we cloned a 110 bp fragment derived from the 3’ end of the mouse MALAT1 locus (Wilusz et al., 2012) downstream of mKate2 and immediately upstream of the gRNA sequence flanked by Csy4 recognition sites. This sequence forms a highly conserved 3’ triplex helical structure known to stabilize transcripts lacking a poly-(A) tail and enables their translation, (Wilusz et al., 2012). Thus, our final ‘triplex/Csy4’ architecture was a CMVp-driven mKate2 transcript with a 3’ triplex sequence followed by a 28-gRNA-28 sequence (CMVp-mK-Tr-28-gRNA-28) (Figure 1A).

To characterize gRNA activity, we co-transfected HEK-293T cells with the CMVpmK-Tr-28-gRNA1-28 expression plasmid, along with a plasmid encoding a synthetic P1 promoter that is specifically activated by the gRNA1/taCas9 complex to express EYFP (Farzadfard et al., 2013). In this experiment and all the following ones (unless otherwise indicated), we also co-transfected a plasmid expressing a transcriptionally active dCas9-NLS-VP64 protein (taCas9), which consists of dCas9 fused to a SV40 nuclear localization signal (NLS) (Kalderon et al., 1984) and the viral VP64 transcription activation domain, which efficiently recruits RNA Pol II to initiate transcription (Beerli et al., 1998). We also transfected HEK-293T cells with 0–400 ng of a Csy4-expressing plasmid (where Csy4 was produced by the murine PGK1 promoter) along with 1 µg of the other plasmids (Figure 1B and Figure S1A for raw data).

Increasing Csy4 plasmid concentrations increased mKate2 levels by up to 5-fold (Figure 1B). Furthermore, functional gRNAs generated from this construct induced EYFP expression by up to 60-fold from the P1 promoter. While mKate2 expression continued to increase with the concentration of the Csy4-expressing plasmid, EYFP activation plateaued after 50 ng of the Csy4-producing plasmid. Examination of cell cultures with microscopy showed visual evidence of Csy4-mediated cytotoxicity (roughly ~20% cell death) at 400 ng Csy4 plasmid concentrations while minimal cytotoxicity was observed at 0–200 ng Csy4 plasmid concentrations. Thus, we used 100–200 ng of the Csy4 plasmid in subsequent experiments (except where otherwise noted), although this reduced the number of Csy4-positive cells after transfection. This issue could be addressed in future work by using weaker promoters to regulate Csy4 expression or by generating stable Csy4-producing cell lines.
We characterized the relative effects of Csy4 and taCas9 in this architecture on the levels of the gRNA-harboring protein by measuring mKate2 fluorescence in the presence of Csy4 and taCas9, Csy4 alone, taCas9 alone, or neither protein (Figure 1C and Figure S2A). The lowest mKate2 fluorescence resulted from the taCas9-only condition. Since we used a taCas9 with a strong NLS, this effect could have been mediated by taCas9 binding to the gRNA within the mRNA and localizing the transcript to the nucleus, thus inhibiting translation of the harboring mKate2. This hypothesis is supported by data demonstrating that endogenous promoters can be activated by gRNAs produced from the ‘triplex/Csy4’-based architecture even in the absence of Csy4 (see below and Figure 1D, E). The highest mKate2 levels were obtained with Csy4 alone, suggesting that Csy4 processing could enhance mKate2 levels. The expression levels of mKate2 in the absence of both Csy4 and taCas9 as well as in the presence of both Csy4 and taCas9 were similar and were reduced by 3–4 fold compared with Csy4 only. Thus, titrating Csy4 and taCas9 levels can tune the input-output relationship of CRISPR/Cas-based circuits.

Modulating endogenous loci with CRISPR-TFs expressed from human promoters

To validate the robustness of the ‘triplex/Csy4’ architecture, we adapted it to regulate the expression of a native genomic target in human cells. We targeted the endogenous IL1RN locus for gene activation via the co-expression of four distinct previously described gRNAs, gRNA3-6 (Table S2) (Perez-Pinera et al., 2013). The IL1RN gene cluster encodes the expression of IL-1Ra protein, which is a modulator of the immune response and has been shown to be beneficial for treating inflammatory diseases (Dinarello, 2009).

We designed each of the four gRNAs to be expressed concomitantly with mKate2, each from a separate plasmid. Each set of four gRNAs was regulated by one of the following promoters: the CMVp, human Ubiquitin C (UbCp), human Histone H2A1 (H2A1p) (Rogakou et al., 1998), and human inflammatory chemokine CXCL1 (CXCL1p) promoters (Wang et al., 2006). H2A1p and CXCL1p have been shown to be deregulated in a malignant transformation model (Milyavsky et al., 2005). As a control, we also used the RNAP III promoter U6 (U6p) to drive expression of the four gRNAs. For each promoter tested, four plasmids encoding the four different gRNAs were co-transfected along with plasmids expressing taCas9 and Csy4. As a negative control, we substituted the IL1RN-targeting gRNA expression plasmids with plasmids that expressed gRNA1, which is non-specific for the IL1RN promoter (Figure 1D, ‘NS’).

We used qRT-PCR to quantify the mRNA levels of the endogenous IL1RN gene, with the results normalized to the non-specific control. With the four gRNAs regulated by U6p, IL1RN activation levels were increased by 8,410-fold in the absence of Csy4 and 6,476-fold with 100 ng of the Csy4-expressing plasmid (Figure 1D, ‘U6p’). IL1RN activation with gRNAs expressed from the CMV promoter was substantial (Figure 1D, ‘CMVp’), with 61-fold enhancement in the absence of Csy4 and 1539-fold enhancement in the presence of Csy4. The human RNAP II promoters generated ~2–7 fold activation in the absence of Csy4 and ~85–328 fold activation in the presence of Csy4 (Figure 1D, ‘CXCL1p’, ‘H2A1p’, ‘UbCp’). Strikingly, IL1RN activation observed in the absence of Csy4 suggests that taCas9
can utilize gRNAs encoded in long non-processed RNA transcripts, albeit with much lower efficiency than Csy4-processed gRNAs.

To characterize the input-output transfer function for endogenous gene regulation, we used mKate2 fluorescence generated by each promoter as a marker of input promoter activity for the various RNAP II promoters (Figure 1E). This data indicates that IL1RN activation was not saturated in the conditions tested and that a large dynamic range of endogenous gene regulation can be achieved with human RNAP II promoters. Thus, tunable modulation of native genes can be achieved using CRISPR-TFs with gRNAs expressed from the ‘triplex/Csy4’ architecture.

Functional gRNA generation from introns with Csy4

Complementary to the ‘triplex/Csy4’ architecture, we developed an alternative strategy for generating functional gRNAs from RNAP II promoters by encoding gRNAs within an intronic sequence of a gene. Such a strategy has been used previously to generate synthetic siRNAs in mammalian cells (Greber et al., 2008). Specifically, we encoded gRNA1 as an intron within the mKate2 coding sequence (Figure 2A) using previously described ‘consensus’ acceptor, donor, and branching sequences (Smith et al., 1989; Taggart et al., 2012). We expected that, once spliced, the gRNA would associate with taCas9 to activate a synthetic promoter P1 regulating EYFP. However, this simple architecture resulted in undetectable EYFP levels (Figure S2B, bottom panel). This data is consistent with previous studies highlighting that the lifetime of most intronic RNAs is typically only a few minutes (Audibert et al., 2002; Clement et al., 1999). Thus, we concluded that without any stabilization, intronic gRNAs would be expected to be rapidly degraded.

We tried two different approaches to stabilize intronic gRNAs. First, we used intronic sequences that have been reported to produce long-lived introns. This included constructs such as the HSV-1 latency associated intron, which forms a stable circular intron (Block and Hill, 1997), and the sno-IncRNA2 (snoRNA2) intron, that is processed on both ends by the snoRNA machinery, which protects it from degradation (Yin et al., 2012). However, these approaches also resulted in undetectable activation of the target promoter (data not shown).

As an alternative strategy, we sought to stabilize intronic gRNAs by flanking the gRNA cassette with two Csy4 recognition sites. In this model, spliced gRNA-containing introns should be bound by Csy4, which should release functional gRNAs. However, Csy4 can also potentially bind and digest the pre-mRNA before splicing occurs. In this case, functional gRNA would be produced, but the mKate2-containing pre-mRNA would be degraded in the process (Figure 2A). Thus, increased Csy4 concentrations are expected to result in decreased mKate2 levels but higher levels of functional gRNA. The decrease in mKate2 levels and the increase in functional gRNA levels with Csy4 concentrations could be expected to depend on several factors, which are illustrated in Figure 2A (black arrows, Csy4-independent processes; green arrows, Csy4-mediated processes). These competing factors include the rate at which Csy4 binds to its target sites and cleaves the RNA, the rate of splicing, and the rate of spliced gRNA degradation in the absence of Csy4. To examine the behavior of the ‘intron/Csy4’ architecture, we used CMVp to drive expression of mKate2 harboring HSV1, snoRNA, and consensus introns containing gRNA1 flanked by two Csy4-binding-sites.
(CMVp-mKEX1-[28-g1-28]_intron-mKEX2) along with a synthetic P1 promoter regulating the expression of EYFP (Figure 2A).

The presence of Csy4 generated functional gRNA1, as determined by EYFP activation (Figure 2B–D and Figure S1B for raw data). gRNA1 generated from the HSV1 intron produced the strongest EYFP activation (Figure 2D), which reached saturation at 200 ng of the Csy4 plasmid. Further experiments with the HSV1 intron showed that while the 5’ Csy4 recognition sequence is important for generating functional intronic gRNAs, the 3’ Csy4 binding site is essential (Figure S3). The snoRNA2 intron saturated EYFP expression at 50 ng of the Csy4 plasmid but the maximal EYFP levels produced by this intron were the lowest of all introns tested (~65% of the HSV1 intron). In addition, increased Csy4 levels concomitantly reduced mKate2 levels. The snoRNA2 intron exhibited the largest decrease in mKate2 levels with increasing Csy4 plasmid concentrations, with a 15-fold reduction in mKate2 fluorescence at 400 ng of the Csy4 plasmid compared to the no Csy4 condition (Figure 2C). The consensus and HSV1 introns exhibited mKate2 levels that were less sensitive to increased Csy4 levels (Figure 2B and Figure 2D). Thus, together with the ‘triplex/Csy4’ architecture, the ‘intron/Csy4’ approach provides a set of parts for tuning the production of functional gRNAs, harboring genes, and regulating downstream targets.

Functional gRNA generation with cis-acting ribozymes

Very recently, the generation of gRNAs from RNAP II promoters for genome editing was demonstrated in wheat (Upadhyay et al., 2013) and yeast (Gao and Zhao, 2014) with cis-acting ribozymes. In addition to the ‘triplex/Csy4’ and ‘intron/Csy4’-based mechanisms described above, we employed self-cleaving ribozymes to enable gene regulation in human cells via gRNAs generated from RNAP II promoters. Specifically, our gRNAs were engineered to contain a hammerhead (HH) ribozyme (Pley et al., 1994) on their 5’ end and a HDV ribozyme (Ferre-D’Amare et al., 1998) on their 3’ end (Figure 3).

We tested ribozymes in three different architectures for their ability to generate gRNA1 to activate EYFP from P1-EYFP and maintain mKate2 expression: (1) an mKate2 transcript followed by a triplex and a HH-gRNA1-HDV sequence (CMVp-mK-Tr-HH-g1-HDV, Figure 3A); (2) an mKate2 transcript followed a HH-gRNA1-HDV sequence (CMVp-mK-HH-g1-HDV, Figure 3B); and (3) the sequence HH-gRNA1-HDV with no associated protein-coding gene (CMVp-HH-g1-HDV, Figure 3C). We compared gRNAs generated from these architectures with gRNAs produced by U6p and the ‘triplex/Cys4’ architecture (with 200 ng of the Csy4 plasmid).

All constructs that contained mKate2 exhibited detectable mKate2 fluorescence (Figure 3D and Figure S4). Surprisingly, this included CMVp-mK-HH-g1-HDV, which did not have a triplex sequence and was thus expected to have low mKate2 levels due to removal of the poly-(A) tail. Our observations could result from inefficient ribozyme cleavage (Chowrir et al., 1994) that allows non-processed transcripts to be transported to the cytoplasm and translated, protection of the mKate2 transcript by the residual 3’ ribozyme sequence, or other mechanisms yet to be determined. In terms of target EYFP activation, the highest EYFP fluorescence level was generated from gRNAs expressed by U6p, followed by the CMVp-HH-g1-HDV and CMVp-mK-HH-g1-HDV constructs (Figure 3D). The CMVp-mK-
Tr-HH-gRNA1-HDV and ‘triplex/Csy4’ architectures resulted in similar EYFP levels. Thus, cis-acting ribozymes can mediate functional gRNA expression from RNAP II promoters.

Multiplexed gRNA expression from single RNA transcripts

A major challenge in constructing CRISPR-TF-based circuits in human cells, especially ones that interface with endogenous promoters, is that multiple gRNAs are necessary to achieve desired activation levels, since single gRNAs do not typically achieve significant activation (Cheng et al., 2013; Maeder et al., 2013; Mali et al., 2013a; Perez-Pinera et al., 2013). Current techniques rely on multiple gRNA expression cassettes, each with their own promoter and terminator. Our toolkit can generate multiple functional gRNAs from a single compact transcript

We expressed two independent gRNAs from a single RNA transcript to activate two independent downstream promoters. In the first architecture (‘intron-triplex’), we encoded gRNA1 within an HSV1 intron flanked by two Csy4 binding sites within the coding sequence of mKate2. Furthermore, we encoded gRNA2 enclosed by two Csy4 binding sites downstream of the mKate2-triplex sequence (Figure 4A, ‘Input A’). In the second architecture (‘triplex-tandem’), we surrounded both gRNA1 and gRNA2 with Csy4 binding sites and placed them in tandem, downstream of the mKate2-triplex sequence (Figure 4B, ‘Input B’). In both architectures, gRNA1 and gRNA2 targeted the synthetic promoters P1-EYFP and P2-ECFP, respectively.

Both strategies for multiplexed gRNA expression enable functional taCas9 activity at multiple downstream targets and can be tuned for desired applications (Figure 4C and Figure S5). Specifically, the ‘intron-triplex’ construct exhibited a 3-fold decrease in mKate2, a 10-fold increase in EYFP, and a 100-fold increase in ECFP in the presence of 200 ng of the Csy4 plasmid compared to no Csy4. In the ‘triplex-tandem’ architecture, mKate2, EYFP, and ECFP expression increased by 3-fold, 36-fold, and 66-fold, respectively, in the presence of 200 ng of the Csy4 plasmid when compared to no Csy4. The ‘intron-triplex’ architecture had higher EYFP and ECFP levels compared with the ‘triplex-tandem’ architecture. Thus, Csy4 enables the generation of multiple gRNAs from a single mRNA transcript.

To demonstrate the utility of our multiplexing toolkit in targeting endogenous loci, we encoded multiple gRNAs targeting the IL1RN promoter into a single transcript. Previously described gRNAs for IL1RN activation, separated by Csy4 binding sites, were cloned in tandem, downstream of an mKate2-triplex sequence on a single transcript (Figure 5A). We measured IL1RN activation by the multiplexed single-transcript construct as well as an architecture where the four different gRNAs were expressed from four different plasmids (Figure 5B, ‘Multiplexed’ versus ‘Non multiplexed’, respectively). In the presence of 100 ng of the Csy4 plasmid, the multiplexed architecture resulted in a ~1111-fold activation over non-specific gRNA1 (‘NS’) compared with ~461-fold for the non-multiplexed set of single-gRNA-expressing plasmids. Moreover, ~155-fold IL1RN activation was detected with the multiplexed architecture even in the absence of Csy4, further supporting our observation that taCas9 can utilize gRNAs encoded in long transcripts, albeit with significantly lower efficiency. Together with Figure 4, these results show that it is possible to generate multiple functional gRNAs for multiplexed expression from a single concise RNA transcript. These
architectures thus enable compact programming of Cas9 function for implementing multi-output synthetic gene circuits, for modulating endogenous genes, and potentially for achieving conditional multiplexed genome editing.

**Synthetic transcriptional cascades with RNA-guided regulation**

To demonstrate the utility of our RNA-dependent regulatory toolkit, we used it to create the first CRISPR-TF-based transcriptional cascades. Many complex gene circuits require the ability to implement cascades, in which signals integrated at one stage are transmitted to downstream stages for processing and actuation (Ellis et al., 2009; Hooshangi et al., 2005). Furthermore, transcriptional cascades are important in natural regulatory systems, such as those that control segmentation, sexual commitment, and development (Dequeant and Pourquie, 2008; Sinha et al., 2014). However, despite the potential utility of CRISPR-TFs for artificial gene circuits, CRISPR-TF-based cascades have not been built to-date.

We integrated the ‘triplex/Csy4’ and ‘intron/Csy4’ strategies to build two different, three-stage CRISPR-TF-mediated transcriptional cascades (Figure 6). In the first design, CMVp-driven expression of gRNA1 from an ‘intron/Csy4’ construct generated gRNA1 from an HSV1 intron, which activated a synthetic promoter P1 to produce gRNA2 from a ‘triplex/Csy4’ architecture, which then activated a downstream synthetic promoter P2 regulating ECFP (Figure 6A). In the second design, the intronic gRNA expression cassette in the first stage of the cascade was replaced by a ‘triplex/Csy4’ architecture for expressing gRNA1 (Figure 6B). We tested these two designs in the presence of 200 ng of the Csy4 plasmid (Figure 6C, D and Figure S6).

In the first cascade design, a 76-fold increase in EYFP and a 13-fold increase in ECFP were observed compared to a control in which the second stage of the cascade (P1-EYFP-Tr-28-g2-28) was replaced by an empty plasmid (Figure 6C). In the second cascade design, a 31-fold increase in EYFP and a 21-fold increase in ECFP were observed compared to a control in which the second stage of the cascade (P1-EYFP-Tr-28-g2-28) was replaced by an empty plasmid (Figure 6D). These results demonstrate that there is minimal non-specific activation of promoter P2 by gRNA1 (see also Figure S2C), which is essential for the scalability and reliability of transcriptional cascades. Furthermore, the activation of each stage in the cascade was dependent on the presence of all upstream nodes, which is expected in properly functioning transcriptional cascades (Figure 6C, D).

**Rewiring RNA-dependent synthetic regulatory circuits**

We integrated CRISPR-TF regulation with mammalian RNA interference to implement more sophisticated circuit topologies and to show how network motifs could be rewired by Csy4-based RNA processing. Specifically, we incorporated miRNA regulation with CRISPR-TFs and used Csy4 to disrupt miRNA inhibition of target RNAs by removing cognate miRNA binding sites. We first built a single RNA transcript that was capable of multiplexed gene regulation by expressing both a functional miRNA (Greber et al., 2008; Xie et al., 2011) and a functional gRNA. This was achieved by encoding a mammalian miRNA inside the consensus intron within the mKate2 gene, followed by a triplex sequence and a gRNA1 sequence flanked by Csy4 recognition sites (Figure 7A, CMVp-mKate2-[miR]...
mKate2-Tr-28-g1-28). The first output was a constitutively expressed ECFP gene followed by a triplex sequence, a Csy4 recognition site, 8x miRNA binding sites (8x miRNA-BS), and another Csy4 recognition site (Figure 7A). The second output was the P1 promoter regulating EYFP (Figure 7A).

In the absence of Csy4, ECFP and EYFP levels were low because the miRNA suppressed ECFP expression and no functional gRNA1 was generated (Figure 7B and Figure S7 ‘Mechanism 1’). In the presence of Csy4, ECFP expression increased by 30-fold compared to the no Csy4 condition, which we attributed to Csy4-induced separation of the 8x miRNA-BS from the ECFP transcript (Figure 7B). Also, the presence of Csy4 generated functional gRNA1, leading to 17-fold increased EYFP expression compared to the no Csy4 condition (Figure 7B). The mKate2 fluorescence levels were high in both the Csy4-positive and Csy4-negative conditions. Thus, Csy4 catalyzed RNA-based rewiring of circuit connections between the input node and its two outputs by simultaneously inactivating a repressive output link and turning on an activating output link (Figure 7C).

To demonstrate facile circuit programming using RNA-dependent mechanisms, we extended the design in Figure 7A by incorporating an additional 4x miRNA-BS at the 3’ end of the mKate2-containing transcript (Figure 7D, CMVp-mKate2-[miR]-mKate2-Tr-28-g1-28-miR4BS). In the absence of Csy4, this resulted in autoregulatory negative feedback suppression of mKate2 expression by the miRNA generated within the mKate2 intron (Figure 7E and Figure S7 ‘Mechanism 2’). In addition, both ECFP and EYFP levels remained low due to repression of ECFP by the miRNA and the lack of functional gRNA1 generation. However, in the presence of Csy4, mKate2 levels increased by 21-fold due to Csy4-mediated separation of the 4x miRNA-BS from the mKate2 transcript. Furthermore, ECFP inhibition by the miRNA was relieved in a similar fashion, resulting in a 27-fold increase in ECFP levels. Finally, functional gRNA1 was generated, leading to a 50-fold increase in EYFP levels (Figure 7E). Thus, Csy4 catalyzed RNA-based rewiring of circuit connections between the input node and its two outputs by simultaneously inactivating a repressive output link, turning on an activating output link, and inactivating an autoregulatory feedback loop (Figure 7F).

Discussion

Synthetic biology provides tools for studying basic biology by disrupting, rewiring, and mimicking natural network motifs (Elowitz and Lim, 2010). In addition, synthetic circuits have been used to link exogenous signals to endogenous gene regulation (Fussenegger et al., 2000; Ye et al., 2011), to address biomedical applications (Nissim and Bar-Ziv, 2010; Weber and Fussenegger, 2012), and to perform cellular computation (Benenson, 2012; Daniel et al., 2013; Nissim et al., 2007). Although many synthetic gene circuits have been based on transcriptional regulation, RNA-based regulation has also been used to construct a variety of artificial gene circuits (Auslander et al., 2012; Benenson, 2012; Saito et al., 2010; Xie et al., 2011). However, previous efforts have not yet integrated RNA-based regulation with CRISPR-TFs, which are both promising strategies for implementing scalable genetic circuits given their programmability and potential for multiplexing.
In this work, we created a rich toolkit for engineering artificial gene circuits and endogenous gene regulation in human cells. We developed multiple complementary approaches to generate functional gRNAs from transcripts of translated genes regulated by RNAP II promoters. These architectures, based either on Csy4 or ribozymes, enable the encoded RNA and protein levels to be tuned. Choosing between these architectures depends on the specific application. When gRNA expression does not need to be specifically timed or synchronized in a complex fashion, a constitutively active ribozyme-based system is beneficial since it does not need the expression of an additional protein (Csy4). Conditional gRNA production via ribozyme-based architectures can be achieved by using conditional RNAP II promoters or ligand-dependent cleavage (Soukup and Breaker, 1999) to trigger gRNA release using exogenous control. Applications that require more complicated regulation, synchronization or rewiring of multiple genes (Figure 7), and/or tunable input-output relationships can benefit from the additional control afforded by Csy4. For example, functional gRNAs are produced with the expression of the harboring RNA transcript AND the presence of Csy4. The expression of both of these components could be linked to regulated or conditional promoters for more specific spatial or temporal control of CRISPR-TF circuits.

Complementary to synthetic circuits, we showed that this toolkit can be used to activate endogenous promoters from multiple different endogenous human RNAP II promoters, as well as viral CMVp. We also described novel strategies for multiplexed gRNA expression from compact single transcripts to modulate both synthetic and native promoters. This feature is useful because it can be used to regulate multiple nodes from a single concise one, thus enabling sophisticated circuits with a large number of parallel ‘fan-outs’ (i.e., outgoing interconnections from a given node) and networks with dense interconnections. Moreover, the ability to target endogenous loci with several gRNAs in a condensed fashion is critical since multiple gRNAs are needed for substantial modulation of native promoters. Thus, our tools can be used to build efficient artificial gene networks and to perturb native regulatory networks.

The native CRISPR RNA context can be used for multiplexed genome engineering when expressed from RNAP III promoters in mammalian cells (Cong et al., 2013). However, it remains unclear whether CRISPR/Cas-based systems can be multiplexed when expressed from RNAP II promoters using this approach and what cellular factors mediate this process. In addition to transcriptional regulation, if a nuclease-proficient Cas9 was used with our platform instead of taCas9, then in vivo multiplexed genome editing activity could be conditionally linked to cellular signals via regulation of gRNA expression. In addition to genetic studies, this capability could be potentially used to create in vivo DNA-based ‘ticker tapes’ that link cellular events to mutations.

This framework integrates mammalian RNA regulatory mechanisms with the RNA-dependent protein, dCas9, and the RNA-processing protein, Csy4, from bacteria. These architectures lay a foundation for sophisticated and compact synthetic gene circuits in human cells, such as multi-stage, multi-input/multi-output networks and feedback circuits capable of logic, computing, and interfacing with endogenous systems. Theoretically, since the specificity of regulatory interconnections with these tools is determined only by RNA sequences, scalable circuits with almost any network topology could be constructed. We
demonstrated highly specific and effective three-layer transcriptional cascades with two different architectures that incorporated RNA triplexes, introns, Csy4, and CRISPR-TFs. The absence of undesired crosstalk between different stages of the cascade underscores the orthogonality and scalability of RNA-dependent regulatory schemes.

We also combined RNA regulatory parts, CRISPR-TFs, and RNA interference to create various circuit topologies that can be rewired via conditional RNA processing. Since both positive and negative regulation is possible with the same taCas9 protein (Farzadfard et al., 2013) and miRNAs enact tunable negative regulation, many important multi-functional and multi-component network topologies can be implemented using this set of regulatory parts. In addition, Csy4 can be used to catalyze changes in gene expression by modifying RNA transcripts and rewiring network topologies. For example, functional gRNAs were liberated for transcriptional modulation and miRNA binding sites were removed from RNA transcripts to eliminate miRNA-based links. This mechanism demonstrates the potential of adapting bacterial proteins to modulate mammalian gene regulation at the RNA level. This feature could be used to minimize unwanted leakage in positive-feedback loops and to dynamically switch circuits between different states. By linking Csy4 expression to endogenous promoters, interconnections between circuits and network behavior could also be conditionally linked to specific tissues, events (e.g., cell cycle phase, mutations), or environmental conditions. With genome mining or directed mutagenesis, orthogonal Cas9 and Csy4 variants could be discovered and used for more complicated regulatory and RNA processing schemes (Esvelt et al., 2013).

In summary, this work provides a diverse set of tools for constructing scalable regulatory gene circuits, tuning them, modifying connections between circuit components, and synchronizing the expression of multiple genes in a network. Furthermore, these regulatory parts could be used to interface synthetic gene circuits with endogenous systems as well as to rewire endogenous networks. Importantly, the promoters, proteins, and miRNAs used in these architectures are not limited to synthetic ones. For many applications, it will be useful to utilize endogenous cellular components, such as tissue or cell-phase-specific promoters and miRNAs, in order to interface engineered systems with native networks. Similarly, the outputs for these architectures are not limited to reporter genes, but can be effector genes, multiplexed gRNAs that target endogenous promoters, or any other encodable gene. We envision that integrating RNA-dependent regulatory mechanisms with RNA processing will enable sophisticated transcriptional and post-transcriptional regulation, accelerate synthetic biology, and facilitate the study of basic biology in human cells.

**Experimental Procedures**

**Plasmid construction**

The CMVp-dCas9-3xNLS-VP64 (taCas9, Construct 1, Table S1) plasmid was built as described previously (Farzadfard et al., 2013). The csy4 gene from *P. aeruginosa* strain UCBPP-PA14 (Qi et al., 2012), was codon optimized for expression in human cells and cloned downstream of the PGK1 promoter in a PGK1p-EBFP2 plasmid (Farzadfard et al., 2013) to create PGK1p-Csy4-pA (Construct 2, Table S1). The various gRNA expression
constructs were built using conventional restriction enzyme cloning, Golden Gate assembly, and/or Gibson assembly (Table S1 and Extended Experimental Procedures).

**Cell culture and transfections**

Low passage HEK-293T cells were obtained from ATCC; freshly thawed cells were used in this study and were replaced with a fresh batch every two months. They were maintained in DMEM supplemented with 10% FBS, 1% penicillin-streptomycin, 1% GlutaMAX, non-essential amino acids at 37°C with 5% CO₂. HEK293T cells were transfected with FuGENE®HD Transfection Reagent (Promega) according to the manufacturer’s instructions. Each transfection was made using 200,000 cells/well in a 6-well plate. As a control, with 2 µg of a single plasmid in which a CMV promoter regulated mKate2, transfection efficiencies were routinely higher than 90% (determined by flow cytometry). Unless otherwise indicated, each plasmid was transfected at 1 µg/sample. All samples were transfected with taCas9, unless specifically indicated. Cells were processed for flow cytometry or qRT-PCR analysis 72h after transfection.

**Quantitative reverse transcription–PCR (RT-PCR)**

The RT-PCR procedure was developed in (Perez-Pinera et al., 2013) and described in Extended Experimental Procedures. Reported values are the means of three independent biological replicates with technical duplicates that were averaged for each experiment. Error bars represent standard error of the mean (SEM).

**Flow Cytometry**

Cells were washed with DMEM and 1xPBS, re-suspended in 1xPBS, and immediately assayed with a Becton Dickinson LSRII Fortessa flow cytometer. At least 50,000 cells were recorded per sample in each data set. The results of each experiment represent at least three biological replicates. Error bars are SEM on the weighted median fluorescence values (Extended Experimental Procedures).

**Supplementary Material**

Refer to Web version on PubMed Central for supplementary material.
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HIGHLIGHTS

- Multiplexed CRISPR/Cas guide RNAs are expressed from single compact transcripts.
- Guide RNAs are generated from RNA polymerase II promoters with three strategies.
- Multi-stage cascades and gene circuits are created with CRISPR–TFs and microRNAs.
- Csy4-based RNA processing enables synchronized circuit rewiring at the RNA level.
Figure 1.
The ‘triplex/Csy4’ architecture (CMVp-mK-Tr-28-g1-28) produces functional gRNAs from RNAP II promoters while maintaining expression of the harboring gene. (A) gRNA1 was flanked by two Csy4 recognition sites (‘28’), placed downstream of an mKate2 gene followed by an RNA triplex, and produced by CMVp. Csy4 generates gRNAs that can be incorporated into a transcriptionally active dCas9-VP64 (taCas9) to activate a synthetic promoter (P1) driving EYFP (P1-EYFP). (B) The presence of Csy4 enabled a 60-fold increase in EYFP levels, validating the generation of functional gRNAs. Fluorescence
values were normalized to the maximum respective fluorescence between the data in this figure and Figure 2B–D to enable cross comparisons between the ‘triplex/Csy4’ and ‘intron/Csy4’ architectures. (C) Csy4 and taCas9 have opposite effects on mKate2 fluorescence generated by CMVp-mK-Tr-28-g1-28. The mKate2 expression levels were normalized to the maximum mKate2 value observed (Csy4 only) across the four conditions tested here. (D) The human RNAP II promoters CXCL1, H2A1, and UbC, and the viral CMV promoter were used to drive expression of four different gRNAs (gRNA3-6, Table S2) previously shown to activate the IL1RN promoter (Perez-Pinera et al., 2013) from the ‘triplex/Csy4’ construct. These results were compared to the RNAP III promoter U6p driving direct expression of the same gRNAs. Four different plasmids, each containing one of the indicated promoters and gRNAs 3–6, were co-transfected along with a plasmid encoding taCas9 and with or without a plasmid expressing Csy4. Relative IL1RN mRNA expression, compared to a control construct with non-specific gRNA (NS, CMVp-mK-Tr-28-g1-28), was monitored using qRTPCR. (E) The input-output transfer curve for the activation of the endogenous IL1RN loci by the ‘triplex/Csy4’ construct was determined by plotting the mKate2 levels (as a proxy for the input) versus the relative IL1RN mRNA expression levels (as the output). Tunable modulation of endogenous loci can be achieved with RNAP II promoters of different strengths, with the presence of Csy4 greatly increasing activation compared with the absence of Csy4. The IL1RN data is the same as shown in D). Data are represented as mean +/- SEM. See also Figure S1–2.
Figure 2.
The ‘intron/Csy4’ architecture (CMVp-mK\textsubscript{EX1}-[28-g1-28]\textsubscript{intron}-mK\textsubscript{EX2}) generates functional gRNAs from introns in RNAP-II-expressed transcripts. (A) gRNA1 is flanked by Csy4 recognition sites and encoded within an intron, leading to functional gRNA1 generation with Csy4 and activation of a downstream P1-EYFP construct. In contrast to the ‘triplex/Csy4’ construct in Figure 1, the ‘intron/Csy4’ architecture results in decreased expression of the harboring gene with increased Csy4 levels, which may be due to cleavage of pre-mRNA prior to splicing. (B–D) Three introns, a consensus intron (B), snoRNA2 (C), and HSV1 (D)
intron (C), and an HSV1 intron (D), combined with Csy4, resulted in functional gRNAs as assessed by EYFP expression. Fluorescence values were normalized to the maximum fluorescence between this data and Figure 1B. Data are represented as mean +/- SEM. See also Figure S1–3.
Figure 3.
Ribozyme architectures expressed from CMVp can produce active gRNAs. (A) gRNA1 was flanked with hammerhead (HH) and HDV ribozymes and encoded downstream of mKate2 with an RNA triplex (CMVp-mK-Tr-HH-g1-HDV). (B) gRNA1 was flanked with HH and HDV ribozymes and encoded downstream of mKate2 with no RNA triplex (mK-HH-g1-HDV). (C) gRNA1 was flanked with HH and HDV ribozymes (HH-g1-HDV). (D) The three architectures efficiently generated gRNA1 to activate P1- EYFP. The ‘triplex/Csy4’ construct (CMVp-mK-Tr-28-g1-28), with and without Csy4, and the RNAP III promoter.
U6p driving gRNA1 (U6p-g1) are shown for comparison. Data are represented as mean +/- SEM. See also Figure S4.
Figure 4.
The ‘triplex/Csy4’ and ‘intron/Csy4’ architectures enable multiplexed gRNA expression from a single transcript and compact encoding of synthetic circuits with multiple outputs.

(A) In the first design (Input A, ‘intron-triplex’), we encoded gRNA1 within a HSV1 intron and gRNA2 after an RNA triplex. Both gRNAs were flanked by Csy4 recognition sites. Functional gRNA expression was assessed by activation of a gRNA1-specific P1-EYFP construct and a gRNA2-specific P2-ECFP construct.

(B) In the second design (Input B, ‘triplex-tandem’), we encoded both gRNA1 and gRNA2 in tandem, with intervening and...
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flanking Csy4 recognition sites, downstream of mKate2 and an RNA triplex. Functional
gRNA expression was assessed by activation of a gRNA1-specific P1-EYFP construct and
a gRNA2-specific P2-ECFP construct. (C) Both multiplexed gRNA expression constructs
efficiently activated EYFP and ECFP expression in the presence of Csy4, thus
demonstrating the generation of multiple active gRNAs from a single transcript. Data are
represented as mean +/- SEM. See also Figure S5.
Figure 5.
Multiplexed gRNA expression from a single, compact transcript enables efficient activation of endogenous loci. (A) Four different gRNAs (gRNA3-6) were multiplexencoded in tandem, with intervening and flanking Csy4 recognition sites, downstream of mKate2 and an RNA triplex (CMVp-mK-Tr-(28-g-28)$_3$–6). (B) The multiplexed mK-Tr-(28-g-28)$_3$–6 construct exhibited high-level activation of IL1RN expression in the presence of Csy4 compared with the same construct in the absence of Csy4. Relative IL1RN mRNA expression was determined based on a control construct with non-specific gRNA1 (NS,
CMVp-mK-Tr-28-g1-28) expressed via the ‘triplex/Csy4’ architecture. For comparison, a non-multiplexed set of plasmids containing the same gRNAs (gRNA3-6), each produced from separate, individual plasmids (CMVp-mK-Tr-28-gRNA-28) with the ‘triplex/Csy4’ architecture is shown. Data are represented as mean +/- SEM.
Multi-stage transcriptional cascades can be implemented with our CRISPRTF architectures. (A) A three-stage transcriptional cascade was implemented by using intronic gRNA1 (CMVp-mKEX1-[28-g1-28]HSV-mKEX2) as the first stage. gRNA1 specifically targeted the P1 promoter to express gRNA2 (P1-EYFP-Tr-28-g2-28), which then activated expression of ECFP from the P2 promoter (P2-ECFP). (B) A three-stage cascade was implemented by using a ‘triplex/Csy4’ architecture to express gRNA1 (CMVpK-Tr-28-g1-28). gRNA1 specifically targeted the P1 promoter to express gRNA2 (P1-EYFP-Tr-28-g2-28), which
then activated expression of ECFP from P2 (P2-ECFP). (CD) The complete three-stage cascade from A) and B), respectively exhibited expression of all three fluorescent proteins. The removal of one of each of the three stages in the cascade resulted in the expected loss of fluorescence of the specific stage and dependent downstream stages. Data are represented as mean +/- SEM. See also Figure S6.
Figure 7.
CRISPR-based transcriptional regulation can be integrated with mammalian microRNAs and RNA processing mechanisms as well as with Csy4-dependent RNA processing to implement feedback loops and multi-output circuits that can be rewired at the RNA level.

(A) We created a single transcript that encoded both miRNA and CRISPR-TF regulators by expressing a miRNA from an intron within mKate2 and gRNA1 from a ‘triplex/Csy4’ architecture (CMVp-mK_{E1}-[miR]-mK_{E2}-Tr-28-g1-28). In the presence of ttaCas9 but in the absence of Csy4, this circuit did not activate a downstream gRNA1-specific P1-EYFP.
construct and did repress a downstream ECFP transcript with 8× miRNA binding sites flanked by Csy4 recognition sites (CMVp-ECFP-Tr-28-miR_{8xBS}). In the presence of both taCas9 and Csy4, this circuit was rewired by activating gRNA1 production and subsequent EYFP expression, as well as by separating the ECFP transcript from the 8xmiRNA binding sites, thus ablating miRNA inhibition of ECFP expression. (B–C) Csy4 expression changes the behavior of the circuit in A) by rewiring circuit interconnections. (D) We incorporated an autoregulatory feedback loop into the network topology of the circuit described in A) by encoding 4x miRNA binding sites at the 3’ end of the input transcript (CMVp-mK_{Ex1}-[miR]-mK_{Ex2}-Tr-28-g1-28-miR_{4xBS}). This negative feedback suppressed mKate2 expression in the absence of Csy4. However, in the presence of Csy4, the 4x miRNA binding sites were separated from the mKate2 mRNA, thus leading to mKate2 expression. (E–F) Csy4 expression changes the behavior of the circuit in D) by rewiring circuit interconnections. In contrast to the circuit in A), mKate2 was suppressed in the absence of Csy4, but was highly expressed in the presence of Csy4 due to elimination of the miRNA-based autoregulatory negative feedback. Each of the mKate2, EYFP, and ECFP levels in B) and E) were normalized to the respective maximal fluorescence amongst all tested scenarios. The controls in column 3 and 4 in B) and E) are duplicated, since the two circuits in A) and D) were tested in the same experiment with the same controls. Data are represented as mean +/- SEM. See also Figure S7.