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ABSTRACT 
 
The technology of modern purely electrical computers requires more electrical wiring for 
intra-chip and inter-chip communications as the number of cores increases. 
Consequently, energy consumption increases due to heat dissipation from low bandwidth 
electric wires. The conversion of electrical signals to optical signals has been proposed in 
the future electro-optical computers as a way of addressing this issue. Much work has 
gone into the design, fabrication, and testing of components of new optical elements that 
can be implemented in chips fabricated in unmodified CMOS processes.  
 
In this Ph.D. thesis advances are achieved through engineering of various integrated 
optical and electro-optical devices on the chip, algorithms for automatic engineering of 
integrated optical devices, and measurement methods that enable understanding of 
integrated device behavior. The highly unidirectional uniform optical grating couplers are 
simulated, and compared experimentally with typical uniform gratings on the same chip. 
Here, the method of comparison of devices in symmetrical structures is presented. An 
algorithm for the design of a grating that launches a beam with an arbitrary magnitude 
and flat phase front is described. As an extension of this, the second algorithm for the 
design of a grating that launches a beam (here, focusing) with an arbitrary magnitude and 
phase front is presented. An automatic algorithm which, from the 2D device contour file 
after optical proximity correction, builds up any 3D optical device further simulated in 
3D-FDTD is described. The obtained device can be compared with the designed device 
before fabrication occurs. An electronically-controlled optical switch with free-carrier 
injection, which can switch digital optical signals from one waveguide into other, is 
described. This switch is many times smaller, faster and more energy efficient than a 
recent optical switch based on a traditional Mach-Zehnder interferometer. Next, three 
different measurement methods are presented and experimentally confirmed. The first 
method enables measurement of current through the heater in the complex diode topology 
on the chip. The second method is for measuring the desired temperature on the chip for 
tests of integrated devices. The third method is for automated measurement of angles of 
optical fibers for the coupling with the gratings. 
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Chapter 1 

________________________________________________________ 

Introduction  

________________________________________________________ 

 

The technology of today’s purely electrical computers requires more and more 

electrical wiring as the number of cores increases [see Figure 1.1]. In addition, 

Figure 1.1 shows many electrical wires as the consequence of many electrical 

wires on the chips, on the chip boards, and between the boards. This comes with 

increased energy consumption due to heat dissipation from low bandwidth intra-

chip and inter-chip electric wires inside the computer, additional energy 

consumption for cooling, and unnecessary usage of the electrical wire itself in 

large quantities. This has provided motivation for considering an optical solution, 

in which the electronic digital signals are converted to optical digital signals that 

can take advantage of high-bandwidth optical fibers for communication between 

the different parts of a computer system. The lower power dissipation of the 

optical signals, both on chip and in fiber connectors, can increase the energy 

efficiency and make more efficient usage of resources. 
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The technology of these future combined electrical and optical computers 

is approaching; it will be based on integrated electro-optics on a chip, fabricated 

in the standard (unmodified) CMOS fabrication processes [1-5], so that they can 

be made in the existing fabrication infrastructure. The technology uses photonic 

links for intra-chip and inter-chip communications, where electronic signals are 

imprinted (modulated) onto optical signals [2]. The number of electrical links is 

decreased, energy efficiency is increased, and the signal bandwidth is greatly 

increased. The global on-chip photonic link has an energy consumption of 0.25 

pJ/b (where a bit is high intensity for binary “1” or low intensity for binary “0” at 

the wavelength λi of the ith channel) and bandwidth density of 160 – 320 Gb/s/μm 

[6]. In comparison, the global on-chip optimally repeated electrical link has 

energy consumption of 1 pJ/b and bandwidth density of 5 Gb/s/μm [6]. 

 

Figure 1.1: Example of electrical wiring in the supercomputer at Goddard in the year 2014. From 

[http://geeked.gsfc.nasa.gov/?p=3601]. 
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Consequently, these electro-optical computers will be more energy efficient and 

have larger bandwidth than purely electrical computers, so they can efficiently 

provide for the increased demands of multi-core computers [2].  

The basic idea is that electrical signals are first converted into optical 

signals. Then they can be switched into an optical fiber for communication 

between chips, and then finally converted back to electrical signals. An example 

of this is illustrated in Figure 1.2, which depicts the basic components of photonic 

technology using a simple wavelength division multiplexing (WDM) link [2]. 

Light from an external (off-chip) two-wavelength continuous-wave (CW) laser 

source is carried by an optical fiber and arrives perpendicular to the surface of 

chip A, where a vertical coupler steers the light into an on-chip waveguide. This 

waveguide carries the light past a series of driver circuits [7] that imprint the 

electrical signal onto the optical carrier. Each driver circuit takes as input an 

electrical signal in terms of voltage, and uses a resonant ring modulator [5] tuned 

to a different wavelength to modulate the field amplitude (into binary “1” and 

“0”)  of the light passing by at that wavelength. The modulated optical signal 

continues through the waveguide, exits chip A through a vertical coupler into 

another fiber, and is then coupled into a waveguide on chip B. Then on chip B, 

each of the two receivers use a tuned resonant ring filter [5] to “drop” the 

corresponding wavelength from the waveguide into a local photodetector [8]. The 

light at the different wavelengths is sensed by photodetectors, which convert the 
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absorbed modulated light into modulated current in the different channels, which 

is further sensed by electrical receivers.  

In order to make clear how this modulation works in the time domain, a 

set of the different electrical and optical signals is illustrated in Figure 1.3. The 

initial intensity at the carrier wavelength λ1 from the external laser is 

approximately constant [see Figure 1.3(a)]; and the electronic digital signal is 

carried on the voltage input of the driver circuit of the ring resonator modulator 

which operates on λ1 on chip A [see Figure 1.3(b)]. Following modulation, the 

optical intensity at λ1 is modulated to carry the digital signal [see Figure 1.3(c)]. 

This modulated optical signal is communicated to chip B, where the signal at λ1 is 

pulled out by ring resonator which operates on λ1 (recall that many wavelengths 

are utilized in this wavelength multiplexing scheme) and converted to electrical 

current by the photodetector [shown in Figure 1.3(d)]. 

 

Figure 1.2: Photonic link with two point-to-point channels implemented with wavelength division 

multiplexing. From [2]. 
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In this Ph.D. thesis, advances are achieved in various parts of the 

previously briefly described technology of the future electro-optical computers. 

These computers are currently in development. These advances are accomplished 

through the FDTD (finite-difference time-domain) simulations, algorithms, 

optical and electro-optical device designs, measurement methods and laboratory 

experiments. 

 
                                (a)                                                                (b) 

 
                                 (c)                                                               (d) 

Figure 1.3: Illustration of the time domain signals from Figure 1.2 carried out on λ1: (a) CW laser 

intensity of light on λ1 vs. time; (b) voltage of driver circuit which controls a PIN diode for free-

carrier injection in the ring resonator modulator which operates on λ1, vs. time; (c) the voltage 

signal is imprinted on the intensity of light in channel 1 from (a), which means that light in this 

channel is modulated by intensity and consists of binary “ones” and “zeros”;   (d) the modulated 

optical signal from (c) is converted by the photodetector into electrical current. 
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Chapters 2, 3 and 4 are about advanced optical grating couplers for fiber-

to-chip and chip-to-chip coupling. In Chapter 2 highly unidirectional uniform 

gratings, fabricated in the unmodified 45 nm SOI-CMOS foundry process, are 

presented. In addition, the unidirectional uniform grating is experimentally 

compared with the bidirectional (typical) uniform grating, fabricated in the same 

foundry process and on the same chip. Here, a method of comparison is presented 

that clearly demonstrates the efficiency of fabricated unidirectional grating 

relative to bidirectional when each is in a symmetrical structure with two the same 

kind of gratings. Then in Chapters 3 and 4 are discussed two methods for the 

design of the desired grating coupler. The first method from Chapter 3 is about 

the design of a grating which launches a beam with arbitrary magnitude (in the 

case of our demonstration, magnitude is Gaussian) and the flat phase front. The 

second method from Chapter 4 is the extension of the first method to the design of 

the grating that launches a beam with arbitrary magnitude and arbitrary phase 

front. Moreover, in the case of our demonstration, the magnitude is Gaussian, and 

the phase front is parabolic, so that the resulting beam is focusing. 

Chapter 5 describes a fully automatic algorithm which extracts the device 

contour coordinates from the contour file for the arbitrary device geometry, after 

optical proximity correction (OPC). Then, the algorithm builds up any 3D optical 

device which is further simulated in 3D-FDTD, which can be compared with the 



19 
 

designed device before fabrication occurs. The device contour coordinates are the 

x and y coordinates for the points of the device contour on the chip. 

Chapter 6 is devoted to designs of an electronically-controlled optical 

switch. In this Chapter 6 and Appendix A is shown that these switches have 

hundreds of times smaller area footprint, they are several times faster and several 

times more energy efficient, than switches based on traditionally used Mach-

Zehnder interferometers.  

At the end of each chapter and Appendix B, conclusions are provided. In 

Chapter 7, conclusions of the thesis are given. 

Appendix B contains three different measurement methods related to 

devices that can be found on the electro-optical chip. The first method can enable 

measurement of current through the heater (resistor) in the complex diode circuits 

topology on the chip. The second method is for measuring the desired temperature 

on the chip for tests of devices on the same chip, which are exposed to 

temperature variations while electro-optical computer operates. The third method 

(algorithm) is for the automated measurement of angles of two optical fibers for 

the coupling with the two gratings, for the lab testing of devices on the chip. All 

these three measurement methods are experimentally confirmed. 
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Chapter 2  

________________________________________________________ 

Highly Unidirectional Uniform Optical Grating 

Couplers, Fabricated in Standard 45 nm SOI-

CMOS Foundry Process 

________________________________________________________ 

 

In this chapter, and in Chapters 3 and 4, we consider the design of advanced 

optical grating couplers. A grating coupler is a periodic structure, which is the 

diffraction grating, and operates based on the splitting and diffracting the light 

into beams travelling in a certain direction [9]. The grating coupler is integrated 

on the electro-optical chip and consists of teeth (material of the waveguide – core) 

and gaps (material around the waveguide – cladding) [see Figure 2.1]. The 

purpose of the grating coupler is to bring the light on the chip from the external 

optical source (laser) through the input fiber (Figure 2.1). Or in other words, to 

couple the light from the input optical fiber into the waveguide on the chip. Also, 

to bring the light out of this chip to the second chip. Coupling the light to the 

second chip can be realized through the grating-to-fiber-to-grating coupling or 

grating-to-grating (chip-to-chip) coupling. In the latter case, the coupling is 
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realized through the focusing beam which the grating from the first chip radiates 

and the grating from the second chip receives (which constitutes a wireless 

connection between the two chips). On the second chip can be an integrated 

photodetector [8] that does an opto-electrical conversion, and afterwards, the 

electrical current is processed. More than two chips can be coupled. 

In Figure 2.1 is a ring resonator thermally controlled with a heater [10] 

which uses the light brought by the grating coupler in its operation. Consequently, 

the grating coupler, as a component through which the light is brought on the 

      

 

Figure 2.1: Optical grating couplers integrated on the electro-optical chip [Benjamin Moss made this 

figure, and author added fibers, arrows and words]. 
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chip, has fundamental importance for the energy efficiency on the chip(s), and 

also in total of future electro-optical computers.  

For testing purposes of the gratings and other electro-optical devices on 

the chip, members of the Stojanović research group (while he was a Professor at 

MIT) usually used an external photodetector (optical power meter) connected 

with the other end of the output fiber [see Figure 2.1 for this fiber]. Also, there is 

the existing design of the integrated photodetector on the chip [8]. 

 

2.1 Introduction 

In the development of future electro-optical computers [2] there is a need to bring 

the light in and out of their chips with the highest possible efficiency. The 

interface between devices outside the chip (for example, laser and photodetector) 

and on the chip (electro-optical devices) for coupling in both directions, is the 

optical grating coupler integrated on the chip.  

One of the major problems of grating couplers (in terms of efficient chip-

to-fiber and chip-to-chip coupling) is that they radiate power approximately 

equally in the up (Pup) and down (Pdown) directions, above and below the grating, 

respectively, which are the bidirectional gratings [11-20] [see Figure 2.1 for 

illustration]; see Figure 2.2(a) only for directions of these two powers on the 

illustration of the unidirectional grating and not the bidirectional, because the 

illustration of these two powers would be the same in both kinds of the gratings. 
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Several theoretical approaches have been proposed previously for breaking this 

symmetry by designing unidirectional grating couplers based on antenna theory 

[21-24]. Reference [24] provides an experimental demonstration as well. With 

constructive interference in one direction unidirectional grating will radiate more 

power in that direction than with destructive interference in other direction. Also, 

unidirectional gratings [25, 26] as slanted gratings [27-35] and blazed gratings 

[36-44] are designed and some experimentally demonstrated. In all previous 

advances (none of which are within the constraints of the standard 45 nm SOI-

CMOS foundry process [5]) the achieved unidirectivities are lower than those of 

the new structures which are discussed below. The term “unidirectivity” refers to 

larger power in percentage radiated in one direction (for example Pup, only if Pup > 

Pdown [for marked Pup and Pdown see Figure 2.2(a)]), than in other direction.  

                          

                                     (a)                                                                                            (b) 

Figure 2.2: (a) Illustration of uniform unidirectional grating geometry under consideration; (b) 

unidirectional grating parameters. 
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The constructive interference mentioned above occurs in one direction 

because the diffracted (light) waves from two teeth has total phase difference 

zero, so there is adding of two waves in that direction. In addition, one tooth is in 

the bottom core and the other in the top core, with widths wb and wt, respectively 

[see Figure 2.2(a,b) for these two cores which are relatively shifted for s]. This 

total phase difference is the sum of the two phase differences, first in the 

horizontal direction (horizontal distance between two teeth) and second in the 

vertical direction (vertical distance between two teeth). The destructive 

interference in the other direction has total phase difference π, so there is 

cancelation of two waves in that direction. The operation principle is given in 

more detail in [21]. 

In this chapter our focus is on a new kind of grating coupler which makes 

use of an antisymmetric grating profile as illustrated in Figure 2.2(a) above. The 

basic idea is that a wave traveling along this coupler will see modulation from two 

different grating structures that can be designed and controlled independently, 

allowing for improved control of the field radiated out of the plane. The 

advantages of this approach are that it consistent with the constraints of the 

standard 45 nm SOI-CMOS foundry process [5]; and that by construction we 

minimize the number of degrees of freedom in the basic design, allowing for a 

convenient optimization. 
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2.2 General approach 

To break the symmetry we designed gratings with two core layers by adjusting 

four parameters Λ, δb, δt, and s. Parameters δb and δt depend on wb and wt, 

respectively, and also on Λ. The parameters Λ, wb, wt, and s are indicated in Figure 

2.2(b). The parameter Λ is the grating period of (both) the top and bottom core 

layer; δb = wb / Λ is the fill factor of bottom teeth with widths wb; δt = wt / Λ is the 

fill factor of top teeth with widths wt; and s is the shift of bottom core layer 

relative to the top core layer. The first three design parameters Λ, δb, δt are 

positive real nonzero numbers, and the last s can be either positive or negative. In 

Figure 2.2, s is negative (bottom core layer is shifted to the left relative to the top 

core layer). 

In the design optimization, we manually adjusted the four parameters for 

each unidirectional grating design, while monitoring the FDTD [45] simulated 

gratings features, until high unidirectivities were obtained. In this, initial values of 

four unidirectional grating parameters are estimated by the following. 

Initial values for Λ is guessed based on typical values of grating periods for 

uniform gratings on central wavelength of 1550 nm, which are within constraints 

of CMOS, for example 800 nm. Initial values of fill factors δb and δt are guessed 

based on fill factor larger than 0.6, for example 0.7. The reason for this larger δ 

case (teeth widths wb and wt are larger and gaps are smaller in both cores) has a 

higher “effective” propagation constant of the guided light in the grating, which is 
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further from the radiation spectrum, and thus scattering to many radiation modes 

is less likely from perturbations [9]. Thus, interference of waves from bottom and 

top teeth is more efficient. For s initial value is chosen to be ±200 nm (we tried 

with both signs, first with - sign for unidirectional grating design with power 

radiation in up direction, and then with + sign for unidirectional grating design 

with power radiation in down direction). After we found final four values of 

parameters for each unidirectional grating design, these are presented in this 

chapter. These parameters also can be found using optimization algorithms, what 

we have not done in this chapter. 

Since in this chapter there are already given final values of all four 

unidirectional grating parameters, further unidirectional grating design can be 

done with initial values equal to given final parameter values in this chapter. 

Note that in this chapter the optical power Pin [see Figure 2.2(a)] at central 

wavelength λ=1550 nm (all gratings are designed for this wavelength) from the 

source propagates along the x axes in all simulations, using a two-dimensional 

finite-difference time-domain (2D FDTD) method [45]. In all simulations the 

given grating-to-fiber coupling efficiencies are relative to the total input power Pin 

in the grating from the source. Furthermore, by the reciprocity theorem [46], the 

fiber-to-grating coupling efficiency is the same in opposite direction as well.  

In all FDTD simulations our measure of how good grating design is, is in 

terms of coupling efficiency with correspondent fiber mode field diameter (MFD) 
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and unidirectivity. In these simulations the mode overlap is used to obtain 

coupling efficiencies between the launched field from the grating f1(x) and 

Gaussian mode f2(x) of the fiber, in a range of x1 and x2, between which is the full 

width of each function f(x).  Equation (2.1)  

 

                              𝑂𝑖𝑛𝑡 =
�∫ 𝑓1(𝑥)𝑓2(𝑥)𝑑𝑥𝑥2
𝑥1

�
2

∫ |𝑓1(𝑥)|2𝑑𝑥 ∫ |𝑓2(𝑥)|2𝑑𝑥 𝑥2
𝑥1

𝑥2
𝑥1

                   (2.1) 

 

is used for the computation of the overlap. The correctness of this equation in a 

code is confirmed with overlap of two Gaussian functions which are “perfectly” 

aligned, which gave the result 100% (for complete overlap). Here, we need to 

keep in mind that this is done for steps along x axes of 10 nm; if the functions are 

not perfectly aligned there is error in range of this step.  As we are computing 

overlap on the scale of μm along the x axis, this error is insignificant. Also, mode 

overlap with the input power Pin and each of the four following magnitudes is 

used to obtain: the optical power radiated in the up (total power radiated up) and 

down directions; and reflected (guided) power and transmitted (guided) power as 

well. This can be verified for each grating by summing all four mentioned 

magnitudes and for each grating result will be 1. 

The MFD mentioned above for the single-mode fiber (Gaussian field or 

power distribution) is roughly its diameter; there is also the MFD of the Gaussian 
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beam which the grating radiates. If the beam does not have a Gaussian shape (for 

example, in the cases of the uniform grating), then the radiated field or the power 

spatial distribution is fitted with a Gaussian function. The MFD is the full width at 

1/e of the maximum value of a field, for the field spatial distribution; where e is 

Euler’s number. Otherwise, the MFD is the full width at 1/e2 of the maximum 

value of the optical power, for the power spatial distribution. 

The goal of this chapter is to demonstrate through 2D-FDTD (2D is two-

dimensional) simulations [45] and experiments, highly unidirectional uniform 

grating coupler designs that can be coupled efficiently with a standard single-

mode fiber. In FDTD simulations, all designs are within constraints of the 

standard 45 nm SOI-CMOS foundry process [5]; and their features are simulated, 

where each design is aimed specifically at addressing a single problem that affects 

coupling efficiency in terms of unidirectivity. Long grating examples are explored 

first, and then short grating examples, with the corresponding values of MFD. The 

long gratings radiate optical power with the MFD few times larger than the MFD 

of power of single-mode fiber, while the short gratings radiate power with the 

MFD similar to the MFD of power of single-mode fiber. The fabricated final 

design was compared experimentally in terms of unidirectivity through the 

coupling efficiency with a bidirectional (typical) uniform grating coupler 

fabricated in the same process. 
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2.3 Simulation results of long unidirectional gratings 

The purpose of presenting long unidirectional gratings (which are allowed within 

the SOI-CMOS foundry process constraints) is to show that almost all optical 

power Pin which comes in grating [see Figure 2.2(a)] can be successfully radiated 

in one direction; because in this case almost all optical power is radiated, then the 

reflected and transmitted guided powers are both close to 0%. These gratings 

should not be coupled (although they could) with a standard single-mode fiber 

due to their few times larger MFD than the fiber, which would result in significant 

power loss. But there are other advantages in terms of radiating almost all of the 

optical power in one direction, and possibilities to collect it. These advantages are 

in applications in which more optical power can be collected with an appropriate 

multimode fiber MFD than with single-mode fiber. In a multimode fiber the 

radiated optical power from grating will excite several modes, and all this optical 

power will not be guided through the fiber because of non-efficient overlap 

between grating radiated beam shape and different modes of fiber. In another case 

the surface of a phototedetector can be placed just above the unidirectional 

grating, then almost all of the optical power Pin which comes into the grating may 

be detected; by itself this may have applications. 

We have designed a grating with unidirectivity in the up direction with 

parameter values: Λ = 779 nm, δb = 0.75, δt = 0.83, s = -266 nm, and with length 

along the x axes of 76.16 μm (the shortest length which gives Pup = 96%) [see 
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Figure 2.2(a,b)]. Also, we have designed a grating with unidirectivity in the down 

direction with parameter values: Λ = 779 nm, δb = 0.86, δt = 0.65, s = +282 nm, 

and with length along the x axes of 47.55 μm (the shortest length which gives 

Pdown = 98%).  

Some FDTD simulation results for unidirectional gratings with up and 

down radiation directions are depicted in Figure 2.3. 

The grating with up radiation direction has Pup = 96% radiated power in 

the up direction at λ=1550 nm [Figure 2.3(a)], Pdown = 3% radiated power in the 

down direction, and the reflected and transmitted (guided) powers are both 0.5%. 

It has the most efficient coupling of 76.78% at λ=1550 nm with the fiber: the 

MFD = 38.73 μm and the radiation angle θup = 12.6˚ [see Figure 2.2(a)]. Figure 

2.3(c) depicts the radiation pattern cross section in the x-y plane, in dB scale, and 

also here, the radiation angle θup = 12.6˚ for up radiation. In this Figure the field 

intensity is normalized with maximum of itself and represented on dB scale; 

therefore, we can see how maximum intensity level at 0 dB is radiated at angle of 

θup = 12.6˚ in up direction. 

The grating with the down radiation direction has Pdown = 98% radiated 

power in down direction at λ=1550 nm [Figure 2.3(b)], Pup = 2% radiated power 

in the up direction, and the reflected and transmitted (guided) powers are both 

0%. It has the most efficient coupling of 83% with the fiber at λ = 1550 nm: the 

MFD = 21.37 μm and the radiation angle θdown = 10.4˚ [see Figure 2.3(d)].  
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                                 (a)                                                                          (b) 

                            

                                       (c)                                                                         (d) 

  

                                       (e)                                                                          (f)   

Figure 2.3: Some FDTD simulation results. Left hand side column (a, c, e) corresponds to the 

long unidirectional grating with up radiation direction and right hand side column (b, d, f) 

corresponds to the unidirectional grating with down radiation direction. (a,b) Power distribution. 

(c,d) Grating radiation polar plot in dB scale. (e,f) Intensity distribution along grating length. 
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Because of the long length of both gratings, with up and down radiation, 

the MFDs are too large for coupling with standard single-mode fibers. 

In Figure 2.3(e) for grating with up radiation, a Gaussian fit (the 

fundamental mode of optical fiber) of intensity distribution along grating length 

shows that Gaussian reaches a very small value at x = 40 μm. For a chopped off 

grating with up radiation at x = 40 μm the up radiation decreases to a value of Pup 

= 89%  at λ = 1550 nm, and for approximately the same amount of decrease of 

Pup, the transmission increases to a value of 7% (the down radiated power 

remained Pdown = 3%, and the reflection is now 1%). Here, the decrease of the 

power Pup is approximately on account of increased power transmitted. For 

difference in lengths between two gratings of 38.2 μm, the difference in radiated 

power directivities of 7% is non-negligible. Also, in Figure 2.3(f) the Gaussian fit 

reaches a very small value at x = 20 μm. For chopped off grating with down 

radiation at this x = 20 μm the down radiation decreases to a value of Pdown = 87% 

at λ = 1550 nm, again on account of the power transmitted which is increased to a 

value of 11%. Thus, in order to make highly unidirectional grating couplers close 

to 100% unidirectivity in the standard 45 nm SOI-CMOS foundry process in this 

chapter, we need to have long gratings to radiate all energy efficiently. But, there 

is also a tradeoff between grating length (in this case unidirectivity) and efficient 

coupling with single-mode fiber; because for a greater length, and therefore 

greater radiated beam MFD, the result is a smaller beam overlap with the power 
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distribution with the smaller MFD in single-mode fiber (a single-mode fiber has a 

smaller MFD than the grating beam MFD). Therefore, a smaller coupling 

efficiency results. Moreover, within the used foundry process constraints, gratings 

with down radiations are less sensitive to smaller grating lengths in terms of 

unidirectivity and therefore coupling efficiency with standard single-mode fiber. 

 

2.4 Simulation results of short unidirectional gratings for coupling 

with standard single-mode fibers 

In this section both gratings with up and down radiations are chopped off along 

the x axis at 16 μm, which make them short gratings. In chopping off these 

gratings, our goal was to find the best possible balance between high 

unidirectivity and high coupling efficiency with a standard single-mode fiber. 

This goal is achieved through grating with down radiation at the exactly this  

length, because if only one grating period shorter grating is chosen, this would 

decrease unidirectivity on account of increased (guided) transmission, as 

discussed in the previous section. Another grating length with up radiation is 

chosen to be the same length as grating with down radiation in order to be 

compared. Within used foundry process constraints, a chopped grating design was 

our only possibility to achieve our goal. 
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The short grating design with up radiation has Pup = 65.4% radiated power 

in up direction at λ = 1550 nm, Pdown = 2.3% radiated power in down direction, 

and the reflected and transmitted guided powers are 1% and 31.3%, respectively. 

It has the most efficient coupling of 58% with the fiber at λ = 1550 nm: MFD = 

16.1 μm and radiation angle θup = 12.6˚. A large portion of the incident power in 

this case has gone into transmission. Because the up radiated power has 

drastically decreased, this grating is no longer highly unidirectional. However, if 

in this grating design we change the fill factors of both, bottom and top teeth, to 

new values of δb = 0.65 and δt = 0.72 (instead of the previously used δb = 0.75 and 

δt = 0.83, respectively), and keep the other two grating parameters and length 

intact, then Pup = 80% for this short grating then at λ = 1550 nm. This happens 

because smaller δ case (teeth widths wt and wb are smaller and gaps are bigger in 

both cores) has a lower “effective” propagation constant of the guided light in the 

grating, which is closer to the radiation spectrum, and thus scattering to many 

radiation modes is more likely from perturbations [9]. Therefore, power is 

radiated faster for the same short grating. Here, Pdown = 8.7%, and the reflected 

and transmitted guided powers are 2.6% and 8.7%, respectively. In this case, as 

transmission is smaller it has greater unidirectivity. This grating has the most 

efficient coupling of 68.2% with the fiber at λ = 1550 nm: MFD = 14.29 μm and 

radiation angle θup = 7.3˚ (angle is changed because of change of grating 

parameter δb). 
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Some of the FDTD simulation results of short grating with down radiation 

are depicted in Figure 2.4. Figure 2.4(a) shows that Pdown = 86% of the incident 

power is radiated in down direction; in up direction Pup = 1.7%, and the reflected 

and transmitted (guided) powers are 0% and 12.3%, respectively. The radiated 

power in the down direction that is in the desired Gaussian beam mode of fiber is 

depicted in Figure 2.4(b). Here, radiation angle is θdown = 10.4˚. Figure 2.4(c) 

gives the most efficient coupling with the fiber MFD = 15.1 μm and position x = 

8.7 μm, for θdown = 10.4˚ and λ = 1550 nm. For these values, maximum coupling 

efficiency is 78% [Figure 2.4(d)]. 

Because of the best possible features within the fabrication process 

constraints, the latest unidirectional grating with down radiation direction was 

fabricated in this standard 45 nm SOI-CMOS foundry process (reference [5] 

explains the used foundry process), and in next section an experimental 

demonstration is discussed. The radiation in down direction is not a problem, 

because the chip can be either coupled from down direction or turned upside 

down and then coupled from above. 

The radiation angle θ depends from all four unidirectional grating 

parameters Λ, δb, δt, and s. Since these parameters are unchanged after chopping 

off the longer gratings, the short gratings have the same θ. 
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Constraints of the standard 45 nm SOI-CMOS foundry process are more 

suitable in terms of unidirectivity for designing short unidirectional grating with 

down radiation than unidirectional short grating with up radiation. Here, the 

obstacle to design short gratings with up radiation with even higher unidirectivity 

                   

                                       (a)                                                                           (b)                       

         

                                       (c)                                                                           (d) 

Figure 2.4: Some of FDTD simulation results of fabricated unidirectional grating with down 

direction of radiation and length of 16 μm. (a) Power distribution. (b) Input fiber power like third 

dimension (color scale) vs. fiber position and fiber (off-normal) angle. (c,d) Input-to-downward 

power fraction: (c) vs. collecting fiber position and MFD; (d) for optimum MFD = 15.1 μm, 

optimum fiber position of x = 8.7 μm and fiber (off-normal) angle of θdown = 10.4˚ vs. wavelength 

(vertical axes is transmission into the fiber Gaussian mode). 
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are resonances in buried oxide (BOX) layer with thickness d just below the 

grating bottom core [see Figure 2.2(a)], and at the same time, this gives advantage 

to grating with down radiation. To make even higher unidirectional short gratings, 

we have three following options in the foundry process which provide additional 

freedom relative to the process used in this chapter: 

1) To adjust BOX thickness d (done elsewhere [20]); 

2) To design stronger (greater power scattering per tooth) grating by using a 

foundry process with high index contrast between the grating two cores 

(teeth) and background (cladding) or/and using deeper (thicker) two core 

layers [20-22]; 

3) Combination of the first and second cases, which presents the best possible 

solution in terms of high unidirectivity. 

In case 2) above, there is a disturbance (scattering) of the field at the boundary 

core-cladding, and again at the boundary cladding-core; so as the index contrast 

increases, this disturbance (scattering) will be greater as light propagates through 

the grating. Also, for a thicker grating core there is larger boundary surface which 

means that more field will be disturbed (scattered) on each boundary as light 

propagates through the grating. As a result, more power will be radiated, so that 

the transmitted (guided) power will be less. If in some cases reflected (guided) 

power appears, it can be shifted out of the desired wavelength range by increasing 

the angle of radiation. 
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All three cases above require finding new values of grating parameters for 

designing grating with even higher unidirectivity. 

Using the explained uniform unidirectional grating geometry [Figure 

2.2(a)] and its defined four parameters [Figure 2.2(b)], unidirectional grating can 

be designed in any appropriate foundry process with two core layers.  

 

2.5 Experimental results 

A fabricated unidirectional uniform grating [features in Figure 2.4] is compared 

with a typical bidirectional uniform grating with MFD = 10.47 μm and θup = 10.4˚ 

(also fabricated in the same standard 45 nm SOI-CMOS foundry process) in order 

to demonstrate which has better coupling efficiency with a  standard single-mode 

fiber in terms of unidirectivity. Both types of gratings are fabricated on the same 

chip with other devices which are presented in reference [5] (which also explains 

foundry process that was used). The bidirectional grating has a FDTD simulated 

power radiation (in a direction towards fiber) of Pup = 38.14% and coupling 

efficiency of 30%. 

Measurements are performed on two symmetrical test structures on the 

chip. The symmetrical structure is a grating-taper-waveguide-taper-grating [see 

Figure 2.5]. One symmetrical structure at both ends has unidirectional grating and 

another symmetrical structure at both ends has bidirectional grating. A diagram of 

the measurement setup is depicted in Figure 2.6. A laser with a single wavelength 
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λ = 1550 nm (both types of gratings are designed for exactly this wavelength) is 

connected with fiber polarization controller with three paddles (used to manually 

adjust the best possible coupling), which is connected with input optical fiber 

which is then vertically coupled (on correspondent (off-normal) angle θ) with 

input grating on one end of symmetrical structure. The grating on the other end is 

vertically coupled (at the corresponding (off-normal) angle θ) with the output 

fiber, which is connected to photodetector (optical power meter). The fibers used 

are standard single-mode fibers with MFD = 10.4 μm, and are positioned for 

coupling with the gratings using manual fiber positioners. The radiation angle θ is 

the same for both, unidirectional and bidirectional gratings, and also represents 

(off-normal) angle of the input and the output fibers used in the measurements. 

The input fiber has only a connector on one end, which is connected with three 

polarizers, while on the other end is lensed and coupled with the input grating of 

symmetrical structure. The output fiber is the same type as input fiber, so one 

lensed end is coupled with the output grating, and another end is input to a 

photodetector via connector. A visible microscope from the side is used to  

 

Figure 2.5: Symmetrical structure on the chip. Here, at both ends are unidirectional gratings. 
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(a) 

 

(b) 

Figure 2.6: Measurement setup: (a) Diagram - solid lines with arrow present standard single-mode 

fibers with MFD = 10.4 μm, which are vertically coupled with gratings on the chip; (b) In the lab. 
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monitor the fibers so they do not touch the chip. And, an IR microscope above the 

chip is used to monitor the chip and the fibers from the top when the laser is ON 

(light from laser on 1550 nm can be seen with this microscope). 

The equivalent in terms of connector attenuations (attenuation in used 

fiber lengths of 2 m is negligible) of input and output fibers in total, is one optical 

fiber of the same type with two the same type connectors on both ends. The 

measured attenuation of such a fiber with two the same type connectors on both 

ends is 0.38dB, which is taken into account below in the results of grating 

attenuation, instead of input and output fiber attenuation in total. For the fibers 

used the simulated coupling efficiency of the unidirectional grating is 73%, and 

for the bidirectional grating remains approximately the same (30%) as mentioned 

above. The measurement and setup is explained in more detail in [10]. 

The measurement results showed that total attenuation of the 

unidirectional grating and taper is 10.29dB, and for the bidirectional grating and 

taper is 14.68dB. This is for waveguide attenuation of less than 0.03dB and also 

for poly-Si loss of ~100dB/cm, which for this waveguide is ~0.65dB [5]. Only 

taper loss cannot be measured, therefore this is why the total attenuation of 

grating and taper are given, which are what people typically measure. 

Another new method to present these measurement results is to use the 

concept of symmetrical structures. This method gives a more precise, simple and 

obvious to the reader comparison of unidirectional grating efficiency versus 
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bidirectional grating efficiency, without including taper attenuations. Equations 

(2.2) and (2.3) (the sequence of parameters is given in the direction of light 

propagation) 

  

                                 Pin ff ηu ft fw ft ηu ff = Pout,u = 113 μW,              (2.2) 

 

                                 Pin ff ηb ft fw ft ηb ff = Pout,b = 15 μW,                (2.3) 

 

contain all parameters, which total influence is measured through photodetector as 

output optical power Pout,u and Pout,b for symmetrical structure with unidirectional 

gratings and for symmetrical structure with bidirectional gratings respectively, for 

the same input optical power Pin = 19.2 mW in the input fiber. In these equations 

ff is a fraction of power from the previous power which is transmitted through the 

input fiber and approximately the same value for the output fiber; ηu and ηb are a 

coupling efficiencies of input and output unidirectional (subscript u) and 

bidirectional (subscript b) gratings, which are the fraction of power from the 

previous; ft is a fraction of power from the previous, which is input and output 

taper transmission; and fw is a fraction of power from the previous and it presents 

waveguide transmission. Because the taper-waveguide-taper transmission is 

approximately the same for both symmetrical structures, this gives fair 
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comparison of grating coupling efficiencies after equation (2.2) is divided by 

(2.3). 

                             

                                        �𝜂𝑢
𝜂𝑏
�
2

=  𝑃𝑜𝑢𝑡,𝑢
𝑃𝑜𝑢𝑡,𝑏

= 7.53.                          (2.4) 

 

The measurement results show that detected optical power from symmetrical 

structure with unidirectional uniform gratings is ~7.53 times greater than the 

detected optical power from symmetrical structure with bidirectional uniform 

gratings. From Equation (2.4) the ratio of coupling efficiencies of single gratings 

is ηu / ηb = 2.74 and from FDTD simulation is ηu / ηb = 0.73/0.3 = 2.43, which 

shows that measured and simulated values are close for both types of gratings. 

Due to estimated fabrication error of ±10 nm around each grating tooth, the 

coupling efficiencies are slightly changed. This comparison method of 

measurement results is given with the intention that reader can see the improved 

efficiency of the unidirectional grating versus the bidirectional grating. This 

method can be used in other similar applications as well. 

The designed MFD = 10.47 μm of the bidirectional grating is closer to 

MFD = 10.4 μm of the fiber than the MFD = 15.1 μm of the designed 

unidirectional grating. Therefore, if the measurements are performed with the 

fibers where the MFD is between two MFDs of unidirectional and bidirectional 

gratings, then the detected optical power ratio would be even greater, with the 
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condition that actual MFDs of gratings and fibers are close enough to the 

designed values. Although the measured unidirectional grating is designed with 

not exactly the same MFD as the single-mode fiber used in measurements (for 

reasons explained in the previous section); still, the MFD of the designed grating 

is seen to be highly efficient in coupling with the fiber used. 

Figure 2.7 shows the normalized measured optical powers with the optical 

spectrum analyzer; the purpose of this figure is to check that these gratings are 

broadband in the wavelength range of the broadband light source used. For 

presentation of this measurement normalized optical powers are chosen due to the 

very large difference in values of broadband light source and both symmetrical 

structures, and also for a more obvious comparison of the three functions. A very 

large difference can be seen in the values of Pin from the laser and Pout from both 

symmetrical structures as mentioned above. 

First, the measurement of the broadband light source with a central 

wavelength of 1550 nm is performed with optical spectrum analyzer. Then, 

measurements of two symmetrical structures (one with bidirectional and another 

with unidirectional gratings) are performed with the broadband light source and 

optical spectrum analyzer, instead of the setup with the laser and photodetector 

mentioned above. In Figure 2.7, we see that the normalized powers of both 

symmetrical structures, bidirectional and unidirectional, roughly follow the shape 

of broadband light source. This means that both types of gratings, bidirectional 
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and unidirectional, do not have significant attenuations in the wavelength band 

shown; therefore they are both broadband and can be used for the coupling of 

multiplexed (DWDM) light signals, in and out of the chip, in the experimentally 

demonstrated wavelength band. 

 
2.6 Conclusions 

New structures of highly directional unidirectional uniform gratings, all within the 

constraints of the standard 45 nm SOI-CMOS foundry process, are specified. In 

 

Figure 2.7: Normalized  measured optical powers with optical spectrum analyzer of: broadband 

light source with central wavelength of 1550 nm as input light, output of symmetrical structure 

with two bidirectional gratings, and output of symmetrical structure with two unidirectional 

gratings. 
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addition, guidance is provided for further work on grating design. Suggestions are 

given as to how to obtain even higher unidirectivities of short unidirectional 

gratings in other foundry processes, which have additional freedom, relative to 

process used in this chapter. 

The maximum achieved power unidirectivity is 98% for a unidirectional 

grating in simulation. A design with simulated power unidirectivity of 86% was 

fabricated for coupling with a standard single-mode fiber, and experimentally 

compared in terms of unidirectivity through a comparison with a uniform 

bidirectional grating fabricated in the same process. Measurements showed that 

the detected optical power from symmetrical structure with unidirectional uniform 

gratings is ~7.53 times greater than detected optical power from symmetrical 

structure with bidirectional uniform gratings. This was done using a new method 

of comparison based on the ratio of the efficiency of the fabricated unidirectional 

grating relative to the bidirectional grating. This method can be used for 

analogous symmetrical structures in other fields. Also, both types of gratings are 

broadband, which is proven with optical spectral analyzer; and they can be used 

for coupling of DWDM light signals, in and out of the chip. 

As the grating unidirectivity is greater towards a fiber or a grating on 

another chip, there is higher probability of detecting greater optical power, which 

presents greater coupling efficiency. This new design can be incorporated with the 

non-uniform grating from the next chapter, which radiates a Gaussian beam for 
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the overlap with the fundamental Gaussian mode of optical fiber and as such can 

achieve coupling efficiencies close to 100%. 

 

 

 

 

 

 

 

 

 

 

 

 

 



48 
 

Chapter 3 

________________________________________________________ 

Direct synthesis of strong grating couplers for 

efficient integrated optical beam forming 

________________________________________________________ 

 

3.1 Introduction 

In the last few years there has been interest in the problem of how to design 

highly energy efficient non-uniform gratings which synthesize a Gaussian beam 

without optimization, and which are also consistent with modern foundry 

processes. In earlier work [9,11-20,29,31,47-61] some papers describe only a 

theoretical approach for designing gratings which are not possible to fabricate 

with modern and existing fabrication processes, while other previously fabricated 

gratings have been designed with optimization. Moreover, proposed gratings 

which are consistent with modern foundry processes and which also generate a 

Gaussian beam, produce beams with theoretical mode overlap efficiencies (with 

the Gaussian shape of the fundamental mode of an optical fiber, or Gaussian beam 
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shape of a grating on another chip) no higher than 80%. As a general solution for 

this problem we propose a direct synthesis method. 

In this chapter, we describe a method for the direct synthesis of non-

uniform grating coupler designs which launch a beam with a Gaussian shape 

magnitude and flat phase front for efficient chip-to-fiber and chip-to-chip 

coupling over small distances (several microns). Due to its initial flat phase front 

a Gaussian beam [62] becomes wider at larger distances from the grating which 

disables coupling at these distances. The study has investigated different designs 

of gratings and with different MFDs (Mode Field Diameters), each aimed 

specifically at addressing a single problem that affects coupling efficiency in 

terms of mode overlap. (not obvious what this sentence is trying to say) 

A grating that launches a beam with a certain magnitude and a certain 

phase front can also efficiently receive the same beam because of the reciprocity 

theorem [46]. 

In Section 3.2, we first describe in detail a direct synthesis method for a 

highly efficient non-uniform grating which launches beam with a Gaussian 

magnitude and flat phase front on a theoretical weak (small scattering power per 

tooth) grating example. Section 3.3 discusses an applied method to design a 

strong grating which is within constraints of standard 45 nm SOI-CMOS foundry 

process. Section 3.4 is devoted to discussion of our direct synthesis method and 

future improvements. In section 3.5 conclusions are given. 
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3.2 Outline of the direct synthesis method 

In this section, we describe our direct synthesis method, and illustrate it step-by-

step by applying it to a weak grating design first, designed to form a beam with 

33.5 μm MFD. The geometry of a typical grating structure under consideration is 

illustrated in Figure 3.1. 

This and previous approaches [14,20] to synthesizing a grating to produce 

a desired output beam are based on engineering the profile of scattering strength 

of the structure along its length, which determines the radiated power along the 

structure (hence, the beam shape), and also the grating periodicity, which 

determines the direction of emitted radiation. This approach works well for low-

index contrast weak gratings, where the modulation of the index does not perturb 

 

Figure 3.1: (a) Illustration of non-uniform grating geometry under consideration; (b) single, n-

th gap/tooth element, with relevant parameters [Professor Miloš Popović from University of 

Colorado Boulder made this Figure, and the author converted it in PNG format that is more 

suitable for conversion to PDF format]. 
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significantly the waveguided incident field. In high index contrast gratings which 

can provide sufficient scattering strength to produce beams only a few microns in 

diameter, such as those used in silicon microphotonics, the effective propagation 

constant is modified from that in the unpatterned silicon slab. Furthermore, this 

perturbation depends on the tooth design, in terms of the fill factor, δn = wn/Λn 

(Figure 3.1). Hence, the angle of emitted radiation depends not only on the period 

but also details of the tooth design. In particular, a grating with a constant period, 

but varied fill factor (duty cycle) along the length will have a radiation angle that 

varies with the position along the length. Another consequence of strong coupling 

in high contrast gratings is substantial reflection per tooth, where perturbative 

approaches to model the grating begin to fail. 

To illustrate the method, which can produce a structure to form an 

arbitrary beam, we describe the design of a grating coupler that produces a 

Gaussian beam with the initial flat phase front, which has typically been the 

objective of previous work in silicon photonics [14-17,19,20,47-50,53]. We 

propose a direct synthesis method which takes as inputs the desired MFD and 

radiated beam angle, and produces the structure that launches this beam from a 

waveguide.  The method comprises the following steps in general: 

1) from the desired output beam field distribution, determine the grating 

strength (that is scattering strength) versus position [Figure 3.2(a)] 

[14,20]; 
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2) from rigorous simulation, find the grating strength (radiation efficiency) 

and radiation output angle for a uniform grating versus the parameters of 

the grating, fill factor δ (and period Λ) [see Figure 3.1(b)]; 

3) numerically isolate the contour in Λ–δ parameter space which represents 

constant output radiation angle to obtain grating strength versus δ [Figure 

3.2(b)] (and corresponding Λ [Figure 3.3(a)]) at constant output angle; 

4) invert this data to map grating strength versus position to non-uniform δ(x) 

and Λ(x) vs. position (Figure 3.4); and, 

5) apply a “discretization” strategy to approximately implement the 

continuous target δ(x) and Λ(x) distributions as a grating with a finite 

number of cascaded tooth elements. 

This design strategy is completely deterministic, unlike the use of global 

optimization algorithms, always producing the same resulting structure for a 

given set of input parameters. 

The remainder of the chapter will describe how we accomplish these steps, 

and will illustrate how well this can work through a few examples. In this chapter, 

we do not explicitly consider strong reflections per tooth in the synthesis (done 

elsewhere [20]), nor do we synthesize the grating exactly from the data, but 

instead use an approximate inversion. Nevertheless, the results show that an 

efficient design can be obtained by defining a continuous δ(x) and Λ(x) based on 

simulations, and then approximately constructing the discrete structure. 
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We illustrate the method first with an example structure targeted to launch 

a Gaussian beam with 33.5 μm MFD, at an output radiation angle of +8° (off-

normal to avoid reflections from both sides [9,14]), and with a flat phase front. 

The purpose of targeting a Gaussian beam shape is to ensure good overlap with 

the fundamental mode of an optical fiber, thereby enabling high coupling 

efficiency. There are several components to achieving high coupling efficiency: 

maximizing mode matching of a beam to the target fiber mode, breaking top-

bottom symmetry to ensure that all power is launched in only an upward or 

downward beam, and minimizing reflection. Our focus here will be mode 

matching. The other two components are addressed elsewhere 

[20,22,23,47,52,54]. 

The numerical simulation method used in the second step above is a 2D 

FDTD method [45]. Alternatively mode matching, harmonic propagation or other 

rigorous techniques may be used to obtain the same simulation results. 2D 

simulations are sufficient for the design of beams with an initial flat phase front 

with few microns or larger lateral extent, because the third (width) direction may 

be dealt with accurately by the effective index method, replacing the material 

refractive indices in the 2D simulation with values slightly corrected (lower) to 

account for the transverse extent of the guided mode. 

The steps of the method in detail are: 
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STEP 1.  First determine the scattering strength distribution along the 

grating to form a radiated Gaussian with MFD=33.5µm. The scattering strength 

α(x) is defined as the radiated power density So(x) [W/m] divided by the guided 

power Pg(x) [W]. We note that α(x) is also the decay rate of the power in the 

waveguide, 𝑆𝑜(𝑥) = − 𝑑
𝑑𝑥
𝑃𝑔(𝑥) = 𝛼(𝑥)𝑃𝑔(𝑥). It may be obtained directly from 

the desired output beam power density So(x) through the following [16,51]: 

 

                           𝛼(𝑥) = 𝑆𝑜(𝑥)
1−∫ 𝑆𝑜(𝑥′)𝑑𝑥′𝑥

0 .
                                   (3.1) 

                                               

where for a Gaussian beam, as in the present example, 

 

                           𝑆𝑜(𝑥) = 1
�2𝜋(0.25 𝑀𝐹𝐷)2

exp �− (𝑥−𝑚)2

2(0.25 𝑀𝐹𝐷)2
�.              (3.2)         

 

where x = 0 is the truncation point at the beginning of the grating, and x = m is 

the center of the desired output beam intensity profile. For our example case, α(x) 

is shown in Figure 3.2(a), where the center position of the Gaussian was placed at 

m = 1.072 MFD = 35.9µm, so that at x=0 the Gaussian has an intensity that is 1% 

of maximum. 
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STEPS 2 and 3.  To convert this α(x) distribution to a non-uniform grating 

design, we now find α vs. tooth fill factor δ [Figure 3.2(b)], by simulating uniform 

gratings. In general, a plot of α (and radiation angle) vs. fill factor δ (and period 

Λ) is needed. To avoid the need to simulate a complete two-dimensional 

parameter space, only to collapse it to a 1D contour in that space that represents 

the desired radiation angle, we instead put FDTD simulations through iterative 

method to converge on the correct uniform grating period Λ, for each value of fill 

factor δ. This can be done because this sub-problem is typically smooth and has a 

single solution. The starting guess for the period, Λ0, is obtained from the 

propagation constant β of the waveguide mode entering the grating and the output 

radiation angle θ (θtarget) as 

  

                                      (a)                                                                           (b) 

Figure 3.2: (a) Scattering strength α(x) vs. position x for Gaussian beam with MFD=33.5 µm, 

center position m = 35.9 µm, and output angle of +8°. (b) Scattering strength α(x) vs. fill factor δ. 
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     𝑘𝑥,𝑡𝑎𝑟𝑔𝑒𝑡 ≡ 𝑘𝑐𝑙𝑎𝑑𝑑𝑖𝑛𝑔 sin𝜃 = 𝛽 + 2𝜋
𝛬0
𝑚 ≈ 𝛽 + 2𝜋

Λ
𝑚.               (3.3) 

 

Where m is the chosen diffraction order (here, and usually, m = -1), and kcladding is 

the k-vector in the uniform cladding above the grating). The approximation here is 

in β, because the field within the strong grating structure is, in general, not well 

described by the propagation constant of the unpatterned exciting waveguide, and 

an exact equality will exist with some “effective” propagation constant in the 

grating. Based on the starting guess, at iteration n in FDTD simulation yields the 

actual angle θactual
(n) (𝑘𝑥,𝑎𝑐𝑡𝑢𝑎𝑙

(𝑛) = 𝑘𝑐𝑙𝑎𝑑𝑑𝑖𝑛𝑔sin 𝜃𝑎𝑐𝑡𝑢𝑎𝑙
(𝑛) ) and the period after 

iteration n is updated until convergence  �𝜃𝑎𝑐𝑡𝑢𝑎𝑙
(𝑛) − 𝜃𝑡𝑎𝑟𝑔𝑒𝑡� < 𝜃𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 (in our 

examples, 𝜃𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 = 0.1°) using 

 

                                         Λ𝑛 = 2𝜋
2𝜋

Λ𝑛−1
 + 𝑘𝑥,𝑎𝑐𝑡𝑢𝑎𝑙

(𝑛)  − 𝑘𝑥,𝑡𝑎𝑟𝑔𝑒𝑡
.               (3.4)  

                                         

This simulation process produces simultaneously two design curves. First, 

it provides Λ(δ), that is period vs. fill factor, for a fixed output angle, shown in 

Figure 3.3(a). Second, the power decay rate α is obtained from the simulated 

radiation power density at a horizontal observation plane above the structure, 

since the uniform grating simulated (for one radiation angle θ, fill factor δ and 

period Λ) has a single exponential power decay along length, exp(-α x). This is 
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true except when more than one grating order is excited efficiently; in this case, a 

more involved procedure is required to disembed α. Extracting the decay constant 

α in each simulated case by a linear fit of the log of the radiation power density 

produces Figure 3.2(b), giving scattering strength α vs. fill factor δ at the radiation 

angle θ of interest. 

STEP 4.  The next step is to synthesize the grating structure from the 

parametrized design curves. The first step here is to synthesize functions δ(x) and 

Λ(x), which we define as continuous functions, from the desired α(x) [Figure 

3.2(a)]. To do this, we need to invert the function in Figure 3.3(b). Before starting 

inversion there is one caveat – the “inverse” of Figure 3.3(b) is double valued that 

is there are two values of fill factor δ that give a particular α, one above and one 

         

                                   (a)                                                                                 (b) 

Figure 3.3: (a) To avoid chirp induced by varying the fill factor of a grating, the period Λ vs. fill 

factor δ is rigorously obtained from FDTD simulations for a fixed output angle (here, +8°). (b) ln α 

vs. δ and the best found fit of that function. 
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below the strongest scattering fill factor, δmax≈0.6. Thus, we must choose one 

branch of the function to invert, in this case either δ>δmax or δ<δmax. 

There is an important physical distinction between the two designs. The 

large δ case has small low-index gaps in a primarily silicon slab, while the small δ 

case has small silicon “ribs”/teeth in an unguided cladding. Thus, the latter case is 

a worse approximation of scattering power from a guided slab mode and will 

produce larger radiative losses [9]. Another way to understand this is that the 

small δ case has a lower “effective” propagation constant of the guided light in 

the grating, which is closer to the radiation spectrum, and thus scattering to many 

radiation modes is more likely from perturbations. We choose the large-δ case for 

this reason. 

To allow simpler inversion of α(δ), we fit a 4th-order polynomial to ln α 

vs. δ [see Figure 3.3(b)].  Then, Λ is computed by direct inversion, while δ is 

found by numerical inversion of the chosen branch of the fit. The obtained δ(x) 

and Λ(x) functions for the 33.5 μm MFD beam launcher are shown in Figure 3.4. 

The reader may observe a flat region in δ(x) and Λ(x) in Figure 3.4. This 

occurs because the desired grating strength [see Figure 3.2(a)] for a Gaussian 

beam is too large, and the largest grating strength achievable with the example 

grating is not large enough [see Figure 3.2(b)]. Hence, the strength α(x) is 

“capped” at the maximum grating strength, leading to the plots in Figures 3.2(a) 
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and 3.4. In the present case, this is not a concern because the majority of the 

Gaussian to be synthesized is within the realizable grating strength range, and the 

α(x) distribution is “capped” only toward the end tail of the Gaussian. However, 

this continuously rising required grating strength [Figure 3.2(a)] is typical for a 

Gaussian, which has rapid field fall-off as exp(-x2), whereas it will be flat 

(constant) for distributions with exponential tails that are more typical of 

waveguide and fiber modes. A wise choice of launch field may thus significantly 

impact realizability of a grating structure in terms of achievable dimensions, with 

implications for loss. This will be a future consideration. 

STEP 5.  The final step in the synthesis procedure is the translation of δ(x) 

and Λ(x) into a physical structure in step-index materials and compatible with 

 

  Figure 3.4: Chopped off functions δ(x) and Λ(x) with normalized desired Gaussian beam shape. 
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layered, lithography-based manufacture. Since we defined δ(x) and Λ(x) as 

continuous functions of x, a discretization strategy is needed to produce a discrete 

grating structure that can be interpreted as producing the best approximation (or, 

rather, interpretation, because there is not an “exact” implementation) of these 

continuous functions. The following are two possible strategies: 

1) Discrete sampling strategy: Choose a starting position x0 (relative to the 

output beam); find δn = δ(xn), Λn = Λ(xn), wn = δn Λn, ɡn = Λn - wn, and 

xn+1 = xn + Λn. 

2) Integrated sampling strategy: Choose a starting position x0. For each xn, 

find a next position xn+1 so that the average of the period function Λ(x) 

from xn to xn+1 is equal to xn+1-xn (which is the local period between xn 

and xn+1). For the fill factor, use the average of δ(x) between xn and xn+1. 

For simplicity, we use the first strategy in the examples in this chapter. 

The resulting grating structure for the example being examined is shown in Figure 

3.5. The grating is non-uniform because it radiates at a non-uniform rate along the 

grating to form the Gaussian beam shape. The non-uniform period compensates 

for chirp [18,63] in the design (that is unwanted) that would otherwise be 

introduced by the non-uniform fill factor at a constant period. 
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3.2.1 Evaluation of design 

The resulting structure, and the quality of the used algorithm, can be evaluated by 

a full FDTD simulation of the final, non-uniform structure, excited at the input 

waveguide port. The results are shown in Figures 3.6, 3.7 and 3.8.  

Figure 3.6(a) shows power spectra that represent the total fraction of input 

power radiated up and down, reflected back into the input port, and transmitted 

through (that is past) the grating in the waveguide mode. Reflection and 

transmission are nearly zero as intended. The radiated power is split 

approximately equally between the up and down directions because the silicon 

grating in this example is buried in a uniform medium and largely symmetric with 

respect to the plane of the grating. Asymmetric structure designs have been 

 

Figure 3.5: Non-uniform grating design launching Gaussian magnitude beam with a flat phase 

front. 
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proposed including substrate reflectors [11,13,14,55] and unidirectionally-

radiating tooth element design [22,23]. These can be directly incorporated into 

our approach, which addresses the complementary design issue – mode matching. 

We consider only the mode matching design in the present examples. 

Figure 3.6(b) shows the kx/k (the y-axis is sin θ) Fourier spectrum of the 

launched field distribution along the length of the grating vs. wavelength, 

showing that the launch angle depends on the wavelength as expected. Figure 

3.6(d) shows a polar plot of the radiation pattern cross section in the x-y plane, in 

dB scale. Unlike parts (a, b, d), which show total radiated power, Figure 3.6(c) 

shows the radiated power in the up direction that is in the desired Gaussian beam 

mode. This is on the same order as the total power radiated upward, is a good 

indication that the beam is efficiently formed. The plot shows mode overlap 

efficiency with the Gaussian mode vs. position along the grating, and angle, 

indicating that the emission angle is as designed, +8°. Figure 3.6(d) also indicates 

that the radiation angle is as designed, +8°. 

The efficiency of the synthesized grating at exciting the desired beam 

shape is obtained from the total power radiated up, and the up-radiated power 

specifically launched in the desired beam mode (overlap of radiated field with 

Gaussian mode). From Figures 3.7(b) and 3.6(a), the mode overlap efficiency is 

 

                            𝜂 = 𝑃𝑏𝑒𝑎𝑚
𝑃𝑢𝑝

= 0.4756
0.4828

= 0.9851 = 98.51%,            (3.5)  
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where 𝑃𝑏𝑒𝑎𝑚 is the power fraction coupled from the input port to the Gaussian 

beam (or approximately to an optical fiber mode with the same MFD), and 𝑃𝑢𝑝 is 

the total fraction of input power that is radiated upward.  

   

                        (a)                                                                          (b) 

                                                                                                                                   

      

                           (c)                                                                            (d) 

Figure 3.6: Some of resulting grating figures which present different features. (a) Power 

distribution. (b) sin(θ) vs. wavelength. (c) Input fiber power like third dimension (color scale) vs. 

fiber position and fiber angle. (d) Grating radiation polar plot in dB scale. 
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            The desired (target) and synthesized (FDTD simulated) radiated beam 

field profiles are shown in Figure 3.8, showing the near-unity mode overlap.           

 

                      (a)                                                                                  (b) 

Figure 3.7: Input-to-upward Gaussian beam power fraction: (a) vs. collecting fiber position and 

MFD; (b) for optimum MFD and fiber position vs. wavelength. 

          

                                                    (a)                                                                                   (b)  

Figure 3.8: (a) Target Gaussian beam shape with MFD = 33.5 µm, simulated beam shape from 

FDTD with 98.51% mode overlap with the target Gaussian, and predicted Gaussian beam from 

continuous model synthesis. (b) Flat phase front of simulated beam shape from FDTD. 
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In part, the excellent mode overlap can be attributed to weak scattering per 

tooth in this grating that makes a single tooth scatterer a fairly small part of the 

entire structure, and this makes a continuum approximation a good one. Thus, the 

continuum approximation used here needs to be examined in such cases to 

determine its range of applicability. In shorter, stronger gratings needed to 

synthesize smaller-waist beams, there will be fewer, stronger scatterers (since the 

periodicity is roughly related to the guided wavelength and output angle, and not 

strongly dependent on the beam shape). Such designs are also of substantial 

practical relevance in silicon photonics as mode diameters in monomode optical 

fibers are about 10µm. 

Note that the maximum scattering strength required [in Figure 3.2(a)] 

must be supported by the grating geometry for some choice of parameters [in 

Figure 3.2(b)]. A small mismatch in these may be tolerated, but a large mismatch 

will mean a substantial sacrifice of efficiency. Designing a non-uniform grating 

requires substantial variation in grating strength, and a 70 nm etch assumed in the 

present example is too shallow (maximum scattering strength too weak) to allow 

an efficient grating to be synthesized for small MFDs around 10 μm. 

 

3.3 Application of synthesis method to strong and short gratings 

In the second example, to permit sufficiently strong scattering strength for a 

small-MFD beam, we employ a geometry that is etched completely through the 



66 
 

grating core that is enables greater maximum scattering strength. In addition, we 

choose a layer geometry (grating core consists of two layers, poly-Si layer on top 

of body-Si layer) that is consistent with a standard 45 nm SOI-CMOS foundry 

process (reference [5] describes the used foundry process). The result of the same 

algorithm, for a 10.5 µm MFD, is a grating design with length of 19.5 µm along 

the x axis in this chapter [see Figure 3.1(a) for x axis]. In the foundry process used 

we could not change the BOX thickness, that is first layer bellow the grating 

(done elsewhere [20]), but the algorithm designed that grating containing this 

effect in scattering strength α. 

Figure 3.9(a) shows the resulting Gaussian beam shape launched by this 

grating. The output angle here is larger, 𝜃 = +10𝑜, because a stronger grating 

needs a larger angle to nearly eliminate reflection back to the input waveguide by 

second order diffraction [9,14,20]. The mode overlap efficiency is η = 95%. The 

primary cause of the reduced efficiency relative to the first example is the 

“coarser” implementation of the smooth synthesized response due to a shorter 

(fewer periods long) grating. A second reason for the imperfect overlap is that the 

maximum scattering strength required by synthesis is a bit higher than that 

available in the structure below, and we deal with this situation by simply 

assigning the maximum available strength in the synthesis. 
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A final matter of concern in the practical realization of synthesized 

structures is the lithographic minimum feature size (critical dimension). A grating 

synthesized from a continuum model will make use of scattering strengths 

approaching zero that is gaps or teeth approaching zero width. A realizable case 

may have minimum gap/tooth widths of the order of 100 nm. A number of 

strategies may be used to modify a synthesized structure to meet lithography 

constraints: 

1) The grating periods with too small a feature are simply not implemented. 

In the large δ choice of design, this is acceptable because the contribution 

of these elements to radiation is typically small. 

2) In regions where scattering is weak, join multiple periods into a single 

period, thus having a larger scatterer less frequently (every two or three 

 

                         (a)                                                                          (b)        

Figure 3.9: (a) Resulting Gaussian beam shape for MFD=10.5 µm. (b) Resulting Gaussian beam 

shape for MFD=7.8 µm. 
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periods). This strategy enables a closer approximation of the idealized 

case. 

Applying the first approach to the grating in the current example produces 

a grating design with length of 11.65 µm along the x axis, which is completely 

within the constraints of a standard 45 nm SOI-CMOS foundry process [5], and 

ready for fabrication. This grating design gives the beam depicted in Figure 

3.9(b). The resulting radiation has an output angle of 𝜃 = 9𝑜 and maximum mode 

overlap efficiency with a Gaussian beam at MFD = 7.8µm of η = 91%. 

The direct truncation operation has changed the MFD, θ, and reflection at 

1550 nm from near 0% to 5%. Accordingly it has lower overlap efficiency η. 

Nevertheless the overlap is efficient at over 90%. In principle, such small 

reflections can easily be compensated by inserting a single grating tooth with 5% 

reflectivity in front of the grating, [22,23] placed such that its phasing makes it an 

“anti-reflection coating” in the guided structure. 

Our direct synthesis method can be used for designing gratings in any 

appropriate foundry process [5,10,64,65]. 

 

3.4 Discussion of the synthesis method and future improvements 

The method of synthesis presented here primarily differs from previous 

techniques for synthesizing gratings in that it explicitly and rigorously accounts 
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for the necessary variation of period with grating strength (tooth fill factor), for a 

fixed angle of output radiation. This results in a non-uniform fill factor as well as 

period along the structure that are both direct results of the synthesis, and leads to 

high mode overlap efficiency. 

It should be noted that, even with near ideal mode overlap efficiency, the 

total coupling efficiency in the presented examples is around 50% because the 

gratings are near symmetric and near half the power goes above and below the 

grating, respectively. Techniques have been proposed for providing unidirectional 

emission, including Bragg mirrors [11,13,14,55] and gratings based on symmetry 

breaking and antenna theory using unidirectional radiating elements [22,23]. The 

latter can be incorporated into the present algorithm to synthesize unidirectional 

designs, can be pursued in future work. 

The proposed method can be used not only for arbitrary intensity 

distributions but also arbitrary phase front distributions, for example to launch 

focusing or defocusing rather than beams with initial flat phase front. This is 

accomplished in the next chapter. Non-uniform gratings which launch beams with 

Gaussian magnitude and flat phase front with MFD around 10 µm are adequate 

for exciting free-space beams, or for optical chip-to-fiber and chip-to-chip direct 

coupling over a small air gap of several microns. For point-to-point coupling over 

larger distances, diffraction will place a limit and require more complex beam 

shape synthesis. 
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There are a number of apparent paths for improvement of the presented 

synthesis method.  First, synthesizing narrower-waist beams by using use shorter 

and stronger gratings leads to progressively worse synthesis accuracy and 

efficiency, as demonstrated. This has several causes. One of them is the presence 

of strong guided reflection for some fill factors (and thus resonance) in the 

grating, an effect that is currently disregarded by our algorithm. A second is the 

need for accurate estimation of the decay constant α in FDTD simulations in such 

situations. Both of these issues can be addressed by using a Bloch-mode based 

mode solver, similar to [20], instead of FDTD simulations to estimate decay 

constants and the degree of partial reflection. In addition, the algorithm needs to 

be modified to automatically synthesize from a model that includes reflections, 

but this problem can be overcome with choosing the appropriate radiation angle θ 

as an input in algorithm to avoid significant reflections, as we did in all presented 

grating examples. 

In previous work, typically global optimization algorithms have been used 

to design grating couplers in silicon photonics [12,14,15,17,20,47,48,50,53,55]. 

While our algorithm can achieve efficiencies comparable to the best results using 

genetic algorithms, it could also serve as a good starting point for either local or 

global optimizers that can correct for higher order effects not accounted in the 

model used by our direct synthesis algorithm. 
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3.5 Conclusions 

We presented a direct method for the synthesis of optical grating couplers that 

may launch arbitrary beam intensity patterns, and demonstrated the method with 

Gaussian beams for free-space and chip-fiber coupling applications. The method 

explicitly compensates unwanted chirp, that is intrinsic to non-uniform grating 

designs with a constant period, to directly synthesize gratings that efficiently 

excite a beam, without use of global optimization algorithms. Moreover, with this 

method full and repeatable control over automatically engineered, from inception 

to completion, desired beam intensity pattern, which grating radiates, can be 

achieved with completely rigorous mathematical understanding and so modeling 

of grating design, which is accomplished for the first time for the non-uniform 

grating designs. We showed that near ideal mode overlap efficiency, above 

98.5%, can be obtained for Gaussian synthesized beams, but that this is somewhat 

reduced for stronger, shorter gratings. Using the method, we show that a design 

can be synthesized with a 7.8 µm MFD, compatible with a standard 45 nm SOI-

CMOS foundry process with mode overlap efficiency over 90%. In this method 

can be incorporated unidirectional grating design in the same foundry process 

from chapter 2, and therefore, practically coupling efficiencies close to 100% with 

the fiber or grating on other chip on distances of few microns can be 

experimentally demonstrated for fabricated gratings.  
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Chapter 4  

________________________________________________________ 

Direct method for automatic engineering of optical 

grating couplers that launch beam with desired 

arbitrary magnitude and desired arbitrary phase 

front – Focusing gratings 

________________________________________________________ 

 

4.1 Introduction 

In the development of the future electro-optical computers and their chips in the 

CMOS technology there is a 3D stacking of the chips and so communication 

among these is needed. One of the efficient solutions would be that these chips 

communicate via (wireless) light beams which are launched and received from 

focusing grating couplers. This can be done such that a grating on one chip 

radiates a focusing beam of light which after the focal point then defocuses, so it 

can be detected with the same kind of grating on the chip above (or below), at a 
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distance double than focal point distance from the grating on the chip below (or 

above).  

In previous work on focusing grating couplers there are theories and many 

different designs using optimization, among which some are fabricated and 

experimentally demonstrated [66-95]. Unlike these, we are proposing a fully 

automatic and rigorous method for generation of optical grating couplers which 

launch a beam with a desired arbitrary magnitude and a desired arbitrary phase 

front.  

The method presented in Section 3.2 is extended (in Section 4.2) in the 

third dimension for radiation output angles. This extension is performed on such a 

way that in FDTD simulation [45] there is one desired central constant output 

radiation angle θc and there is a correspondent range of constant output radiation 

angles around the mentioned central angle in order to form the desired arbitrary 

phase front. We demonstrate this method in the case of the automatic design of 

non-uniform focusing grating couplers for chip-to-chip and chip-to-fiber coupling 

at desired distances. Figure 3.1 illustrates the non-uniform grating coupler and its 

parameters under consideration in this chapter. Note that in Figure 3.1, instead of 

vertical axis y we use vertical axis z, and also instead of constant θ is changeable 

θ(x), for the discussion in this chapter. In Section 4.2 we describe the method, and 

we demonstrate it for a weak grating (which is long, with smaller scattering 

strength α) example with MFD = 33.5 μm. Then in Section 4.3 we demonstrate 
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the method on two strong gratings (short gratings, with higher scattering strength 

α) fully within constraints of the two different fabrication processes. The first 

strong grating is fully within the constraints of the existing unmodified 45 nm 

SOI-CMOS foundry process [5]. The second strong grating is fully within the 

constraints of the existing low-loss poly-Si core in an emulated high-volume 

electronics fabrication process [96]. Section 4.4 contains conclusions. 

All these focusing gratings radiate beams with a Gaussian magnitude and 

the parabolic phase front, and therefore beam focuses at the desired distance from 

the grating (chip), and then subsequently defocuses. Also, all gratings in this 

chapter are designed for the central wavelength λ0 = 1550 nm. 

Note that in order to follow explanation of this method in the next section 

it is necessary to follow explanation of the previous method in the section 3.2. 

 

4.2 Outline of direct method  

The purpose of the non-uniform grating which launches a beam with a Gaussian 

magnitude and parabolic phase front is to have a focus at certain distance d. At the 

focus distance d such grating gives smaller MFD relative to the MFD along the 

grating (at zero distance from the grating). The focused Gaussian beam will have 

the same MFD at the distance L = 2d from the grating as it has along the grating 

(at the zero distance). Therefore, this kind of grating can couple chip-to-chip or 

chip-to-fiber at a chosen distance L, or at a focus distance d, or somewhere within 
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distance L, so that the MFDs of the two gratings (chip-to-chip) or grating and 

fiber (chip-to-fiber) must be consistent. 

The method described in Section 3.2 which automatically determines a 

grating which launches a beam with a desired magnitude and flat phase front,  is 

extended to a new degree of freedom θ(x) which is the grating radiation angle vs. 

position x along the grating, for the formation of the desired phase front. This 

angle θ(x) was assumed constant in Section 3.2 [see Figure 3.1], which is why the 

phase front is flat there (in this chapter, θ(x) changes along the grating length). In 

addition, the angle θ(x) is tilted by the central radiation angle θc [see Figure 4.1]. 

The extended method for automatic generation of a high energy efficient (high 

overlap with desired beam shape – mode) non-uniform grating, which launches a 

beam with a desired magnitude and a desired phase front, is explained in this 

section on a weak grating example. This grating example launches the beam with 

the Gaussian magnitude (with MFD = 33.5 µm along the grating) and the 

parabolic phase front (so Gaussian beam can focus, and grating is then named as 

focusing grating coupler).  

The five steps explained in Section 3.2 are modified by the following way: 

1) in general, this step is unchanged. For focusing gratings, we make the 

addition before this step; 

2) this step is performed for each angle in the corresponding range of angles 

to form the desired phase front; 
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3) again, this step is performed for each angle in the corresponding range of 

angles to form the desired phase front; 

4) this step is the same in general, except that here we deal with a 3D 

function due to the additional arbitrary phase front instead of a 2D 

function in the case of flat phase front (constant radiation angle); 

5) this step is completely unchanged. 

Additions to the steps of the method from Section 3.2 are explained in detail in 

the example of a focusing weak grating which launches the beam with the 

Gaussian magnitude (with MFD = 33.5 µm along the grating) and parabolic phase 

front are: 

Step 1 (for a focusing grating an addition is made before this step, which is 

described here): This step depends on our goal: for a grating for chip-to-chip 

 

 

 

 

 

  

Figure 4.1: Coordinate (x, y) transformation for tilted focusing Gaussian beam in coordinate 

system (x’, y’) of the grating that radiates beam at central radiation angle θc.   
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coupling with a desired MFD = 33.5 µm, in this case we are using L = b = 404.29 

µm. The b is the confocal parameter of focusing Gaussian beam. The minimum 

beam radius w0, which is at a distance d = L/2 (a place of the beam focus – see 

Figure 4.1) from the grating, is [62]: 

 

𝑤0 = �2𝑏
𝑘

= 11.73 µm,                (4.1) 

 

We can calculate the beam radius at any distance z' from the grating: 

 

       𝑤(𝑧′) = 𝑤0�1 + �𝑧′
𝑏
�
2

= 𝑤(𝑧′ = 𝐿) = 𝑤0√2 = 𝑤𝐿 = 16.59 µm.        (4.2) 

 

Coordinates (x’, z’) are from transformed coordinate system (x, z) [see Figure 

4.1]. We chose the central angle of the parabolic phase to be θc = 8o (because of 

~0 reflection) and this gives the following radius of the Gaussian beam and the 

corresponding MFD at the other grating which is on the other chip or MFD of the 

optical fiber: 

 

𝑤𝐿 𝑡𝑖𝑙𝑡𝑒𝑑 = 𝑤𝑑
𝑐𝑜𝑠𝜃

= 16.75 µm,                      (4.3) 
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                           𝑀𝐹𝐷 = 2𝑤𝑑 𝑡𝑖𝑙𝑡𝑒𝑑 = 33.5 µm.                     (4.4) 

 

Steps 2 and 3: The principle here is the same as in the method from 

Section 3.2, but to compose an initial arbitrary phase front, the method from 

Section 3.2 needs to be extended in the third dimension for the range of angles 

which form a desired arbitrary phase front (this is the parabolic phase front in the 

case of the focusing grating).  

Steps 2 and 3 are performed each with the angles in the range from 2o to 

14 o and with discretized step of 2 o, such that the chosen central angle is θc = 8 o. 

This range of the angles corresponds to the parabolic phase front which has θc = 

8o. However, this method works with the 3D and not with the 2D functions, as 

was the case for the method from Section 3.2. But for every certain discrete 

position x0 along the grating, θ(x0) is fixed. Therefore, with this condition we 

have once again 2D functions for every fixed θ(x = x0) along the grating.  

Figure 4.2 shows the 3D function α vs. fill factor for discrete angles θ in a 

range from 2o to 14o with the step of 2o.  

Figure 4.3 shows 3D function period vs. fill factor for discrete angles θ in 

a range from 2o to 14o with the step of 2o.  
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   Figure 4.2: α vs. fill factor for fixed radiation angles θ in a range of 2o to 14o with the step of 2o.  

 

   Figure 4.3: Period vs. fill factor for fixed radiation angles θ in a range of 2o to 14o with the step of 2o.  
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Step 4: For this step we first need the radiation angle θ(x) to form the 

initial arbitrary phase front. In our case for the presentation of the method, we 

chose a parabolic phase front and so the focusing grating coupler will launch the 

beam with such phase front. The following is the derivation of this angle θ(x). 

The magnitude and the phase of the complex electric field vector of the 

launched beam along the grating were determined from the known magnitude and 

the phase of the Gaussian beam [62], taken at the distance d from the focus, and at 

the tilted angle (central angle) θc, where the y coordinate is neglected. The 

magnitude is given as [62]: 

 

𝐸𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 = �2
𝜋

𝜔
𝑤(𝑧′)

𝑒𝑥𝑝 �− 𝑥′2

𝑤2(𝑧′)
�,             (4.5) 

 

and the phase is [62]: 

 

𝐸𝑝ℎ𝑎𝑠𝑒 = −𝜋
2

+ 𝑡𝑎𝑛−1 𝑧
′

𝑏
− 𝑘𝑐𝑙𝑧′𝑥′2

2(𝑧′2+𝑏2)
− 𝑘𝑐𝑙𝑧′.        (4.6) 

 

From Figure 4.1, we write the matrix equation: 

 

�𝑥𝑧� = �𝑠𝑖𝑛𝜃𝑐 −𝑐𝑜𝑠𝜃𝑐
𝑐𝑜𝑠𝜃𝑐 𝑠𝑖𝑛𝜃𝑐

� �𝑧
′ + 𝑑
𝑥′ �.                  (4.7) 
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In the matrix equation above the inverse matrix from the quadratic matrix is: 

 

𝑇� = � 𝑠𝑖𝑛𝜃𝑐 𝑐𝑜𝑠𝜃𝑐
−𝑐𝑜𝑠𝜃𝑐 𝑠𝑖𝑛𝜃𝑐

�,                     (4.8) 

 

which is the transformation matrix. Multiplying matrix equation (4.7) with the 

transformation matrix (4.8) from the left side gives: 

 

�𝑧
′ + 𝑑
𝑥′ � = 𝑇� �𝑥𝑧� = � 𝑥 𝑠𝑖𝑛𝜃𝑐 + 𝑧 𝑐𝑜𝑠𝜃𝑐

−𝑥 𝑐𝑜𝑠𝜃𝑐 + 𝑧 𝑠𝑖𝑛𝜃𝑐
�.                (4.9) 

 

The resulting transformed coordinates are: 

 

𝑧′ = 𝑥 𝑠𝑖𝑛𝜃𝑐 + 𝑧 𝑐𝑜𝑠𝜃𝑐 − 𝑑,                     (4.10) 

 

𝑥′ = −𝑥 𝑐𝑜𝑠𝜃𝑐 + 𝑧 𝑠𝑖𝑛𝜃𝑐.                        (4.11) 

 

Substituting these coordinates in the expressions for magnitude (4.5) and 

phase (4.6), give the magnitude and phase of tilted Gaussian beam for angle θc in 

a coordinate system (x, z) of the grating; because the grating radiates beam with 

the radiation angle θc. The gradient of such a phase in tilted coordinate system 

gives wave vector 𝑘�⃗  (𝑔𝑟𝑎𝑑 𝐸𝑝ℎ𝑎𝑠𝑒(𝑥, 𝑧) =  𝑘�⃗ (𝑥, 𝑧)). In a result of gradient for z = 
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0, it is found that 𝜃(𝑥) = 𝑡𝑎𝑛−1 𝑘𝑥(𝑥,𝑧=0)
𝑘𝑧(𝑥,𝑧=0)

 for the phase distribution along the x-

axis. This expression for a tilt angle θc = 8o gives continuum range of angles θ(x) 

of parabolic phase from 2o to 14o. This derived angle of radiation θ(x) is: 

 

𝜃(𝑥) = 𝑡𝑎𝑛−1 �𝑘𝑐𝑙 sin𝜃𝑐 −  𝑘𝑐𝑙 sin𝜃𝑐 (−𝑑+(𝑥−𝑚) sin𝜃𝑐)2 �(𝑥−𝑚) cos𝜃𝑐�
2

(𝑏2+(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2)2
+

𝑘𝑐𝑙 𝑠𝑖𝑛𝜃𝑐 ((𝑥−𝑚)𝑐𝑜𝑠𝜃𝑐)2

2(𝑏2+(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2)
− 𝑘𝑐𝑙 𝑐𝑜𝑠𝜃𝑐 (−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐) (−(𝑥−𝑚)𝑐𝑜𝑠𝜃𝑐)

𝑏2+(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2
−

𝑠𝑖𝑛𝜃𝑐
𝑏 (1+(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2/𝑏2)

� / �𝑘𝑐𝑙 𝑐𝑜𝑠𝜃𝑐 −
𝑘𝑐𝑙 𝑐𝑜𝑠𝜃𝑐 (−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2 ((𝑥−𝑚)𝑐𝑜𝑠𝜃𝑐)2

(𝑏2+(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2)2
+

𝑘𝑐𝑙 𝑐𝑜𝑠𝜃𝑐((𝑥−𝑚)𝑐𝑜𝑠𝜃𝑐)2

2(𝑏2+(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2)
+ 𝑘𝑐𝑙 𝑠𝑖𝑛𝜃𝑐(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)(−(𝑥−𝑚)𝑐𝑜𝑠𝜃𝑐)

𝑏2(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2
−

𝑐𝑜𝑠𝜃𝑐
𝑏(1+(−𝑑+(𝑥−𝑚)𝑠𝑖𝑛𝜃𝑐)2/𝑏2)

�;                                    (4.12) 

 

where kcl = 2 π ncl / λo is a spatial frequency in cladding, ncl is a cladding 

refractive index, λo = 1.55 μm, and m is the same as in Chapter 3 (and it is added 

in Equation (4.12) after the derivation). 

In the 3D functions in Figures 4.2 and 4.2 the values between discretized 

angles with the step of 2o can be obtained by using an interpolation function. For 

example we used in Matlab function yinterp = @(xin, xdata, ydata). Where xin is a 

continuous value of θ(x0) for a discrete value of x0 [from Equation (4.12)], xdata is 

the range of angles from 2o to 14o with the step between them of 2o, and ydata can 

be either α or period vs. angles from 2o to 14o with the step between them of 2o 
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and one fixed fill factor. Therefore, the result is one continuous value of either α 

or the period for that particular continuous angle θ(x0). Then, these data are 

inverted to map the grating strength vs. position to the non-uniform δ(x) and Λ(x) 

vs. position. As a result of this algorithm, grating is depicted in Figure 4.4. 

 This grating launches a Gaussian beam shape depicted in Figure 4.5(a) 

with a parabolic phase front depicted in Figure 4.5(b). 

 

 

 

Figure 4.4: Non-uniform grating design which launches beam with Gaussian magnitude and 

parabolic phase front. 
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(a) 

 

(b) 

       Figure 4.5: For MFD = 33.5 µm resulting: (a) Gaussian beam shape; (b) parabolic phase front. 

0 10 20 30 40 50 60 700

0.5

1

1.5

2

2.5

3

3.5x 10-3

Position along grating, x (µm)

In
te

ns
ity

 (a
.u

.)

Beam power density distribution

 

 

FDTD
Gaussian fit

0 10 20 30 40 50 60 70-2

0

2

4

6

8

10

12

14

Position along grating, x (µm)

Ph
as

e,
 φ

(x
)/2

π 
(w

av
el

en
gt

hs
)

Beam power density distribution

 

 

FDTD
Parabolic fit



85 
 

For MFD = 33.5 um, resulting Gaussian beam shape has ~99% mode 

overlap between launched field and Gaussian mode. This Gaussian mode can be 

either from the optical fiber or the same (or other) focusing grating on the other 

chip. The resulting parabolic phase has a good fit with the perfect (theoretical) 

parabola in the spatial range along the grating, in which is the radiated field. This 

resulting parabolic phase front enables the focus of the Gaussian beam. 

 

4.3 Application of direct method to strong (short) gratings 

In this section, we apply our method to the two strong gratings fully within the 

constraints of the two existing different fabrication processes. These gratings are 

termed "strong" because they radiate optical power more rapidly (higher 

scattering strength α) than the weak gratings (which is why these strong gratings 

are shorter than the weak gratings). But the shortcoming of this shorter length is a 

rougher engineered radiated desired beam magnitude and phase front. On the 

other hand, the advantage of these short gratings is the smaller beam MFD across 

the grating than the beam MFD of longer grating so they can be coupled with the 

single-mode fiber. 
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4.3.1 Focusing grating within constraints of existing standard 45 nm 

SOI-CMOS foundry process 

The first grating (with MFD = 11.7 µm) in this subsection is called theoretical, 

because just the structure agrees with the standard 45 nm SOI-CMOS foundry 

process [5], but not the width of some gaps. This grating core consists of two 

layers, poly-Si layer on top of body-Si layer. After the use of the method, the 

resulting grating has gaps all the way through its core (both layers) [5]. After 

performed FDTD simulation of this grating, the magnitude (Figure 4.6(a)) and the 

phase (Figure 4.6(b)) of the beam that this grating radiates are obtained. 

For MFD = 11.7 um, the resulting Gaussian beam shape has 94% mode 

overlap between the launched field and the Gaussian mode. The resulting 

parabolic phase has a good fit with the targeting perfect (theoretical) parabola in a 

spatial range along the grating in which is the launched field. This MFD = 11.7 

µm grating is suitable for chip-to-(single-mode)fiber coupling on the certain 

distance and also the chip-to-chip coupling. The difficulty is that this grating 

cannot be made by this [5] fabrication process. However, the next grating with 

MFD = 9.03 µm can be. 

We needed to chop off the grating width of some gaps (teeth are 

appropriate) from the previous grating due to the constraints of the existing 

unmodified 45 nm SOI-CMOS foundry process [5]; this leads to a new grating 

which launches a Gaussian beam with the MFD = 9.03 µm. This grating is fully  
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                                                                                         (a) 

           

                                                                                         (b) 

     Figure 4.6: For MFD = 11.7 µm resulting: (a) Gaussian beam shape; (b) parabolic phase front. 
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within the constraints of the mentioned foundry process [5]. This MFD is at the 

distance of z = 0 and z = L = 29.38 µm from the grating, and at a distance z>L it 

has a larger MFD. The chopping off has resulted in smaller MFD than the 

Gaussian beam MFD of the previous grating. 

This resulting grating launches the Gaussian beam with the parabolic 

phase front which are depicted in Figures 4.7(a,b). 

For this grating, the mode overlap is 85% between the launched field and 

the Gaussian mode. The resulting parabolic phase has a good fit with the target 

perfect (theoretical) parabola in a spatial range along the grating where the field is 

radiated. 

This strong grating has worse resolution along the grating relative to the 

weak grating in Section 4.2 because it has a smaller number of tooth-gap and 

radiates power more rapidly. This is why it has smaller mode overlap than the 

weak grating from section 4.2. Also, this strong grating has smaller mode overlap 

than the previous strong grating because of the inappropriate width of some gaps 

that are chopped off for this [5] fabrication process.  
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(a) 

            

                                                                                        (b) 

           Figure 4.7: For MFD = 9.03 µm resulting: (a) Gaussian beam shape; (b) parabolic phase front. 
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4.3.2 Focusing grating within constraints of low-loss poly-Si core in an 

emulated high-volume electronics fabrication process 

This non-uniform focusing grating is designed by using our method with the poly-

Si core and oxide cladding in the existing low-loss poly-Si core in an emulated 

high-volume electronics fabrication process [96]. It has gaps all the way through 

the core. Figure 4.8(a,b) shows the Gaussian magnitude and parabolic phase front 

of the beam which this grating launches.  

For this strong grating, the mode overlap between the launched field and 

the Gaussian mode is 88%. The resulting parabolic phase has a good fit with the 

target perfect (theoretical) parabola in a spatial range along the grating in which 

the field is radiated. 
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                                                                             (a) 

 

   (b) 

         Figure 4.8: For MFD = 7.9 µm resulting: (a) Gaussian beam shape; (b) parabolic phase front. 
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4.4 Conclusions 

In this chapter, we described a method for the automatic synthesis of a grating 

that launches a beam with a desired arbitrary magnitude and a desired arbitrary 

phase front. This method is demonstrated on a weak grating example that 

launches the beam with the Gaussian magnitude and the parabolic phase front. 

This produces a beam that focuses above the grating that radiates it, and such a 

grating is a focusing grating coupler. We demonstrated the method by designing 

two focusing strong gratings in two different existing fabrication processes. Both 

gratings with their launched beams achieve a good Gaussian magnitude mode 

overlap and parabolic phase front fit.  

This method can be extended to incorporate the unidirectional grating 

design from chapter 2 such that high coupling efficiencies can be obtained. 
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Chapter 5 

 

 

Novel algorithm for simulation of optical devices 

from contour files in 3D-FDTD  

________________________________________________________ 

 

5.1 Introduction 

In this chapter, an algorithm (program) is presented which automatically extracts 

coordinates of an arbitrary optical device(s) geometry from a contour file, which 

is obtained after an optical proximity correction (OPC) is performed. This 

algorithm automatically builds a device for simulation in three-dimensions (3D) 

within the desired fabrication process, and also does simulation in three-

dimensional finite-difference time-domain (3D-FDTD) numerical simulation 

method [45]. The purpose of the algorithm is to compare such a simulated device 

with the designed one so that, if needed, modifications of design can be made 

before fabrication occurs. Operation of this algorithm is demonstrated on the 

uniform grating coupler example. 
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There are commercialized 3D-FDTD simulators with the ability to 

manually import CAD files with arbitrary geometries 

[https://www.lumerical.com/tcad-products/fdtd/features/], [http://empire.de/ 

page157.html], [http://optics.synopsys.com/rsoft/rsoft-cad-environment.html] 

(for example GDSII and DXF formats); and it is explained in [97] how to import 

CAD files in FDTD. In contrast with all of them (to the best of our knowledge), 

our algorithm automatically imports contour file with extension .mtv, which does 

not belong to CAD extensions. Also, for the first time building the 3D object(s) 

from the contour file is performed, which may contain many closed arbitrary 

curves as geometries of one or several optical devices. In addition, our algorithm 

does everything automatically, from the importing the optical device(s) from the 

contour file(s) to the performing the simulation of the 3D device(s). Moreover, 

our algorithm can automatically distinguish among each arbitrary closed curve 

(characterized by coordinates) and build a 3D object (optical device) or a 3D 

objects for the 3D-FDTD simulation in the desired foundry process. 

In section 5.2 contour files are described. Section 5.3 is devoted to the 

explanations of our algorithm. Section 5.4 contains the results of our algorithm. 

And in section 5.5 conclusions are given. 

 

 

 

https://www.lumerical.com/tcad-products/fdtd/features/
http://empire.de/%20page157.html
http://empire.de/%20page157.html
http://optics.synopsys.com/rsoft/rsoft-cad-environment.html
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5.2 Contour files 

In Figure 5.1 are depicted three steps for obtaining the contour files. The layout of 

the designs on the chip goes through an OPC and afterwards the prediction of the 

device geometry after fabrication is made, which is stored in the contour files for 

devices on the chip. 

These steps explained in more detail are: 

Step 1: The layout presents graphic designs of devices for the chip fabrication 

from the top view (surface of the chip). Each layer (material) can be seen from the 

top by keeping ON that layer and turning OFF layers above it. In the case of an 

optical device in which the core is for example Si (this can be combined with 

poly-Si or only poly-Si [5]), this Si layer presents the geometry from the top view. 

This geometry, within its contour, is filled with the points with the x and y 

coordinates. 

 

Figure 5.1: Steps in obtaining the contour files. 

LAYOUT
OPC (Optical 

Proximity 
Correction)

PREDICTION 
AFTER 

FABRICATION 
(CONTOUR 

FILES)
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Step 2: The OPC presents the correction of the layout device geometries for the 

fabrication error expressed as a geometrical deformity. For example, this 

fabrication error can be that the fabrication makes a geometrical deformity such as 

bulge in a certain place on the chip. A bulge is shown in Figure 5.2(a) for the case 

of geometry of rectangle (grating tooth). Then OPC will make mirrored bulge, 

which is dent. A dent is shown in Figure 5.2 (b).  

 

                                (a)                              (b)                              (c) 

Figure 5.2: Grating tooth example: (a) Fabrication error as bulge on certain place in deformed 

geometry; (b) OPC on that place makes mirrored bulge, which is dent; (c) Prediction after 

fabrication (contour of this geometry is characterized with x and y coordinates and this is 

contained in contour file). 
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Step 3: Based on Step 2, at the position of the deformed geometry should be an 

approximately flat line (Figure 5.2(c)) as a prediction after fabrication. This 

predicted geometry is presented in the form of the contour files with points of 

contours (that are closed arbitrary curves) with x and y coordinates on the chip 

(without coordinates inside of curves).  

Curves plotted from the contour file for the uniform grating coupler 

example are shown in Figure 5.3, for a certain number of grating teeth (it has 

more teeth than in this Figure). Here, can be seen that coordinates with large 

values correspond to coordinates on the chip.  

 

Figure 5.3: Plotted curves from contour file on the uniform grating coupler example for certain 

number of grating teeth (it has more teeth than in this Figure).  
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The contour file contains closed curves. Each curve starts with the word 

“Curve” and the space and a number. The number for the first curve is 0, so it is 

written “Curve 0”, next is “Curve 1” and so on, depending how many closed 

curves contour file contains. Below each curve there are two columns, first with 

the x coordinates and second with the y coordinates. Thus, the contour file is a 

two-dimensional array of strings (this includes numbers as well). It may contain 

geometry as a part of the device, the whole device, or few devices. This depends 

on how each contour file is organized. If it contains more than one device, for 

example, two devices, then it has “Curve 0” repeated two times. The second time 

is after the end curve of the first device. The extension of the contour files is .mtv, 

and they do not belong to the CAD formats. 

 

5.3 Algorithm 

The algorithm in steps is shown in Figure 5.4. These steps explained in more 

detail are: 

Step 1: The contour file as a two-dimensional array of string is imported and 

converted into the one-dimensional array of string cell. The string cell is a data 

type in Matlab, which we used. A number of closed curves (contours) and a 

number of devices (one device may have more than one closed curve) are 

determined in imported contour file. In addition, the beginning of each curve is 

found. If the number of devices is larger than one then, it is asked which ordinal 
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number user wants to choose, and for this device further processing of our 

algorithm is performed. This section of the algorithm also can be realized for 

simulation of more than one device (optical system or subsystem) at the same 

time. 

 

                                           Figure 5.4: Algorithm in steps. 
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Step 2: After the step 1 when the beginnings of all curves are known, then both 

beginnings and ends of x and y coordinates for each curve are known as well. 

Then, the x and y coordinates for all curves for a chosen device are saved in a 

two-dimensional array (matrix). The smallest and the largest x and y coordinates 

are determined. The smallest x and y coordinates are treated as the origin of the 

coordinate system, so in the matrix with coordinates a values of coordinates are 

subtracted by the smallest x and y coordinates because this algorithm builds and 

simulates an optical device regardless to its position on the chip. 

Step 3: Based on the minimum and maximum values of the coordinates, the size 

of the 3D device in the (x, y) plane and also the size of the (x, y) plane of the 3D 

computational domain are determined. In the z direction the thickness of the core 

of the 3D device is the height of the device itself. In our case of the test grating 

example the core is Si. Also, based on the fabrication process constraints and 

layer thicknesses along the z direction, the size in the z direction of the 

computational domain is determined. This completes the whole size of the 3D 

device and also 3D (x, y, z) computational domain. The discretization of the 3D 

object (device) along the x, y and z directions is performed for the desired 

discretization step.  

Step 4: To every point within each contour (closed curve) and its thickness is 

assigned an appropriate value of the refractive index. This is done to the whole 

3D device or devices (in our test example this is one 3D grating).  
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Step 5: Gives parameters to the 3D-FDTD: such as domain (x, y, z) sizes; 

discretization steps (dx, dy dz); wavelength range around the central wavelength 

and wavelength discretization step; layer thicknesses of fabrication process and 

their refractive indexes; 3D object (device from the contour file) with 

corresponding refractive index value for each point of the discretized 3D object, 

and also its chosen anchor point in the computational domain; optical source 

characteristics; observation planes; and so on.  

Step 6: Runs simulation in 3D-FDTD and plots the results. 

All presented steps above are fully automated; therefore, the entire 

algorithm is fully automated. 

In the next section are presented results of our algorithm for the uniform 

grating coupler example. 

 

5.4 Algorithm results 

Figure 5.5 depicts results in terms of the 3D device from the contour file in the 

computational domain of our fully automated algorithm. For the test example of 

our algorithm, we chose uniform grating coupler. These results are obtained after 

performed 3D-FDTD simulation. They are presented for the horizontal (x, y) 

cross section of the grating (Figure 5.5(a)) and the vertical (x, z) cross section of 

the grating (Figure 5.5(b)). The algorithm showed good performances.  
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The features of any built and simulated 3D device from the contour file 

can be compared with the features of the designed device. On this way, it can be 

seen in advance is designed device robust enough for the fabrication, or needs to 

be redesigned before fabrication occurs. 

 

 

 

 (a)                                                                                    

  
                                                                             (b) 

Figure 5.5: Results of algorithm by using 3D-FDTD for uniform grating example: (a) horizontal 

cross section; (b) vertical cross section. 
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5.5 Conclusions 

The fully automatic algorithm presented builds a 3D device(s) from the contour 

file(s) in the desired fabrication process, and does 3D-FDTD simulation in order 

to compare robustness of the designed device on fabrication errors expressed as 

geometrical deformities on the certain places. In this chapter, the algorithm is 

demonstrated on the 3D uniform grating example, and shows good performances.  

Our algorithm is universal, therefore it can be applied on any contour file 

(or files) which consists of: any number of devices (by choosing one device or 

building and simulating arbitrary number of devices, as optical system or 

subsystem); any kind of the device (arbitrary shape, or in other words, arbitrary 

geometry of closed curves); and any number of points with x and y coordinates 

for each curve. All this with respect to the limits of the computer used. 

When the author’s previous MIT advisor, Professor Vladimir Stojanović 

(while he was at MIT), gave this algorithm task to the author, Professor V. 

Stojanović said to the author that in the same way as SPICE simulates circuits, 

this algorithm can be a beginning of a software which based on the geometrical 

shapes can build up and simulate photonic system (combination of several 

photonic devices) – this is how the author understood him. 
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Chapter 6 

_________________________________________________ 

A novel electronically-controlled optical switch 

_________________________________________________ 

 

6.1 Introduction 

In the literature on (future) electro-optical computers there has been discussion of 

electronically-controlled optical switching between waveguides integrated on a 

chip. Three important criteria have been recognized for the design of this kind of 

switch: small area footprint, high switching speed (low switching time), and low 

energy consumption. 

In this earlier work one finds proposals that include Mach-Zehnder 

interferometer (MZI) switches, directional coupler switches, dual mode 

interference switches, multimode interference (MMI) switches, and various other 

electrical control mechanisms; also papers discussing mathematical modeling and 

derivations, waveguide modes analysis, coupled-mode theory; and fabricated 

devices which have been tested [98-138]. We note that none of these switches has 

been designed within the constraints of the unmodified CMOS foundry process; 
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with the electronically controlled (through the free-carrier injection) switching 

mechanism by the driver circuit on the same chip in the same foundry process.  

As an exception relative to the earlier work, there is an MZI switch [139] 

which was designed in IBM’s 90 nm CMOS silicon integrated nanophotonics 

technology, with free-carrier injection controlled by the driver circuit on the same 

chip. Moreover, these CMOS process constraints are similar with the process 

constraints of the unmodified 45 nm SOI-CMOS foundry process [5], which we 

used for our switch designs. In the paper cited, this MZI switch has a length of the 

region of refractive index change in one arm of roughly 210 μm (which is 

relatively long); it is reported that this MZI switch has area footprint of 0.02 mm2 

(20000 μm2). To turn this MZI switch ON, and to turn OFF, takes a total of 5.7 

ns; the associated transients are 4.5 and 1.2 ns, respectively (measured between 10 

and 90 % of the maximum). In addition, the switching energy (for turning ON and 

turning OFF) for this CMOS-driven MZI switch is inferred to be 16 pJ.  

In contrast, the new switch designs we describe below in this chapter and 

Appendix A, with 1% refractive index decrease of Si which are within the 

constraints of the unmodified 45 nm SOI-CMOS foundry process [5], have a few 

hundred times smaller area footprint on the chip, a switching time that is several 

times shorter, and also several times smaller energy consumption. Due to the 

addition of two broadband 50% couplers, the bandwidth of 75 nm centered near a 

wavelength of 1520 nm for below -15 dB crosstalk between two output ports of 
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cited MZI switch is several times greater than the bandwidth of our switch 

designs; note that our switch designs are broadband and have bandwidths that are 

of the same order of magnitude as typical broadband MZI designs with free-

carrier injection and no additional device for increase of bandwidth [130].  We do 

not use additional elements to increase the bandwidth of our switch designs. 

Our optical switch design makes use of two TE mode interference for 

switching, as discussed in the next section. In [138] a thermo-optic dielectric 

loaded surface plasmon polariton waveguide switch also uses two mode 

interference for switching (referred to as "dual mode interference" in cited paper 

[138]) of the fundamental quasi-transverse magnetic (TM) polarized plasmonic 

mode and the second-order transverse-electric (TE) photonic mode. The 

mechanism in that case relies on thermal control using a metal film as the heating 

electrode; that is a very different control mechanism than employed in our 

proposed switch. That thermo-optic switch uses different core and cladding 

materials, and also a different kind of two modes than our switch. To the best of 

our knowledge our switch designs are the first to make use of two TE mode 

interference in Si-core and SiO2-cladding for switching purposes, and also the 

first in using free-carrier injection with two TE mode interference, again for 

switching purposes. 

We choose to focus on optical switch designs in this chapter and Appendix 

A for the specific application of switching optical data from a bus waveguide 
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toward electronic memory banks in (future) electro-optical computers (Figure 

6.1). These switch designs also can be used in any other application of switching 

the light from one waveguide into other, and in any other appropriate topological 

arrangement. 

In [7] a digital driver circuit is applied to inject free carriers in a ring 

resonator modulator. In this chapter, we apply it for free-carrier injection in order 

to switch the optical data. In the case of our switch, when free carriers are injected 

in the refractive index change region, the refractive index of that region is 

decreased and so the propagation constants of the two interfered modes are 

changed, resulting in switching due to the final phase difference between the OFF 

state and the ON state just before the two output ports. In this case, in the ON 

state, as Figure 6.1 shows, optical data goes in second waveguide (toward the 

 

Figure 6.1: Illustration of possible usage of optical switches in future electro-optical computers (top 

view). 
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electronic memory bank; but before the optical data reaches the electronic 

memory bank, it requires opto-electrical conversion through a photodetector 

integrated on the chip [8]); otherwise, in the OFF state, the optical data proceeds 

along the bus waveguide toward the next switch (if the previous switch is not the 

last switch, and if it is, then only proceeds along the bus). 

Consequently, as an optimum choice to meet all three criteria for switch 

design mentioned above, we propose an electronically-controlled optical switch 

based on two mode interference, which relies on free-carrier injection in a PIN 

diode [140] in the horizontal junction, and makes use of the digital driver circuit 

developed previously in [7]. We focus on optical switch designs with a small area 

footprint. The driver circuit enables high switching speed and low energy 

consumption; it is capable of enabling sufficient injected free carriers to reduce 

the refractive index by 1% as required by our designs. The optical switch designs 

and driver circuit are both within the constraints of the same existing unmodified 

45 nm SOI-CMOS foundry process [5], and therefore both of them can be 

fabricated on the same chip. Note that we also present a design with a higher 

refractive index decrease of 2.9%, which is feasible [141] to fabricate in a Si-core 

and SO2-cladding foundry processes. 
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For the two mode waveguide (which is the refractive index change region) 

cross section of our switch design, we used the published cross section of a one 

mode ring resonator waveguide [7], shown in Figure 6.2.  

In subsection 6.2.1 we describe our optical switch design; in subsection 

6.2.2 we explained the optical operational principle; in section 6.2.3 we derive the 

model of our switch design; in section 6.3 the application of the driver circuit for 

switching purposes is discussed; section 6.4 contains the switch design for 2D-

FDTD simulations and simulated interference of two modes; section 6.5 (and also 

appendix A) is devoted to optical switch design results; in section 6.6 is checked 

 

Figure 6.2: Optical ring resonator connection to modulator driver circuit (cross section with one 

mode waveguide contains PIN diode as well). From [7]. Structurally the same cross section in (x, y) 

plane would correspond to our optical switch designs with two mode waveguide when they are 

electronically controlled by this driver circuit. 
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validity of our derived analytical model through our switch designs; in section 6.7 

are given switch design patterns based on which desired optical switch can be 

designed within its physics of operation; and conclusions are given in section 6.8. 

All of the optical switch designs presented in this chapter and Appendix A 

are designed for a central wavelength of λc = 1550 nm; at room temperature the 

Si-core waveguide refractive index is n1 = 3.47644; the SiO2-cladding refractive 

index is n2 = 1.44402. These refractive index values are found in [142] and [143] 

for λc at room temperature. Also, all optical switch designs are modeled using a 

two-dimensional finite-difference time-domain (2D-FDTD) numerical simulation 

method [45]. Since in the case of the switch designs under discussion, the field 

interactions are basically two-dimensional in the top view plane, it is appropriate 

to use 2D-FDTD in this plane for modeling, and also to understand the 

mechanism for how each switch functions.  

 

6.2 Optical switch design  

6.2.1 Description of design and its structural elements 

The Figure 6.3 illustrates our switch design in the existing unmodified 45 nm 

SOI-CMOS foundry process [5]. In the top view plane (Figure 6.3(a)), the one 

mode Si waveguides are: the input waveguide in switch through which optical 

power P0 propagates, first output waveguide through which optical power P1 

propagates, second output waveguide through which optical power P2 propagates 
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(partly this is output arc waveguide), and input arc waveguide. Their cross section 

is depicted in Figure 6.3(b). Dimensions for these waveguides are w1 and h1, 

width and height, respectively. The input and the output Si waveguide through 

which optical powers P0 and P1 propagate, respectively, can be bus waveguide 

[see Figure 6.1]. In this case, the optical power P1 propagates towards the next 

switch (if this switch is not the last switch), and power P2 propagates towards the 

electronic memory.  

 

                                                                             (a) 

        

                (b)                                                                                  (c) 

Figure 6.3: Illustration of switch design in 45 nm SOI-CMOS foundry process [5]: (a) top view 

(surface of chip); (b) cross sectional view of rectangular Si waveguide; (c) cross sectional view of 

rib waveguide with top Poly-Si layer and bottom Si layer.  
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At the input in the switch, we chose the Si arc waveguide [see Figure 

6.3(a)] for the smooth transition, through coupling, from the one mode to the two 

modes regime. Also, in the end, the switch has a mirrored arc waveguide for an 

opposite smooth transition, from two modes into the one mode regime. In the 

extension of the arc waveguide at the end of the switch, light can be led in the 

direction that depends on the need. For example, this direction can be up [in the 

top view plane, as in Figure 6.3(a)] towards the electronic memory. 

Figures 6.3(a,c) show the rib waveguide with the length L and two layers, 

which are the Poly-Si layer on the top of the Si layer. This rib waveguide guides 

two modes. The dimensions for Si layer are width w2 and height h1. While, the 

dimensions for Poly-Si layer are width w3 and height h2. A length L is also the 

length of the Si refractive index change region, which is the intrinsic region of the 

forward biased PIN diode [see Figure 6.2(c)]. In this region, the free carriers are 

injected in the two mode Si waveguide layer in the ON switching state, and not in 

the poly-Si layer due to significant loss. The PIN diode with the highly doped P++ 

and N++ regions, and contacts Tungsten (w) and Copper (Cu), is continuously 

placed along the length L [see Figures 6.3(a,c)]. 

In Figure 6.3(a), the Poly-Si tapers at the beginning of the switch and at 

the end enable smooth transitions from the one mode Si waveguide into the two 

mode rib, and also out of the rib waveguide back to the one mode Si waveguide. 

For the poly-Si taper on the top of the wider Si layer, on the example of a straight 
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one mode rib waveguide and a straight one mode Si waveguide, the author is 

thankful to Cheryl Sorace-Agaskar from MIT. 

Cladding is SiO2. 

The switch geometry in terms of offset of the wider rib waveguide relative 

to the input Si waveguide is such that enables excitation of the two modes in the 

rib waveguide [see Figure 6.3(a)]. 

There is an optical loss in the mode overlap with the P and N regions of 

the PIN diode [see Figure 6.3(a,c)] which contains free carriers, mostly free holes 

and mostly free electrons due to P and N type dopants, respectively. This loss can 

be minimized by finding the optimum between the heights h1 and h2 and widths 

w2 and w3. 

The Si material is isotropic and uniform unless it is stressed. Also, Si 

lattice is symmetrical in all three directions. Consequently, Si influences on the 

field on the isotropic and uniform way. 

The presented switch geometry can be obtained by photolithography and 

etching in the standard CMOS fabrication processes [10]. 

This switch design is fully consistent with the existing unmodified 45 nm 

SOI-CMOS foundry process [5]. The estimated fabrication error of ±10nm in this 

foundry process [5] is negligible for dimensions of our switch designs in this 

chapter and Appendix A. 
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6.2.2 Operation principle 

Our switch design operates by the following [follow Figure 6.3(a)]. In input of the 

switch is the optical power P0 confined in the fundamental mode TE11 (or TE0), 

which propagates along the z direction of the Si waveguide with the width w1 [see 

Figures 6.3(a,b)] and the electric field of light is x-polarized [see Figure 6.4]. 

Input in the switch should not excite the TM11 (or TM0) mode, and this can be 

regulated by the polarization of the input electric field in the waveguide that 

carries P0. This polarization can be from a laser or can be further appropriately 

changed by polarizers before it reaches the chip and so input in the switch. At the 

beginning of the switch, the switch geometry (offset of the wider rib waveguide 

from Figures 6.3(a,c)) relative to the input Si waveguide with the width w1 is such 

that enables excitation of both modes, TE11 (or TE0) and TE21 (or TE1) [see Figure 

6.4(b)] within the rib waveguide (poly-Si layer with the width w3 on top of the 

wider Si layer with width w2) with a length L. These two modes interfere (mode 

beating) and resulting field travels from one side of the rib waveguide to the other 

side across its width (in the y direction) and propagates along the z direction (on 

the zigzag way). Eventually when this zigzag field reaches the output of the 

switch in the OFF state (no injected free carriers), most of the output optical 

power is P1 and somewhat is P2. In the ON switch state, when the free carriers 

(electrons and holes) are injected in the Si layer with width w2 (refractive index 

change region) cause the plasma-dispersion effect [141,144], this layer has then 
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decreased the refractive index. This decrease alters the number of zigzags due to 

the change of the propagation constants β1 and β2 of the two interfered modes. In 

this case, the most of the output optical power is P2 and somewhat is P1, and this 

is how the switching is achieved. 

The dimensions w1 and h1 of the Si waveguide [see Figure 6.3(b)] need to 

be such that the only fundamental mode TE11 [see Figure 6.4(a)] is confined. The 

first 1 in the subscript of TE correspond to the symmetric mode (Gaussian shape) 

along the y direction. And the second 1 in the same subscript correspond to the 

symmetric mode (Gaussian shape) along the x direction. Then, the dimensions w2 

and (again) h1 of the wider Si layer and also w3 and h2 of the poly-Si top layer 

[see Figure 6.3(c)] of the rib waveguide need to be such that confines the TE21 

 

                            (a)                                                                    (b) 

Figure 6.4: Illustration of modes in 3D: (a) TE11 (or TE0); (b) TE21 (or TE1). From [62]. 
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mode [see Figure 6.4(b)] besides the TE11, and also to cutoff all higher modes 

than the TE21. In the TE21, the first subscript 2 corresponds to the antisymmetric 

mode (sine shape) along the y direction. And the second subscript 1 is the same as 

already explained for the TE11 second subscript 1. Consequently, this is why it is a 

good approximation for all optical switch designs in this chapter and Appendix A 

to be modeled using a two-dimensional finite-difference time-domain (2D-FDTD) 

numerical simulation method [45] instead of a 3D-FDTD. Since in the case of the 

switch designs under discussion, the field interactions are basically two-

dimensional in the top view (y, z) plane, it is a good approximation to use 2D-

FDTD in this plane for modeling. Also, a 2D model is appropriate to demonstrate 

and to study the mechanism based on which each switch design functions. 

The known equation for the cutoff of the m-th order mode in the top view 

plane of the waveguide is [46]: 

 

                                     𝑘0𝑤�𝑛12 − 𝑛22 = 𝑚𝜋,                 (6.1) 

 

where k0 (=2π/λ0) is a spatial frequency in the vacuum, w is the width of the 

waveguide and nl is the Si-core refractive index and n2 is the SiO2 cladding 

refractive index. At the central wavelength λ0 = 1550 nm and the room 

temperature, n1 and n2 have values mentioned at the end of the section 6.1, which 

are n1 = 3.47644; the SiO2-cladding refractive index is n2 = 1.44402. By using the 
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Equation (6.1) for the confinement of the only first order mode (m=1), which is 

the fundamental mode TE0, the Si waveguide width needs to satisfy the condition 

w1 < 245 nm. Also, for the confinement of the first two order modes (m=2), 

which are TE0 and TE1, the Si waveguide width needs to satisfy the condition 245 

nm < w2 < 490 nm. For 2D-FDTD simulations of the switch designs in the top 

view plane in this chapter and Appendix A, we chose the safe values of w1 = 220 

nm and w2 = 440 nm. 

In next subsection 6.2.3, the switch design operational principle with 

resulting zigzag field is illustrated. In section 6.4 of the switch design for the 2D-

FDTD simulations, the switch operational principle is explained on the example 

of simulated interfered field of the two modes. 

6.2.3 Analytical model of our switch design 

The known equation for the phase difference which we are using for the analytical 

model of our switch is: 

 

𝐿 𝛥𝛽 = 𝛥𝜑.                      (6.2) 

 

Where Δβ denotes the propagation constants change for the two modes from the 

OFF state to the ON switching state, and it is: 
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𝛥𝛽 = �𝛽1,𝑂𝑁 − 𝛽2,𝑂𝑁� − �𝛽1,𝑂𝐹𝐹 − 𝛽2,𝑂𝐹𝐹�.                    (6.3) 

 

The propagation constant of the TE0 mode is β1, and the propagation constant of 

the TE1 mode is β2. And 𝛥𝜑 is the phase difference of the two interfered modes 

from the OFF state to the ON switching state. 

In order to show the functionality of Equations (6.2) and (6.3) in Figure 

6.5(a,b) is illustrated resulting zigzag field of interfered two modes TE0 and TE1, 

in the two mode region (refractive index change region) of length L. The 

functionality (switching) is illustrated for OFF and ON (injected free carriers in 

Si) switching state for the phase difference 𝛥𝜑 = 𝜋 between the ON and OFF 

switching states.  

In Figure 6.5(a) in OFF state, there are 6 zigzags which correspond to 6𝜋 

phase, so in this case the last zigzag propagates towards the next switch. We 

named that the one zigzag corresponds to 𝜋 phase. While in Figure 6.5(b) in ON 

state, there are 7 zigzags which correspond to 7𝜋 phase, so in this case the last 

zigzag propagates towards the electronic memory. The phase difference 𝛥𝜑 =

7𝜋 − 6𝜋 = 𝜋 corresponds to exactly one more zigzag in ON state than in OFF 

state, which enables the switching. 
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In order to have a complete analytical model for our switch, in the 

following we derived propagation constants β1 and β2.  

The wave equation for the electric field E derived from the complex form 

of Maxwell’s equations is [46]: 

 

𝛻2𝐸�⃗ + 𝜔2𝜀𝜇𝐸�⃗ = 0,                          (6.4) 

 

where ∇ is the del operator (square of it is the Laplace operator ∇2), ω is the 

temporal frequency, ε is the dielectric permittivity and μ is the magnetic 

 

Figure 6.5: Switching illustration in two mode region (refractive index change region) in top view 

(y, z) plane for phase difference 𝛥𝜑 = 𝜋: (a) OFF state; (b) ON state (exactly one more zigzag 

than in OFF state). 
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permeability. For the TE field, the vector of electric field 𝐸�⃗  is x-polarized in our 

case; it does not depend from x coordinate so the above equation can be written in 

the form of the eigenvalue equation: 

 

                �� 𝜕2

𝜕𝑦2
+ 𝜕2

𝜕𝑧2
�+𝜔2𝜀𝜇� 𝐸�⃗ = 0.                         (6.5) 

 

For this derivation, it is used the right orientation of coordinate system (x, y, z) as 

it is in the Figures 6.3(a,c), with the origin on the half width w2/2 of the two mode 

Si waveguide (refractive index change region; without the poly-Si layer) with the 

full width w2 (for our switch designs, w2 = 0.44 μm). Then, it has the permittivity 

ε1 in the Si waveguide and ε2 in the SiO2 cladding. Under these conditions, the 

electric field vector in TE case satisfies the Equation (6.5) with a solution: 

 

   𝐸�⃗ = 𝑥�𝑒−𝑗𝛽𝑧 ∙

⎩
⎪
⎨

⎪
⎧ 𝐸2𝑒

−𝛼�𝑦−𝑤22 �,     𝑦 ≥ 𝑤2
2

 

𝐸1 ∙ �
𝑐𝑜𝑠(𝑘𝑦𝑦)
𝑠𝑖𝑛(𝑘𝑦𝑦) ,     − 𝑤2

2
≤ 𝑦 ≤ 𝑤2

2

𝐸2𝑒
𝛼�𝑦+𝑤22 �,     𝑦 ≤ −𝑤2

2

,                  (6.6) 

 

where β (β=kz) is the propagation constant, ky is the y component of the wave 

vector 𝑘�⃗ , and α is the decay rate coefficient of the exponentially decaying 

evanescent field in the SiO2 cladding (in this subsection, this is not the absorption 
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α). Within the waveguide full width w2, the cosine function across it characterizes 

the even modes (with the subscript 0) TE0, 2, 4, …; while, the sine function 

characterizes the odd modes TE1, 3, 5, …. By plugging in the above solution in the 

Equation (6.5), it is obtained: 

 

𝑘𝑦2 + β2 = 𝑘12;                          (6.7) 

 

−α2 + β2 = 𝑘22;                         (6.8) 

 

where, 𝑘𝑖2 = 𝜔2𝜀𝑖𝜇𝑖 = 𝑘𝑜2𝑛𝑖2, for i = 1, 2 and ko=2π/λo (λo = 1.55 μm).  

When the Equation (6.8) is subtracted from the Equation (6.7), the 

resulting equation is: 

 

𝑘𝑦2 + α2 = 𝑘𝑜2(𝑛12 − 𝑛22).               (6.9) 

 

Therefore, α is: 

 

α = �𝑘𝑜2(𝑛12 − 𝑛22) − 𝑘𝑦2 .                  (6.10) 
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By employing the boundary condition in the Equation (6.6) for the tangential 

vector 𝐸�⃗  at the boundary y = w1/2 between ε1, ε2, it is obtained: 

 

𝐸2 = 𝐸1 cos �𝑘𝑦
𝑤2
2
� ;                       (6.11) 

 

𝐸2 = 𝐸1 sin �𝑘𝑦
𝑤2
2
�.                         (6.12) 

 

By applying the Faraday’s law from the complex form of the Maxwell’s 

equations: 

 

𝛻 × 𝐸�⃗ = −𝑗𝜔𝜇𝐻��⃗ ,                    (6.13) 

 

on the electric field solution in the Equation (6.6), it is obtained for the magnetic 

field z component: 

 

𝐻𝑧 = − 1
𝑗𝜔𝜇

𝑒−𝑗𝛽𝑧 ∙

⎩
⎪
⎨

⎪
⎧ −α𝐸2𝑒

−𝛼�𝑦−𝑤22 �,     𝑦 ≥ 𝑤2
2

 

𝑘𝑦𝐸1 ∙ �
−𝑠𝑖𝑛(𝑘𝑦𝑦)
𝑐𝑜𝑠(𝑘𝑦𝑦) ,     − 𝑤2

2
≤ 𝑦 ≤ 𝑤2

2

𝛼𝐸2𝑒
𝛼�𝑦+𝑤22 �,     𝑦 ≤ −𝑤2

2

.               (6.14) 
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In the equation above, within the waveguide full width w2 the sinus function 

characterizes the even modes; while the cosine function characterizes the odd 

modes TE1, 3, 5, …. By employing the boundary condition in the Equation (6.13) for 

the tangential component Hz of the vector 𝐻��⃗  (the surface current density Js = 0) at 

the boundary y = w2/2 between ε1, ε2, it is obtained: 

 

𝛼𝐸2 = 𝑘𝑦𝐸1 sin �𝑘𝑦
𝑤2
2
� ;               (6.15) 

 

𝛼𝐸2 = −𝑘𝑦𝐸1 cos �𝑘𝑦
𝑤2
2
�.             (6.16) 

 

By substituting E2 from Equations (6.11) and (6.12) into Equations (6.15) and 

(6.16), the following two Equations are obtained, respectively: 

 

𝛼 = 𝑘𝑦tan �𝑘𝑦
𝑤1
2
�;                  (6.17) 

 

𝛼 = −𝑘𝑦cot �𝑘𝑦
𝑤1
2
�.                (6.18) 

 

Further, by substituting α from the Equation (6.10) into the both Equations (6.17) 

and (6.18), and then dividing each equation by ky, resulting two equations are, 

respectively:  



124 
 

 

�𝑘𝑜2

𝑘𝑦2
(𝑛12 − 𝑛22) − 1 = 𝑡𝑎𝑛 �𝑘𝑦

𝑤2
2
� ,     0 < 𝑘𝑦 < �π

2
� � 2

𝑤2
� = π

𝑤2
;         (6.19) 

 

�𝑘𝑜2

𝑘𝑦2
(𝑛12 − 𝑛22) − 1 = −𝑐𝑜𝑡 �𝑘𝑦

𝑤2
2
� ,     �π

2
� � 2

𝑤2
� = π

𝑤2
< 𝑘𝑦 < (π) � 2

𝑤2
� = 2π

𝑤2
. 

(6.20) 

 

In general (without given ranges for the ky), the equation (6.19) corresponds to the 

even modes, while the Equation (6.20) corresponds to the odd modes. These two 

equations above are the transcendental equations, and they can be solved 

numerically or graphically for the each unknown ky. From the Equation (6.7) 

follows: 

 

𝛽 = ��2𝜋
𝜆𝑜
𝑛1�

2
− 𝑘𝑦2.                      (6.21) 

 

In the case of our switch design is the following. Now through the 

Equation (6.21) the propagation constants β1 can be calculated from ky from the 

Equation (6.19), when the solution of ky is in a given range for this equation. This 

ky range corresponds to the mode TE0, and ky can be calculated for the both states 

of the switch, OFF and ON (any value of the Si refractive index n1 in the two 
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mode region). Likewise, through the Equation (6.21) the β2 can be calculated 

from ky from the Equation (6.20), when the solution of ky is in a given range for 

this equation. This ky range corresponds to the mode TE1, and ky can be calculated 

for the both states of the switch, OFF and ON (any value of the Si refractive index 

n1 in the two mode region). This makes the analytical model of our switch design 

complete; this model is given by Equation (6.2) through the Equations (6.3), 

(6.21), (6.19) and (6.20). In our model ky depends on n1 (in the ON state, this 

depends on the injected free-carrier concentration), n2, λ0 (through k0), and w2, for 

each of the two modes. Since β depends on n1, λ0, and ky, then β1 and β2 for the 

two modes depend on n1, n2, λ0, and w2, so that Δβ also depends on n1, n2, λ0, and 

w2. The previous finally means that if length L is unknown, then it depends 

(through Δβ) on n1, n2, λ0, and w2, and also on 𝛥𝜑. 

Based on the form of Equations (6.2) and (6.3) we can calculate the period 

of zigzags (two zigzags) P that corresponds to the phase 𝜑 = 2𝜋 for OFF or ON 

state by the following Equation: 

 

                               𝑃 = 2𝜋
(𝛽1−𝛽2)𝑂𝐹𝐹 𝑜𝑟 𝑂𝑁

.                      (6.22) 

 

Also, based on the same form of Equations (6.2) and (6.3) we can 

calculate the number of zigzags N for any length l within the two mode region 

with length L for OFF or ON state by the following Equation: 
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                                    𝑁 = (𝛽1−𝛽2)𝑂𝐹𝐹 𝑜𝑟 𝑂𝑁 ∙ 𝑙 
𝜋

.                 (6.23) 

 

In section 6.6, we will check the validity of our analytical model through 

our switch designs. 

 

6.3 Driver circuit for free-carrier injection in switching 

applications 

The all-digital driver circuit is applied in [7] for free-carrier injection into the 

optical ring resonator modulator [see Figure 6.2], and in this section we apply the 

same driver circuit design for free-carrier injection into our optical switch designs, 

which enables switching. This driver circuit can inject free carriers (electrons and 

holes) which enable the Si-core uniform refractive index decrease of 1% (Δn = 

0.03476) for n1 = 3.47644, which produces a new Si-core refractive index of 

3.44168. This decrease occurs when the switch is ON and so when the free 

carriers are injected into the intrinsic (I) region of the forward biased PIN diode 

[140] (in the horizontal junction) with a uniform free-carrier (electrons and holes) 

concentration of ~3x1019 cm-3 [see Figure 6.6], according to Figure 6.7 (from 

[141]). The intrinsic region is the refractive index change region of the two modes 

interference Si waveguide with length L. 
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According to Figure 3-6 in [6], the above mentioned injected free-carrier 

concentration can be achieved using a voltage across PIN diode of roughly ~0.8 

V. This voltage provides a uniform distribution of injected free carriers (electrons 

and holes) [see Figure 6.6] and so a uniform refractive index decrease, across the 

width of two modes interference Si waveguide. Furthermore, this diode voltage 

would correspond to a driver circuit HVDD voltage of roughly ~1.1 V. The 

voltage across the PIN diode is lower than the HVDD voltage for around 0.3 volts 

due to the decrease of the voltage on the on-resistance of the NMOS and PMOS 

transistors which are in series with the PIN diode (Figure 7.6.4 in [7]). In order to 

achieve an injected free-carrier concentration, the P and N regions are doped with 

a concentration of roughly ~2x1018 cm-3, according to Figure 3-6 in [6].  

 

Figure 6.6: Injected free-carrier (electrons and holes) concentration in two modes interference Si 

waveguide of width 440 nm (intrinsic region of PIN diode), for OFF and ON (voltage across PIN 

diode is ~0.8 V) states of switch. We made this plot based on data in Figure 3-6 from [6]. 
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According to Figure 7.6.6 in [7], an HVDD voltage of 1.1 V in the driver 

circuit gives an energy consumption of 0.68 pJ/b for a speed of 2.5 Gb/s. From 

Figure 6.2 (from [7]), where is a ring resonator modulator for which the driver 

circuit is applied to inject free carriers, we extracted a length of 54.6 μm for the 

circularly curved waveguide (most of the ring) along which the PIN diode with 

highly doped P++ and N++ regions, and contacts (tungsten (W) and copper (Cu)), 

is continuously placed. Our switch along length L (z-axis) would have a structural 

cross section from Figure 6.2 [see Figure 6.3(a,c)], which corresponds to the x-y 

plane of our switch [see Figure 6.3(a) for axes of this plane] when realized with 

the rib waveguide in 3D. When an energy consumption of 0.68 pJ/b is divided by 

a length of 54.6 μm, an energy consumption of 12.45 fJ/(b μm) per bit and unit 

length of 1 μm, is obtained. Energy consumption and speed of modulation are 

 

Figure 6.7: Si refractive index decrease Δn vs. injected free carriers concentration ΔN for 

wavelength of 1550 nm and room temperature. From [141]. 
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both expressed per bit. Modulating one bit of information corresponds to one 

switching operation of N bits (λ1, λ2,…, λN), in a case when this same driver 

circuit is applied to electronically control our optical switch. These N bits (λ1, 

λ2,…, λN) propagate all together along the waveguide (it is WDM) and this means 

that switching operation is performed simultaneously for all these bits (so for the 

same switching time, regardless of the number N of these bits). For example, for 

one switching operation of N bits (λ1, λ2,…, λN) for a refractive index change 

region of length L expressed in μm, the energy consumption is E = 12.45•L fJ and 

the switching time is τ = 1/(2.5 109/s) = 400 ps. This switching time is 

approximately the same for any length L in this chapter and Appendix A (for 

switch designs which can use mentioned driver circuit [7]) and it takes into 

account carrier lifetime as well. By multiplying 12.45 fJ/(b μm) and 2.5 Gb/s, the 

obtained power consumption per unit length for any number of N bits is 31.13 

μW/μm. For example, for one switching operation of any number of N bits for a 

refractive index change region of length L expressed in μm, the power 

consumption is P = 31.13•L μW. Energy and power consumptions are given in 

Appendix A in Table A.4 for different switch design lengths L. 

From Figure 5 in paper [5] (the same mentioned foundry process) we 

extracted (by dividing the full bandwidth of eight optical channels by 8) the full 

width of one optical channel, which is ~1.37 nm. This value will be used as a 

referent value for number N of full width optical channels in further analysis of 
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multiple channels (broadband) switch designs. Each channel at central wavelength 

λi is within one full width channel of 1.37 nm, and this corresponds to one bit, in 

the case of our analysis in this chapter and Appendix A. Therefore, if there are N 

central wavelengths (λ1, λ2,…, λN), which are within the full width of N channels, 

then these correspond to N bits. Each of these N wavelengths is central within its 

corresponding one full width optical channel, and they are all around the main 

central wavelength of 1550 nm. 

For a bandwidth analysis of each switch design it is useful to know which 

full wavelength bandwidth (range) Δλ (full width of a certain number N of optical 

channels) corresponds to the full frequency bandwidth Δν. This conversion is 

performed using well known Equation (6.24) and results are given in Table 6.1. 

 

𝛥𝜈 = 𝑐
𝜆𝑐2
𝛥𝜆,                             (6.24) 

 

where c is the speed of light in a vacuum, and 𝛥𝜆 = 𝑁 ∙ 1.37 𝑛𝑚.  

 

Table 6.1: Conversion of full wavelength bandwidth Δλ into the full frequency bandwidth Δν by 

the number N of full width optical channels. 

Number N of 
full width 

optical channels 
1 2 4 8 16 

Δλ (nm) 1.37 2.74 5.48 10.96 21.92 
Δν (GHz) 171 342 684 1368 2736 
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6.4 The switch design for 2D-FDTD simulations 

In this section we will explain the switch design in the form for 2D-FDTD 

simulations. Also, we will demonstrate simulated optical operation principle of 

two mode interference (mode beating). 

The optical switch design for the 2D-FDTD simulations is depicted in 

Figure 6.8(a) in the OFF state [follow this Figure in further explanations]. We 

assume that the optical signal on the Si bus waveguide contains optically encoded 

data on all of the different channels, and we would like to switch all of the 

channels towards the electronic memory bank, or continue all of the channels 

along the bus towards the next switch. This incoming bus waveguide with a width 

of 220 nm supports only a single TE0 mode. The wider Si waveguide with a width 

of 440 nm (refractive index change region) of the optical switch supports two TE 

modes (TE0 and TE1 with mode profiles shown in Figure 6.9). When the bus 

waveguide reaches the wider waveguide, the single mode of the bus splits its 

optical power into the two modes of the switch. The switch operates optically by 

interference of these two modes (mode beating). The resulting light travels back 

and forth (on the zigzag way) from one side of the waveguide into the other [see 

zoomed-in Figure 6.8(c) for CW field]. For an appropriate length L, with no 

injected free carriers present (switch is OFF), the final result of the interference is 

to couple the light mostly into the single mode of the outgoing bus waveguide 
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(with a width of 220 nm) that goes towards the next switch (and not into the 

upward curving waveguide that goes towards the memory) [see Figure 6.8(c)]. 

 

                         (a)                                                                           (b) 

                (c)

 

                                                                            (d) 

Figure 6.8: (a) Illustration optical switch design (here is in OFF state) for L = 51.26 μm; (b) The 

same switch design in ON state – free carriers are injected into the refractive index change region 

and therefore the Si-core refractive index is decreased by 1%; Zoomed-in one mode of the bus 

waveguide at the input in switch, two interfered modes waveguide of the switch and the beginning 

of two output waveguides, each with one mode for: (c) CW field distribution in the OFF state; and 

(d) CW field distribution in the ON state. 
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When the free carriers are injected in the refractive index change region of 

the optical switch (switch with the same length L is ON), then, the Si refractive 

index is decreased (Figure 6.8(b)). As a result, propagation constants of the two 

interfered modes are changed, so a number of light (interfered two modes) back 

and forth from one side of the waveguide into other is altered; and at the end of 

the switch, the light mostly goes into the single mode of the waveguide (220 nm 

width) towards the memory bank (and not into the bus waveguide that goes 

towards the next switch); this is illustrated in the zoomed-in Figure 6.8(d) with 

CW field. 

In this chapter and Appendix A, all (Si) waveguides for all of the optical 

switch designs are designed for a wavelength range of 1500 to 1600 nm at room 

temperature (~300 K). The cladding is SiO2. 

Figure 6.9 is obtained using 1D mode solver (which numerically solves 

the eigenvalue equation of the field of modes) and it represents field distributions 

of two modes across the Si waveguide width of 440 nm and a part of the SiO2-

cladding from both sides of this waveguide (across the y-axis) at the central 

wavelength of 1550 nm, when the switch is OFF. 
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In this chapter and in Appendix A, each of our 2D-FDTD simulated 

switch design structures is as in Figure 6.8(a), but with a different length L. This 

2D structure in the top view plane (y, z) is a good approximation for optical 

switch designs to be modeled using a two-dimensional finite-difference time-

domain (2D-FDTD) numerical simulation method [45] instead of a 3D-FDTD. In 

the case of the switch designs under discussion, the field interactions are basically 

two-dimensional in the top view (y, z) plane. In addition, if only one mode is 

confined along the x direction with the proper choice of heights, h1 and h2 [see 

Figure 6.3(a,c)], then it is a good approximation to use 2D-FDTD in this (y, z) 

plane for modeling.  

Roughly, the refractive index change region is the switch itself. And 

precisely, the switch also has an arc waveguide at the beginning and at the end. 

 

Figure 6.9: Two mode field distributions across the Si waveguide width of 440 nm (refractive 

index change region) and a part of the SiO2-cladding from both sides of this waveguide (across the 

y-axis) at the central wavelength of 1550 nm, when the switch is OFF. 
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For each optical switch design, we calculate the area footprint precisely which 

includes two arcs [see Figure 6.8(b) – it also marks with brighter red color the 

refractive index change region when the switch is in the ON state]. The area 

footprint is 45.41 μm2 for this switch design from Figure 6.8(a,b) which has a L = 

51.26 μm. This is our shortest switch design and its features are given in 

Appendix A.  

 

6.5 Results of switch designs 

6.5.1 Optimum optical switch design with refractive index decrease of 

1% 

In this subsection we present optimum optical switch design with refractive index 

decrease of 1% in the two mode interference Si waveguide (when switch is ON). 

The switch is optimum according to the optimum choice of the length L of 

refractive index change region, which is L = 98.8 μm. Further this length implies 

optimum in terms of the transmission towards the next switch and towards the 

memory, area footprint, number of channels, and energy and power 

consumptions. 

The power distribution spectrum is shown in Figure 6.10(a,b) for OFF and 

ON states of the switch, respectively. This figure represents the fraction of the 

input power into the switch, for transmitted power towards the memory and for 

transmitted power towards the next switch. When the switch is in the ON state, 
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the spectrum is shifted towards smaller wavelengths, to the left (Figure 6.10(b)). 

This shift is ~10.08 nm for the refractive index decrease of 1% in the two mode Si 

waveguide. The switch is designed such that it balances two transmissions; the 

first is towards the next switch in OFF state and the second is towards the 

memory in ON state, and both are at the central wavelength of 1550 nm (this is 

for one channel) [see Figure 6.10(a,b)]. This switch can be used either for 

switching of one full width optical channel, two, or four [see Figure 6.10(a,b)], all 

around the central wavelength of 1550 nm. 

Table 6.2 shows the values of transmission for the number of channels N 

(and correspondent wavelength ranges) when the switch is both OFF and ON. For 

the number of channels larger than one in correspondent wavelength range, two 

mentioned transmissions have roughly antisymmetrical values, relative to the 

vertical line at the central wavelength of 1550 nm [see values in Table 6.2]. This 

is the case for every switch design in this chapter and Appendix A for the number 

 

                 (a)                                                                               (b) 

     Figure 6.10: Power distribution spectrum for L = 98.8 μm: (a) Switch is OFF; (b) Switch is ON. 
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of channels larger than one, except for the switch design in the next subsection 

(4.2). 

 

Table 6.2: Power spectral transmissions per number N of full width channels, for L = 98.8 μm.  

 

Number N of full 
width channels 1 2 4 

Wavelength range 
(nm) 1550 1548.6 – 1551.4 1547.3 – 1552.7 

Switch is 
OFF 

Transmission towards 
next switch (%) 77 83 – 70 88 – 63 

Transmission towards 
memory (%) 20 14 – 27 9 – 34 

Switch is 
ON 

Transmission towards 
next switch (%) 19 30 – 17 37 – 12 

Transmission towards 
memory (%) 77 66 – 80 59 – 84 

 

For this switch design, the maximum achieved usable full wavelength 

bandwidth of four full channel widths is ~5.48 nm, which corresponds to the full 

frequency bandwidth of 684 GHz (this is given in Table 6.1). Thus, this is a 

broadband design.  

In this chapter and in Appendix A, insertion loss is the optical insertion 

loss of the optical switch, which is obtained as a remainder of the two previously 

mentioned transmitted power fractions (or two transmissions). This is without 

including absorption in Si. In addition, insertion loss is given when the switch is 

both OFF and ON, and it is roughly flat in the 1500 to 1600 nm range of 

wavelengths. According to [5], measured propagation loss in Si waveguide with 

no injected free carriers (switch is OFF) is approximately 3 dB/cm, at a 
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wavelength of ~1550 nm. In the ON switch state absorption in Si is discussed in 

section 6.7.  

At the central wavelength of 1550 nm, this switch design has insertion loss 

of 3% when the switch is OFF and of 4% when the switch is ON. 

For this switch design area footprint, energy consumption and power 

consumption are all given in Appendix A in Table A.4. The same Appendix A 

contains these three magnitudes, then spectral transmissions for the OFF and the 

ON states for each number N of full width channels and insertion loss at the 

central wavelength, of the various switch designs with L = (51.26, 159.68, 

171.08) μm. All these switch designs, including one from this subsection, have 

refractive index decrease of 1% and can be electronically controlled with 

discussed driver circuit [7]. Moreover, all these switch designs, including the 

driver circuit, are fully within constraints of the existing unmodified 45 nm SOI-

CMOS foundry process [5].  

In Appendix A among mentioned various designs, the design with L= 

171.08 μm has two transmissions over 90% at the central wavelength. 

If we choose to use some of the switch designs with more than one switch, 

as shown in Figure 6.1, for every next switch along the bus waveguide there is 

decreased value from the previous switch(es). The maximum number of switches 

depends on the maximum value of light intensity in the input of the first switch. It 

also depends on the minimum value of light intensity as binary “1”, such that 
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electronic memory can store binary “1” or “0” for each bit, after photodetector [8] 

opto-electrical conversion.  

6.5.2 Optical switch design with 2.9% refractive index decrease in Si-

core and SiO2-cladding foundry processes 

The switch design in this subsection in the ON state has uniform Si refractive 

index decrease of 2.9% (Δn = 0.1). With this refractive index decrease and its 

length L = 89.02 μm, this switch is different than all other designs in this chapter 

and Appendix A. At this point, there is no proof that this design can be 

electronically controlled with the driver circuit [7], which makes it exception 

relative to all other designs in this chapter and Appendix A. This Si-core 

refractive index decrease at the 1550 nm is practically feasible to achieve, 

according to [141], for the free-carrier concentration (electrons and holes) of 

approximately 1020 cm-3 [see Figure 6.7]. 

The switch transmission spectrum is depicted in Figure 6.11. The 

mentioned length L is chosen such that each spectral transmission (from two of 

them) is approximately on its maximum value for each switching state, OFF and 

ON. This switch can be used either for switching of one full width optical 

channel, two, four, eight, or sixteen [see Figure 6.11(a,b)], all around the central 

wavelength of 1550 nm. The values of two transmissions for the number of 

channels N (and the correspondent wavelength range) when the switch is OFF and 
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ON, are shown in Table 6.3. Here, it can be seen that for any number of channels, 

in correspondent wavelength range, two transmissions have roughly symmetrical 

values, in the OFF and the ON switching states, relative to the vertical line at the 

central wavelength. 

 

 

 

Table 6.3: Power spectral transmissions per number N of full width channels, for L = 89.02 μm. 

 

Number N of full width 
channels 1 2 4 8 16 

Wavelength range (nm) 1550 1548.6 – 
1551.4 

1547.3 – 
1552.7 

1544.5 – 
1555.5 

1539 – 
1561 

Switch 
is OFF 

Transmission towards 
next switch (%) 97 97 – 95 96 – 93 91 – 85 74 – 60 

Transmission towards 
memory (%) 1 0 – 2 1 – 4 6 – 12 22 – 36 

Switch 
is ON 

Transmission towards 
next switch (%) 2 3 – 3 4 – 4 10 – 11 27 – 32 

Transmission towards 
memory (%) 94 94 – 93 92 – 92 87 – 86 70 – 65 

 

 

                                 (a)                                                                               (b) 

   Figure 6.11: Power distribution spectrum for L = 89.02 μm: (a) Switch is OFF; (b) Switch is ON. 
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At the central wavelength of 1550 nm this switch design has insertion loss 

of 2% when the switch is OFF and of 4% when the switch is ON. In the ON 

switch state absorption in Si is discussed in section 6.7.  

The switch area footprint is 74.86 μm2. 

For this switch, the maximum achieved usable full wavelength bandwidth 

of sixteen full channel widths is ~22 nm, which corresponds to the full width 

frequency bandwidth of 2.736 THz (this is given in Table 6.1).  

 

6.6 Analysis of simulated switch designs by using analytical model 

By using derived Equations (6.19), (6.20), (6.21), and (6.3) from the subsection 

6.2.3, we calculated the values of Δβ for the two different ON states (two 

different Si refractive index decreases), and also for the OFF state (Δn = 0%). 

These two different Si refractive index decreases Δn (1% and 2.9%) correspond to 

our switch designs in this chapter and Appendix A. When the switch is in the OFF 

state there is no Si refractive index decrease so Δn = 0%. For analytical 

calculation we used: λo= 1.55 μm, w2 = 0.44 μm, and n2 = 1.44402, which are all 

the same values as for our all switch designs. The values of n1 used in 

calculations, are obtained based on the refractive index decrease Δn values. These 

resulting calculated values of Δβ are shown in the Table 6.4 with the 

correspondent calculated values of ky (for both modes), β1 and β2.  
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Table 6.4: Values of Δβ for two different ON states (two different refractive index decreases) and 

also for OFF state (Δn = 0%), of switch designs, with correspondent values of ky (for both modes), 

β1 and β2. All values of ky, β and Δβ in this table are calculated by using derived analytical model 

from subsection 6.2.3. In derived analytical model values of λo, w2 and n2 are as we used them for 

our all switch designs: λo= 1.55 μm, w2 = 0.44 μm, and n2 = 1.44402. The values of n1 used in 

calculations, are obtained based on the refractive index decrease Δn values. 

Δn (%) 0 1 2.9 
n1 3.47644 3.44168 3.37644 

ky for TE0 mode 
(rad/μm) 5.23 5.21 5.18 

β1 (rad/μm) 13.09 12.94 12.67 
ky for TE1 mode 

(rad/μm) 10.13 10.09 10.0 

β2 (rad/μm) 9.80 9.64 9.35 
Δβ (rad/μm) N/A 0.01 0.03 

 

We obtained the same values (in accuracy of the two decimal places) of all β1 and 

β2 with the 1D mode solver as the values shown in Table 6.4 (by using our 

analytical model). This confirms the validity of our derived analytical model, and 

also the validity of 1D mode solver used. 

From the Table 6.4 we can notice that as the Si refractive index decrease 

Δn is larger in the ON state that both values of propagation constants β1 and β2 are 

smaller, so that Δβ is larger. The two mode waveguide width w2 needs to satisfy 

requirement that both modes TE0 and TE1 are confined, so it cannot be much 

smaller. Also, this width cannot be much larger because the third order mode TE2 

will not be cutoff anymore and can be excited. We used the safe value of w2 = 440 
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nm [see the end of subsection 6.2.2] for our all switch designs, in order to analyze 

them in this chapter and Appendix A.  

By using Equation (6.2) and a value of Δβ for Δn=2.9% from Table 6.4, 

we calculate the phase difference 𝛥𝜑 = 𝜋
1.18

 𝑟𝑎𝑑 for switch design with L= 89.02 

μm. For this switch, in Figure 6.12(a,b) are shown CW field distributions for OFF 

and ON state respectively. From the value of the phase difference 𝛥𝜑 = 𝜋
1.18

 𝑟𝑎𝑑, 

which is of all our switch designs in this chapter and Appendix A the closest 

value to 𝛥𝜑 = 𝜋 𝑟𝑎𝑑, we can see in Figure 6.12 that there is very nearly one more 

zigzag in ON state than in OFF state. One more zigzag corresponds to the value of 

phase difference 𝛥𝜑 which is close or equal to the π rad. This zigzag difference 

enables switching. Also, we can notice that for this phase difference in Figure 

6.12(a) in OFF state almost all optical power goes towards the next switch; and in 

Figure 6.12(b) in ON state almost all optical power goes towards the electronic 

memory. 

In Figure 6.13 are the 10 zigzags zoomed-in from Figure 6.12(a) in OFF 

state. Everything shown in Figure 6.13 is obtained from 2D-FDTD simulation. 

One period of zigzags (two zigzags) for the phase of 𝜑 = 2𝜋 correspond to the 

length of 1.91 μm. 10 zigzags for the phase of 𝜑 = 10𝜋 correspond to the length 

of l = 9.54 μm. By using the Equation (6.22) and β1 and β2 values from Table 6.4, 
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we calculate the period of zigzags 𝑃 = 2𝜋
(13.09−9.8)𝑂𝐹𝐹

= 1.91 µm, which is the 

same as obtained in simulation. Also, by using the Equation (6.23) and β1 and β2 

values from Table 6.4, we calculate the number of zigzags for the length of l = 

9.54 μm. This number is 𝑁 = (13.09−9.8)𝑂𝐹𝐹∙9.54
𝜋

=  9.99 ≈ 10 zigzags, that is 

approximately the same number of zigzags obtained in the simulation for the 

same length l. With these two calculations, we again confirmed the validity of our 

derived analytical model and also the validity of used 2D-FDTD simulations. 

 

Figure 6.12: CW field distribution of switch design with L = 89.02 μm, refractive index decrease 

in ON state Δn = 2.9%, and calculated phase difference by using analytical model (Equation (6.2) 

and value of Δβ from Table 6.4) of 𝜑 = 𝜋
1.18

 rad, which is the closest to 𝜑 = 𝜋 rad from all our 

switch designs in this chapter and Appendix A: (a) OFF state; (b) ON state (there is exactly one 

more zigzag than in OFF state). 
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From the Equation (6.2) and for the constant phase difference 𝛥𝜑, as 

larger is Δβ the switch needs smaller length L for efficient switching between the 

two output ports. By using Equation (6.2) and values Δβ from Table 6.4, we 

calculated the phase difference 𝛥𝜑 values for the different switch designs in this 

chapter and the Appendix A with different lengths L. These 𝛥𝜑 values and 

average transmissions at 1550 nm of two output ports are presented in Table 6.5. 

Also, in the same table we calculated the two values of L for the phase difference 

𝛥𝜑 = 𝜋 and the two different Si refractive index decreases (each Δβ depends on 

each of these two), and roughly estimated the two average transmissions at 1550 

nm wavelength for the two output ports. 

 

Figure 6.13: Zoomed-in 10 zigzags of 2D-FDTD simulated CW field distribution from Figure 

6.12(a) for switch in OFF state. All numbers in this Figure 6.13 are obtained from 2D-FDTD 

simulation. 
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Table 6.5: Phase difference 𝛥𝜑 vs. refractive index change region length L and Si refractive index 

decrease Δn (Δβ depends on it), and also average transmission at 1550 nm of two output ports. 

L (μm) 51.26 98.8 159.68 171.08 314.16 89.02 104.72 
Δn (%) 1 1 1 1 1 2.9 2.9 

𝛥𝜑 (rad) 
𝜋

6.13
 

𝜋
3.18

 
𝜋

1.97
 

𝜋
1.84

 𝜋 
𝜋

1.18
 𝜋 

Average 
transmission at 
1550 nm of two 
output ports (%) 

64.5 77 87.5 90.2 
~96 

(rough 
estimate) 

95.5 
~96 

(rough 
estimate) 

In Table 6.5 and also in fitted curve in Figure 6.14 obtained from this 

table, we notice that it is not necessary to have 𝛥𝜑 = 𝜋 for a high transmission to 

be obtained at both output ports. For the 𝛥𝜑 = 𝜋, we need a much larger L than 

for the smaller value than π to obtain close transmissions. For example, for the Si 

refractive index decrease of 1%, the length L for 𝛥𝜑 = 𝜋 is somewhat less than 2 

 

Figure 6.14: Fitted curve on points of average transmission at 1550 nm of two output ports vs. 

phase difference 𝛥𝜑, obtained from Table 6.5. 
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times larger than length L for the 𝛥𝜑 = 𝜋
1.84

; and transmission is roughly for 6% 

larger for almost double larger L; however, both transmissions are very high 

(>90%) for the both lengths L. This is why we recommend that 𝛥𝜑 can be smaller 

than π and this much decreases L. Our optimum choice of 𝛥𝜑 is for our optimum 

switch design for L = 98.8 μm (previously discussed) and this is 𝛥𝜑 = 𝜋
3.18

. For 

this value of 𝛥𝜑, we plotted in Figure 6.15 the dependence of L on Si refractive 

index decrease Δn within L region. This decrease Δn goes from the value 0.7% up 

to the value of 2.9% with the step of 0.1%, and it is presented numerically on the 

horizontal axis (and not in percentage). 

 

Figure 6.15: Dependence of L on Si refractive index decrease Δn within L, for 𝛥𝜑 = 𝜋/3.18. 

Decrease Δn goes from the value 0.7% up to the value of 2.9% with the step of 0.1%, and it is 

presented numerically on the horizontal axis and not in percentage. 
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In Figure 6.15, we can see that for this optimum 𝛥𝜑 value, switch design 

with length L of ~31 μm can be obtained with efficient transmissions on the both 

output ports. 

 

6.7 Design patterns 

As we ran many 2D-FDTD simulations, we noticed certain patterns based on 

which desired optical switch can be designed within physics of operation. 

The graph of wavelength shift Δλ towards smaller wavelengths vs. 

refractive index decrease Δn (in the refractive index change region of the switch) 

for 0.1%, 0.2% and up to 2.9% of the Si-core refractive index of 3.47644 at the 

1550 nm, is shown in Figure 6.16. As last decrease of 2.9% is chosen due to the 

correspondent value of Δn = 0.1, which is the highest value in Figure 6.7 (from 

[141]) for the free carriers (electrons and holes) concentration of 1020 cm-3. Note 

that the values on the horizontal axis are not given in percentages, but in 

numerical values of Δn. 

From the linear fit of this graph, we obtained equation: 

 

                    𝛥𝜆 ≈ 290 𝛥𝑛 (𝑛𝑚),                        (6.25) 
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which can be used for calculation of wavelength shift Δλ towards left (smaller 

wavelengths) in a spectrum based on refractive index decrease value of Δn. In this 

equation (6.25) unit for constant 290 is in nm such that Δλ is in nm. 

If the refractive index decrease is, for example, of 1% (Δn = 0.03476) 

along the whole length L, then the shift of the spectrum will be Δλ ≈ 290•0.03476 

(nm) = 10.08 nm to the left (towards a smaller wavelengths) relative to the 

spectrum in the OFF state of the switch. This equation holds for a refractive index 

decrease along the whole L. This value of wavelength shift will be for any length 

L, only if a refractive index is decreased along the whole length L. For example, if 

 

Figure 6.16: 2D-FDTD simulated wavelength shift Δλ towards smaller wavelengths vs. refractive 

index decrease Δn for 0.1%, 0.2% and up to 2.9% of Si-core refractive index of 3.47644 at 1550 

nm (values on horizontal axis are not given in percentage, but in numerical values of Δn); and its 

linear fit. 
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we decrease the refractive index only in 2/3 of the L the wavelength shift will be 

2/3 of Δλ. The previous happens regardless in what order refractive index is 

decreased along L, for example it can be 1/3 decreased, then 1/3 unchanged, and 

then 1/3 decreased, or for example it can be 1/3 decreased, then 1/3 decreased, 

and then 1/3 unchanged. 

Figure 6.17 shows the increase of the refractive index change region 

length L for ΔL vs. wavelength shift Δλ of the spectrum towards a smaller 

wavelengths (to the left), or decrease of length L for ΔL vs. wavelength shift Δλ 

of spectrum towards larger wavelengths (to the right). The previous simply means 

that it works in both directions. It is characterized by the equation (6.26) where 

Δλ is in nm and then ΔL is in μm. So the constant 0.039 has unit μm/nm, and the 

constant 0.072 has unit μm. 

 

𝛥𝐿 ≈ 0.039 𝛥𝜆(𝑛𝑚) + 0.072 (𝜇𝑚).           (6.26) 

 

This equation holds for both states of the switch, ON and OFF. We 

recommend it to be used for some initial length L. For example, if the initial L = 

98 μm and we look the spectrum in the OFF state, and also if design needs to 

balance the transmission values in the OFF and the ON state, then the spectrum 

needs to be moved in a certain direction (left or right) for a certain value Δλ. In 

addition, based on equation (6.25) we can estimate how much it will shift when 
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the refractive index is decreased in ON state. If spectrum needs to be moved to the 

left for Δλ = 23 nm, and then length L needs to be increased for ΔL ≈ 0.039 

23+0.072 (μm) = 0.97 μm. Also, the same values would hold if spectrum needs to 

be moved to the right for Δλ = 23 nm, and then length L needs to be decreased for 

ΔL ≈ 0.97 μm. 

In Figure A.3(b) the spectrum eye width Δw is marked in the transmission 

spectrum. Figure 6.18 depicts the spectrum eye width Δw vs. length of the 

refractive index change region L; and its 6th degree polynomial fit. Equation 

(6.27) is obtained for this fit. In this equation, L is in μm and Δw is in nm (these 

units are appropriately managed by units of constants). There is no significant 

 

Figure 6.17: 2D-FDTD simulated increase of refractive index change region length L for ΔL vs. 

wavelength shift Δλ of spectrum towards smaller wavelengths (to the left), or decrease of length L 

for ΔL vs. wavelength shift Δλ of spectrum towards larger wavelengths (to the right); and its linear 

fit. 
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difference in this graph and so in the equation, when the switch is OFF or ON. 

Here, it can be seen that as longer is L it is narrower spectrum eye width Δw. 

Therefore, the switch transmission spectrum has steeper rising and falling edge. 

The previous is important in terms of estimating useful bandwidth for a certain 

number of channels. Also, this can be noticed by comparing the spectrum eye 

widths in transmission spectrums of the switch designs with different lengths L 

but the same refractive index decrease of 1%. 

 

𝛥𝑤 ≈ 1.74 10−10 (𝐿(µm) − 90.1)6 −  1.91 10−8 (𝐿 − 90.1)5 − 1.19 10−7 (𝐿 −

90.1)4 + 2.69 10−5 (𝐿 − 90.1)3 + 3.43 10−3 (𝐿 − 90.1)2 − 3.38 10−1 (𝐿 −

90.1) + 28 (𝑛𝑚).             (6.27)                         

 

Figure 6.18: 2D-FDTD simulated spectrum eye width Δw vs. length of refractive index change 

region L; and its 6th degree polynomial fit. 
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For example, if in equation (6.27), L = 91 (which means 91 μm) then Δw 

≈ 27.7 nm. 

For reaching the desired switch design, we recommend first to simulate in 

FDTD initial switch design and so its initial length L, which is close enough to 

desired design. In addition, the initial values from the switch designs, presented in 

this chapter and Appendix A, can be used for estimation. Then, use graphs above 

for a fine tuning of the switch design parameters. Finally, the finest tuning of 

them perform by repeating the FDTD simulations, which also depends from 

discretization that you are using. 

The desired optical switch can be designed by using the previous 

equations as fits from graphs and the instructions given about the physics of the 

switch. 

 

6.8 Absorption in Si due to free-carrier injection 

It is known that when free carriers (electrons and holes) are injected in Si there is 

absorption loss [141]. In Figure 6.19 (a,b) (from [141]) is shown the absorption in 

Si at λ = 1.55 μm and room temperature as a function of free-electron 

concentration and free-hole concentration, respectively. From the data in this 

figure, we can estimate the absorption in the refractive index change region of the 

switch when the free carriers (electrons and holes) are injected in the ON 

switching state. 
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        (a) 

 

          (b) 

Figure 6.19: Absorption in Si at λ = 1.55 μm and room temperature as a function of: (a) free-

electron concentration; (b) free-hole concentration. From [141]. 
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To achieve a Si refractive index decrease of 1% an injected free-carrier 

(electrons and holes) concentration of ~3x1019 cm-3 is needed. The corresponding 

Si refractive index decrease is Δn ≈ 4.8x10-3 + 3x10-2 = 0.0348 (in our notation we 

do not use minus sign) from Figure 6.7. Since  

 

                                                  Δn = Δne + Δnh,                  (6.28) 

 

we can split Δn into Δne ≈ 4.8x10-3 for the free-electron refractive index decrease, 

and Δnh ≈ 3x10-2 for the free-hole refractive index decrease. We choose a 

corresponding lower free-electron concentration ΔNe ≈ 4.3x1018 cm-3 and 

corresponding higher free-hole concentration ΔNh ≈ 2.6x1019 cm-3 (from Figure 

6.7) so that in total it remains approximately ΔN ≈ 3x1019 cm-3. The reason for the 

choice on the mentioned way of injected free-carrier concentrations is that the 

absorption due to injected free electrons in Figure 6.19(a) is larger than the 

absorption due to injected free holes in Figure 6.19(b). Absorption can be 

minimized in this way by choosing the refractive index decrease for free-electron 

Δne and free-hole Δnh to favor the contribution of the free holes.  

Consequently, from Figure 6.19(a,b) at the wavelength of 1550 nm and the 

room temperature and for the mentioned free-electron and free-hole 

concentrations, the experimentally obtained absorption in Si is approximately Δαe 

≈ 40 cm-1 for free electrons and approximately Δαh ≈ 130 cm-1 for free holes. The 
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experimentally obtained absorption is larger than the theoretically obtained 

absorption. From the equation 

 

                    Δα = Δαe + Δαh,                   (6.29) 

 

the absorption of injected free carriers (electrons and holes), Δα ≈ 170 cm-1 is 

obtained. 

In the same way as above, for a Si refractive index decrease of Δn ≈ 2x10-

2 + 8x10-2 = 0.1 (2.9%), from Figure 6.7 we can split it into Δne ≈ 2x10-2 for the 

free-electron refractive index decrease, and Δnh ≈ 8x10-2 for the free-hole 

refractive index decrease. The corresponding lower free-electron concentration is 

ΔNe ≈ 1.8x1019 cm-3, and the corresponding higher free-hole concentration is ΔNh 

≈ 8.2x1019 cm-3 (from Figure 6.7), so that the total remains approximately ΔN ≈ 

1020 cm-3. From Figure 6.19(a,b) at a wavelength of 1550 nm and at room 

temperature, the experimentally obtained absorption in Si is approximately Δαe ≈ 

200 cm-1 for free electrons and approximately Δαh ≈ 600 cm-1 for free holes. 

Therefore, the incremental absorption of injected free carriers (electrons and 

holes) is Δα ≈ 800 cm-1. In this case (when the switch is ON), we note that 

absorption is few times higher than in the case of Si refractive index decrease of 

1%. 
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The fraction of the transmitted optical power due to absorption through the 

switch in ON switching state expressed in percentage we calculated as  

 

                                           ftr,P = 100 e- Δα L (%),                  (6.30) 

 

and the results are shown in Table 6.6 for various switch designs. 

 

Table 6.6: The fraction of transmitted optical power due to absorption through switch in ON 

switching state ftr,P expressed in percentage versus refractive index change region length L, and 

absorption 𝛥𝛼 (which depends on Δn). 

L (μm) 51.26 98.8 159.68 171.08 314.16 89.02 104.72 
Δn (%) 1 1 1 1 1 2.9 2.9 
𝛥𝛼 (cm-1) 170 170 170 170 170 800 800 
ftr,P (%) 41.84 18.64 6.62 5.46 0.48 8.1∙10-2 2.3∙10-2 

 

All of the switch designs from Table 6.6 were useful in this study, and the 

results obtained in this chapter are helpful for engineering of our novel switch. 

However, the simulated designs (not including the two estimated for the phase 

difference 𝛥𝜑 = 𝜋 from section 6.6) do not work as initially conceived (due to 

carrier photoabsorption) for all channels around the central wavelength of 1550 

nm with a fixed electronic memory threshold. This is because the transmitted 

optical power to the output port in the direction of the electronic memory in the 

ON state is lower (due to absorption) than the leaked (undesired) transmitted 

optical power towards the electronic memory in the OFF state. But, the simulated 
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switch designs with L = [159.68, 171.08, 89.02] μm for some channels in the 

range around the central wavelength of 1550 nm when their transmitted power 

towards the electronic memory is approximately 0% in the OFF state, could work 

with a fixed memory threshold. Also, all of simulated switch designs with lengths 

L = [51.26, 98.8, 159.68, 171.08, 89.02] μm can work if the electronic memory, 

after the photodetector opto-electrical conversion, has an adjustable threshold for 

determination of binary ones and zeros. This means that this adjustable threshold 

should be above the leaked (undesired) power towards the electronic memory in 

the OFF state, and then to be lowered down appropriately relative to the switch 

design absorption in the ON state. The previous could be accomplished because 

the whole electro-optical system in the future electro-optical computer is 

synchronized. Therefore, since the optical binary signals are proportionally 

decreased due to absorption, if the threshold of the electronic memory is 

correspondently decreased when the electrical signals from converted light in the 

ON switch state reaches it, then these signals can be detected in electronic 

memory. 

However, let us consider the worst case scenario from Table 6.6 for the 

ftr,P = 2.3∙10-2 %. If the input power in the switch is 1 mW, the output power in the 

ON state is 1∙10-3 ∙ 0.96 ∙ 2.3∙10-4 = 0.22 µW. This power can be detected. This 

switch design at the central wavelength of 1550 nm has estimated 96% of 

transmitted power towards the electronic memory in the ON state, and 
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approximately 0% of the transmitted power towards the electronic memory in the 

OFF state, due to phase difference of 𝛥𝜑 = 𝜋. So this switch with the length of L 

= 104.72 μm, and on the same way the switch with the length L = 314.16 μm, 

which also has the same phase difference, are both fully operational with no 

adjustable electronic memory threshold (as long as the leaked power in the OFF 

state is sufficiently smaller than the power after the absorption in the ON state). 

Therefore, the switch with any feasible refractive index decrease has the potential 

to be fully operational when the phase difference is 𝛥𝜑 = 𝜋 with no adjustable 

electronic memory threshold.  

Also, a switch with an appropriate phase difference smaller than 𝜋 can 

also be fully operational if designed such that two output ports are not balanced in 

terms of transmission. This can be done by designing the switch so that it has 

maximum power transmission towards the next switch, but approximately 0% 

power transmission towards the electronic memory, in the OFF state. All that is 

needed then is to arrange for a Si refractive index decrease such that the 

transmission towards the electronic memory is sufficiently above approximately 

0% in the ON state with the included absorption. Alternatively, we could just use 

a wavelength close to the 1550 nm with features of the output ports as above in 

the simulated switches already designed. These approaches cannot be applied to 

the switch designs with lengths L = [51.26, 98.8] μm because they have 

insufficient refractive index decrease to shift the spectrum enough to the left in 



160 
 

the ON state; so the power transmitted towards the electronic memory is larger 

than the transmitted power towards the next switch. But, for example, if for the 

switch with L = 159.68 μm we choose the central wavelength of 1546 nm in 

Figure A.2 in Appendix A, this will cause that, in the OFF state, the switch has 

approximately 0% transmitted power towards the electronic memory and 97% the 

transmitted power towards the next switch. Also, it is calculated in the previous 

section by using Equation (6.25) that the wavelength shift Δλ ≈ 10.08 nm for the 

Si refractive index decrease of 1% in the ON state. Thus, in this case the switch 

will have the transmission towards the electronic memory of 71% and the 

transmission towards the next switch of 26% with no absorption (in the ON state). 

With the absorption, towards the electronic memory the transmitted power is 0.71 

∙ 0.0662 = 0.047, which is 4.7%, sufficient to be detected in electronic memory 

after opto-electrical conversion by photodetector. The other way is to slightly 

redesign this switch so it can be operational for the central wavelength of 1550 

nm instead of 1546 nm. The needed wavelength shift to the right (in the OFF 

state) is Δλ ≈ 4 nm so that based on the Equation (6.26) the switch length of L = 

159.68 μm needs to be decreased for ΔL ≈ 0.039∙4+0.072 (μm) ≈  0.23 μm and 

this results in a new L = 159.45 μm. The transmitted powers on both output ports 

in both switching states will be approximately the same as previous. Also, the 

area footprint is slightly smaller, and the switching time and the (electrical) 

energy consumption, both remain unchanged. The same analogy (one from the 
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two previous) can be applied for the simulated switch designs with L = [171.08, 

89.02] μm. 

Consequently, there are ways how all of the switches can be fully 

operational with small area footprint, and also small switching time and 

(electrical) energy consumption; although at this point these switches have a 

significant absorption loss and so low optical energy efficiency in the ON 

switching state.  

Based on derived analytical model for a switch in subsection 6.2.3, we can 

also approximately design a new switch around the central wavelength of 1550 

nm with a low concentration of injected free carriers (and corresponding small Si 

refractive index decrease), and hence with a low absorption. In this design, all 

parameters remain the same as in other designs from this chapter and Appendix 

A, except the length L and refractive index decrease Δn (everything else that 

follows from these is different as well). For this design, we choose a free-electron 

concentration of ΔNe ≈ 4x1017 cm-3 and the higher free-hole concentration of ΔNh 

≈ 3x1018 cm-3, so that the total injected free carriers (electrons and holes) 

concentration is ΔN ≈ 3.4x1018 cm-3. In addition, the advantage of choosing the 

concentrations below 4x1019 cm-3 from Figure 6.7 is that the free-hole refractive 

index decrease is larger than the free-electron refractive index decrease. Also, as 

we mentioned earlier, the absorption of free holes is smaller than the absorption of 

free electrons. For the last chosen two concentrations from Figure 6.7 we obtain, 
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Δne ≈ 4x10-4 for the free-electron refractive index decrease, and Δnh ≈ 6x10-3 for 

the free-hole refractive index decrease, so that Δn ≈ 6.4x10-3. For this switch 

design the propagation constants in the OFF and in the ON state are: β1,ON = 

13.0603 rad/μm, β2,ON = 9.7682 rad/μm, β1,OFF = 13.0871 rad/μm, and β2,OFF = 

9.7972 rad/μm; so that from Equation (6.3) Δβ = 0.0022 rad/μm. In the OFF state 

the propagation constants are the same as in the previous designs, only here we 

are using them in four decimal places and not in two, because of the need of high 

precision in the calculation of Δβ (due to its very small value) for the small value 

of refractive index decrease in the ON state. By using Equation (6.2) for  𝛥𝜑 =

𝜋/1.84 we calculate a length L = (π/1.84) / 0.0022 = 776.09 μm. For this length 

according to Table 6.5 and Figure 6.14, the transmitted power is approximately 

balanced on both output ports, and it is for the both output ports approximately 

90.2%. The transmissions (in the absence of absorption) are approximately the 

same as in Figure A.3 in Appendix A. 

From Figure 6.19 the experimentally obtained absorption in Si is 

approximately Δαe ≈ 2 cm-1 for free electrons, and Δαh ≈ 14 cm-1 for free holes; so 

the total absorption of injected free carriers (electrons and holes) obtained is Δα ≈ 

16 cm-1. By using the Equation (6.30) we calculate the fraction of the transmitted 

optical power due to absorption through the switch in the ON switching state 

expressed in percentage, which is ftr,P = 28.9%. In the ON state the transmitted 

power towards the electronic memory with no absorption is 90.2% and with the 
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absorption is 0.902 ∙ 0.289 = 0.26, which is in percentage 26.1%. This resulting 

power is larger than the leaked (undesired) power in the OFF state towards the 

electronic memory, which is 6.6% [see Figure A.3 in Appendix A]. All mentioned 

transmitted powers for this switch design are at the central wavelength of 1550 

nm. With this very long switch design due to the choice of the small refractive 

index decrease Δn and the large phase difference 𝛥𝜑, our goal was to show that 

design of our switch with the balanced two output ports (without absorption) at 

the central wavelength of 1550 nm can be accomplished and used in the presence 

of free-carrier absorption. This switch design can be driven with the applied 

driver circuit [7] with free-carrier injection for switching purposes in this chapter. 

This last design has an area footprint of 610.78 μm2, a switching time of 

roughly 400 ps (as for other designs), and energy consumption per one switching 

of 9.66 pJ. With these three, even this very long switch design has many times 

smaller area footprint and switching time, and also smaller energy consumption 

than the cited (in introduction section 6.1) switch based on MZI [139], which also 

operates based on free-carrier injection (so it also has absorption losses). 

It is not necessary to design such a large switch as the last one because 

simply the approaches discussed above can be used for the design of a much 

smaller operational switch. 
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In this section, besides other switch parameters and their tradeoffs, we 

showed that there is important tradeoff with the absorption due to free carriers 

injection in the ON switching state.  

 

6.9 Conclusions 

In this chapter and Appendix A, a novel two mode interference optical switch 

designs – electronically controlled with the free-carrier injection are presented and 

studied. This study is accomplished first through the optical switch designs with 

the Si refractive index decrease of 1% in the ON state. These designs are within 

the constraints of the fabricated driver circuit, which is applied in this chapter for 

switching, although it is published for the ring resonator modulator. These designs 

and the driver circuit are both within the constraints of the existing unmodified 45 

nm SOI-CMOS foundry process. And second, through the optical switch design 

with the Si refractive index decrease of 2.9% in the ON state, which is practically 

feasible to achieve in Si-core and SiO2-cladding processes. 

Roughly, the refractive index change region is the optical switch itself. 

It is shown that our all simulated switch designs have (three switch 

criteria) hundreds of times smaller area footprint, they are several times faster and 

also several times more energy efficient than any switch based on traditionally 

used MZI. Moreover, our designs are broadband with an order of magnitude band 

similar to MZIs at FWHM (full width at half maximum), with no additional 
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devices to increase their bandwidth. Since our switch designs are analyzed in this 

chapter and Appendix A with the full width of the optical channel, which is larger 

than at FWHM, this means that our switch designs can support even more 

channels within an FWHM bandwidth than the number of channels reported in 

this chapter and Appendix A. 

We derived the analytical model for our switch design from the Maxwell’s 

equations and showed that it is valid in accuracy of two decimal places in 

comparison with 1D mode solver. In addition, we again confirmed the validity of 

the analytical model by also comparing with 2D-FDTD simulation in terms of the 

period of zigzags and the number of zigzags. These comparisons confirmed vice 

versa validity as well, which are of 1D mode solver and 2D-FDTD simulator. 

Also, we found that the refractive index change region length L~31 μm can be 

achieved with the efficient transmissions on the two output ports (without 

including the absorption) for the optimum choice of phase difference Δφ between 

the ON and the OFF states of the switch. This optimum choice of phase difference 

Δφ is not necessary to be π, but it can be smaller, which decreases length L 

significantly, and still high transmissions at both output ports can be obtained 

(without including the absorption). 

We considered the impact of absorption when free carriers are injected in 

the ON switching state. The reduced optical power towards the electronic memory 

is addressed when the switch is in the ON state. Also, we proposed several 
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approaches how to deal with the absorption loss and to still have preserved all 

three mentioned switch criteria of our simulated switch designs. Hence, these 

three criteria remained more efficient (as mentioned) than these three in the 

recently published switch based on the MZI with the free-carrier injection and so 

absorption loss as well. Like any other electro-optical device with free-carrier 

injection, as MZI modulators, switches, ring modulators and so on, our switch in 

the same way has a tradeoff with the absorption when the free carriers are injected 

(in the ON state). Based on derived analytical model for our switch, we 

approximately designed the switch around the central wavelength of 1550 nm 

with the phase difference Δφ = π/1.84, with a low concentration of injected free 

carriers (and corresponding small Si refractive index decrease), and hence with a 

low absorption. This switch design has the transmitted power with the included 

absorption towards the electronic memory in the ON state of 26.1%, which is 

several times larger than the leaked (undesired) power towards the electronic 

memory in the OFF state, which is 6.6%. In addition, this switch design has many 

times smaller area footprint, several times smaller switching time, and also 

smaller energy consumption, than the recently published switch based on the 

MZI, which has absorption loss as well.  

The MZI has optical bending losses at the locations of 12 waveguide arcs, 

through which light propagates in the ON and the OFF switching state; while our 

switch design has only one bending loss at the location of the one (output) arc 
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waveguide when the light propagates towards the electronic memory in the ON 

state. In the OFF state, there is no bending loss because the light propagates 

straight along the bus. Therefore, here there are less optical power losses in the 

geometry of our switch design than the geometry of the MZI. 

Future work can be about increasing the bandwidth that contains very high 

transmissions (above 90%) without including the absorption for all multiple 

channels of our switch design, and also about discovering a more efficient way(s) 

how to cancel or decrease the absorption loss further. A designer needs to keep in 

mind that as the bandwidth becomes larger, it may require (but not necessary) 

higher refractive index decrease (higher concentration of injected free carriers and 

so higher absorption in Si) so higher voltage, then higher energy consumption and 

possibly higher power consumption; such that wide bandwidth in the spectrum is 

shifted enough for the switching in ON state. Hence, mentioned tradeoffs need to 

be overcome or found, depending on the purpose of the switch design. 

We showed that our switch designs are convenient to be usable in the 

future electro-optical computers. They all have low optical insertion loss (equal or 

less than 4%), and among which some achieved transmissions over 90% (without 

including the absorption). Also, we provided guidance as to how to design a 

desired optical switch with the free-carrier injection. 
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Besides applications in switching the light signals from one waveguide 

into other, our optical switch structure can have applications as modulator, filter 

and other applications in itself. 
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Chapter 7 

________________________________________________________ 

Conclusions 

________________________________________________________ 

 

In this Ph.D. thesis many novel advances are described, including: various optical 

grating couplers; an algorithm for the 3D simulation of optical devices from  

contour files; the proposed electronically-controlled optical switch; a proposed 

measurement method for current through the heater on an electro-optical chip; a 

symmetric method for heating the chip to a desired temperature; and an algorithm 

for the measurement of off-normal angles of the input and the output fibers for 

fiber-to-chip coupling.  

The optical coupling of fiber-to-chip and chip-to-chip through grating 

couplers is of fundamental importance for energy efficiency of the future electro-

optical computers. This is because the light is brought on the chips through these 

gratings. Chip-to-chip communication via the (wireless) focusing of light can be 

accomplished through focusing grating couplers in a 3D stacking of the chips. In 

addition, there are influences of each device on a chip on energy efficiency 

because all devices work together in the electro-optical system. Unidirectional 

gratings were designed, and after fabrication compared experimentally with 
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(typical) bidirectional gratings. The experimental comparison is performed by 

using a new method of comparison of symmetrical structures, each with the same 

kind of the gratings. This method can be used for the comparison of appropriate 

symmetrical structures generally. The optical grating algorithms enable the design 

of optical grating couplers with desired (and arbitrary) output field parameters 

which can be given as input in these algorithms.  

The novel fully automatic algorithm is presented which from the contour 

file, after optical proximity correction, extracts coordinates and builds any 3D 

optical device which can be further simulated in 3D-FDTD. The purpose of this is 

to compare such a simulated device with the designed device before the 

fabrication occurs, so that modification of the designed device can be performed 

if needed.  

It is shown that our novel electronically-controlled optical switch has 

hundreds of times smaller area footprint, it is several times faster and also several 

times more energy efficient, than the switch based on the traditionally used Mach-

Zehnder Interferometer (MZI). Our switch design can use multiple channels 

(multiple wavelengths), centered around the central wavelength, which means that 

it is broadband. The bandwidths of our switches are of the same order of 

magnitude as typical broadband MZI designs with free-carrier injection and no 

additional device for increase of bandwidth. In our switch designs, we do not use 

any additional device to increase the bandwidth. Our switch designs are the first 
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to make use of two TE mode interference in Si-core and SiO2-cladding for 

switching purposes, and also the first in using free-carrier injection with two TE 

mode interference, again for switching purposes. 

Three different measurement methods can enable different kinds of 

measurements in understanding and engineering of devices during the 

development of the future electro-optical chips and so the future electro-optical 

computers. The first method is for measurement of the electrical current through 

the heater (resistor), which means that some devices on the chip can be thermally 

controlled. Also, this method can be used for the simplification of commonly used 

forward and reverse biased diodes in complex circuit topologies with many of 

these diodes. The second (symmetry) method can provide for measurements or 

confirmation of the desired temperature on the chip. This is suitable for tests of 

devices that are exposed to heat variations on the chip while electro-optical 

computers operate. This method can find applications in any appropriate 

symmetrical structure. It is appropriate in terms of the corresponding values of 

temperature from the two external heaters and dimensions of that structure, such 

that it provides a uniform temperature in each line parallel with the heaters across 

the structure. The third method (algorithm) is for the automated measurement of 

the angles of input and output optical fibers, when they are vertically coupled with 

the chip, for lab testing of devices on the chip. This algorithm can also be used for 
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the automated adjustment of desired angles of the input and output optical fibers. 

All three methods are confirmed experimentally. 

The results presented in this thesis allow for improved design of optical 

grating couplers, a new optical switch, and algorithms (methods) which contribute 

towards the technology of (future) electro-optical computers, and to this other 

applications as well. The goal is to develop electro-optical computers with high 

processing speeds and high energy efficiency, which chips and devices based on 

fabrication in the existing unmodified CMOS processes. These processes were 

developed initially for the fabrications of circuits only; however people have 

found ways to use them for the fabrication of the optical components as well. 

The technology of computers, and also in general the electrical 

engineering, is heading in the direction of smaller, faster, and more energy 

efficient (less energy consumption) devices. These three criteria for the direction 

of the mentioned technology, at this point, are the same three mentioned criteria 

which people have addressed in the literature for the new electronically-controlled 

optical switch, the design of which is presented in this thesis. This means that in 

terms of the three criteria, the switch itself is a small part of a big picture, or in 

other words, the switch three criteria present the direction of the total technology 

in the electrical and computer engineering, which corresponds to a big picture, 

and vice versa. 
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Appendix A 

________________________________________________________ 

Various optical switch designs with refractive index 

decrease of 1% 

________________________________________________________ 

 

In this appendix, various switch designs are presented, and all can be driven with 

the existing driver circuit for the free-carrier injection in the horizontal junction 

[7]. All these switch designs with the driver circuit [7] are within the constraints 

of the existing unmodified 45 nm SOI-CMOS foundry process [5]. Also, these 

switch designs can be applied in any Si-core and SiO2-cladding foundry process 

with the mentioned driver circuit or appropriate one which can inject the free-

carrier concentrations of electrons and holes of ~3x1019 cm-3, such that, it 

decreases Si-core refractive index for 1%. 

For each of the following switch designs with the different lengths L, its 

energy and power consumptions, and also area footprint, vs. L are given in Table 

A.4. 
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Figure A.1(a,b) shows the transmission spectrum at the 1550 nm in the 

OFF and the ON state of the switch with the length of L = 51.26 μm, respectively. 

This switch can be used for either one or two full width channels, all around the 

central wavelength of 1550 nm. The values of two transmissions per number of 

channels N (and correspondent wavelength range) when switch is OFF and ON, 

are given in Table A.1. In the OFF state, the switch insertion loss is 3%, while, in 

the ON state, its insertion loss is 4%. 

 

Table A.1: Power spectral transmissions per number N of full width channels, for L = 51.26 μm.  

 
Number N of full width 

channels 1 2 

Wavelength range (nm) 1550 1548.6 – 1551.4 

Switch 
is OFF 

Transmission towards 
next switch (%) 64 68 – 59 

Transmission towards 
memory (%) 33 29 – 37 

Switch 
is ON 

Transmission towards 
next switch (%) 31 36 – 28 

Transmission towards 
memory (%) 65 60 – 68 

 

        

                                                  (a)                                                                                (b) 

Figure A.1: Power distribution spectrum for L = 51.26 μm: (a) Switch is OFF; (b) Switch is ON. 
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Figure A.2(a,b) shows the transmission spectrum at the 1550 nm in the 

OFF and the ON state of the switch with the length of L = 159.68 μm, 

respectively. This switch can be used for either one, two, or four full width 

channels, all around the central wavelength of the 1550 nm. The values of two 

transmissions for the number of channels N (and correspondent wavelength 

range) when the switch is OFF and ON, are given in Table A.2. In the OFF and 

the ON state, the switch insertion loss is ~4%. 

 

Table A.2: Power spectral transmissions per number N of full width channels, for L = 159.68 μm.  

 
Number N of full width 

channels 1 2 4 

Wavelength range (nm) 1550 1548.6 – 1551.4 1547.3 – 1552.7 

Switch 
is OFF 

Transmission towards 
next switch (%) 87 94 – 78 96 – 68 

Transmission towards 
memory (%) 9 3 – 18 0 – 29 

Switch 
is ON 

Transmission towards 
next switch (%) 8 19 – 5 29 – 2 

Transmission towards 
memory (%) 88 77 – 91 67 – 94 

 

  
                                                   (a)                                                                                 (b) 

 Figure A.2: Power distribution spectrum for L = 159.68 μm: (a) Switch is OFF; (b) Switch is ON. 
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Figure A.3(a,b) shows the transmission spectrum at the 1550 nm in the 

OFF and the ON state of the switch with the length of L = 171.08 μm, 

respectively. This design has transmissions over 90% at the central wavelength 

when the switch is in the OFF and the ON state. This switch can be used for either 

one, two, or four full width channels, all around the central wavelength of 1550 

nm. The values of two transmissions for the number of channels N (and 

correspondent wavelength range) when the switch is OFF and ON, are given in 

Table A.3. In the OFF state, the switch insertion loss is 3.3%, while, in the ON 

state its insertion loss is 3.7%. 

 

 

 

 

 

 

                                                                                                              

                   (a)                                                                                (b) 

Figure A.3: Power distribution spectrum for L = 171.08 μm: (a) Switch is OFF; (b) Switch is ON. 
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Table A.3: Power spectral transmissions per number N of full width channels, for L = 171.08 μm.   

 

Number N of full 
width channels 1 2 4 

Wavelength range 
(nm) 1550 1548.6 – 1551.4 1547.3 – 1552.7 

Switch 
is OFF 

Transmission towards 
next switch (%) 90.1 95 – 81 97 – 71 

Transmission towards 
memory (%) 6.6 1 – 15 0 – 26 

Switch 
is ON 

Transmission towards 
next switch (%) 6.1 19 – 4 29 – 2 

Transmission towards 
memory (%) 90.2 77 – 92 67 – 94 

 

 

Table A.4: Energy consumption per one switching, power consumption and area footprint, vs. L. 

All these switch designs for different L have refractive index decrease of 1% of two mode 

interference Si waveguide. 

L (μm) 51.26 98.8 159.68 171.08 
Energy consumption (pJ) 0.64 1.23 1.99 2.13 
Power consumption (mW) 1.6 3.08 4.97 5.33 

Area footprint (μm2) 45.41 82.49 129.98 138.87 
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Appendix B 

________________________________________________________ 

Measurement methods  

________________________________________________________ 

 

B.1 Introduction 

In a new environment on the electro-optical chip in the package connected to the 

chip board [see Figure 2.6(b)] new methods for measuring electrical, electro-

optical and optical device performances are needed. These methods also can find 

applications elsewhere besides this project. In this appendix we present novel 

three methods of measuring, which are experimentally tested. The first method in 

the section B.2 is a novel measurement method of current through heater on 

electro-optical chip. The second method in the section B.3 is a novel symmetry 

method of heating the chip on the desired temperature. And the third method in 

the section B.4 is an algorithm for measuring (off-normal) angles of input and 

output optical fibers. 
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B.2 Novel measurement method of current through heater on 

electro-optical chip 

B.2.1 Description of method 

Figure B.1 depicts part of the circuits on the electro-optical chip with the 

connected external elements. The problem has been how to measure changes of 

the heater resistance R (heater is a resistor R) with values of out of the chip DAC 

(digital analog convertor) direct current IDAC in a range from 0+ to 20 mA. In 

order to measure resistance, we should measure the heater voltage and the current. 

Voltage was easy to measure between for example chosen PADs P_36 (PHASE 

_36) and P_L_C (PHASE_LEFT_COMMON) [measured heater resistance is 

between these two PADs], but current has been a problem because of the complex 

structure of the diodes. These diodes produce many current leakages so heater 

current in this topology could not be measured without canceling these diodes. 

Simple solution is proposed for this problem, and it is proved theoretically and 

experimentally. 

The heater R can be adjacent to the ring resonator [see Figure 2.1], such 

that when the DAC current IDAC is increased, the resistance R is increased, the 

heater power dissipation is increased and so the temperature is raised. 

Consequently, the refractive index of the ring waveguide is decreased, and the 

spectrum of the ring resonator, which is the Notch transfer function, is shifted to 



180 
 

the left (towards smaller wavelengths). This is how the ring can be thermally 

controlled either to pass or to stop its resonant wavelength. This heater can also be 

used as a corrector of fabrication errors for devices that tightly depend on the 

phase of the propagating field through the waveguide, for example, electro-optical 

modulator [144]. 

    

 

Figure B.1: Scheme of part of the circuits on the electro-optical chip with 

connected external elements. 
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Part of these circuits contains PAD Standard Cells, which are within 

rectangles with dashed lines [follow Figure B.1]. Inside of them are PADs that are 

metal parts hooked up with wires for external connections (out of the chip). 

Moreover, forward and reverse bias ESD (electrostatic discharge) diodes are for 

overvoltage protection of the circuits inside the PADs. External voltage supply 

with 1.8 V is connected between the PAD HeaterDVDD and the ground. 

These circuits in Figure B.1 are designed by Jonathan Leu and Jason 

Orcutt.  

 When the P_L_C is connected to the ground, all diodes are canceled; only 

the diode above P_36 is an exception because IDAC is pumped through the P_36. 

Now the leakage currents through the diodes are neglected [see Figure B.3 where 

both, the heater and the DAC currents are approximately the same in the first 

segment of the curve]. In this case Figure B.2 depicts the simplified version of the 

original circuit shown in Figure B.1. The ammeter for measuring heater current 

can be connected between P_L_C and the ground. Because of its negligible 

internal resistance simplified circuits in Figure B.2 remains the same.   
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      Figure B.2: Simplified circuits from Figure B.1. 

PAD
Heater
DVDD

A

1.8 V
+

DAC

IDACPAD
P_36

PAD
P_L_C

R



183 
 

B.2.2 Measurement results 

In this subsection, we prove method experimentally by measuring mentioned 

heater R current. 

Depending on the IDAC values there are two cases for the diode above the 

PAD P_36 [follow Figure B.3]: 

1) When an IDAC is below 14.19 mA and therefore a voltage across the heater 

R is below 2.586 V (measured with KEITHLEY voltmeter), diode is OFF 

since voltage across it is below the diode threshold.  In this case IDAC and 

the heater current are approximately the same, measured with KEITHLEY 

ammeter. 

2) When IDAC is above 14.19 mA, the diode is ON and still the heater current 

is measurable.  

In the second case, the IDAC range of 14.10 to 20 mA still can be used for 

driving the ring Notch transfer function, but due to slow changes of the heater 

current with changes of IDAC, it is concluded in consultation with my previous 

advisor Professor Vladimir Stojanović (while he was at MIT) that range of IDAC 

from 0+ to 14.19 mA is sufficient for this purpose.  
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B.3 Novel symmetry method of heating chip on desired 

temperature 

B.3.1 Description of symmetry method 

By using this method, chip in a package on the chip board [see Figure 2.6(b) in 

section 2.1] can be heated on the desired temperature from the thermal controller 

by using the two external heaters placed in the two longitudinal metal parts 

[Benjamin Moss designed and made two the same metal parts – see Figure B.4(b) 

for one metal part] along two sides of the package on such a way that chip is in 

the middle (this is why it is symmetry method). Illustrated experimental setup is  

     

Figure B.3: Heater and DAC currents measured with KEITHLEY ammeter. 
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shown in Figure B.4(a) [follow this Figure for further explanations]. 

Consequently, every line (in parallel with the dot-dashed line in the middle) along 

the package has approximately uniform temperature. Thus, the chip will have 

approximately uniform temperature. The previous is a good approximation since 

the chip has the small surface of 3 x 3 mm2. The thermistor is placed on the 

 

                                                                          (a)                                                                               

                                       

                           (b) 

Figure B.4: (a) Top view of illustration of experimental setup; (b) Side view of external heater 

housing [two longitudinal metal parts (two heater housings) for external heaters are designed and 

made by Benjamin Moss]. 
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package (close to the package edge) in the dot-dashed line with the chip. This 

thermistor from the thermal controller is used to measure the temperature of the 

chip. But due to different materials on the chip and the package, calibration is 

performed, so the temperature of the chip can be measured well.  

For the external heaters and the thermistors, we used the thermal paste to 

increase thermal conductivity and to make measurements more reliable. 

For the calibration purpose, the second thermistor is placed on the chip 

itself. For this calibration, we used broken chip in the package, which is all made 

from the same materials as the operational chip in the package for thermal 

measurements. Figure B.5 depicts measured calibration curve between the chip 

temperature Tc and the temperature of the package (close to edge) Tp, for the 

thermal controller temperature range of 26.3 (room temperature) to 86.8 oC with 

the around 5 oC step. The linear fit for this graph is: 

 

𝑇𝑐 =  𝑇𝑝 − 3.1.                             (B.1) 

 

This equation is used for the calibration of measurements of the heater resistance 

vs. temperature of the chip by measuring a temperature of the package (close to 

the edge) from illustrated experimental setup from Figure B.4(a). 
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B.3.2 Measurements of temperature by using symmetry method 

The part of the chip circuit for obtaining the heater resistance R is depicted in the 

section B.2 in Figure B.1. The IDAC current is adjusted to be 10.3 μA and it is 

measured by method in section B.2 as approximately constant heater current of 

the approximately the same value as adjusted IDAC. For this measurement, the 

HeaterDVDD is adjusted to be 1.8 V. For thermal measurements by using the 

symmetry method, in order to obtain the heater resistance the voltage drop is 

measured across the heater for each temperature change and this voltage is 

divided with the approximately constant mentioned heater current.  

 

Figure B.5: Measured package edge and chip temperatures for calibration due to different 

materials. 
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By these thermal measurements, Figure B.6 is obtained after the 

calibration. In this Figure, it can be seen that the heater resistance has a linear 

dependence with the chip temperature, from which equation (B.2) is obtained by a 

linear fit. 

 

                 𝑅 = 0.66 𝑇𝑐 + 170.                          (B.2) 

This method can be used to check devices features on desired temperatures, when 

the chip with these devices is exposed on them, because chip in the computer is 

exposed to the large temperatures. 

 

     

Figure B.6: Calculated heater resistance R from measured heater current and voltage vs. chip 

temperatures in a range of thermal controller from 25.66 to 89.51 oC with around 5 oC step. 
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B.4 Algorithm for measuring angles of optical fibers 

The problem has been how to measure the input and the output fiber angles θ1 and 

θ2, respectively. These two angles are off-normal, which means that they are 

relative on the normal on the chip surface. When the devices on the chip are tested 

it is very important to know optical fiber angles in order to couple efficiently fiber 

with the grating coupler on the chip which is designed for a certain radiation 

angle. The image of both, the input and the output fiber [follow Figure B.7] is 

shown on the laptop screen in the lab through the side visible camera. We wrote a 

program (algorithm) which with the image processing extracts angle of optical 

fibers, from both fibers on the screen, the input fiber in the chip from the external 

laser and the output fiber from the chip to the external photodetector. Figure B.8 

shows this algorithm in steps. 

     

Figure B.7: Illustration of front view of experimental setup for measuring angles θ1 and θ2. 
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The obtained values of θ1 and θ2 by using the written program with this 

algorithm are compared with the manually measured θ1 and θ2 on the laptop 

screen (picture from the side visible camera) with the protractor. As a result, both 

gave approximately the same result, which is proven that algorithm works well. 

 

                                        Figure B.8: Algorithm in steps. 



191 
 

B.5 Conclusions 

A novel measurement method of current through heater on the electro-optical chip 

is proven theoretically and experimentally. It can be used in the simplification of 

described circuits topology of forward and reverse bias diodes on the electro-

optical chip (and measurement of current). This topology can be either complete 

circuits or part of larger circuits. 

A novel symmetry method of heating the chip on a desired temperature is 

proven experimentally to be useful for testing the performance of electrical, 

electro-optical and optical devices on the chip; while chip is in the package and 

the package is connected to the chip board. Operational temperature range of 

these devices is still not determined since this project is still in developing. This 

method can be used for any thermal testing of anything that is symmetrical. 

Algorithm for measuring angles of optical fibers is programmed and 

proven experimentally to work well. This algorithm can also measure angles in 

the real time. In addition, fibers can be adjusted using positioners through the 

other software which controls these positioners. Therefore, this algorithm can be 

applied as angles feedback, thus desired angles can be given as input and 

automatically adjusted by positioners. 

Also, these three methods can be used in other applications besides 

presented in this appendix. 
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