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Abstract
Optical Flow Switching (OFS) that employs agile end-to-end lightpath switching for users with large transactions has been shown to be cost-effective and energy-efficient. However, whether it is possible to coordinate lightpath switching and scheduling at a global scale on a per-session basis, and how the control plane and data plane performance correlate remained un-answered. In this thesis, we have addressed the network management and control aspect of OFS, and designed a network architecture enabling both a scalable control plane and an efficient data plane. We have given an overview of essential network management and control entities and functionalities. We focused on the scheduling problem of OFS because its processing power and generated control traffic increase with traffic demand, network size, and closely correlate with data network architecture, while other routine maintenance type of control plane functionalities contribute either a fixed amount or negligibly to the total efforts.

We considered two possible Wide Area Network architectures: meshed or tunneled, and developed a unified model for data plane performance to provide a common platform for the performance comparison of the control plane. The results showed that with aggregation of at least two wavelengths of traffic and allowing about two transactions per wavelength to be scheduled to the future, the tunneled architecture provides comparable data plane performance as the meshed architecture.

We have developed a framework to analyze the processing complexity and traffic of the control plane as functions of network architecture, and traffic demand. To guarantee lightpath quality in presence of physical-layer impairments, we developed models for quality of EDFA-amplified optical links and impairment-aware scheduling algorithms for two cases, a) the known worst case of channel quality is when there is no “On” channel in a fiber, and b) detailed channel configuration of a fiber is needed to determine channel quality. Without physical-layer impairments, tunneled architecture reduces control plane traffic and processing complexity by orders of magnitude. With impairment-aware scheduling, detailed channel configuration information report-
ing leads to heavy control traffic (~250 Gbps/edge); while known worst case and tunneling leads to manageable control traffic (~36 Gbps/edge) and processing power (1-4 i7 CPUs).
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Chapter 1

Introduction

Networks today are challenged by the ever-increasing growth of data traffic as we approach the "Zettabyte Era", when global IP traffic will reach 1.3 Zettabytes per year [2]. In the coming five years, the total Internet traffic is forseen to increase at a 23% compound annual growth rate (see Fig. 1-1). The Data traffic increase not only comes from the increasing number of users but more from new applications that entail large data transactions. For example, Internet video traffic (including Internet video to TV, video-on-demand, Internet, and P2P) amounted to 51% of all consumer Internet traffic in 2011, and will continue to increase to approximately 75% of total consumer traffic by 2017, as shown in Fig. 1-1. A large portion of these emerging large data traffic exhibits a bursty and unscheduled nature and has a heavy-tail distribution [5]. As illustrated by Fig. 1-2, with heavy-tail distribution, 1% of traffic sessions can contribute to 99% of the total traffic volume. This vast contrast with the traditionally assumed exponential-distribution of Internet traffic poses new challenges on network efficiency.

Another new trend of Internet traffic has been observed. From an analysis from Cisco [2], we are witnessing an explosion of data center traffic. As predicted, global data center traffic growth will increase three-fold by 2017, amounting to 7.7 Zettabytes annually by 2017. Global cloud traffic will grow faster than overall global data center traffic, and by 2017, will account for more than two-thirds of total global data center traffic. In addition, we are also witnessing a workload transition from local servers to the cloud. In 2012, 39% of workloads were processed in the cloud, and by 2017, nearly two-thirds of workloads will be processed by cloud data centers. Therefore, Internet is increasingly being used as a service bus for cloud-based services taking into users
requests, and connecting the storage, data ingestion, and the processing units, Fig. 1-3. These new trends of the Internet usage could result in frequent data exchange through the Internet with requirements of low latency, high reliability, etc, and at the same time, call for an cost-effective and power-efficient transport.

This trend of fast increasing data traffic is soon going to out-pace the increase of the electronic processing speed of today’s networks, which is dominated by Moore’s Law. Optical networks are capable of providing bulk bandwidth that meets the traffic demand in the new trends in the form of optical transports. However, today’s network is bottle-necked by electronic processing at routers or switches, and the current transport protocol limits an efficient use of the vast optical bandwidth. Thus, it calls for a new design of optical network architecture, in which along a connection optical-to-electrical-to-optical (OEO) conversion is abandoned at intermediate nodes and full potential of optical networks can be unleashed. Optical Flow Switching (OFS) [9] is an architecture construct that provides end-to-end all optical connections to users with very large transactions\(^1\), and potentially can unleash the full potential of optical networks. OFS is a scheduled service in which connections are scheduled and set up prior to data transactions. Optical Cross Connects (OXC) and Wavelength-Selective Switches (WSS) are used at intermediate nodes to provide optical connections. This concept was proposed in 1988 by the ”All-Optical-Network” (AON) Consortium [4, 11],

\(^1\)Transaction of size of the order of Gigabytes that can hold the connection for hundreds of milliseconds or longer.
and was experimentally demonstrated in a network comprised of three nodes with optical switching capability at intermediate nodes [9]. It has been shown analytically that OFS is a cost-effective and energy-efficient transport service for large transactions [42, 26]. A viable physical layer design of OFS networks has been proposed and studied with present-day’s matured technologies [42].

1.1 Related Work on Optical Flow Switching

Since 1988, various aspects of OFS have been studied [10, 22, 26, 41, 42, 47]. In this section we summarize related contributions to OFS.

1.1.1 Network Architecture and Flow Services

In [41], the authors proposed and studied a network architecture that simplifies the network management and control complexity. As shown in Figure 1-4, the architecture has the following attributes:

1. A Wide Area Network (WAN) with tunneled connections between WAN node pairs that changes slowly responding to traffic trend.

2. A reconfigurable Metropolitan Area Network (MAN) with an optimized physical topology. It responds to short term traffic demands and is switched at medium speed.
3. A passive and broadcast Access Network (AN). It has an EDFA amplifiers chain pumped from the head-end [39] to allow more users to be aggregated into one AN, and thus statically share MAN/WAN resources.

**Topology of MAN and AN**

The MAN lightpath topology is based on generalized Moore Graphs, which minimize average hop count [19]. A generalized Moore Graph has a regular spanning tree that is fully populated except possibly the last level nodes. As shown in Figure 1-5, a MAN physical topology can be configured into a Moore graph lightpath topology using OXCs and patch-panels, and there exists a fully populated spanning tree of the MAN lightpath topology with the gateway node as the root. A splitter can be used at the gateway node to split the incoming light into all branches of the tree, allowing broadcast of the incoming data to all ANs attached to the tree. The construct of the embedded tree can be reconfigured at medium speed to accommodate short term traffic demands.

The AN topology also has a broadcast construct. As shown in Figure 1-6, Erbium-doped fiber amplifiers (EDFA) are pumped from the head-end of the passive optical
access network (PON). This allows more users to be statistically multiplexed in a broadcast network and, therefore, enables a more efficient use of MAN/WAN resources [39, 28, 8, 38].

**Scheduling**

With the above MAN/AN design, flows from a large number of users are multiplexed before entering the WAN. This leads to a statistical smoothing of the WAN traffic, rendering a quasi-static WAN logical topology applicable. This entails a substantial traffic decoupling between different WAN node pairs. To avoid collisions and to better utilize the WAN resources, a scheduling mechanism has been proposed and studied for
optical flow switching [40]. This scheduling algorithm reserves end-to-end lightpaths through schedulers upon end users’ requests. In this algorithm, WAN/MAN wavelength channel is reserved first, followed by wavelength reservation in the source and destination ANs.

The following physical designs are adopted to make the scheduling algorithm simple.

1. Wavelength channels in the WAN are tunneled in a quasi-static manner. From the perspective of an individual flow, once it enters the WAN channel, it will only exit the WAN from its destined egress WAN node, and it sees no switching-in (or switching-out) of other flows into (out of) its channel.

2. In the MANs connecting the two ends of each WAN wavelength channel, there is a broadcast tree matched with the same wavelength from the headends. This means, once the WAN wavelength channel is available, the same wavelength will be available in the WAN, and the source and destination MANs.

3. Access networks are connected to the MAN through an optical switch.

With the above physical designs, contention of resources happens at two places, the WAN/MAN resources, and the AN resources. In the algorithm, two levels of queues, one at the WAN scheduler and one at the AN/MAN gateway, are used to resolve contentions.

The following example illustrates how the scheduling algorithm in [40] works. As shown in Figure 1-4, source node S1 in Santa Monica needs to send a large data file to destination node R1 in Belmont.

1. S1 sends its request for connection to the Scheduler at LA. The request enters the queue for the wavelength channels connecting LA and Boston.
2. When the request reaches to the head of the queue, LA Scheduler processes the request, assigns a wavelength channel, and informs the Boston Scheduler.

3. A secondary request for the same wavelength is sent to the secondary queues in Santa Monica and Belmont.

4. When the secondary requests reach the heads of the secondary queues and the same wavelength channel will become available in both source and destination ANs, the Schedulers in LA and Boston are notified.

5. The Schedulers in LA and Boston notify S1 and R1, respectively, about the scheduled time and connection for transmission. After the transmission, the resources are released from reservation for other users’ use.

The time from the source node sends the transmission request to the scheduler, to the time an end-to-end connection has been setup, is the queuing/scheduling delay seen by the source node. Depending on the network loading, the size of the network, and the average transaction size this delay can be of the order of seconds.

Probing

For some applications with urgent deadlines, the end user can pay more to bypass the normal scheduling process and set up an end-to-end connection via probing [10, 47], which only takes slightly more than the round-trip delay time.

In [10] and [47], the authors designed and analyzed the probing method for super-fast connection setups. As shown in Figure 1-7, in the probing process, the source node sends out probing signals along a set of independent paths and reserves the available resources along the probed paths; when the probing signals reach the destination node, the destination node picks a path that is available and reserved (if there are any) and notifies the source node of the selection; the destination node sends commands to the other reserved but unselected paths to release those resources from reservations.

To facilitate the source node to choose the set of paths to probe, in both [10] and [47], a control plane is used to periodically collect and broadcast network states. In [10], detailed information about each individual channel is collected, resulting in a huge control traffic. In [47], the information about the network states is collected and broadcast in the form of average entropy and mutual information evolution over time. The aggregation of information leads to reduced control traffic. An Entropy-Bellman-Ford (Entropy-BF) Algorithm has been designed to select path with lowest blocking
probability using broadcast entropy and mutual information and estimate the number of lightpath to probe to achieve a target blocking probability, in polynomial running time, resulting into significant reduction of complexity compared to the algorithm in [10].

![Figure 1-7: A schematic diagram of probing for OFS.](image)

### 1.1.2 Physical Layer Impairments

In a long-haul fiber connection in today’s optical networks, one common way of amplifying the optical signal before it degrades is to use EDFAs. Pumped by an out-of-band laser, an EDFA provides amplification to all wavelength channels in-band. In practice, there are normally two common operating modes for an EDFA: constant power mode and constant gain mode. Under the constant power mode, the control mechanism of an EDFA works to maintain the output power at a fixed level; while under the constant gain mode, an EDFA is controlled to keep the ratio of the output power to the input power constant. In long-haul networks, to mitigate the long-distance and avoid frequent regeneration of optical signals, a tandem of up to 40 EDFAs equally spaced are used for amplification of the optical signals. However, due to both the fundamental limitations and the constant gain control of EDFA, when lightpath is switched on and off dynamically in a meshed network, existing channels in the same fiber experience two types of impairments: fast transients, and steady-state channel quality variations. The former impairment can be quenched using adiabatic switching and a new Transport Layer Protocol as discussed in Section 1.1.3. The later impairments are results of a combination of possible causes including the randomness in the EDFA gain, accumulation of Amplified Spontaneous Noise (ASE), and the constant gain control system of EDFAs. The experimental results by Junio were published in [23]. Switching-induced channel-quality variations affect scheduling, i.e., worst case channel quality during the scheduled transmission time needs to be estimated to guarantee performance and reach (for a selected transmission rate if flexible transmission rate is used).
1.1.3 Transport Layer Protocol Design

In today’s data network, Transport Control Protocol (TCP) in the Transport Layer is commonly used to provide reliable delivery of data and congestion control. Congestion control is carried out by slowly increasing the rate of releasing data packets into the network, and drastically reducing the rate when transmitted packets have not been acknowledged by the receiver after a certain amount of time. However, in optical flow switching, congestion is avoided by scheduling or probing to reserve the network resource, and a slow increasing of transmission rate of TCP is redundant and entails inefficient use of the high bandwidth of OFS connections. In [22], the authors designed and studied a new Transport Layer protocol that utilizes file segmentation and reassembly, forward error-correction (FEC), and frame retransmission.

The throughput and delay performance of OFS is studied for four example Transport Layer protocols: the Simple Transport Protocol (STP), the Simple Transport Protocol with Interleaving (STPI), the Transport Protocol with Framing (TPF) and the Transport Protocol with Framing and Interleaving (TPFI). From the analysis, the segmentation of a file into large frames (> 100 Mbits) combined with FEC, interleaving, and retransmission of erroneous frames (TPFI) is proposed for OFS.

1.1.4 Analysis of Cost and Energy Consumption

In [42, Chap.5], a performance-cost study is carried out to compare OFS to other prominent optical network architectures: Electrical Packet Switching (EPS), Optical Circuit Switching (OCS), Generalized Multiple Protocol Label Switching (GMPLS), and Optical Burst Switching (OBS). The results shows that the asymptotic normalized costs of competing architectures are several times higher than that of OFS, indicating that OFS is the most cost-scalable architecture among all the candidate architectures. Therefore, for sufficiently large average end-user data rates, OFS is a critical component for a hybrid network architecture and the most cost attractive homogeneous architecture.

In [26], the cost of optical networks has been studied with respect to power consumption. It is shown that, when quality of service and network flexibility, reliability and protection are considered, an optical bypass network is the most scalable with respect to power consumption. A hybrid design – in which whole wavelengths of core, stable traffic between node pairs are routed via direct, fixed lightpaths using patch
paneling, and bursty traffic is switched on a standard optical bypass network – further reduces the power consumption of a bypass network. Power distribution among different components is analyzed and the results indicate OXC switches are most scalable and O/E/O switches and routers are wasteful. Shortest path and minimum hop routing is proved to be power optimal and load-balanced routing should be avoided.

1.2 Challenges in Network Management and Control

With the related work discussed in the previous sections, what remains to be answered is whether coordinating (or scheduling) all user requests are implementable, in terms of control plane complexity and the volume of control traffic, while maintaining an efficient data network. In other words, a joint architecture of control plane and data plane needs to be studied to achieve high performance in both control plane and data plane.

OFS switched optical networks are very different from today’s Internet. In an OFS network, end-to-end all optical connections are realized by replacing routers with optical switches at intermediate nodes. This substitution of routers with optical switches entails the following critical changes:

1. Packet routing capability is lost. In today’s metro and wide-area networks, lightpaths are terminated at routers/switches at intermediate nodes where routing/switching is performed based on headers of data packets, and at the output port, data is regenerated into optical signals and sent along lightpaths. However, in OFS networks, because of the limitations of optical signal processing and buffering technologies, it is hard to carry out on-the-fly routing/switching directly on optical signals at optical switches. Instead, the right mapping of input to output ports is carried out in the connection-setup process before data transmission.

2. Visibility into the optical signal is lost. In traditional data networks where OEO conversions are carried out at routers/switches, visibility into the optical signal comes for free, enabling easy access to monitoring of many network management metrics, for example, signal-to-noise ratio (SNR), loading factor, etc.
With the above two critical changes, OFS networks cannot be managed in the same way as today's data networks, and Network Management and Control (NMC) concepts need to be reconsidered. Without routing at intermediate nodes, to set up end-to-end connections, some network entities need to perform path computation, which then requires knowing the network topology and network state. Scheduling of connections needs to be done to avoid contentions. Without visibility and the free monitoring capabilities, the OFS networks elements need to be monitored deliberately. In addition, discussed in [9], the length of OFS sessions can be as short as one second. Therefore, in an OFS network there will be frequent transaction requests that have to be handled by the Network Management and Control (NMC) system. Thus, we need to reconsider the Network Management and Control concepts for OFS networks and a redesign of the control plane is necessary.

In OFS networks, an off-band control plane is used to carry network management and control traffic. Residing on the control plane, dedicated NMC entities (including Network Manager, Scheduler and Element Control Units) are used to perform network management and control functions. Network manager (NM) is the control unit that oversees the whole network, and performs NMC functions that are of a global scale and favor centralized control, e.g., maintaining the network topology and network states from updates from the other NMC entities, performing end-to-end path computation and load balancing, fault diagnostic, etc. A Scheduler performs scheduling and coordinating of end-to-end connection setup upon user’s request. Element Control Units (ECU) monitor operating states of active network components, periodically send updates to the NM, and execute commands from the NM.

To manage and control a network that is of such a large scale, we need to study the scalability of our NMC algorithms and computations, and the corresponding sensing requirement. We also need to study the amount of control traffic that passes through the control plane, as high-volume control traffic can yield a non-scalable control plane. However, these NMC performance factors, do not only depend on the design of the NMC system itself, but is also related to the architecture design of the flow-switched optical data plane.
1.3 Data Plane Architecture

The data network spans across the WAN, MAN and Access Network. To manage and control such a large scale network, scalability of control plane function computations and amount of control traffic need to be carefully investigated. However, since the characteristics of the data plane architecture (in terms of size, topology, etc) are inputs to the NMC functions, NMC scalability and performance depends on the architecture of the data plane, through which performances of data plane and control plane are coupled.

Because the WAN resources are most expensive and should have high utilization, we focus our design and analysis in the WAN in this thesis. [48] shows that when users can tolerate delay of at least one transaction duration, with traffic aggregation of two wavelengths into one WAN node, a quasi-static MAN and Access Network architecture is preferred. Therefore, the amount of control traffic and computation complexity for scheduling coordinations in the MAN and AN is negligible compared to those in the WAN. Therefore, limiting our analysis in the WAN does not disqualify the significance of our analysis.

One natural architecture design is to allow full switchability at all nodes in the WAN, providing possibly maximum data network capacity but exacerbating NMC complexity. We call this mesh architecture with full switchability, Architecture M. Another architecture arises from the data aggregation effect of the hierarchical physical topology, in which the WAN serves as the backbone for transport of huge data, and the MANs cover large areas and serve as data collection points for the WAN. Although data generated from end users may be bursty, after data aggregation at the ANs and MANs, heavy and smooth traffic with a quasi-static pattern enters the WAN. Therefore, it is reasonable to assume a quasi-static tunneled logical topological architecture for the WAN. We call this Architecture T. In this thesis, we will use Architecture M and Architecture T as example architectures to analyze the dependence of control plane and data plane performance on network architecture.

---

2Readers who are interested in architecture design and performance analysis of the MAN and AN can read [48] and [39].
1.4 OFS vs. Optical Circuit Switching and GMPLS

In the field of all-optical architectures, people often confuse optical flow switching with optical circuit switching (OCS), and the optical flow switching network management and control with Generalized Multi-Protocol Label Switching (GMPLS) [27]. Next we will discuss differences between OFS and OCS, and differences between OFS network management control with GMPLS. Readers who are familiar with them could skip this section and continue with Section 1.5.

1.4.1 OFS vs. OCS

Optical Flow Switching (OFS) is a network architecture that enables per-transaction based lightpath circuit switching from end user to end user, with architecture construct from the physical layer to the Transport Layer and from the WAN, MAN to the AN. It is a design of both the control plane and the data plane, and this specific architecture is designed to be scalable and manageable, even when ultra-fast (light-path holding time can be as short as one second) end-to-end lightpath switching is provided with low blocking probabilities in a highly loaded network. The architecture concepts germinated 26 years ago and have been actively researched since then. Optical Circuit Switching also enables lightpath circuit switching in all-optical networks. However, Optical Circuit Switching has been mostly studied for the core network, and once a circuit is set up, it typically lasts for days, and usually numerous transactions go through the circuit before it is torn down. Conceptually, the concepts of Circuit Switching might be extended from the core network to the MAN and AN, and to provide per-flow connection setups and tear-downs, but the problems of control plane scalability and data plane performance (low blocking probability at high utilization and fast setup time ~one round-trip propagation time) have not been addressed by OCS and will need significant architecture development.

1.4.2 OFS vs. GMPLS

Generalized Multi-Protocol Label Switching (GMPLS) is a protocol suite extending Multi-protocol Label Switching (MPLS) [1], which directs data from one network node to the next based on short path labels, avoiding complex lookups in a routing table. GMPLS is the de facto control plane of Wavelength Switched Optical Network. Optical Flow Switching came before GMPLS, and is different from GMPLS in the following
ways:

1. Scheduled end-user to end-user connections (traversing the AN, MAN and WAN) in OFS is per-transaction based (a connection is set up for the source node to send data to the destination over one transaction, and the connection is torn down immediately after the transaction ends). The connections are scheduled into the future if there are no available network resources at the time of request. Scheduling into the future allows high network throughput to be achieved. GMPLS can be used among routers to set up lightpath circuits, typically in the core network, and those circuits are not per-transaction based and usually last for more than one transaction, sometimes with idle frames between real traffic. GMPLS does not support scheduling into the future time horizon if a request for a circuit cannot be satisfied at the time of request.

2. Even when providing per-transaction based connection (connection can be as short as one second) set-ups and tear-downs, the architecture of the OFS control plane is designed to be scalable and manageable while achieving low blocking probability in networks of medium to high loading (a result of this thesis). GMPLS is capable of setting up and tearing down circuits at a slower time scale and the circuits last much longer than one second. If GMPLS is used to do fast circuit switching, it will be challenged by the huge amount of control traffic necessary to update the network state, and it will be hard to achieve fast setup times with low blocking probability and reasonable network loading without significant architecture development. In fact, these challenges haven’t been addressed by the GMPLS community.

3. The Entropy-Bellman-Ford Algorithm of OFS described in [47] is for a special operation mode of OFS which allows end users with privileged access to the network (financial sector premium service, for example) to have instant services (a fast setup time ~one round-trip propagation time) instead of the normal scheduling operation mode of OFS. The Entropy-BF Algorithm proactively probes the network along multiple pre-selected paths to find an open end-to-end connection with a delay time of one round-trip with low blocking probability even in highly loaded networks. This ultra-fast connection setup mechanism is not provided by the GMPLS. Even if GMPLS is directly generalized to do probing, it will be difficult to guarantee low blocking probability in a network with super-fast network
state dynamics without over-probing which may lead to low network utilization. This is because, even with super-fast updates of network states which may overwhelm the control plane, the network state information is going to be stale when it is sent to every node in the network because of network delay (propagation delay at least). To achieve low blocking probability, the Entropy-BF algorithm uses probabilistic parameters to capture the evolution of network state and broadcast the evolution to each node so that the network state can be predicted from the stale network state broadcast. In addition, compressed (not detailed) network state evolution is collected and disseminated to avoid flooding the control plane with huge control traffic. A user can use the broadcast information to predict the network state and choose multiple paths over lightly loaded network regions to probe and reserve available network resources, so that a connection can be set up with a low blocking probability.

1.5 Thesis Scope and Organization

This thesis focuses on the network management and control for all-optical flow switched networks, from perspectives of control complexity, control traffic, dependence of network management and control efforts on data network architecture, and the impact on data plane performance. Two example data network architectures, meshed or tunneled, are used in the analysis. The presence of physical layer impairments (as discussed in Section 1.1.2) resulted from fast lightpath switching creates more challenges: (a) lightpath quality might need to be monitored to guarantee performance, and (b) the scheduling algorithm needs to make sure the assigned lightpath satisfies a minimum channel quality requirement. Therefore, we have also developed models for the quality (in terms of Bit Error Rate) of EDFA-amplified optical links, designed scheduling algorithms using these models, and analyzed the required processing power and control traffic volume. The rest of the thesis is organized as follows:

Chapter 2 gives an overview of the control plane, introduces the control plane components, and analyzes the corresponding control functions from perspectives of time scales and input size.

Chapter 3 develops a unified model to analyze the scheduling performance (blocking probability, throughput and delay) as a function of network topology, traffic demand, network resources, and compares the performances of Architecture T and M.
Chapter 4 studies the network management and control efforts generated by the scheduling of optical flow switching. A brief literature on related work in routing and wavelength assignment and OFS scheduling is presented. The OFS scheduling problem is decomposed into a routing and scheduled wavelength assignment problem. Algorithms are then designed for each problems, and analyzed in terms of processing power and control traffic.

Chapter 5 examines the physical layer impairments in EDFA-Amplified optical networks. We have developed models for channel quality of EDFA-amplified optical links, and compared our models with experimental data in [23].

Chapter 6 re-examines the network management and control taking into account of the physical layer impairments. Impairment-aware routing and scheduled wavelength assignment algorithms have been designed and analyzed.

Chapter 7 concludes the thesis.
Chapter 2

Introduction to OFS Network Management and Control

In flow-switched optical networks, data is sent end-to-end with optical signals in the data plane, in the form of optical flows, bypassing routers and O-E-O conversions. To accommodate the stochastic nature of transmission requests, all optical end-to-end connections will be set up and torn down dynamically, and a control plane is used to manage the whole network, perform scheduling, network reconfiguration, and faults diagnostic, etc. However, the large scale of the network and the stochastic nature of the connection requests pose huge challenges on designing a scalable, efficient, and easy-to-implement control plane without compromising too much of the network throughput. The network management and control efforts highly depend on the design of the network architecture. Our work intends to provide insights into Network Management and Control for optical flow switched networks and its correlation with network architecture designs. We propose and examine the necessary Network Management and Control functions, analyze their computation complexity and scalability, and study the amount of control traffic with respect to different architectures.

In optical flow-switched optical networks, the substitution of routers with optical switches entails the following changes:

1. In OFS networks, user end-to-end transmissions are scheduled to avoid collisions.

2. Without O-E-O conversions, visibility into the optical signal is not as easily accessible and OFS networks need to be monitored by tapping, detecting and analyzing the optical signals.
In addition, the length of OFS sessions can be as short as one second, [9], and hence there will be frequent transaction requests that have to be handled by the Network Management and Control system, and a complete redesign is necessary.

2.1 Control Plane Overview

Besides providing basic NMC functionalities including network monitoring, scheduling and connection setups, fault diagnostics, etc, a network management and control system should be future-proof and failure tolerant. In other words, the NMC system should be self-adaptive to adjust to traffic increases and unpredictable traffic pattern changes, and when failure occurs, should still be able to manage and control the networks and take measures to ease the situation.

![Diagram of control plane and data plane, and NMC entities with distributed scheduling.](image)

Figure 2-1: Illustrations of control plane and data plane, and NMC entities with distributed scheduling. ECU is short for Element Control Unit.

As marked in blue in Fig. 2-1, three NMC entities participate in the network management and control: Network Manager (NM), Scheduler (Sch), and Element Control Unit (ECU). Each network entity participates in certain control functions. NM resides in the control plane, manages and controls the whole data network, and performs centralized NMC functions, including path computation, fault diagnostics, and load balancing. It also carries out tunnel setups and tear-downs, collects link state updates from Schedulers and ECUs, and responds to end user when end user detects high
BER from the received signal. A Scheduler performs scheduling and coordinating of end-to-end connection setup upon user’s request. There can be one Scheduler for the whole network (for centralized scheduling) or one Scheduler at each WAN node (for distributed scheduling). Scheduler maintains queues of requests and transmission sequences, computes schedules, monitors traffic statistics, reports to NM, requests tunnel setups and tear-downs when necessary, and notifies source and destination nodes of the schedule and designated lightpath connection. An ECU resides at each active network component, monitors status of network components (EDFA, OXC, etc), detects failure, reports to NM, and acknowledges commands of reconfiguration from NM. An end user requests a schedule and connection, monitors channel BER when receiving data, reports to NM if channel BER is high for decoding, and when having urgent data to send, probes to set up connections.

Below we list network management and control functions for the three network entities and actions from end users, the interactions among which are summarized in Fig. 2-2.

1. Network Manager

   - Path computation
   - Fault diagnostics
   - Sends commands to set-up/tear-down tunnels
   - Collects link state updates from Schedulers, ECUs. Responds to end user when end user detects high BER from the received signal
   - Perform load balancing

2. Scheduler

   - Maintains queues of requests and transmission sequences
   - Computes schedules
   - Monitors traffic statistics
   - Reports to NM (link state update)
   - Requests tunnel set-up/tear-down
   - Notifies source and destination of the schedule and designated lightpath connection
3. Element Control Unit

- Monitors equipments operating modes (EDFA, OXC, etc)
- Monitors channel qualities (for Impairment-aware scheduling)
- Report channel qualities to Sch and NM (for Impairment-aware scheduling)
- Reports to Network Manager (regular link state update other than impairments reporting)
- Detects failure
- Acknowledges commands of reconfiguration from NM

4. User

- Requests schedule and connection
- Monitors channel BER when receiving data
- Reports to NM if channel BER is high for decoding
- Probes to set up connections

![Diagram of NMC entities interaction]

Figure 2-2: Interactions of NMC entities.
2.2 NMC Functions

When a source node (end user) needs to send a large file to a destination node, it sends a request either to the centralized scheduler (for centralized scheduling) or the Ingress Scheduler at the WAN node the AN of the source node is connected to (for distributed scheduling). At the Scheduler, the request is first put into a first-in first-out (FIFO) queue, and when the request moves to the head of the queue, the Scheduler computes a schedule and an end-to-end connection, notifies the result to the source and destination nodes, and then puts the request into a transmission sequence, so that the Scheduler can work on the next request in the FIFO queue. Both the queue and the transmission sequence are maintained by the Scheduler. The corresponding control functions are called at every session, and are per-session based.

Recall that in Section 1.3, we have defined two data network architecture for the WAN, meshed (Architecture M) or tunneled (Architecture T). Architecture M allows full switchability at all nodes in the WAN, providing possible maximum data network capacity but exacerbating NMC complexity, while Architecture T is a quasi-static tunneled logical topological architecture for the WAN. In Architecture M, with full switchability, scheduling is carried over the global mesh network, and tracks the traffic statistics from the past to the future booking (with a limited horizon) of the whole network. These network statistics are shared with the Network Manager, and are useful for network planning, that is, if the average loading of some network region exceeds a certain threshold, the Network Manager can deploy more network resources for that region, and if the average loading of a network region drops below a certain threshold, the Network Manager can reassign a portion of the network resource of that region for other use. Since average loading is used as the indicator, such network resource deployment and reassignment is expected to occur at a much slower time scale than the per-session time scale. By slowing down the resource allocation speed in the MAN/WAN this architecture feature is one important step towards NMC scalability.

In Architecture T, the connections in the WAN are tunneled. When the average loading of a wavelength tunnel exceeds a certain threshold, the Scheduler can request the Network Manager to set up a new tunnel to serve the same WAN node pair. Similarly, when the average loading of the tunnels serving the same WAN node pair drops below a certain threshold, the Scheduler can request the NM to tear-down one wavelength tunnel. From our assumption that the aggregated traffic across the WAN is quasi-static, we expect the control function of Connection Setup and Tear-down be
called only quasi-statically. On the NM side, when it receives such requests from a Scheduler, it will carry out computation locally, deciding which the affected ECUs are. The NM then commands the ECUs to carry out reconfigurations. Subsequently, this control function is also quasi-static.

A Scheduler monitors the traffic statistics of a subset of the network in Architecture T, or the whole network in Architecture M. ECUs monitor locally the operating status of the network elements. Receiving end user monitors the BER constantly when it receives the data. Schedulers and ECUs periodically summarize the states of the elements they monitor and report to the NM. Since we expect most of the active network elements not to change operating states frequently (except for switches in Architecture M), the periodic update can be run at a large time scale between updates, but ECUs run link state updates if they see a change in the operating state or an error. An end user only signals the NM when it detects a high BER, which happens occasionally and is event-driven. When an NM receives Error messages from ECUs or User, it performs fault diagnostics over all the possibly involved network elements. With the presence of switching-induced physical layer impairments, whenever a transmission starts or ends the channel configurations of involved fibers change, leading to link impairment reporting at a per-session time scale.

Based on the above discussion, we summarize the NMC functions in Table 2.2, and map the functions onto a 2-D graph of time scale and number of involved nodes in Fig. 2-3. In Table 2.1, we list the participants of network management and control functions, with entry “✓” indicating the function contributes to control traffic, and entry “○” indicating the function runs locally and does not generate control traffic.

From Fig. 2-3, and Tables 2.2 and 2.1, we observe that there are two classes of control functions, one fast and one much slower:

1. The fast (<1s), scheduling function which is per transaction and contributes most to the total NMC computation complexity and control traffic at the requests arrival rate (for both Architecture M and Architecture T). For impairment-aware scheduling, channel quality is monitored and updated on a per-session base and also contributes to large control traffic volume.

2. Slower link state updates, e.g., fault diagnosis and load balancing in the MAN and WAN.

Therefore, to simplify analysis, we focus on the scheduling part of NMC, first the
generic scheduling, and then the impairment-aware scheduling. Since the WAN resources are the most costly and have the highest energy consumption it should have high utilization. Thus our analysis will be limited to the wide area backbone network.
Table 2.1: Participants of control plane functions, with NM for Network Manager, Sch for Scheduler, and ECU for Element Control Unit. Entry “✓” means the function contributes to control traffic, while entry “o” means the function is carried out locally.

<table>
<thead>
<tr>
<th>Control Plane Functions</th>
<th>NM</th>
<th>Sch</th>
<th>ECU</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scheduling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Request/notify</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Connection Setup</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Compute</td>
<td></td>
<td></td>
<td>o</td>
<td></td>
</tr>
<tr>
<td><strong>Tunnel Setup and Tear-down</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Request/notify</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Compute</td>
<td></td>
<td></td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Command/ACK</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Monitoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traffic statistics</td>
<td></td>
<td></td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Equipment</td>
<td></td>
<td></td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Channel</td>
<td></td>
<td></td>
<td>o</td>
<td></td>
</tr>
<tr>
<td><strong>Link State Update</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Periodic</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Switching-driven channel quality change</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Error-driven</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Load Balancing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compute</td>
<td></td>
<td></td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Reconfigure</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Queue and Transmission Sequence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fault Diagnostics</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Figure 2-3: Mapping of control functions to time scale and number of nodes for Architecture M and T. Functions unspecified with an architecture apply to both architectures.
Table 2.2: Control plane functions of different time scales.

<table>
<thead>
<tr>
<th>Control Entities</th>
<th>Local Functions</th>
<th>Network control functions that contribute to control traffic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Super fast</td>
</tr>
<tr>
<td><strong>Network Manager (NM)</strong></td>
<td>1. Path computation 2. Load balancing</td>
<td></td>
</tr>
<tr>
<td><strong>Scheduler</strong></td>
<td>1. Maintain queues of requests and transmission sequence 2. Compute schedule 3. Monitor traffic statistics</td>
<td>Notify source and destination nodes of the schedule and connection</td>
</tr>
<tr>
<td><strong>Element Control Unit (ECU)</strong></td>
<td>1. Monitor equipments operating modes 2. Failure detection 3. Monitors channel qualities</td>
<td>Report channel qualities to Sch and NM</td>
</tr>
<tr>
<td><strong>User</strong></td>
<td>Monitor channel BER</td>
<td>1. Request Sch for schedule and connection 2. Probe ECU to reserve or release resources</td>
</tr>
</tbody>
</table>
Chapter 3

Data Plane Performance Analysis

Data plane performance is coupled with control plane performance through network topology and network control algorithms (routing, scheduling, etc). It also depends on the network resources, and network loading (and thus, traffic demand). Assume wavelength continuity constraint is respected by the scheduling algorithm, because the current wavelength converting technology is not cost-efficient and we don’t foresee it to be mature soon. In [7], Barry and Humblet studied blocking probability of unscheduled circuit-switched all-optical networks with and without wavelength converters. We name their model the Barry-Humblet Model. They introduced three separate models, investigating the effect of path length, switch size, and interference length, respectively, on blocking probabilities. In their models, a session request between A and B is blocked if, for all-optical network without wavelength converters, all lightpaths (each lightpath is composed of channels of the same wavelength) are blocked, or, for all-optical network with wavelength converters, there exists a hop with all wavelengths used. However, the three parameters they investigated separately are all manifestations of the network topology and lightpath switching mechanism, and are correlated, and the Barry-Humblet Model did not give an analysis of the overall effect of network topology on blocking probability. In this Chapter, we will develop a unified model to investigate the network topology on blocking probability of circuit-switched all-optical networks with no wavelength converters, and extend it to flow-switched optical networks with scheduling.
3.1 OFS Scheduling with Schedule holders

As illustrated in Fig. 3-1, when a request arrives, the Scheduler will first try to accommodate it with network resources that are available at the time of the request along a candidate path\(^1\). If there are no available resources at that time, the Scheduler schedules the session to a lightpath with the first available time in the future. A scheduled transaction in the future is stored by “schedule holders” along the link\(^2\) between adjacent node pairs. In the case of the tunneled architecture, the schedule holders are located at the Ingress WAN node only. A schedule holder can be considered as a marker to the corresponding wavelength channel specifying the future assignment and time of usage of this wavelength channel, in the form of \((\text{wavelength}, t_{\text{start}}, t_{\text{end}})\). It has two states, “available” or “occupied”. Only available schedule holder can be assigned with new transactions, and upon assignment its state changes from “available” to “occupied”. If there are only finite \(N_s\) schedule holders for each link, sessions will not be scheduled into the infinite future. Assume there are \(A\) wavelength channels for each link. Define the scheduling capacity to be the ratio of \(N_s/A\). A lightpath is available for a certain time duration in the future if there is at least one schedule holder that is available for each hop along the lightpath throughout that duration. A request is blocked if there are no currently available network resources and there are no available lightpaths in the future.

We consider network topologies that are symmetric or close to symmetric, and assume the network is in steady state in the following analysis. Define \(\rho\) to be the network link loading. Since the network is in steady state, \(\rho\) is also the probability that the link is occupied. Define \(P_n\) as the probability that a session enters the link, and \(P_l\) as the probability that an existing session leaves the link (Fig. 3-2). Use a two-state (“available” or “occupied”) Markov Chain (Fig. 3-3) to model the state of the link\(^3\). Then the transition probability from state “available” to “occupied” is \(P_n\), and the transition probability from the state “occupied” to the state “available” is \(P_l(1 - P_n)\). Therefore,

\[
\rho = \frac{P_n}{P_n + P_l - P_n P_l}
\] (3.1)

\(^1\)The path here refers to a path in the logical network topology.
\(^2\)A link refers to an edge connecting two nodes in the logical network topology. A link in Architecture M corresponds to all wavelength channels connecting a node pair which are only one-hop away in the physical topology. In Architecture T, a link corresponds to the tunneled lightpaths connecting a node pair (which can be one-hop or multi-hop away in the physical topology).
\(^3\)The state of a link is usually modeled as a Markov Process, which can be approximated using a sampled Markov Chain.
3.2 Blocking Probability for Architecture M

Consider a mesh network graph with $N_V$ nodes, $N_E$ edges, and $\Delta$ average node degree. At one intermediate node along a lightpath, define $P_M$ as the probability that an transmission leaves this lightpath, and $P_{\lambda n}$ as the probability that a new transaction enters this lightpath\(^4\). To derive $P_M$, consider a link $L_{ij}$ connecting node $i$ to node $j$ on a designated path. Define $N_{th}$ as the number of lightpaths that go through $L_{ij}$, and $N_{tm}$ as the number of lightpaths that enter $L_{ij}$ at node $i$ and terminate at node $j$. Assume a uniform all-to-all traffic model and that there is one unit of traffic from one

\(^4\) $P_{\lambda n}$ and $P_M$ are special cases of $P_n$ and $P_l$, respectively.
Figure 3-3: Markov Chain model of link state.

Figure 3-4: Illustration of lightpaths going through link $L_{ij}$, lightpaths terminated at node $j$, and lightpaths diverging from path $1 \rightarrow i \rightarrow j \rightarrow 4$ at node $j$. $N_{th}$ is the total number of lightpaths that pass through link $L_{ij}$, $N_{tm}$ is the number of lightpaths terminating at node $j$, and $\frac{\Delta - 2}{\Delta - 1} (N_{th} - N_{tm})$ is the number of diverging lightpaths at node $j$. $\Delta = 6$ in the figure.

Node to each other node, and each node employs the same routing policy. Then,

$$N_{th} = \frac{N_{V}(N_{V} - 1)\bar{H}}{2N_{E}}$$

$$N_{tm} = \frac{N_{V} - 1}{\Delta}$$

where $\bar{H}$ is the average number of hops over all paths. Because on average $P_{\lambda i}$ equals to the ratio of the number of lightpaths terminating or being switched to other paths
at node $j$ over the total number of lightpaths that pass through $L_{ij}$,

$$P_{\lambda_l} = \frac{N_{tm} + \frac{Nth}{\Delta - 1} (Nth - N_{tm})}{Nth}$$

$$= \frac{2N_E}{\Delta(\Delta - 1)N\sqrt{H}} + \frac{\Delta - 2}{\Delta - 1}$$

Denote $\rho_\lambda$ as the loading of wavelength channels. Then, Eq. (3.1) becomes

$$\rho_\lambda = \frac{P_{\lambda_n}}{P_{\lambda_n} + P_{\lambda_l} - P_{\lambda_n}P_{\lambda_l}}$$

Solving the above equation for $P_{\lambda_n}$, we obtain

$$P_{\lambda_n} = \frac{\rho P_{\lambda_l}}{1 - \rho(1 - P_{\lambda_l})}$$

Assume shortest path routing. Define $P_{AB}$ as the probability that a request cannot be served by network resources along the designated path at the time of the request. Define $P_{SB}$ as the conditional probability that a request, which cannot be served by network resources at the time of the request, also cannot be scheduled into the future as all the schedule holders on at least one link are full (Fig. 3-5).

Assume independence among lightpaths along the same path\(^5\). Because of wavelength continuity constraint, $P_{AB}$ equals the probability that for any lightpath along

\(^5\)This is a good assumption when there are many wavelength channels for low to medium loading, which will be the case as predicted in [26].
the designated path, there are interfering sessions. Therefore,

\[ P_{\lambda B} = \Pr\{\text{All } \lambda \text{ wavelength along the path are not available}\} \]
\[ = (\Pr\{A \text{ given wavelength along the path is not available}\})^\Lambda \]
\[ = (1 - \Pr\{A \text{ given wavelength is available on all hops along the path}\})^\Lambda \]
\[ = \left[1 - (1 - P_{\lambda n})^H\right]^\Lambda \]

where \( \Lambda \) is the total number of wavelength on a link. This is a fair approximation of the expected \( P_{\lambda n} \) w.r.t distributions of \( H \). The probability that a session enters a schedule holder is also the probability that a request is scheduled into the future and handled by a particular schedule holder, and,

\[ P_{sn} = P_{\lambda n} P_{\lambda B} \frac{\Lambda}{N_s} \]  
(3.5)

Because wavelength continuity is also respected by scheduled sessions, the probability that an existing session leaves the schedule holder of the corresponding wavelength channel is the same as the probability that the scheduled session leaves that lightpath, that is, \( P_{sl} = P_{\lambda t} \). Define \( \rho_s \) as the loading of schedule holders, from Eq. (3.1), we obtain

\[ \rho_s = \frac{P_{sn}}{P_{sn} + P_{st} - P_{sn}P_{st}} \]  
(3.6)

Assume independence among schedule holders on the same link\(^6\), and Markovian independence among neighboring hops\(^7\) (the state of a designated link, given the state of the first neighboring link before it, is independent of states of all other links before its first neighbor). Define \( P_{OB} \) as the overall probability that a request is blocked. Then,

\[ P_{OB} = P_{\lambda B} P_{sB} \]

To obtain \( P_{sB} \), we notice that a request that cannot be served by network resources at the time of the request is only blocked if, along the designated path, there exists a hop where all the schedule holders are occupied. Define an indicator random variable \( I_i \) that equals to one if all schedule holders on hop \( h_i \) are occupied, and zero otherwise.

\(^6\)This assumption is good when loading of schedule holders is low, which is the case with large network demands, see Section 3.4.
\(^7\)Same assumption as in [7].
Then,

$$P_{sB} = 1 - P\{I_1 = 0\} \prod_{i=2}^{H} P\{I_i = 0|I_{i-1} = 0\} \quad (3.7)$$

Assume a request encounters the steady state at schedule holders of the first hop. Then,

$$P\{I_1 = 0\} = 1 - \rho_s^{N_s} \quad (3.8)$$

From

$$P\{I_i = 1\} = P\{I_i = 1|I_{i-1} = 0\}P\{I_{i-1} = 0\} + P\{I_i = 1|I_{i-1} = 1\}P\{I_{i-1} = 1\}$$

we obtain,

$$P\{I_i = 0|I_{i-1} = 0\} = 1 - P\{I_i = 1|I_{i-1} = 0\}$$

$$= 1 - \frac{P\{I_i = 1\} - P\{I_i = 1|I_{i-1} = 1\}P\{I_{i-1} = 1\}}{1 - P\{I_{i-1} = 1\}}$$

$$= 1 - \frac{\rho_s^{N_s} - \rho_s^{N_s}(1 - P_{st} + P_{st}P_{sn})^{N_s}}{1 - \rho_s^{N_s(i-1)}} \quad (3.9)$$

where $\rho_{si}$ is the loading of schedule holders on hop $h_i$. Substituting Eq. (3.8) and (3.9) into Eq. (3.7) we get,

$$P_{sB} = 1 - (1 - \rho_s^{N_s}) \prod_{i=2}^{H} \left[ 1 - \frac{\rho_s^{N_s} - \rho_s^{N_s}(1 - P_{st} + P_{st}P_{sn})^{N_s}}{1 - \rho_s^{N_s(i-1)}} \right] \quad (3.10)$$

Because a request encounters the steady state loading of schedule holders at hop $h_1$, we will show in the following theorem that it also encounters the steady states of schedule holders at the following hops along the designated path.

**Theorem 1.** For a $H$-hop path in a symmetric network with uniform all-to-all traffic, if the loading of the schedule holders on $h_1$ is $\rho_s$, then the loadings of schedule holders of $h_2$, $h_3$, ..., $h_H$ are also $\rho_s$.  
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Theorem 1 is proved in Appx. A.1, and Eq. (3.10) is reduced to

\[ P_{sB} = 1 - (1 - \rho_s^{N_s}) \prod_{i=2}^{H} \left[ 1 - \frac{\rho_s^{N_s} - \rho_s^{N_s}(1 - P_{sl} + P_{sl}P_{sm})^{N_s}}{1 - \rho_s^{N_s}} \right] \]

\[ = 1 - (1 - \rho_s^{N_s}) \left\{ 1 - \frac{\rho_s^{N_s} \left[ 1 - (1 - P_{sl} + P_{sl}P_{sm})^{N_s} \right]}{(1 - \rho_s^{N_s})^{H-1}} \right\} \]

where

\[ P_{sl} = P_{AI} \]
\[ P_{sm} = \lambda n P_{AB} \frac{\Lambda}{N_s} \]

Then, the overall blocking probability \( P_{OB} \) can be written as:

\[ P_{OB} = P_{AB} \cdot P_{sB}. \]

Since the above derivation is based on a meshed network, to distinguish with the tunneled case, we denote the overall blocking probability of a network of Architecture M as, \( P_{OBM}^8 \), then

\[ P_{OBM} = P_{AB} \cdot P_{sB} \]

Figure 3-6 plots \( P_{OBM} \) as a function of network loading \( \rho \) with \( N_s/\Lambda = 1 \).

### 3.3 Blocking Probability for Architecture T

For Architecture T, since connections between any two nodes are tunneled, the hop count is one for all WAN paths, and schedule holders locates at the Ingress node of

\[ ^8 \text{Subscript } M \text{ or } T \text{ is used to identify Architecture M or T.} \]
Figure 3-6: Blocking probability for Architecture M, $P_{OBM}$, w.r.t. network loading $\rho$ with $N_s/\Lambda = 1$, for different values of $\Lambda$. $N_s$ is the total number of schedule holders per link, and $\Lambda$ is the number of wavelengths per link.

Therefore, we have

$$H = 1$$

$$N_E = N_V (N_V - 1)$$

$$\Delta = N_V - 1$$

---

In the case of the tunneled architecture, since there is only one hop, all requests scheduled into the future in the same wavelength tunnel can be aligned back to back. Therefore, the queuing delay of a request can be approximated by the product of the average number of occupied schedule-holders-per-wavelength times the average transaction-time.
Therefore,

\[ P_{a} = 1 \]
\[ P_{a} = \rho \]
\[ P_{AB} = \rho^{\Lambda_{T}} \]
\[ P_{sl} = 1 \]

Define \( D \) as the average number of source-destination sessions over one link in the physical network topology. Then,

\[ D = \frac{N_{V}(N_{V} - 1)\bar{H}}{2N_{E}} \quad (3.14) \]

Assume wavelength channels over one link in the physical network topology are shared evenly among all source-destination sessions that pass through that link using shortest path routing, then,

\[ N_{sT} = \frac{N_{s}}{D} \]
\[ \Lambda_{T} = \frac{\Lambda}{D} \]

where \( N_{sT} \) is the number of schedule holders per tunnel, and \( \Lambda_{T} \) is the number of wavelengths per tunnel.

Substituting the above equations into Eq. (3.5), (3.6), and (3.11), we obtain

\[ P_{sn} = \frac{\Lambda_{T}}{N_{sT}} \rho^{\Lambda_{T}+1} \]
\[ \rho_{s} = \frac{\Lambda_{T}}{N_{sT}} \rho^{\Lambda_{T}+1} \quad (3.15) \]
\[ P_{sB} = \left( \frac{\Lambda_{T}}{N_{sT}} \right)^{N_{sT}} \rho^{N_{sT}(\Lambda_{T}+1)} \]

Denote \( P_{OBT} \) as the overall blocking probability of Architecture T, then,

\[ P_{OBT} = \left( \frac{\Lambda_{T}}{N_{sT}} \right)^{N_{sT}} \rho^{N_{sT}(\Lambda_{T}+1)+\Lambda_{T}} \quad (3.16) \]

Figure 3-6 plots \( P_{OBT} \) as a function of network loading \( \rho \) with \( N_{s}/\Lambda = 2 \).
Figure 3-7: Blocking probability for Architecture M, $P_{OBT}$, w.r.t. network loading $\rho$ with $N_s/\Lambda = 2$, for different values of $\Lambda_{T}$. $N_s$ is the total number of schedule holders per link, $\Lambda$ is the number of wavelengths per link, and $\Lambda_{T} = \Lambda/92$ is the number of wavelengths per tunnel for the case where there are 92 tunnels per edge.

3.4 Performance Comparison of Architecture M and T

To compare data network performance of Architecture M and T, we consider the US backbone network and analyze the effects of network resources and schedule holders. Figure 3-8 [34, Fig. 8.1] shows the physical topology of the US backbone network and Table 3.1 summarizes its parameters. The US backbone network is a mesh network composed of 60 nodes. Each link in the figure represents about 100 fiber links, and for each fiber link there are about 200 wavelength channels. The average number of hops of an end-to-end connection is four. The average node degree is 2.6, while the largest node degree is five and the least node degree is two. Therefore, a typical path in the
backbone network comprises four links on the average, and there are interconnections at the connecting nodes, which introduce traffic merging and diverging.

![Optical backbone network of the United States. Reproduced from [34, Fig. 8.1].](image)

Figure 3-8: Optical backbone network of the United States. Reproduced from [34, Fig. 8.1].

For Architecture M, we have

\[ N_V = 60 \]
\[ N_E = 77 \]
\[ \bar{\Delta} = 2.6 \]
\[ \bar{H} = 4 \]

For Architecture T, since

\[ D = \frac{N_V(N_V - 1)\bar{H}}{2N_E} \approx 92 \]

Wavelength channels on each link of the physical topology are assigned equally to tunnels of 92 source-destination pairs. Therefore,

\[ \Lambda_T = \frac{\Lambda}{92} \]

Using Eq. (3.13) and (3.16), and the above numerical values, we plot the blocking
Table 3.1: Important parameters for the US backbone network and their values, adopted from [34, Tbls. 8.1 and 8.2].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>60</td>
</tr>
<tr>
<td>Number of links</td>
<td>77</td>
</tr>
<tr>
<td>Average node degree</td>
<td>2.6</td>
</tr>
<tr>
<td>Largest node degree</td>
<td>5</td>
</tr>
<tr>
<td>Least node degree</td>
<td>2</td>
</tr>
<tr>
<td>Average link length</td>
<td>450 km</td>
</tr>
<tr>
<td>Number of wavelength channels per fiber link</td>
<td>200</td>
</tr>
<tr>
<td>Average number of hops of an end-to-end connection</td>
<td>4</td>
</tr>
</tbody>
</table>

probabilities, throughput w.r.t. traffic demand, scheduling capacity and network loading. Fig. 3-9 plots blocking probabilities w.r.t. number of wavelength channels, for a fixed scheduling capacity of \( N_s / \Lambda = 1 \), and three different network loading conditions \( (\rho = 0.6, \rho = 0.7, \text{ and } \rho = 0.8) \), for both the Meshed and Tunneled Architectures. For each fixed network loading \( (0.6, 0.7 \text{ or } 0.8) \), when traffic demand increases, network resources (wavelength channels) also increase correspondingly. Fig. 3-9 shows that, even with medium to high loading, blocking probabilities for both architecture decreases quickly when traffic demand increases. When there are about three wavelength channels, with \( N_s / V = 1 \), both architecture can achieve a blocking probability that is less than \( 10^{-4} \).

Fig. 3-10, for a fixed network loading \( \rho = 0.7 \), plots the blocking probabilities for both architectures w.r.t. scheduling capacity for various traffic demands. It shows that network blocking probability decreases with more schedule capacity for both architectures. In particular, with high traffic demand \( (\Lambda_T = 16) \), blocking probability sharply decreases even when the \( N_s / \Lambda \) is as small as 0.1. In fact, when \( N_s / \Lambda \approx 1 \), \( \log P_{OBT} \) decreases approximately linearly w.r.t. \( N_s \Lambda_T \). Consider point A (in red font color) in
Fig. 3-10. At point A, we have

\[ \Lambda = 194 \]
\[ A_T = 2 \]
\[ N_s/\Lambda = 2 \]
\[ \rho = 0.7 \]

With the above values, we obtain \( N_s T \rho_s < 1 \). Therefore, with 0.7 network loading, and two wavelength channel of network resources per source-destination pair, the tunneled architecture achieves a blocking probability less than \( 10^{-3} \) and a network delay less than one transaction time\(^{10} \).

For a fixed blocking probability of \( 10^{-4} \), Fig. 3-11 plots throughput w.r.t. the scheduling capacity \( N_s/\Lambda \) for three different \( \Lambda \) values (network resources). Throughput of Architecture T can be quickly increased when allowing more schedule holders in the system, and, when traffic demand is high (e.g. \( \Lambda = 1000 \) or 3000), both architectures can achieve high loading with little scheduling capacity (< 1). Therefore, when traffic demand is high, with medium to high loading, the blocking probabilities of both architectures with the same amount of network resources, are much less than \( 10^{-4} \), which is a good target blocking probability of user agreement. And the performance of Architecture T can be greatly improved by allowing more schedule holders in the system.

\[^{10}\text{The amount of time a session spends in the schedule holder is proportional to the average delay by Little's Theorem. For most applications it is reasonable to have a delay of one transmission time and therefore the acceptable value of } N_s/\Lambda \text{ is from 1 to 4. When } N_s/\Lambda = 1, \text{ the average delay is less than one transaction time.}\]
Figure 3-9: Blocking probability w.r.t. number of wavelength channels with $N_s/\Lambda = 1$, where $N_s$ is the total number of schedule holders per link, $\Lambda$ is the total number wavelengths per link in a meshed network topology, "M" is for Architecture M, and "T" is for Architecture T. Because in the tunneled logical network topology, wavelengths on one link are divided equally to all $D$ source-destination tunnels going through that link, the average number of wavelengths for each source-destination tunnel is $\Lambda_T = \Lambda/D$. Therefore, two x-axis are used, with one for the number of wavelengths per link in Architecture M, and the other for the number of wavelengths per tunnel for Architecture T.
Figure 3-10: Blocking probability w.r.t. ratio of number of schedule holders and wavelength channels with network loading $\rho = 0.7$ for cases where the number of wavelengths per tunnel for Architecture $T \Lambda_T = 1, 2, 16$ and 28, and the number of wavelengths per link for Architecture $M \Lambda = 92, 184, 1472$ and 2600, respectively. The blocking probability for the meshed case with $\Lambda = 1472$ and $\Lambda = 2600$ are below $10^{-12}$ and are not shown in the figure. The meshed counterpart of the orange solid curve ($T, \Lambda_T = 28$) corresponds to $\Lambda = 2600$, the projected traffic demand per WAN node in [26].
Figure 3-11: Throughput w.r.t. ratio of number of schedule holders and wavelengths with $P_{OB} = 10^{-4}$ for cases where the number of wavelengths per tunnel for Architecture T $\Lambda_T = 2, 11,$ and $33,$ and the number of wavelengths per link for Architecture M $\Lambda = 184, 1000,$ and $3000,$ respectively. Note that not all number of wavelengths per link can be divided to be assigned to tunnels, the number of wavelengths in the figure were chosen in a way such that real number of throughput can be obtained.
Chapter 4

The Scheduling Algorithm

When a request arrives at a Scheduler, the Scheduler runs the scheduling algorithm to decide when, along which path, in which wavelength channel the request is going to be transmitted. We assume there are no wavelength converters along a transmission path and the same wavelength is used on all hops along the path. The scheduling therefore is done in a way such that there is no collision of transmission using the same wavelength channel in the network. In this chapter, we briefly discuss the related literature in Section 4.1. We introduce scheduling of optical flow switching in Section 4.2 and 4.3, discuss the optimal scheduled wavelength assignment problem in Section 4.4, and propose a heuristic algorithm for scheduled wavelength assignment in Section 4.6. We then analyze the control traffic in Section 4.7.

4.1 Routing and Wavelength Assignment in All-Optical Networks

The Routing and Wavelength Assignment (RWA) problem in all-optical networks arose when emerging applications requiring higher bandwidth called for a more efficient use of the network resources in the 1990's [13], and RWA is a network optimization formulation to provide lightpath connection for traffic demand while minimizing network cost for a given set of constraints. Given a network topology and a set of traffic demands (in the unit of lightpath), the RWA problem determines a path and a wavelength channel for each traffic demand in the network. If there is no wavelength converters, there is a wavelength continuity constraint for lightpath set-ups, that is, along a path from the source node to the destination node, the same wavelength needs to be assigned to the
lightpath on all the links. If for a certain request, no lightpath can be set up along candidate paths between the source and the destination nodes, the request is said to be blocked. Numerous studies formulated the RWA problem into Integer Linear Programming (ILP) problems with variants of objectives, such as, to minimize the number of wavelength channels used to meet a target blocking probability, or to minimize the blocking probability with limited network resources [31, 44, etc]. However, the ILP problems are generally NP-hard [18] and take too much time to solve. Therefore, the RWA problem in many studies was decomposed to into a lightpath routing problem and a wavelength assignment problem. The former problem of lightpath routing, depending on the objectives, had often been formulated into network flow problems. Network flow problems with integer constraints are again NP-hard, and various heuristic algorithms have been developed, see for example, [32, 24]. The wavelength assignment problem, when being formulated to either minimize the number of wavelength channels or to minimize the blocking probabilities, is NP-complete [14]. Therefore, for medium to large networks, heuristics have been studied [6, 44]. A large portion of the literature on RWA studied the problem for the network planning phase, that is, the lightpath demands are known beforehand, and the computation usually can be done off-line during network planning phase. This type of RWA problem was named the static RWA problem. In a situation when lightpath requests arrive randomly, the RWA problem computes lightpath assignment on-the-fly, and if there is no network resource available at the time of the request, the request is blocked. This later case is often named as the dynamic lightpath establishment problem [46]. For readers who are interested in learning more about the literature of RWA, [46] and [17] both provided comprehensive literature reviews on this topic.

Most of the literature dealt with lightpath demands with known transmission time (the lightpath request comes with information when the lightpath needs to be set up and when it can be torn down). Gagnaire et al. in [17] studied the lightpath establishment problem for mixed traffic of three types: Permanent Lightpath Demands (PLD), Scheduled Lightpath Demands (SLD), and Random Lightpath Demands (RLD). The PLD refers to lightpath connections that are permanent and is computed off-line during network planning phase. The SLD refers to connection requests with known set-up and tear-down times. Heuristics algorithms have been studied to either compute the SLD off-line in a global optimization problem formulation, or to compute the SLD sequentially ranked by the start-time of each SLD. RLD refers to requests that comes
up randomly and the arrival time is not known beforehand, but once an RLD traffic arrives at the network, the duration is known. Therefore, once an RLD arrival occurs, the RWA problem needs to compute a lightpath assignment on-the-fly that can accommodate this request from the time of arrival to the declared life time. Note that although, Gagnaire et al. named the lightpath demand as scheduled or random lightpath demand, the problem they formulated are different from the scheduling problem in optical flow switching. Because in their formulation, the traffic transmission time is declared in the request, and therefore is fixed\(^1\). In our scheduling problem, in terms of transmission time, a user request only declare the file size (or, equivalently, the transmission duration), and it is up to the Scheduler to assign a lightpath and ALSO a scheduled transmission time (start time and end time) to each request. Therefore, the variants of RWA problems in the literature are different from what we are studying here for optical flow switching.

### 4.2 The Scheduling Problem for Optical Flow Switching

In [40], Weichenberg et al. first studied the scheduling algorithm for optical flow switching where a user request can tolerate a certain amount of delay and a request is scheduled to sometime in the future if it can not be served at the time of the request. Recognizing the complexity of an optimal scheduling algorithm, Weichenberg et al. proposed a heuristic scheduling algorithm over a network topology with tunneled WAN and broadcast MAN and Access Network. Requests are queued at the ingress WAN node and processed on a first-in-first-out basis in two stages, that is, WAN resources were considered first, and then MAN and Access Network. Due to the higher cost of WAN resources, resources in the WAN were designed to be used more efficiently (with high loading) and their availability dictates which wavelength channel can be selected. The scheduling algorithm then check and wait for the availability of the same wavelength channel in the source and destination MANs and Access Networks, and reserve the channel once it becomes available for the request.

In this thesis, we focus on OFS scheduling in the wide area network and investigate the algorithm complexity and control traffic efforts with respect to not only traffic

---
\(^1\)This tends to cause high blocking probability at all loading levels due to inflexibility of the start time.
demand, network resources, but also network topology. In particular, we will analyze the impact of two example topologies, the Meshed topology and the Tunneled topology, on scheduling complexity and control traffic efforts.

### 4.3 The Shortest Path Routing Algorithm

As in the literature where the RWA problem is decomposed into the routing problem and the wavelength assignment problem to make the problem tractable, in our heuristic algorithms, we also decompose the OFS scheduling problem into the routing problem and the scheduled wavelength assignment problem.

For the routing problem, we use shortest-path routing (SPR), where the shortest path is the path with the least number of hops\(^2\). We choose shortest path routing algorithm for its simplicity, and we argue that with adaptive-to-traffic-demand network resources deployment or lighting-up new fibers, shortest-path routing is also energy and cost-efficient. For the short term when traffic increases unpredictably quickly and if new network resources cannot be deployed immediately, the second shortest-path can be used to route the incremental traffic. Note that with careful planning and traffic monitoring, this unpredicted rapid traffic increase should be a rare situation. Because the WAN topology does not change frequently, the SPR algorithm only runs when there are changes to the logical network topology and all pair shortest paths are stored either centrally when the algorithm is centralized or, otherwise, at each node. We use the Floyd-Warshall algorithm [16, Chap.25.2] to calculate all-pair shortest paths for a graph \(G(V, E)\) with running time \(\Theta(N_V^3)\), where \(N_V\) is the number of nodes in \(V\).

### 4.4 The Scheduled Wavelength Assignment Problem

With lightpath routing determined by the Floyd-Warshall Algorithm in Section 4.3, what remains to be solved is the scheduled wavelength assignment problem (SWA). The scheduling wavelength assignment problem for optical flow switching must satisfy the following constraints:

\(^2\)We choose the shortest path to be the path of the least number of hops because this will result in minimum amount of control traffic for lightpath set-ups and tear-downs as the number of switches that need to be configured is minimized.
1. Two requests with overlapping transmission time must not be assigned the same wavelength on a given link.

2. With no wavelength conversation, the same wavelength must be assigned to a lightpath on all links along its path.

The wavelength assignment problem in the literature, when being formulated to minimize the number of total wavelengths required, has been shown to be NP-complete [14]. We briefly outline the proof here. The essence of proof lies on the equivalence between

- The $\omega$-wavelength-assignment problem whether wavelength assignment for a set of routed lightpath over a network topology graph $G$ can be achieved using $\leq \omega$ wavelengths, and,

- The $n$-graph-colorability problem whether a graph (named it the path graph $G_p$) can be colored using $\leq n$ colors so that no two vertices sharing an edge are assigned the same color.

The proof includes two parts:

(a) The $\omega$-wavelength-assignment problem can be reduced, in polynomial time, into a $\omega$-graph-colorability problem, and therefore, solving the $\omega$-graph-colorability problem solves the $\omega$-wavelength-assignment problem. This is achieved by, for a given list of routed lightpath $L$ over a network topology $G$, creating a path graph $G_p(V_P, E_P)$ in a way as:

- For each lightpath $l$ in $L$, create a corresponding vertex $v_l$ in $V_P$.
- For two vertices $v_i$ and $v_j$ in $V_P$, create an edge $e_{i-j}$ in $E_P$ if the corresponding lightpath $i$ and $j$ in $L$ share some link over $G$.

(b) The $n$-graph-colorability problem can be reduced, in polynomial time, into an $n$-wavelength-assignment problem, and therefore, solving the $n$-wavelength-assignment problem solves the $n$-graph-colorability problem.

Therefore, after parts (a) and (b), the equivalence between the $\omega$-wavelength-assignment problem and the $n$-graph-colorability problem has been proven. Since the $n$-graph-colorability problem is NP-complete [18, 15], so is the $\omega$-wavelength-assignment problem.
Define the optimal scheduled wavelength assignment to be the assignment that minimizes the total number of wavelengths required for a set of requests that arrive during the interested time horizon $T_h$. In optical flow switching, since user requests arrive randomly in the form of $(v_s, v_d, t_a)$ with different arrival times, $t_a$. Therefore, a request can be specified by the quadruple $(v_s, v_d, t_d, t_a)$. Define $R$ to be the list of all request arrivals during time $T_h$. Define $T_t$ to be the list of scheduled transmission times of the result of the optimal schedule, where $|L|$ is the total number request arrivals during $T_h$. Notice that if the optimal $T_t$ is known, then we can also establish an equivalence between the scheduled wavelength assignment problem and the graph coloring problem. The proof is similar to the proof above with two differences:

a) The scheduled $\omega$-wavelength-assignment problem with known $T_t$ can be reduced, in polynomial time, into a $\omega$-graph-colorability problem, in a way as:

- For each lightpath $l$ in $L$, create a corresponding vertex $v_l$ in $V_P$.
- For two vertices $v_i$ and $v_j$ in $V_P$, create an edge $e_{i\rightarrow j}$ in $E_P$ if the corresponding lightpath $i$ and $j$ in $L$ share some link over $G$ and do not overlap in transmission times.

b) The $n$-graph-colorability problem can be reduced, in polynomial time, into an scheduled $n$-WA problem. Notice that the WA problem is a special case of the scheduled WA problem where the transmission time of all lightpath overlaps.

Therefore, the scheduled $\omega$-wavelength-assignment problem with known $T_t$ is NP-complete. Hence we have the theorem below.

**Theorem 2.** The optimal scheduled wavelength assignment problem with known future traffic arrivals is at least NP-complete.

### 4.4.1 Complexity of the Optimal Scheduled Wavelength Assignment Algorithm with Known Future Traffic Arrivals

Although the optimal Scheduled WA problem is NP-complete, we can approximate the magnitude of the complexity to solve this problem. Define $\Lambda$ to be the total number
of wavelengths in the network, then with \(|L|\) request arrivals during \(T_h\), the total number of possible wavelength assignments is \(\Lambda^{|L|}\). Therefore, an optimal algorithm that computes the optimal over all possible wavelength assignments takes running time \(O(\Lambda^{|L|})\). The average processing power over \(T_h\) is, therefore, at least \(O(\Lambda^{|L|})/T_h\).

For Architecture \(T\), because tunneling results into decoupling of the problem, the complexity is \(O\left(\left(\frac{\Lambda}{D}\right)^{N_V(N_V-1)}\right)\), where \(D\) is the average number of source-destination tunnels over one link as defined in Eq. (3.14). For the WAN topology in Fig. 3-8, \(D \approx 92\), and \(N_V = 60\). Assume \(\Lambda = 200\), then \(O\left(\left(\frac{\Lambda}{D}\right)^{N_V(N_V-1)}\right) \approx O\left(\frac{M}{4540}\right)\), which is solvable if \(|L|\) is not too large. Therefore, tunneling greatly simplifies the optimal algorithm, by magnitude of \(D^{N_V(N_V-1)}\left(\Lambda^{1-\frac{1}{N_V(N_V-1)}}\right)^{|L|}\).

### 4.5 The Mathematically-Optimal Algorithm for Scheduled Wavelength Assignment

When future traffic arrivals are stochastic and unknown, one common way (in both industry and academia) of formulating the scheduled wavelength assignment problem is, for each new request, to minimize the number of wavelengths assigned in the network by searching over all possible routing and wavelength assignments and choosing an optimal schedule assignment. Let’s name an algorithm that find the mathematically-optimal schedule assignment with the aforementioned formulation the Mathematically-Optimal (MO) Algorithm. However, because with a meshed graph, even the problem of finding the longest simple path\(^3\) is NP-hard [33], the problem of searching over all possible routing and wavelength assignment to find the mathematically-optimal schedule assignment is at least NP-hard.

#### 4.5.1 Complexity of the Mathematically-Optimal Algorithm

With the Meshed Architecture which has a network logical topology graph \(G(V, E)\), there are in total \(2^{N_E}\) possible paths between a source and a destination node, where \(N_E\) is the number of edges in \(G(V, E)\). Therefore, the running time of the Mathematically-Optimal Algorithm with Architecture \(M\) is \(O(2^{N_E}F_M\Lambda_M)\), where \(F_M\) and \(\Lambda_M\) are the numbers of fibers and wavelengths per edge. However, with the Tunneled Architecture, the scheduling of traffic for one source-destination pair is decoupled with traffic for the

\(^3\)A path is simple if it does not have any repeated vertices.
other source-destination pairs, the routing and wavelength-assignment problem degenerates and the Mathematically-Optimal Algorithm only needs to search over wavelength tunnels assigned to that specific source-destination pair. Therefore, the running time of the Mathematically-Optimal Algorithm with Architecture T is $O(F_T \Lambda_T)$ where $F_T$ and $\Lambda_T$ are the numbers of fibers and wavelengths per tunnel.

### 4.6 The FIFO-EA Algorithm for Scheduled Wavelength Assignment

The scheduled wavelength assignment problem selects a wavelength channel that is available on all the links along the shortest path during the whole period of the scheduled transmission time. For simplicity, we adopt the first-in-first-out (FIFO) principle, and selects the smallest number-ed wavelength channel with the earliest available time. Name this wavelength assignment algorithm the First In First Out Earliest Available (FIFO-EA) Algorithm, and the overall scheduling algorithm the SPR-FIFO-EA Algorithm.

**Algorithm 4.1 The FIFO-EA Algorithm**

```alg
FIFO-EA(R, P, t_d)
1    for $\omega \leftarrow 1$ to $\Lambda_0$
2        $Sch(\omega) \leftarrow$ COLORPATH-EA($P, R, t_d, \omega, t_0$)
            // Select the Schedule with the earliest available time
            // among those of all wavelengths.
4        $SCH \leftarrow \min(Sch.T_s)$
5        if $SCH.t_s = \infty$
6            return Null
7        else return $SCH$
```

$G(V, E)$ represents the logical topology of the WAN. Request $R$ is in the form of $(v_s, v_d, t_d)$, where $v_s$ is the source node, $v_d$ is the destination node, and $t_d$ is the requested duration of the connection. $P$ is the shortest path from $v_s$ to $v_d$, and is composed of $H$ hops including $(h^1_P, h^2_P, \ldots, h^H_P)$. Let $\Lambda_0$ be the number of wavelength channels along one path$^4$. Let $f^k_P$ be the number of fibers on link $l^k_P$ with wavelength $\omega$, and $F$ for the

---

$^4\Lambda_{0M}$, the $\Lambda_0$ in Architecture M, is the same as $\Lambda$, the number of wavelengths per edge; while $\Lambda_{0T}$, the $\Lambda_0$ in Architecture T, is the same as $\Lambda_T$, the number of wavelengths per tunnel.
Algorithm 4.2 The COLORPATH-EA Subroutine

COLORPATH-EA(P, R, t_d, ω, t_0)
1. Sch_1 ← LATESTMIN-OALINKS(P, R, t_d, ω, t_0)
2. Sch_2 ← LATESTMIN-OALINKS(P, R, t_d, ω, Sch_1.T_s)
3. if Sch_1.T_s = Sch_2.T_s
   4. return Sch_2
   5. else return COLORPATH-EA(P, R, t_d, ω, Sch_2.T_s)

Algorithm 4.3 The LATESTMIN-OALINKS Subroutine

LATESTMIN-OALINKS(P, R, t_d, ω, t_0)
1. Link ← P.Link
2. v_d ← P.v_d
3. for h ← 1 to Link.Hops
   4. lSch(h) ← MIN-OAFIBERS(P, R, t_d, Link(h).Fibers, t_0)
5. v_dSch ← MIN-OATIMESEGMENTS(v_d.Usage, t_d, t_0)
6. Sch.T_s ← max(lSch.T_s, v_dSch.T_s)
7. Sch.FiberIndex ← lSch.FiberIndex
8. return Sch

Algorithm 4.4 The MIN-OAFIBERS Subroutine

MIN-OAFIBERS(P, R, t_d, Fibers, t_0)
1. for f ← 1 to Fibers.Size
   2. fSch(f) ← MIN-OATIMESEGMENTS(Fibers(f).usage, t_d, t_0)
3. Sch.T_s ← min(fSch.T_s)
4. Sch.FiberIndex ← min(fSch.T_s).Index
5. return Sch
Algorithm 4.5 The Min-oATimeSegments Subroutine

Min-oATimeSegments(usage, t_d, t_0)
1  if usage.size < N_s
2     usgPnt ← usage.Headead
3         // Initialize usgPnt to point to head of usage.
4     while usgPnt NOT usage.End
5             (t_s, t_e) ← usage(usgPnt).segment
6             if t_0 < t_s
7                 Sch.T_s ← t_0
8                 return Sch
9             usgPnt ← usage(usgPnt).next
10            t_0 ← t_e
11            Sch.T_s ← t_0
12            usage ← Null
13     else Sch.T_s ← ∞
14     return Sch

The total number of fibers on a link. Time usage with S segments (S ≤ N_s) on a particular wavelength on a particular fiber on a link is in the form of ((t^1_s, t^1_e), (t^2_s, t^2_e), ..., (t^S_s, t^S_e)).

Pseudo-code of the FIFO-EA Algorithm is given in Algorithm 4.1.

Figure 4-1: Illustration of Algorithm FIFO-EA.
Figure 4-2: Flowchart for Algorithm FIFO-EA.
Figure 4-3: Flowchart for Subroutine COLORPATH-EA.
Figure 4-4: Flowchart for Subroutine \textsc{LATEST\textsc{MIN-OA}LINKS}.
Fig. 4-1 and flowcharts in Fig. 4-2, 4.2, 4-4 and 4-5 illustrate the flow of the FIFO-EA Algorithm. The routine FIFO-EA takes input \((R, P, t_d)\), and iterates through all \(\Lambda_0\) wavelengths and outputs, if the request can be accommodated, a schedule with the earliest available time among the individual earliest available time over each wavelength channel or, otherwise, \(\infty\) (the request is blocked). The earliest available time on one wavelength is determined by the subroutine COLORPATH-EA (Algorithm 4.2). The intuition behind COLORPATH-EA is that if the \(i\)th link of path \(P\) is not available until time \(\tau\) then path \(P\) is not available until time \(\tau\). In other words, the earliest available time of path \(P\) cannot be earlier than the earliest available time of any link on the path. If link \(i\) is not available until time \(\tau\), to examine the available time of any other link, we only need to examine usages from time \(\tau\) onwards. On the
other hand, if \( \tau \) is the earliest available time of path \( P \), \( \tau \) is also the earliest available time of at least one link on the path, and the earliest available time of any links over path \( P \) starting from \( \tau \) is \( \tau \). Therefore, in \text{COLORPATH-EA}, the latest of the earliest available time on each link over the path starting from the time at the request is first determined (let it be \( Sch_1.T_s \)); then the latest of the earliest available time on each link over the path starting from \( Sch_1.T_s \) is determined (let it be \( Sch_2.T_s \)). If \( Sch_1.T_s \) is the same as \( Sch_2.T_s \), then all links are available starting from \( Sch_1.T_s \) and it is the earliest available time of the path. Otherwise, the path cannot be available before \( Sch_2.T_s \), and \text{COLORPATH-EA} is called recursively starting from \( Sch_2.T_s \).

Subroutine \text{LATESTMIN-OALINKS} (Algorithm 4.3) first calculates the earliest available time over each individual link, the earliest available time at the destination node, and then outputs the latest of the earliest available times over all links and at the destination node. The earliest available time over an individual link is determined by subroutine \text{MIN-OAFIBERS} (Algorithm 4.4), where the earliest available time is determined for each fiber on the link for the corresponding wavelength, and the earliest among the earliest available times for each fiber is output. The earliest available time over one fiber on a link for a corresponding wavelength is determined by \text{MIN-OATIMESEGMENTS} (Algorithm 4.5), where the usage is checked to output the earliest available time when the channel on that fiber is available for the duration \( t_d \).

### 4.6.1 Running Time Analysis of the FIFO-EA Algorithm

Let \( T_1(S) \) be the running time of FIFO-EA, \( T_2(S) \) be the running time of \text{COLORPATH-EA}, \( T_3(S) \) be the running time of \text{LATESTMIN-OALINKS}, \( T_4(S) \) be the running time of \text{MIN-OAFIBERS}, and \( T_5(S) \) be the running time of \text{MIN-OATIMESEGMENTS}. The worst case happens when every time segment on the path is checked. Thus, for the worst case,

\[
T_1(S) = \Lambda_0 T_2(S) + \Lambda_0 \tag{4.1}
\]
\[
T_2(S) \leq 2T_3(S) + T_2(S - \delta) \tag{4.2}
\]
\[
T_3(S) = HT_4(S) + T_5(S_{vd}) + H + 1 \tag{4.3}
\]
\[
T_4(S) = FT_5(S) + F \tag{4.4}
\]
where \( \delta \) is the number of time segments that have already been checked. Substituting Eq. (4.3) and (4.4) into (4.2), we obtain \( T_2(S) = O(SHF) \). Hence,

\[
T_1(S) = O(SHF \Lambda_0)
\]  

(4.5)

Define \( R_{FIFO-EA}^X \) as the running time of the FIFO-EA algorithm for Architecture X (X can be M or T). For Architecture M,

\[
R_{FIFO-EA}^M = O(SHF \Lambda_0 M)
\]

For Architecture T, because WAN node-pairs are tunneled, there are no gaps between consecutive time segments, and the FIFO-EA Algorithm only need to find the earliest time among the end time \( t_s \)'s of the last assignment on each wavelength channels. Therefore,

\[
R_{FIFO-EA}^T = O(FA_0 T)
\]

Table 4.1: Running time results of the Shortest-Path-Routing Algorithm, the Mathematically-Optimal Algorithm, and the FIFO-EA Algorithm. \( N_V \) is the number of nodes in the WAN. \( N_E \) is the number of edges in the WAN. \( S \) is the number of time segments for transactions scheduled over one wavelength on a link (\( S \leq N_s \) for Architecture M). \( H \) is the average number of hops for all paths. \( F \) is the number of fibers per link. \( \Lambda_0 M \) is the number of wavelengths per fiber for Architecture M, and \( \Lambda_0 T = \Lambda_0 M / D \) is the number of wavelengths per tunnel per fiber for Architecture T.

<table>
<thead>
<tr>
<th>Running Time</th>
<th>Architecture M</th>
<th>Architecture T</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPR</td>
<td>( O(N_V^3) )</td>
<td>( O(1) )</td>
</tr>
<tr>
<td>MO</td>
<td>( O(2^{N_E} FA_0 M) )</td>
<td>( O(FA_0 T) )</td>
</tr>
<tr>
<td>FIFO-EA</td>
<td>( O(SHF \Lambda_0 M) )</td>
<td>( O(FA_0 T) )</td>
</tr>
</tbody>
</table>

Analysis of Coefficients of the Running Time

As discussed in [16, Chap.25.2], the constant hidden in the \( \Theta \)-notation for the running time of the Floyd-Warshall Algorithm, \( \Theta(N_V^3) \), is small. If only considering comparison, summation, and assignment operations, the coefficient of \( \Theta(N_V^3) \) for the Floyd-Warshall Algorithm, including both computing the shortest-path weights and constructing the shortest path, is six.
In the derivation of the running time of the FIFO-EA Algorithm, the omitted constant in $O(SHFA)$ is three, and, $2SHFA < T_1(S) < 3SHFA$. During the execution of the worst case of algorithm FIFO-EA, for each time segment, there are four instructions involved, storing, loading, comparison, and discarding; as a result, $R^X_{FIFO-EA} \leq 4T_1(S)$.

### 4.6.2 Processing Power Analysis of the FIFO-EA Algorithm

The SPR algorithm is run only when there is a change in the network topology, much less frequently than the FIFO-EA algorithm. Hence, we focus on the processing power requirements of the FIFO-EA algorithm.

As defined in Chap.3, $N_v$ is the number of nodes in the WAN, $\rho$ is the average loading factor of each link, and $\Delta$ is the average node degree in the WAN. Let $N_p$ be the average population size connected to one WAN node, $\lambda$ be the request arrival rate at end user, and $\bar{T}_d$ be the average transmission time. Then the required processing power for Architecture X is $\lambda N_p N_v R^X_{FIFO-EA}$ for centralized scheduling, and $\lambda N_p R^X_{FIFO-EA}$ for distributed scheduling. For $\rho$ less than one, from Little’s Theorem,

$$\rho = \frac{\lambda N_p \bar{T}_d}{\Delta F \Lambda_0}$$

Therefore,

$$\lambda N_p = \frac{\rho \Delta F \Lambda_0}{\bar{T}_d}$$

The total processing power for Architecture X can then be re-expressed as, with centralized scheduling,

$$P^X_{cen} = \frac{\rho \Delta F \Lambda_0 N_v R^X_{FIFO-EA}}{\bar{T}_d}$$

and, with distributed scheduling,

$$P^X_{dis} = \frac{\rho \Delta F \Lambda_0 R^X_{FIFO-EA}}{\bar{T}_d}$$

### Traffic Model

To obtain numerical values of $P^X_{cen}$ and $P^X_{dis}$, we refer to the traffic model in [26], where the authors estimated the near-future traffic pattern based on the projected US population, and the assumptions that a user is active on the network with probably 0.1, and 10% of the time when a user is active, he/she is sending or receiving data with
rate 100 Mbps. From their results, the estimated traffic from one WAN node (Chicago for example) takes up 2526 full wavelengths of 10 Gbps, based on the projected US population and network usage. Therefore, $\rho \Delta F \lambda_0 \approx 2600$. Furthermore, we choose $\rho = 0.7$, $N_s/F \lambda_0 = 2$, $\Delta = 2.6$, and $T_d = 1s$. From Fig. (3-10), the blocking probabilities of both Architecture M and T with the above parameters are less than $10^{-5}$. From Eq. (3.6) and (3.15), we obtain the average integer values of $S$ for Architecture M and T are both one.

**Average Processing Power**

The above traffic model values refer to the network steady state values. Substituting them into Eq. (4.8) and (4.9) we can obtain the average processing power required for the FIFO-EA Algorithm. Substituting $R^{X}_{FIFO-EA}$ with the running time of the Mathematically-Optimal Algorithm, we can also obtain the average processing power for the Mathematically-Optimal Algorithm. The numerical values are summarized in Table 4.2.

**Peak Processing Power**

It is a common engineering practice to design a system to be able to sustain not only the average demand, but the peak demand, which corresponds to the peak traffic arrivals in our problem. Define peak traffic arrivals as the rare case situation where more arrivals than average arrive during 1 ms with the probability of occurrence $< 10^{-3}$. Define $N$ to be a Poisson random variable with mean as the average number of traffic arrivals within one 1 ms from all users in a MAN. With the average traffic arrival rate, within 1 ms, the number of average traffic arrivals in 1 ms is $\bar{N} = \lambda N_p \cdot 1ms = 2.6$. Define $N_{peak}$ to be the minimum number of peak arrivals within 1 ms, such that,

$$P(N > N_{peak}) < 10^{-3}$$

and $N_{peak} = 9$. Letting $\rho \Delta F \lambda_0 = 9$ and $T_d = 1$ ms in Eq. (4.8) and (4.9), we can obtain the peak processing power for both the FIFO-EA Algorithm and the Mathematically-Optimal Algorithm, which are summarized in Table 4.3.

---

5. 1 ms is chosen because processing of a request should be finished in $\sim$1 ms.
6. Traffic arrivals more than peak traffic arrivals are discarded, and the blocking probability due to more traffic arrivals than peak is less than $10^{-3}$, which is a reasonable target blocking probability.
Table 4.2: Average processing power for the FIFO-EA Algorithm and the Mathematically-Optimal (MO) Algorithm per Scheduler*.

<table>
<thead>
<tr>
<th></th>
<th>Average Processing Power</th>
<th>FIFO-EA</th>
<th>MO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Meshed</td>
<td>Tunneled</td>
</tr>
<tr>
<td>Centralized Scheduling</td>
<td>10.7 GIPS†</td>
<td>29.1 MIPS↑</td>
<td>3.5 x 10^{22} GIPS</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td>178 MIPS</td>
<td>0.48 MIPS</td>
<td>5.5 x 10^{20} GIPS</td>
</tr>
</tbody>
</table>

* The values in this table is the processing power per Scheduler. With centralized scheduling, the values are also the total processing power for scheduling. However, with distributed scheduling, the table values need to be multiplied by \( N_V \) to obtain the total processing power of all Schedulers for scheduling.

† GIPS is short for Giga Instruction per Second.

‡‡ MIPS is short for Mega Instructions per Second.

Table 4.3: Peak processing power for the FIFO-EA Algorithm and the Mathematically-Optimal (MO) Algorithm per Scheduler*.

<table>
<thead>
<tr>
<th></th>
<th>Peak Processing Power</th>
<th>FIFO-EA</th>
<th>MO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Meshed</td>
<td>Tunneled</td>
</tr>
<tr>
<td>Centralized Scheduling</td>
<td>37.2 GIPS†</td>
<td>0.1 GIPS</td>
<td>1.2 x 10^{23} GIPS</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td>0.6 GIPS</td>
<td>1.7 MIPS↑</td>
<td>1.9 x 10^{21} GIPS</td>
</tr>
</tbody>
</table>

* The values in this table is the processing power per Scheduler. With centralized scheduling, the values are also the total processing power for scheduling. However, with distributed scheduling, the table values need to be multiplied by \( N_V \) to obtain the total processing power of all Schedulers for scheduling.

† GIPS is short for Giga Instruction per Second.

‡‡ MIPS is short for Mega Instructions per Second.
From Table 4.3, we observe that by tunneling the WAN node pairs, the peak processing power per Scheduler by the FIFO-EA Algorithm can be reduced by three orders of magnitude for both centralized and distributed scheduling. Taking the processing power of the widely available Intel core processor for PC, i7 Extreme Edition 3960X (Hex core) as a reference, it can perform 177.73 GIPS at 3.33 GHz. The FIFO-EA Algorithm with either centralized or distributed scheduling can be handled by one such CPU per Scheduler for both Architecture M and T. However, with Architecture M, the Mathematically-Optimal Algorithm for distributed scheduling takes a super computer 12 mins to compute the schedule for one request, while with Architecture T, the Mathematically-Optimal Algorithm can be handled by one i7 CPU per Scheduler for both centralized and distributed scheduling.

4.7 Control Traffic Analysis of the Scheduling of Optical Flow Switching

The control traffic analysis for the Scheduling of Optical Flow Switching concerns the control traffic involved for users to request for a connection, for command exchange between a Scheduler and switches to set up or tear down a connection. The control traffic analysis applies to both optimal scheduling algorithms and heuristics algorithms.

4.7.1 Centralized Scheduling

In centralized scheduling, all requests are sent to one Scheduler and the Scheduler decides when and along which lightpath a transmission starts. Therefore, the Scheduler knows every transactions in the network (assuming there is no failure in the network). Reconfiguration commands are sent from the Scheduler to switches and the source and destination nodes that need to be reconfigured to set up an end-to-end lightpath. For a lightpath with \( \tilde{H}_{dp} \) hops\(^7\), there are \( \tilde{H}_{dp} - 1 \) switches that need to be reconfigured. The request for connection is in the form of \( (v_s, v_d, t_d) \), where \( v_s \) and \( v_d \) are the 128-bit IPv6 addresses of the source and destination nodes. The reconfiguration command is in the form of \( (fiber_{in}, fiber_{out}, \omega, T_s, T_e) \), where \( \omega \) specifies the wavelength of the lightpath.

\(^7\)Subscripts \( dp \) and \( cp \) are used to differentiate \( \tilde{H} \) of data plane and \( \tilde{H} \) of control plane. Note that for Architecture M, \( \tilde{H}_{dp} = \tilde{H}_{cp} \) and both equal to the average hop number of all paths over the network logical topology, while for Architecture T, \( \tilde{H}_{dp} = 1 \) and \( \tilde{H}_{cp} \) equals to the average hop number of all paths over the network logical topology.
and \( T_e \) specify the start and end time of the transmission.

Assume control traffic is carried over the Internet using TCP/IPv6\(^8\). The switch reconfiguration command is sent from the Scheduler to the corresponding switch using one TCP session. In one TCP session, at least eight IP packets are sent across the network: three for TCP initialization, three for TCP session close-down, one for the command to the switch, and one for the ACK from the switch to the Scheduler. For TCP session initialization and session close-down, no payload is carried in the IP packets, therefore, the minimum IP packet size is 40 bytes (the header size). To carry the data \( \langle \text{fiber}_{\text{in}}, \text{fiber}_{\text{out}}, \omega, T_s, T_e \rangle, (2L_F + L_{\Lambda_0} + |T_s| + |T_e|)(1 + \alpha_{\text{FEC}}) \) bits are needed, where \( L_F \) and \( L_{\Lambda_0} \) are the number of bits taken to specify a fiber and a wavelength, respectively, and \( \alpha_{\text{FEC}} \) denotes the percentage of overhead from the Forward Error Correction relative to the actual length of payload. Therefore, the minimum size for an IP packet carrying schedule data is \( 320 + (2L_F + L_{\Lambda_0} + |T_s| + |T_e|)(1 + \alpha_{\text{FEC}}) \) bits. Define \( L_{\text{sch}} \) to be the total control traffic for one TCP session with reconfiguration or schedule data, then

\[
L_{\text{sch}}^c = (2L_F + L_{\Lambda_0} + |T_s| + |T_e|)(1 + \alpha_{\text{FEC}}) + 320 \cdot 8 \text{ bits}
\]

where \( 320 \cdot 8 \text{ bits} \) accounts for the bits of IPv6 headers of eight IP packets in one TCP session. Similarly, the total control traffic for one TCP session for a request from the source node to the Scheduler is

\[
L_{\text{req}}^c = (|t_d| + 128 \cdot 2)(1 + \alpha_{\text{FEC}}) + 320 \cdot 8 \text{ bits}
\]

\( L_{\text{sch}}^c \) and \( L_{\text{req}}^c \) are the same for both Architecture M and T. Note that after the schedule command is sent to a switch, when the corresponding configuration is set up or torn down, the switch informs the Scheduler that the required configurations have been carried out successfully. Therefore, the total amount of control traffic involved in centralized scheduling of one request is

\[
L_{\text{req-sch}}^c = L_{\text{req}}^c + 3 \cdot \left( \bar{H}_{dp}^X + 1 \right) \cdot L_{\text{sch}}^c
\]

where the multiplicative factor 3 accounts the traffic for sending the configuration command from the Scheduler to the switch after the scheduling computation, and the

\(^8\text{IPv6 is used for future-compatibility.}\)
feedback traffic from a switch to the Scheduler after a connection is set up and torn down. The superscript \( X \) can be either \( M \) or \( T \) to indicate the specific Architecture \( M \) or \( T \) under study.

Therefore, the total amount of control traffic in centralized scheduling, \( L_{cen}^X \), is

\[
\lambda N_p N_v \bar{H}_{cp} L_{req-sch}^c, \text{ and with Eq. (4.6),}
\]

\[
L_{cen}^X = \frac{\rho F \Lambda_0 N_v \bar{H}_{cp}^X L_{req-sch}^c}{T_d}
\]  

(4.13)

To obtain numerical values of \( L_{cen}^X \), we refer to the same traffic model in Section 4.6.2 and network topology parameters in Section 3.4 in Chap.3. Table 4.4 lists the parameters we will use to calculate control traffic for both Architecture \( M \) and Architecture \( T \). For Architecture \( T \), because the logical data network topology is tunneled, \( \bar{H}_{dp}^T = 1 \) and the other parameters are the same as in Architecture \( M \). Substituting the values in Table 4.4 into Eq. (4.10), (4.11), and (4.12), we obtain the per-session control traffic values for Architecture \( M \) and Architecture \( T \) in Table 4.5.

\(^9\text{Note that } \bar{D}, F \text{ and } \Lambda \text{ for Architecture } M \text{ and } T \text{ are different. However, since they use the same physical topology, } \bar{D}F \Lambda \text{ is the same for these two different architectures, and the difference in } F \text{ and } \Lambda \text{ between these two architectures does not affect the value of } L_{sch}^c \text{ since a one-byte bit string is used to label different fibers and wavelengths.}\)
Table 4.4: Numerical values of Architecture M and Architecture T for control traffic volume calculation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho \tilde{D} F A_0 / \bar{T}_d$</td>
<td>2600 for the case of average traffic arrivals.</td>
</tr>
<tr>
<td>$\rho \tilde{D} F A_0 / \bar{T}_d$</td>
<td>9000 for the case of peak traffic arrivals†</td>
</tr>
<tr>
<td>$L_F$</td>
<td>8 bits</td>
</tr>
<tr>
<td>$L_{A_0}$</td>
<td>8 bits</td>
</tr>
<tr>
<td>$N_V$</td>
<td>60</td>
</tr>
<tr>
<td>$\bar{H}_M^{dp}$</td>
<td>4</td>
</tr>
<tr>
<td>$\bar{H}_M^{cp}$</td>
<td>4</td>
</tr>
<tr>
<td>$\bar{H}_T^{dp}$</td>
<td>1</td>
</tr>
<tr>
<td>$\bar{H}_T^{cp}$</td>
<td>4</td>
</tr>
<tr>
<td>$</td>
<td>T_s</td>
</tr>
<tr>
<td>$</td>
<td>t_d</td>
</tr>
<tr>
<td>$\alpha_{FEC}$</td>
<td>10%</td>
</tr>
</tbody>
</table>

† Peak traffic arrivals is defined in Section 4.6.2 as the rare case situation where more arrivals than average arrive during 1 ms with the probability of occurrence $< 10^{-3}$. 

Since under the centralized scheduling control, the scheduler knows the configuration of the whole network, and no link state update on connection setups and tear-downs is necessary. Therefore, the control traffic corresponding to link state update is the same as the scheduling control traffic for both Architecture M and T, and hence, we do not need to calculate the link state traffic separately under centralized scheduling.
4.7.2 Distributed Scheduling

In the distributed scheduling with Architecture M, when a connection request arrives at a node, the node runs the scheduling algorithm locally, and broadcasts the scheduling result to the whole network immediately, so that every other node gets an updated view of the whole network. Therefore, switch reconfiguration control traffic can be replaced by link state update control traffic. In this case, \( L'_{req} \), the control traffic for requests, is the same as \( L_{req}^c \); and, \( L'_{sch} \), the control traffic for scheduling to be sent to one other node is the same as \( L_{sch}^c \). The amount of control traffic involved in the distributed scheduling for one request, \( L_{req-sch}^d \), is

\[
L_{req-sch}^d = L_{req}^d + N_V \cdot 3 \cdot L_{sch}^d
\]

The total amount of control traffic in Architecture M is

\[
L_{dis}^M = \frac{\rho \Delta F A_0 N_V H_M^{M} \cdot L_{req-sch}^{M}}{T_d}
\]

In Architecture T since WAN node pairs are tunneled, the scheduling information of one request only needs to be broadcast to the source and destination nodes, and,

\[
L_{req-sch}^d = L_{req}^d + 3 \cdot 2L_{sch}^d
\]
The total amount of control traffic in Architecture T is
\[
L_{\text{dis}}^T = \frac{\rho \Delta F \Lambda_0 N_V \bar{H}_{cp}^T \cdot L_{\text{req-sch}}^{dT}}{\bar{T}_d}
\]

Similar as the analysis in Section 4.6.2, we use numerical values in Table 4.4 to calculate control traffic for both the average case ($\rho \bar{D}FA_0 / \bar{T}_d = 2600$) and the case of peak traffic arrivals ($\rho \bar{D}FA_0 / \bar{T}_d = 9000$). Table 4.6 summarizes the average control traffic for Architecture M and T under both centralized scheduling and distributed scheduling, while Table 4.7 summarizes the peak control traffic. To better understand the control traffic burden onto the control plane, we break down the control traffic in Table 4.6 and 4.7 into average edge load and heaviest edge load. The average bidirectional load per edge is obtained by dividing the total traffic by the total number of bidirectional edges in the WAN, which is 77. For the centralized scheduling, the control traffic happens between the central Scheduler with users or switches. Consider the central Scheduler has an average node degree 2.6, then the load on the edges connecting the central Scheduler is the heaviest, and can be obtained from $L_{\text{cen}}^{\bar{X}} / (\bar{H}_{cp}^{\bar{X}} \bar{X})$. For distributed scheduling, the traffic is between all schedulers with users and switches, with the assumption of uniform all-to-all traffic and a symmetric network topology, the average bidirectional load per edge is also the heaviest edge load.

Considering the peak control traffic on the heaviest-edge in Table 4.7 with distributed scheduling, tunneling leads to a two orders of magnitude reduction of the heaviest-edge control traffic.
Table 4.6: Average total control traffic of both centralized scheduling and distributed scheduling for both Architecture M and Architecture T.

<table>
<thead>
<tr>
<th>Average Control Traffic</th>
<th>Architecture M</th>
<th>Architecture T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized Scheduling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td>27.68 Gbps</td>
<td>12.16 Gbps</td>
</tr>
<tr>
<td>Per-edge</td>
<td>0.36 Gbps</td>
<td>0.16 Gbps</td>
</tr>
<tr>
<td>Heaviest-edge</td>
<td>2.66 Gbps</td>
<td>1.17 Gbps</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td>312.16 Gbps</td>
<td>12.16 Gbps</td>
</tr>
<tr>
<td>Per-edge†</td>
<td>4.05 Gbps</td>
<td>0.16 Gbps</td>
</tr>
</tbody>
</table>

† With distributed scheduling, in a symmetric WAN topology using shortest path routing, all control traffic is distributed evenly to all links. Therefore, the average bidirectional load per edge is also the heaviest edge load with distributed scheduling.

Table 4.7: Peak total control traffic of both centralized scheduling and distributed scheduling for both Architecture M and Architecture T.

<table>
<thead>
<tr>
<th>Peak Control Traffic</th>
<th>Architecture M</th>
<th>Architecture T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized Scheduling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td>95.8 Gbps</td>
<td>42.1 Gbps</td>
</tr>
<tr>
<td>Per-edge</td>
<td>1.24 Gbps</td>
<td>0.55 Gbps</td>
</tr>
<tr>
<td>Heaviest-edge</td>
<td>9.2 Gbps</td>
<td>4.1 Gbps</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td>1.08 Tbps</td>
<td>42.1 Gbps</td>
</tr>
<tr>
<td>Per-edge†</td>
<td>14 Gbps</td>
<td>0.54 Gbps</td>
</tr>
</tbody>
</table>

† With distributed scheduling, in a symmetric WAN topology using shortest path routing, all control traffic is distributed evenly to all links. Therefore, the average bidirectional load per edge is also the heaviest edge load with distributed scheduling.
Chapter 5

Physical Layer Impairments in EDFA-Amplified OFS Mesh Networks

Current optical networks are operated with predominantly static connections, and lightpaths are changed quasi-statically and may remain unchanged for months. Present methods of setting up a wavelength path result in slow changes to the network (~20 min setups), as each of the network element along the path is gradually tuned to the final settings to avoid instabilities arising from rapidly introducing another optical channel into the network. The link quality of all adjacent links are monitored as the lightpath is turned on in several steps. Optical Flow Switching enables and coordinates per-session end-to-end all optical lightpath switching over an optical network of meshed physical topology. Irrespective to whether the logical topology is Meshed or Tunneled, over the meshed physical topology, merging and diverging traffic in any link, unless the MAN owns an entire fiber tunnel, is unavoidable. Therefore, lightpaths for different source-destination pairs may share common mid-span fiber links, and there are dynamic lightpath-switching over the network, both in the aggregation sites in the MAN and in the long-haul backbone network.

In a long-haul fiber connection in today’s optical networks, one common way of amplifying the optical signal before it degrades is to use EDFAs. Pumped by an out-band laser, an EDFA provides amplification to all wavelength channels in-band. To mitigate the long-distance fiber loss in the long-haul network and to avoid frequent regeneration of optical signals, a tandem of 10’s of EDFAs can be used for amplification
of the optical signals. However, due to both the fundamental limitations and the
 gain control of EDFAs, when lightpath is switched on/off dynamically in a meshed
 network, existing channels in the same fiber experience fast transients and cross-channel
 power coupling, which is then amplified and controlled by downstream EDFAs, further
deteriorating the problem. In [35, 45, 36, 29, 30], the authors have investigated cross-
channel power transients and excursions under constant gain control of EDFA in optical
networks. However, these work has only investigated the effects on average optical
power of each channel, which is not enough to analyze the impact on the channel
quality. The pertinent metric for channel quality is Bit Error Rate (BER), which is a
result of the detection of the corrupted signal in random noise from the EDFAs and
the receiver. In the experiment by Junio [23] done at Bell Lab, fast transients and
steady-state channel quality variations were examined. The former impairment can be
quenched using “adiabatic” switching and the new Transport Layer Protocol in [21],
and from the scheduling perspective we assume the fast transient is totally accounted
for by the legal modulation and the transport layer protocol. The second impairment
directly impacts channel quality, and is a result of several factors: the randomness in the
EDFA gain, accumulation of Amplified Spontaneous Noise (ASE), constant gain control
of EDFAs, and the receiver noise. Switching-induced channel-quality variations affect
scheduling, i.e., worst case channel quality during the scheduled transmission time
needs to be estimated to guarantee performance and reach (for a selected transmission
rate if flexible transmission rate is used).

5.1 Detection Model

We assume the signal is On-Off modulated (at 10 Gbits/s in the experiments), and
use a matched filter at the receiver to obtain the “sufficient” statistics of the symbol.
Let $X$ represent the random variable at the matched filter output. Let Hypothesis
“1” ($H_1$) be the case where the received bit is “1”, and Hypothesis “0” ($H_0$) be the
case where the received bit is “0”. The signal fluctuations in the “1” and “0” levels,
are randomized by accumulated noise along the link. The accumulated noise and
fluctuations of the amplitudes of the signal will be compounded over the cascaded
amplifiers. The received output from the matched filter, $X$, can be modeled as a
Gaussian random variable under each hypothesis, and,

\[ H_1 : \text{Gaussian}(\mu_s, \sigma_s^2) \to f_{x|H_1}(x) = \frac{1}{\sigma_s \sqrt{2\pi}} \exp \left[ -\frac{(x - \mu_s)^2}{2\sigma_s^2} \right] \]

\[ H_0 : \text{Gaussian}(\mu_n, \sigma_n^2) \to f_{x|H_0}(x) = \frac{1}{\sigma_n \sqrt{2\pi}} \exp \left[ -\frac{(x - \mu_n)^2}{2\sigma_n^2} \right] \]  \hspace{1cm} (5.1)

Since “1”s and “0”s are assumed to be equally likely, \( P(H_1) = P(H_0) = 1/2 \). For the detected signal, the variance of bit “1” \( \sigma_s^2 \) is larger than the variance of bit “0” \( \sigma_n^2 \), and \( \mu_n < \mu_s \). Detection of Gaussian Signals in Gaussian Noise has been extensively studied, e.g. in [37]. Using the same techniques in [37], we re-derived the optimal detector for our problem in Appendix B. Appendix B shows the optimal threshold detector is a two-threshold detector, and under most realistic conditions, can be approximated by a single-threshold detector. We summarize the results in Appx. B in the following two propositions.

**Proposition 1.** The optimal two-threshold detector to detect the hypothesis in Eq. (5.1) is:

\[ H_1 \text{ is true, if } \quad X < x_2^* \text{, or } X > x_1^* \]

\[ H_0 \text{ is true, if } \quad x_2^* < X < x_1^* \]  \hspace{1cm} (5.2)

where,

\[ x_1^* = a + \sqrt{a^2 - b} \]

\[ x_2^* = a - \sqrt{a^2 - b} \quad , \text{where} \]

\[ a = \frac{\mu_n \sigma_n^2 - \mu_s \sigma_s^2}{\sigma_s^2 - \sigma_n^2} \]

\[ b = \frac{\sigma_s^2 \mu_n^2 - \sigma_n^2 \mu_s^2 + 2 \sigma_s^2 \sigma_n^2 \log \left( \frac{\sigma_n}{\sigma_s} \right)}{\sigma_s^2 - \sigma_n^2} \]  \hspace{1cm} (5.3)

The minimum error probability with this two-threshold detector is,

\[ (P_e)_{\text{min}} = \frac{1}{2} \left[ Q \left( \frac{\mu_s - x_1^*}{\sigma_s} \right) + Q \left( \frac{x_1^* - \mu_n}{\sigma_n} \right) \right] - \frac{1}{2} \left[ Q \left( \frac{\mu_s - x_2^*}{\sigma_s} \right) - Q \left( \frac{\mu_n - x_2^*}{\sigma_n} \right) \right] \]  \hspace{1cm} (5.4)

where \( Q(x) \) is the Q-function, and,

\[ Q(x) = \frac{1}{2} \erfc \left( \frac{x}{\sqrt{2}} \right) \]
Proposition 2. If,

\[
(\mu_n\sigma_s^2 - \mu_s\sigma_n^2)^2 \gg \sigma_s^2\mu_n^2 - \sigma_n^2\mu_s^2 + 2\sigma_s^2\sigma_n^2 \log \left( \frac{\sigma_n}{\sigma_s} \right)
\]

then the two-threshold detector in Eq. (5.2) can be approximated by the single-threshold detector below,

- \(H_1\) is True, if \(X > x^*_1\)
- \(H_0\) is True, if \(X < x^*_1\)

where \(x^*_1\) is defined in Eq. (5.3). The error probability of this single-threshold detector is,

\[
(P_e)_{\text{single-threshold}} = \frac{1}{2} \left[ Q \left( \frac{\mu_s - x^*_1}{\sigma_s} \right) + Q \left( \frac{x^*_1 - \mu_n}{\sigma_n} \right) \right] \tag{5.5}
\]

In the literature [3, Chap. 4] of studying BER of optical receivers, single-threshold model was often used. The single-threshold model was further simplified by ignoring the term \(\log \left( \frac{\sigma_n}{\sigma_s} \right)\) in Eq. (5.3), which made sense if \(\sigma_n^2\) and \(\sigma_s^2\) were comparable. Note that if \(\log \left( \frac{\sigma_n}{\sigma_s} \right) \approx 0\), then,

\[
\frac{(x^*_1 - \mu_n)^2}{2\sigma_n^2} = \frac{(x^*_1 - \mu_s)^2}{2\sigma_s^2}
\]

The threshold can be solved explicitly, and is,

\[
x^*_1 = \frac{\sigma_n\mu_s + \sigma_s\mu_n}{\sigma_s + \sigma_n}
\]

Define,

\[
Q \triangleq \frac{x^*_1 - \mu_n}{\sigma_n} = \frac{\mu_s - x^*_1}{\sigma_s} \tag{5.6}
\]

This parameter Q (different from the Q-function in Proposition 1 and Proposition 2) is often used to indicate BER [3, Chap. 4] as

\[
BER = \frac{1}{2} \erfc \left( \frac{Q}{\sqrt{2}} \right) \tag{5.7}
\]
However, in our analysis, we consider the situation where, in the detector, the variance of “1” bit \( \sigma^2_a \) is much larger than the variance of “0” bit \( \sigma^2_a \) due to noise accumulation through multiple EDFAs\(^1\). Therefore, we can not ignore the term \( \log \left( \frac{\sigma_n}{\sigma_a} \right) \), and we can not use Eq. (5.6) and (5.7) for calculating BER.

5.2 Noise Sources in EDFA-Amplified Optical Links

5.2.1 Amplified Spontaneous Emission

Spontaneous emission is a major noise source in both lasers and amplifiers. It is mostly a result of the random de-excitation of the laser ions, which has been understood through quantum mechanics [20, 43]. In an amplifier, the spontaneous emission noise is further amplified when it travels through the rest of the amplification medium, therefore, it is named Amplified Spontaneous Emission (ASE).

For an optical amplifier with optical bandwidth \( B_o \), the ASE noise can be written as,

\[
P_{sp} = 2S_{sp}B_o
\]

where \( B_o \) is bandwidth of the optical filter. The parameter \( S_{sp} \) is the spectral density of the ASE noise, which can be considered as nearly constant, and can be written as [3],

\[
S_{sp} = (G - 1)n_{sp}h\nu
\]

where \( \nu \) is the optical frequency of the incident photons, and \( h \) is the Planck constant. The parameter \( n_{sp} \) is the spontaneous-emission factor, and

\[
n_{sp} = \frac{N_2}{N_2 - N_1}
\]

where \( N_1 \) and \( N_2 \) are the atomic populations for the ground and excited states, respectively. Therefore, the ASE noise in Eq. (5.8) can be re-written as,

\[
P_{sp} = 2(G - 1)n_{sp}h\nu B_o = 2(G - 1)\frac{N_2}{N_2 - N_1}h\nu B_o
\]

\(^1\)In the experiment the extinction ratio is not zero (16:1 in dB), but after many amplifiers \( \sigma_n^2 \) is dominated by accumulated amplifier noise.
5.2.2 Detection Noise

The shot noise and thermal noise are two fundamental noise sources that limit the BER of an optical receiver. For incident optical signal that itself fluctuates because of noise accumulation along the transmission, additional noise including beat noise and intensity noise is generated at the receiver [3]. Expressing them in the form of receiver current, the current of a photo receiver can be written as

\[ I(t) = I_p + i_s(t) + i_{\text{sig-sp}}(t) + i_{\text{sp-sp}}(t) + i_I(t) + i_T(t) \]  

(5.12)

where \( i_s(t) \) is the zero-mean current fluctuation from shot noise, \( i_{\text{sig-sp}}(t) + i_{\text{sp-sp}}(t) \) is from beat noise, \( i_I(t) \) is from incident optical signal intensity noise, and \( i_T(t) \) is from Thermal noise. \( I_p \) is the average photodiode current, and,

\[ I_p = R\bar{P}_{\text{in}} \]

where \( \bar{P}_{\text{in}} \) is the average incident optical power. The parameter \( R \) is the photodetector responsivity, and,

\[ R = \frac{\eta q}{h\nu} \]

where \( \eta \) is the quantum efficiency of the photo detector.

**Shot Noise**

Shot noise is a manifestation of the fact that the electron generation at the receiver constitutes a random process, leading to current fluctuation in the photodiode. The photodiode current generated in response to a constant optical signal \( P_{\text{in}} \) can be written as,

\[ I(t) = I_p + i_s(t) \]

(5.13)

where \( I_p = R\bar{P}_{\text{in}} \) is the average photodiode current and \( i_s(t) \) is the current fluctuation due to shot noise. The noise variance of the shot noise is,

\[ \sigma_s^2 \triangleq \langle i_s^2(t) \rangle = 2qI_pB_e \]

(5.14)

where \( B_e \) is the effective noise bandwidth of the receiver.
Intensity Noise from EDFA Gain Randomness

Intensity fluctuation of incident optical signal leads to intensity noise in the photodetector. In this analysis, we focus on the intensity fluctuation caused by randomness in the gain of the EDFA because a chain of $k$ amplifiers amplifies the intensity noise exponentially (which will be discussed in later sections). Different from the spontaneous emission which is unpolarized, the randomness in the gain of an EDFA refers to the gain fluctuation which is in-phase of the input signal light, and can be best understood from quantum mechanics [25]. We use $g$ to represent the EDFA gain if the gain is approximated as a constant, and use $G$ to represent the EDFA gain if the gain randomness is considered. We quantify the randomness in the gain using $\sigma_G^2/g^2$, where $\sigma_G^2$ is the variance of $G$, and $g$ is the mean of $G$. Randomness in the EDFA gain leads to intensity fluctuation of the amplified optical signal, which is further amplified by downstream EDFAs. Define $\sigma_{IG}^2$ to be the intensity noise variance of the receiver current resulted from the gain randomness, we have,

$$\sigma_{IG}^2 = R^2 \langle (\Delta P_m)^2 \rangle = R^2 \frac{\sigma_G^2}{g^2} \frac{\langle (\Delta P_m)^2 \rangle}{P_{in}^2}$$

We will derive $\sigma_{IG}^2$ as a function of $\sigma_G^2/\mu_G^2$ in the later analysis.

**Beat Noise**

At the photo receiver, the generated photocurrent can be written as [3, Chap.6],

$$I = R|\sqrt{G}E_s + E_{sp}|^2 + i_s + i_T$$

(5.15)

where $E_s$ is the signal field and $E_{sp}$ is the optical field associated with the ASE. ASE-induced current noise manifests into beat noise, which is a result of beating of $E_s$ with $E_{sp}$ and $E_{sp}$ with itself [3, Chap.6]. The ASE field $E_{sp}$ is broadband and can be written as

$$E_{sp} = \int \sqrt{S_{sp}} \exp(\phi_n - i\omega_n t) d\omega_n$$

where $\phi_n$ is the phase of the noise-spectral component at the frequency $\omega_n$. Using $E_s = \sqrt{P_s} \exp(\phi_s - i\omega_s t)$, the current of the two beating noise terms can be obtained
from Eq. (5.15) as

\[ i_{\text{sig-sp}} = 2R \int (g P_s S_{sp})^{1/2} \cos \theta_1 d\omega_n \]  \hspace{1cm} (5.16)

\[ i_{\text{sp-sp}} = 2R \int S_{sp} \cos \theta_2 d\omega_n d\omega_n' \]  \hspace{1cm} (5.17)

where \( \theta_1 = (\omega_s - \omega_n)t + \phi_n - \phi_s \) and \( \theta_2 = (\omega_n - \omega_n')t + \phi_n' - \phi_n \) are two random phases that vary rapidly. Averaging over the random phases, we obtain the noise variance of the two beat noise,

\[ \sigma_{\text{sig-sp}}^2 = 4R^2 g P_s S_{sp} B_c \]

\[ \sigma_{\text{sp-sp}}^2 = 4R^2 S_{sp}^2 B_c B_e \]

**Thermal Noise**

Thermal noise is a manifestation of random thermal motion of electrons in any conductor. The noise variance due to thermal noise can be written as

\[ \sigma_T^2 \triangleq \langle i_T^2(t) \rangle = \frac{4k_B T}{R_L} B_e \]

where \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature, and \( R_L \) is the load resistor. Thermal noise is small relative to the other noise sources and are often ignored in detection models.

**5.3 EDFA Architecture**

Figure 5-1 shows a typical EDFA architecture. This is also the EDFA used in the experiments in [23]. It is a two-stage amplifier with each span of Erbium-Doped Fibers pumped by a 980 nm source. A Gain-Flattening Filter (GFF) is used between them to flatten the gain spectrum. A control system (controlling the mid-stage Variable-Optical Attenuator between the two-stage Erbium-Doped fibers and the pump source) is capable of adjusting the internal gain to within 0.1 dB of the target within milliseconds. Define \( P_{\text{in}} \) as the input optical power to an EDFA, and \( P_{\text{out}} \) as the output optical power, and \( g = P_{\text{out}}/P_{\text{in}} \) as the average gain. In practice, there are two common operating modes for EDFA: constant gain mode, and constant power mode. In the constant power mode, the amplifier is controlled to produce a constant output...
power, regardless of input power variations. In the constant gain mode, the amplifier is controlled to maintain the average of $P_{\text{out}}/P_{\text{in}}$ to be constant. Denote $P_{sp}$ as the noise of the amplified spontaneous emission (ASE) that is added to the input signal by the EDFA. Under the constant gain control, the ratio of the total output power over the total input power (i.e., $(P_{\text{in}} + P_{sp})/P_{\text{in}}$, instead of the amplification gain seen by input signal) is controlled to be constant. To avoid misunderstanding, we use quotation signs for the constant gain control of the ratio of the total output power to the input power, i.e., “constant gain mode” or “constant gain control”. Figure 5-2 shows a simplified schematic representation of an EDFA with random gain $G$ and ASE noise $P_{sp}$.

Figure 5-1: The architecture of the EDFA used for the experiments. It is a two-stage amplifier pumped by a 980 nm pump source. The variable optical attenuator and the pump can be adjusted by the EDFA control system.

Figure 5-2: A schema of an EDFA with random gain $G$ and ASE noise $P_{sp}$.

Define a naming convention, Model A-B, for EDFA-amplified optical links, where,

- $A$ refers to the number of cascaded EDFA(s) in the link,
- $B = g$ if the amplifier gain intensity noise is ignored, and $B = G$ if otherwise.

5.4 EDFA-Amplified Optical Link Model 1-g

We start with analyzing the simplest EDFA model, Model 1-g as shown in Fig. 5-3. In the model, an optical attenuation $l$ is applied before the EDFA to simulate the loss
the optical signal experiences when propagating in the fiber before being amplified by an amplifier.

![Diagram](image)

Figure 5-3: Model 1-g with fiber loss $l$.

### 5.4.1 Optical Signal and Noise of Model 1-g

The output $P_{\text{out}}$ includes both signal and noise, and

$$ P_{\text{out}} = P_0 l g + P_{sp} $$

where $P_0$ is the initial optical signal power out of a transmitter. $P_{sp}$ is the optical ASE noise from Eq. (5.11), and $P_{sp} = 2(g - 1)n_{sp} h \nu B_0$. The optical signal to noise ratio (OSNR) at the output, therefore, is

$$ \text{OSNR}_{1-g} = \frac{P_0 l g}{2(g - 1)n_{sp} h \nu B_0} $$

### 5.4.2 Electrical Signal and Noise of Model 1-g

More noise (shot noise and thermal noise) is added to the signal at the optical receiver when being detected, and ASE noise manifests into beat noise both with the signal field and with itself. Assuming infinite extinction ratio for the On-Off Keying modulation and ignoring thermal noise, from Eq. (5.15), the photocurrent is,

$$ I_1 = R[E_0 \sqrt{lg + E_{sp}}]^2 + i_{s1} + i_{\text{sig-sp}_1} + i_{\text{sp-sp}_1}, \quad \text{for bit “1”} $$

$$ I_0 = R[E_{sp}]^2 + i_{s0} + i_{\text{sp-sp}_0}, \quad \text{for bit “0”} $$
Therefore, for bit “1”, we have,

\[
\bar{I}_1 = R(P_0 lg + P_{sp}) \\
\sigma_{s_1}^2 = 2qR(P_0 lg + P_{sp})B_e \\
\sigma_{sig-sp_1}^2 = 4R^2 P_0 lg (g - 1)n_{sp}h\nu B_e \\
\sigma_{sp-sp_1}^2 = 4R^2 [(g - 1)n_{sp}h\nu]^2 B_o B_e
\]

For bit “0”, we have

\[
\bar{I}_0 = RP_{sp} \\
\sigma_{s_0}^2 = 2qRP_{sp}B_e \\
\sigma_{sp-sp_0}^2 = 4R^2 [(g - 1)n_{sp}h\nu]^2 B_o B_e
\]

The variance of bit “1” is larger than the variance of bit “0”. Detecting whether the received bit is “1” or “0” is different from classical formulation where variances of bit “1” and “0” are approximately the same. In [3, Chap.6], when detection noise is dominated by the signal-spontaneous beat noise, the electrical SNR is defined as

\[
\text{SNR}_{el} = \frac{(\bar{I}_1 - \bar{I}_0)^2}{\sigma_{sig-sp}^2}
\]

However, in our formulation, accumulated noise increases quickly after a cascade of multiple amplifiers, and the accumulated noise power can be large enough so that other noise factors besides signal-spontaneous beat noise also become significant and cannot be ignored. Therefore, we define the electrical SNR (ESNR) to be,

\[
\text{ESNR} \triangleq \frac{(\bar{I}_1 - \bar{I}_0)^2}{\sigma_{s_1}^2 + \sigma_{sig-sp_1}^2 + \sigma_{sp-sp_1}^2} \tag{5.18}
\]

For Model 1-g,

\[
\text{ESNR}_{1-g} = \frac{(P_0 lg)^2}{2q(P_0 lg + P_{sp})B_e + 4P_0 lg (g - 1)n_{sp}h\nu B_e + 4 [(g - 1)n_{sp}h\nu]^2 B_o B_e}
\]

Ignoring the shot noise term,

\[
\text{ESNR}_{1-g} \approx \frac{P_0 lg}{2P_{sp} + \frac{P_{sp}^2}{P_0 lg}} \cdot \frac{B_o}{B_e}
\]

If \( P_0 lg \gg P_{sp} \),

\[
\text{ESNR}_{1-g} \approx \frac{B_o}{2B_e} \cdot \frac{P_0 lg}{P_{sp}} = \frac{B_o}{2B_e} \cdot \text{OSNR}_{1-g}
\]
Note that the BER defined in Eq. (5.4) or (5.5) depends on statistics of both bit "1" and bit "0", while the ESNR defined in Eq. (5.18) is a function of only bit "1" statistics. Therefore, the ESNR itself is not enough to determine the BER. We included the analysis of the afore-defined ESNR in this thesis because this was similar to the $\sigma_s^2/\mu_s^2$ measured in the experiment by Junio [23].

5.5 EDFA-Amplified Optical Link Model $k$-g

Figure 5-4 shows a cascade of $k$ amplifiers, each separated by a fiber span with loss $l$.

![Figure 5-4: Model $k$-g.](image)

5.5.1 Optical Signal and Noise of Model $k$-g

The optical signal power after $k$ amplifiers $(P_{\text{sig}})_k$ is

$$(P_{\text{sig}})_k = P_0 (lg)^k$$

The accumulated ASE noise after $k$ amplifiers $(P_{sp})_k$ is

$$(P_{sp})_k = P_{sp} \sum_{i=0}^{k-1} (lg)^i = \begin{cases} kP_{sp} \frac{(lg)^k}{1-lg} & \text{if } lg = 1 \\ P_{sp} \frac{(lg)^k}{1-lg} & \text{otherwise} \end{cases}$$

The optical signal to noise ratio of Model k-g, therefore, is

$$(OSNR)_{k-g} = \begin{cases} \frac{P_0}{2(g-1)\gamma_{sp} \nu B_o} & \text{if } lg = 1 \\ \frac{P_0(lg)^k(1-lg)}{2(g-1)\gamma_{sp} \nu B_o [1-(lg)^k]} & \text{otherwise} \end{cases}$$

(5.19)

From the above equation, we have the following observations:

1. For $lg < 1$, as $k$ increases, $(OSNR)_{k-g}$ decreases at a rate of $\frac{(lg)^k}{1-(lg)^k}$. And for large $k$, $(OSNR)_{k-g}$ decreases at a rate of $(lg)^k$ asymptotically.
\[ \lim_{k \to \infty} (\text{OSNR})_{k-g} = 0 \]

2. For \( lg = 1 \), as \( k \) increases, \((\text{OSNR})_{k-g}\) decreases at a rate of \( \frac{1}{k} \).

\[ \lim_{k \to \infty} (\text{OSNR})_{k-g} = 0 \]

3. For \( lg > 1 \), as \( k \) increases, \((\text{OSNR})_{k-g}\) decreases at a rate of \( \frac{1}{(lg)^k} \).

\[ \lim_{k \to \infty} (\text{OSNR})_{k-g} = \frac{P_0(lg-1)}{2(lg-1)n_{e}\nu B_o} \]

### 5.5.2 Electrical Signal and Noise of Model k-g

The photocurrent of bit “1” is,

\[
(I_1)_k = \begin{cases} 
    R \left[ E_0 + E_{sp} \sqrt{k} \right]^2 + i_{s1} + i_{\text{sig-sp1}} + i_{\text{sp-sp1}} & \text{if } lg = 1 \\
    R \left[ E_0 \sqrt{(lg)^k} + E_{sp} \sqrt{\frac{1-(lg)^k}{1-lg}} \right]^2 + i_{s1} + i_{\text{sig-sp1}} + i_{\text{sp-sp1}} & \text{otherwise}
\end{cases}
\]

The photocurrent of bit “0” is,

\[
(I_0)_k = \begin{cases} 
    Rk |E_{sp}|^2 + i_{s0} + i_{\text{sp-sp0}} & \text{if } lg = 1 \\
    R \frac{1-(lg)^k}{1-lg} |E_{sp}|^2 + i_{s0} + i_{\text{sp-sp0}} & \text{otherwise}
\end{cases}
\]

Therefore, for bit “1”, we have,

\[
(\bar{I}_1)_k = \begin{cases} 
    R(P_0 + kP_{sp}) & \text{if } lg = 1 \\
    R \left[ P_0(lg)^k + P_{sp} \frac{1-(lg)^k}{1-lg} \right] & \text{otherwise}
\end{cases}
\]

\[
(a_{s1}^2)_k = \begin{cases} 
    2qR(P_0 + kP_{sp})B_e & \text{if } lg = 1 \\
    2qR \left[ P_0(lg)^k + P_{sp} \frac{1-(lg)^k}{1-lg} \right] B_e & \text{otherwise}
\end{cases}
\]

\[
(a_{\text{sig-sp1}}^2)_k = \begin{cases} 
    4R^2 P_0 k(g-1)n_{e}\nu B_e & \text{if } lg = 1 \\
    4R^2 P_0 (g-1)n_{e}\nu B_e \frac{(lg)^k [1-(lg)^k]}{1-lg} & \text{otherwise}
\end{cases}
\]

\[
(a_{\text{sp-sp1}}^2)_k = \begin{cases} 
    4R^2 [k(g-1)n_{e}\nu]^2 B_e B_e & \text{if } lg = 1 \\
    4R^2 \left[ \frac{1-(lg)^k}{1-lg} (g-1)n_{e}\nu \right]^2 B_e B_e & \text{otherwise}
\end{cases}
\]
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For bit "0", we have

\[
(I_0)_k = \begin{cases} 
  kR_{Psp} & \text{if } lg = 1 \\
  R_{Psp} \frac{1-(lg)^k}{1-lg} & \text{otherwise}
\end{cases}
\]

\[
(\sigma^2_{\infty})_k = \begin{cases} 
  2kqR_{Psp}B_e & \text{if } lg = 1 \\
  2qR_{Psp}B_e \frac{1-(lg)^k}{1-lg} & \text{otherwise}
\end{cases}
\]

\[
(\sigma^2_{sp-sp})_k = \begin{cases} 
  4R^2 \left[ k(g-1)n_{sp}hv \right]^2 B_o B_e & \text{if } lg = 1 \\
  4R^2 \left[ \frac{1-(lg)^k}{1-lg} \right]^2 \left( g-1 \right)n_{sp}hv B_o B_e & \text{otherwise}
\end{cases}
\]

Therefore, the ESNR as defined in Eq. (5.18) for Model k-g is

\[
\text{ESNR}_{k-g} = \begin{cases} 
  \frac{P_0^2}{2k(P_0+P_{sp})^2 B_e + 4P_0k(g-1)n_{sp}hv B_e + 4k(g-1)n_{sp}hv^2 B_o B_e} & \text{if } lg = 1 \\
  \frac{P_0}{2kP_{sp} + k^2 \frac{P_{sp}^2}{P_0} + 4P_0(k(g-1)n_{sp}hv B_e + 4k(g-1)n_{sp}hv^2 B_o B_e)} & \text{otherwise}
\end{cases}
\]  
(5.22)

Ignoring the shot noise,

\[
\text{ESNR}_{k-g} \approx \begin{cases} 
  \frac{P_0}{2kP_{sp} + k^2 \frac{P_{sp}^2}{P_0} + 4P_0(k(g-1)n_{sp}hv B_e + 4k(g-1)n_{sp}hv^2 B_o B_e)} \cdot \frac{B_o}{B_e} & \text{if } lg = 1 \\
  \frac{1}{2kP_{sp} + k^2 \frac{P_{sp}^2}{P_0} + 4P_0(k(g-1)n_{sp}hv B_e + 4k(g-1)n_{sp}hv^2 B_o B_e)} \cdot \frac{1}{\frac{P_{sp}^2}{P_0} + \frac{1}{1-lg}} \cdot \frac{B_o}{B_e} & \text{otherwise}
\end{cases}
\]  
(5.23)

From the above equation, we have the following observations:

1. For \( lg < 1 \), as \( k \) increases, \( (\text{ESNR})_{k-g} \) decreases at a dominating rate of \( (lg)^2k \).
   - \( \lim_{k \to \infty} (\text{ESNR})_{k-g} = 0 \)

2. For \( lg = 1 \), as \( k \) increases, \( (\text{ESNR})_{k-g} \) decreases at a rate of \( \frac{1}{k^2} \), as shown in Fig. 5-7.
   - \( \lim_{k \to \infty} (\text{ESNR})_{k-g} = 0 \)

3. For \( lg > 1 \), as \( k \) increases, \( (\text{ESNR})_{k-g} \) decreases at a rate of \( \frac{1}{1-(lg)^k} \).
   - \( \lim_{k \to \infty} (\text{ESNR})_{k-g} = \frac{P_0(g-1)}{2P_{sp} + \frac{P_{sp}^2}{P_0(g-1)}} \cdot \frac{B_o}{B_e} \)
   - \( \text{If } P_0 \gg P_{sp}, \lim_{k \to \infty} (\text{ESNR})_{k-g} = \frac{P_0(g-1)}{2B_e} \cdot \text{OSNR}_{k-g} \)

Note that when beat noise of spontaneous emission with itself cannot be ignored, the denominator of ESNR is a quadratic function of the accumulated optical noise.
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power, while the nominator of ESNR is a linear function of the optical signal power, therefore, knowing the ratio of optical signal and optical noise (i.e., the OSNR) is not enough to determine the ESNR. Hence, by knowing the OSNR before the signal is detected is not enough to determine the BER, instead, both exact values of signal power and noise power are needed to derive the BER for both Model k-g and Model k-G.

5.5.3 Special case of Model k-g when \( l_g < 1 \) and \( l_g = \beta \)

Define

\[
\beta = \frac{P_0}{P_0 + P_{sp}}
\]

A special case for \( l_g < 1 \) is when \( l_i = \beta/g \) for \( i > 1 \), and \( l_1 = 1/g \). Each fiber span loss is composed of two factors, loss \( 1/g \) which is compensated by the amplifier gain \( g \), and an additional loss \( \beta \). Equivalently, we can interpret the loss \( \beta \) as an attenuation factor from the gain control of the EDFA, and we arrive at the model in Fig. 5-5.

Figure 5-5: A special case of Model k-g, when \( l_g = \beta \).

Let \((P_{out})_i\) be the output optical power of the \( i \)th amplifier in Fig. 5-5. After one amplifier,

\[
(P_{out})_1 = \left( P_0 \frac{1}{g} g + P_{sp} \right) \beta = P_0
\]

Therefore, the output power of the first amplifier is controlled to be the same as the original input optical power. Using induction, we can easily prove that

\[
(P_{out})_i = P_0
\]

Hence, the effect of having \( l_g = \beta \) is that the output of each amplifier is controlled to be equal to the initial signal power \( P_0 \). Note that this is under “constant gain control” that results in equal output power. This is not constant power control, because the output power is controlled to be equal to \( P_0 \), and if \( P_0 \) changes, \( P_{out} \) also changes accordingly through \( \beta \). If it was under constant power control, \( P_{out} \) would stay the
same despite of variations of $P_0$. Therefore, the OSNR, when the signal is on, is,

$$(\text{OSNR})_{k-g} = \frac{P_0(1 - \beta)}{2(g-1)n_{sp}h\nu B_o} \cdot \frac{1}{\left(\frac{1}{\beta}\right)^k - 1}$$

For large $k$, $(\text{OSNR})_{k-g}$ decreases at a rate of $\beta^k$ asymptotically. The ESNR is

$$\text{ESNR}_{k-g} \approx \frac{P_0}{2P_{sp} \frac{\beta^k-1}{1-\beta} + \frac{P_{sp}^2}{P_0} \left(\frac{\beta^k-1}{1-\beta}\right)^2} \cdot \frac{B_o}{B_c}$$

As $k$ increases, $(\text{ESNR})_{k-g}$ decreases at a rate of $\beta^{2k}$, the same observation as the case of Model $k$ with $lg < 1$.

5.6 EDFA-Amplified Optical Link Model $k$-G

We now include the effect of the EDFA random gain. Model $k$-G in Fig. 5-6 includes intensity noise caused by in-phase gain randomness of the EDFA, and this model uses $G$ instead of $g$.

![Figure 5-6: Model $k$-G](image)

5.6.1 Optical Signal and Noise of Model $k$-G

The average optical signal power after $k$ amplifiers $(P_{\text{sig}})_k$ is

$$(P_{\text{sig}})_k = P_0(lg)^k$$

The average accumulated ASE noise after $k$ amplifiers $(P_{sp})_k$ is

$$(P_{sp})_k = P_{sp} \sum_{i=0}^{k-1} (lg)^i = \begin{cases} kP_{sp} & \text{if } lg = 1 \\ P_{sp} \frac{1-(lg)^k}{1-lg} & \text{otherwise} \end{cases}$$
Therefore, the optical signal field after \( k \) amplifiers \((E_{\text{sig}})_k\) is

\[
(E_{\text{sig}})_k = E_0 \left( \prod_{i=1}^{k} lG_i \right)^{\frac{1}{2}}
\]

The accumulated ASE field after \( k \) amplifiers \((E_{\text{sp}})_k\) is

\[
(E_{\text{sp}})_k = \sum_{i=1}^{k-1} E_{\text{sp}} \left( \prod_{j=i+1}^{k} lG_j \right)^{\frac{1}{2}} + E_{\text{sp}}
\]

The exact calculation of the intensity noise due to gain randomness depends on the distribution of \( G \) and is tedious to calculate. We approximate the intensity noise by two extra variance terms, one from the amplified signal and one from the ASE noise (the derivations are in App. C). The random gain intensity noise from the signal is,

\[
\sigma_{IG_{\text{sig}}}^2 = P_0(lg)^k \left[ 1 - \left( 1 - \frac{\text{Var}(\sqrt{G})}{g} \right)^{k-1} \right]
\]  

The gain intensity noise from the accumulated ASE is,

\[
\sigma_{IG_{\text{sp}}}^2 = P_{\text{sp}} \sum_{i=1}^{k-1} \left( (lg)^{-i} - \left[ lg \left( 1 - \frac{\text{Var}(\sqrt{G})}{g} \right) \right]^{k-i} \right)
\]

\[
= \begin{cases} 
P_{\text{sp}} \frac{(k-1) - \frac{g}{\text{Var}(\sqrt{G})} \left[ 1 - \left( 1 - \frac{\text{Var}(\sqrt{G})}{g} \right)^{k-1} \right]}{1-lg} & \text{if } lg = 1 \\
\frac{lg(1-(lg)^{-i})}{1-lg} - \frac{lg \left( 1 - \frac{\text{Var}(\sqrt{G})}{g} \right) \left[ 1 - (lg \left( 1 - \frac{\text{Var}(\sqrt{G})}{g} \right))^{k-1} \right]}{1-lg} & \text{if } lg \neq 1, lg \neq \frac{1}{1-\text{Var}(\sqrt{G})} \\
\frac{lg lg^{-i}}{lg^{-i} - (k-1)} & \text{if } lg = \frac{1}{1-\text{Var}(\sqrt{G})} \end{cases}
\]

Note that with random gain intensity noise considered, the optical field of bit “1” is more random than that of bit “0”. We approximate the OSNR when the signal is on by,

\[
(\text{OSNR})_{k-G} \triangleq \frac{(P_{\text{sig}})_k}{(P_{\text{sp}})_k + \sigma_{IG_{\text{sig}}}^2 + \sigma_{IG_{\text{sp}}}^2}
\]

To see how \( k \) and random gain affect OSNR and to make the analysis easier, we look at \( \frac{1}{\text{OSNR}_{k-G}} \) in three cases where \( lg < 1, lg = 1 \), and \( lg > 1 \). Notice that \( \frac{1}{\text{OSNR}_{k-G}} \)
is composed with three parts, and,

\[
\frac{1}{\text{OSNR}_{k-G}} = \frac{(P_{sp})_k}{(P_{sig})_k} + \frac{\sigma_{IGsp}^2}{(P_{sig})_k} + \frac{\sigma_{IGsp}^2}{(P_{sig})_k}
\]

1. For \( lg = 1 \),

\[
\frac{1}{\text{OSNR}_{k-G}} = \frac{P_{sp}}{P_0 (2k-1)} + \left[ \frac{P_{sp}g}{P_0 \text{Var}(G)} - \left( 1 - \frac{\text{Var}(G)}{g} \right) \right] \left( 1 - \frac{\text{Var}(G)}{g} \right)^{k-1} + 1 - \frac{P_{sp}g}{P_0 \text{Var}(G)}
\]

Therefore, for large \( k \), \( 1/\text{OSNR}_{k-G} \) increases at a dominating rate of \( 2k \) with increasing \( k \), or, \( \text{OSNR}_{k-G} \) decreases with a dominating rate of \( 1/2k \) as \( k \) increases, and

\[
\lim_{k \to \infty} \text{OSNR}_{k-G} = 0
\]

2. For \( lg < 1 \),

\[
\frac{1}{\text{OSNR}_{k-G}} = \frac{P_{sp}}{P_0 (1 - lg)} \left[ \left( \frac{1}{lg} \right)^k - 1 \right] + \left[ 1 - \left( 1 - \frac{\text{Var}(G)}{g} \right) \right] + \frac{\sigma_{IGsp}^2}{(P_{sig})_k}
\]

where

\[
\frac{\sigma_{IGsp}^2}{(P_{sig})_k} = \frac{P_{sp}}{P_0} \left\{ \frac{lg}{1 - lg} - \frac{lg}{1 - lg} \left( 1 - \frac{\text{Var}(G)}{g} \right) \left( \frac{1}{lg} \right)^k + \frac{lg}{1 - lg} \left( 1 - \frac{\text{Var}(G)}{g} \right) \left( 1 - \frac{\text{Var}(G)}{g} \right)^{k-1} - 1 \right\}
\]

Therefore, for large \( k \), \( 1/\text{OSNR}_{k-G} \) increases at a rate of \( \left( \frac{1}{lg} \right)^k \) with increasing \( k \), or, \( \text{OSNR}_{k-G} \) decreases with a rate of \( (lg)^k \) as \( k \) increases, and

\[
\lim_{k \to \infty} \text{OSNR}_{k-G} = 0
\]

3. For \( lg > 1 \),

\[
\frac{1}{\text{OSNR}_{k-G}} = \frac{P_{sp}}{P_0 (lg - 1)} \left[ 1 - \left( \frac{1}{lg} \right)^k \right] + \left[ 1 - \left( 1 - \frac{\text{Var}(G)}{g} \right) \right] + \frac{\sigma_{IGsp}^2}{(P_{sig})_k}
\]

where

\[
\frac{\sigma_{IGsp}^2}{(P_{sig})_k} = \frac{P_{sp}}{P_0} \left\{ \frac{lg}{lg - 1 - lg} \left( 1 - \frac{\text{Var}(G)}{g} \right) \left( \frac{1}{lg} \right)^k - \frac{lg}{lg - 1} \left( 1 - \frac{\text{Var}(G)}{g} \right)^{k-1} + \frac{lg}{lg - 1} \right\}
\]

Therefore, for \( k \) large, \( 1/\text{OSNR}_{k-G} \) increases at a dominating rate of
\[
\max \left( a - \left( \frac{1}{lg} \right)^k, b - \left( 1 - \frac{\text{Var}(\sqrt{g})}{g} \right)^k \right) \text{ with increasing } k, \text{ where } a \text{ and } b \text{ are constants.}
\]

Or, \( \text{OSNR}_{k-G} \) decreases with a dominating rate of \( \min \left( \frac{1}{a - \left( \frac{1}{lg} \right)^k}, \frac{1}{b - \left( 1 - \frac{\text{Var}(\sqrt{g})}{g} \right)^k} \right) \) as \( k \) increases. And
\[
\lim_{k \to \infty} \text{OSNR}_{k-G} = \frac{P_0(lg - 1)}{2P_{sp}}
\]

When considering \( \text{OSNR}_{k-G} \), for the cases of both \( lg = 1 \) and \( lg < 1 \), the key contributor to signal quality degradation in Model k-G is the accumulated ASE noise, while the effect of the random gain can be neglected; for \( lg \) larger than 1, the effect of random gain becomes more significant, but the impact is still non-substantial. With Model k-G when amplifier random gain intensity noise is included, optical bit “1” and bit “0” suffers from different noise power, but the OSNR studied here only considers the noise to bit “1”. Therefore, even with coherence detection, because the “0” bit also contributes in determining the threshold, the ratio of the afore-defined OSNR is not enough to calculate the exact BER. Instead, both signal power and noise power for bit “1” and “0” are needed.

### 5.6.2 Electrical Signal and Noise of Model k-G

The photocurrent of bit “1” is,

\[
(I_1)_k = \begin{cases} 
R \left| E_0 + E_{sp} \sqrt{k} \right|^2 + i_{s1} + i_{\text{sig-sp1}} + i_{\text{sp-sp1}} + i_{IG1} & \text{if } lg = 1 \\
R \left| E_0 \sqrt{(lg)^k} + E_{sp} \sqrt{\frac{1-(lg)^k}{1-lg}} \right|^2 + i_{s1} + i_{\text{sig-sp1}} + i_{\text{sp-sp1}} + i_{IG1} & \text{otherwise}
\end{cases}
\]

The photocurrent of bit “0” is,

\[
(I_0)_k = \begin{cases} 
Rk |E_{sp}|^2 + i_{s0} + i_{\text{sp-sp0}} + i_{IG0} & \text{if } lg = 1 \\
R \frac{1-(lg)^k}{1-lg} |E_{sp}|^2 + i_{s0} + i_{\text{sp-sp0}} + i_{IG0} & \text{otherwise}
\end{cases}
\]
Therefore, for bit “1”, we have,

\[
(I_1)_k = \begin{cases} 
R(P_0 + kP_{sp}) & \text{if } lg = 1 \\
R \left[ P_0(lg)^k + P_{sp} \frac{1-(lg)^k}{1-lg} \right] & \text{otherwise}
\end{cases}
\]

\[
(\sigma_{\text{s}_1})_k = \begin{cases} 
2qR(P_0 + kP_{sp})B_e & \text{if } lg = 1 \\
2qR \left[ P_0(lg)^k + P_{sp} \frac{1-(lg)^k}{1-lg} \right] B_e & \text{otherwise}
\end{cases}
\]

\[
(\sigma_{\text{sg-sp}})_k = \begin{cases} 
4R^2 P_0 k(g - 1)n_{sp}h\nu B_e & \text{if } lg = 1 \\
4R^2 P_0(g - 1)n_{sp}h\nu B_e \frac{(lg)^k 1-(lg)^k}{1-lg} & \text{otherwise}
\end{cases}
\]

\[
(\sigma_{\text{sp-sp}})_k = \begin{cases} 
4R^2 \left[ k(g - 1)n_{sp}h\nu \right]^2 B_oB_e & \text{if } lg = 1 \\
4R^2 \left[ \frac{1-(lg)^k}{1-lg} (g - 1)n_{sp}h\nu \right]^2 B_oB_e & \text{otherwise}
\end{cases}
\]

\[
(\sigma_{IG})_k = \sigma_{IG_{\text{sigh-sig}}}^2 + \sigma_{IG_{\text{sg-sp}}}^2 + \sigma_{IG_{\text{sp-ep}}}^2
\]

where \(\sigma_{IG_{\text{sigh-sig}}}^2\) is the random gain noise from signal power, \(\sigma_{IG_{\text{sg-sp}}}^2\) is the random gain noise from beat noise of signal with ASE, and \(\sigma_{IG_{\text{sp-ep}}}^2\) is the random gain noise from the beat noise of ASE with itself.

For bit “0”, we have

\[
(I_0)_k = \begin{cases} 
 kRP_{sp} & \text{if } lg = 1 \\
 R P_{sp} \frac{1-(lg)^k}{1-lg} & \text{otherwise}
\end{cases}
\]

\[
(\sigma_{\text{s}_0})_k = \begin{cases} 
 2kqRP_{sp}B_e & \text{if } lg = 1 \\
 2qRP_{sp}B_e \frac{1-(lg)^k}{1-lg} & \text{otherwise}
\end{cases}
\]

\[
(\sigma_{\text{sg-sp}_0})_k = \begin{cases} 
 4R^2 \left[ k(g - 1)n_{sp}h\nu \right]^2 B_oB_e & \text{if } lg = 1 \\
 4R^2 \left[ \frac{1-(lg)^k}{1-lg} (g - 1)n_{sp}h\nu \right]^2 B_oB_e & \text{otherwise}
\end{cases}
\]

\[
(\sigma_{IG_0})_k = \sigma_{IG_{\text{sp-ep}}}^2
\]

The random gain intensity noise is derived in App. C, and,

\[
\sigma_{IG_{\text{sigh-sig}}}^2 = R^2 P_0^2 (lg)^{2k} \left[ \left( 1 + \frac{\sigma_{G}^2}{g^2} \right)^k - 1 \right] \tag{5.29}
\]
\[
\sigma^2 G_{sg-sp} \geq 4R^2 P_0 S_{sp} B_e \cdot (lg)^k \cdot \sum_{j=0}^{k-1} \left\{ \left[ \frac{lg \left( 1 + \frac{\sigma_G^2}{g^2} \right)}{lg \left( 1 + \frac{\sigma_G^2}{g^2} \right)} \right]^j - (lg)^j \right\}
\]

\[
= \begin{cases} 
4R^2 P_0 S_{sp} B_e \cdot \left\{ \frac{lg^2 \left( 1 + \frac{\sigma_G^2}{g^2} \right)}{lg (lg) - 1} - k \right\} & \text{if } lg = 1 \\
4R^2 P_0 S_{sp} B_e \cdot (lg)^k \cdot \left\{ \frac{lg (lg) - 1}{lg (lg) - 1} - \frac{(lg)^k}{lg (lg) - 1} \right\} & \text{otherwise}
\end{cases}
\]

If \( lg \neq 1, \)

\[
\sigma^2 G_{sp-sp} \geq 4R^2 S_{sp} B_e \cdot \sum_{i=1}^{k-1} \left\{ \frac{lg^2 \left( 1 + \frac{\sigma_G^2}{g^2} \right)}{lg (lg) - 1} - \frac{(lg)^2}{lg (lg) - 1} + \frac{(lg)^k - 1}{(lg)^2 - 1} \right\}
\]

\[
= 4R^2 S_{sp} B_e \cdot \left\{ \frac{lg^2 \left( 1 + \frac{\sigma_G^2}{g^2} \right)}{lg (lg) - 1} - \frac{lg^2}{lg (lg) - 1} + \frac{(lg)^2}{lg (lg) - 1} \right\}
\]

If \( lg = 1, \)

\[
\sigma^2 G_{sp-sp} = 4R^2 S_{sp} B_e \cdot \left\{ \left( \frac{g^2}{\sigma_G^2} \right)^2 \left( 1 + \frac{\sigma_G^2}{g^2} \right) - \left( 1 + \frac{\sigma_G^2}{g^2} \right) \right\}
\]

Modifying the ESNR defined in Eq. (5.18) to include the random gain intensity noise in Model k-G as (shot noise is ignored),

\[
(ESNR)_{k-G} \triangleq \frac{(\overline{I}_1) - (\overline{I}_0)}{(\sigma^2_{sg-sp})_k + (\sigma^2_{sp-sp})_k + (\sigma^2_{sp})_k}
\]

To make the analysis more straightforward, let's look into \( 1 / (ESNR)_{k-G} \) instead, and,

\[
\frac{1}{(ESNR)_{k-G}} = \frac{1}{(ESNR)_{k-G}} + \frac{(\sigma^2_{G})_k}{R^2 P_0^2 (lg)^{2k}}
\]

where \( (ESNR)_{k-G} \) is defined in Eq. (5.22). Note that

\[
\frac{(\sigma^2_{G})_k}{R^2 P_0^2 (lg)^{2k}} = \frac{(\sigma^2_{G})_k}{R^2 P_0^2 (lg)^{2k}} + \frac{(\sigma^2_{G})_k}{R^2 P_0^2 (lg)^{2k}} + \frac{(\sigma^2_{G})_k}{R^2 P_0^2 (lg)^{2k}}
\]

From Eq. (5.29), we have,

\[
\frac{(\sigma^2_{G})_k}{R^2 P_0^2 (lg)^{2k}} = \left( 1 + \frac{\sigma_G^2}{g^2} \right)^k - 1
\]
From Eq. (5.30), we have,

\[
\frac{\sigma_{G_{sp}}^2}{R^2 P_0^2 (lg)^{2k}} \geq \begin{cases} \frac{4 S_{sp} B_e}{P_0} \cdot \frac{g^2}{\sigma_G^2} \left[ \left( 1 + \frac{g^2}{\sigma_G^2} \right)^k - 1 \right] - k & \text{if } lg = 1 \\ \frac{4 S_{sp} B_e}{P_0} \cdot \frac{1}{lg} \left( 1 + \frac{g^2}{\sigma_G^2} \right) - \frac{1}{(lg)^k} - \frac{1}{(lg)^{k+1}} & \text{otherwise} \end{cases}
\]

(5.34)

From Eq. (5.31) and (5.32), we have,

\[
\frac{\sigma_{G_{sp}}^2}{R^2 P_0^2 (lg)^{2k}} \geq \begin{cases} \frac{4 S_{sp} B_e B_e}{P_0} \cdot \frac{g^2}{\sigma_G^2} \left[ \left( 1 + \frac{g^2}{\sigma_G^2} \right)^k - \left( 1 + \frac{g^2}{\sigma_G^2} \right)^k \right] - \frac{x^2}{\sigma_G^2} (k - 1) - \frac{k(k-1)/2}{2} & \text{if } lg = 1 \\ \frac{4 S_{sp} B_e B_e}{P_0} \cdot \frac{1}{lg} \left( 1 + \frac{g^2}{\sigma_G^2} \right) - \frac{1}{(lg)^k} - \frac{1}{(lg)^{k+1}} & \text{o.w.} \end{cases}
\]

(5.35)

From the above equations, we have the following observations:

1. For \( lg < 1 \), as \( k \) increases, \( 1/(ESNR)_{k-G} \) is dominated by the term \( \max \left( \frac{1}{ESNR_{k-g}}, \frac{\sigma_{G_{sp}}^2}{R^2 P_0^2 (lg)^{2k}} \right) \),
   which can be re-expressed as, \( \max \left( a \left( \frac{1}{lg} \right)^k, b \left( \frac{1}{lg} \right)^{2k}, c \left( 1 + \frac{g^2}{\sigma_G^2} \right)^k \right) \), where \( a, b, \) and \( c \) are constants w.r.t. \( k \) and \( \frac{g^2}{\sigma_G^2} \).
   - \( \lim_{k \to \infty} (ESNR)_{k-G} = 0 \)

2. For \( lg = 1 \), as \( k \) increases, \( 1/(ESNR)_{k-G} \) increases at a dominating rate of
   \( \left( 1 + \frac{4 S_{sp} B_e}{P_0} \cdot \frac{g^2}{\sigma_G^2} + \frac{4 S_{sp} B_e B_e}{P_0^2} \cdot \left( \frac{g^2}{\sigma_G^2} \right)^2 \right) \left( 1 + \frac{g^2}{\sigma_G^2} \right)^k \), as shown in Fig. 5-7.
   - \( \lim_{k \to \infty} (ESNR)_{k-G} = 0 \)

3. For \( lg > 1 \), as \( k \) increases, \( 1/(ESNR)_{k-G} \) increases at a rate of
   \( \left( 1 + \frac{4 S_{sp} B_e}{P_0} \cdot \frac{1}{lg} \left( 1 + \frac{g^2}{\sigma_G^2} \right) - 1 + \frac{4 S_{sp} B_e B_e}{P_0^2} \cdot \frac{1}{lg} \left( 1 + \frac{g^2}{\sigma_G^2} \right) \right) \left( 1 + \frac{g^2}{\sigma_G^2} \right)^k \).
   - \( \lim_{k \to \infty} (ESNR)_{k-G} = 0 \)

Note that when amplifier random gain noise cannot be ignored, the denominator of ESNR is a sum of a quadratic function of the accumulated optical noise power and noise components from the random gain noise contribution. Therefore, even if the exact values of both optical signal and total optical noise are known, they are not enough to derive the BER, because the optical noise includes both spontaneous emission noise
and the random gain noise and the electrical noise is not a simple linear function of the total optical noise. Therefore, the exact composition of optical noise is needed to derive the BER.
Figure 5-7: The inverse of ESNR for Model k-G and Model k-g, in log-log scale. Note that $\frac{1}{\text{ESNR}_{k-g}}$ is plotted by the black curve with $\sigma^2_G/g^2 = 0$. Parameters used in this plot are: $lg = 1$, signal power $P_0 = 5$ mW, ASE noise of one amplifier $P_{sp} = 0.01$ mW, detector optical bandwidth $B_o = 15$ GHz, detector electrical bandwidth $B_e = 11$ GHz, and detector responsivity $R = 3.73$ C/J assuming 1542 nm wavelength and 100% efficiency with $\eta = 1$. 
5.7 Numerical Examples of Model k-g and Model k-G

As discussed in the previous section, with presence of random gain intensity noise, OSNR or ESNR is not enough to determine the BER. Next we look into the dependence of BER on the effect of a chain of amplifiers and the random gain intensity noise using numerical examples for the case of matched loss and gain where $lg = 1$. In the examples, we considered a chain of 60 amplifiers, with parameters: initial signal power $P_0 = 5$ mW, ASE noise of one amplifier $P_{sp} = 0.01$ mW, detector optical bandwidth $B_o = 15$ GHz, detector electrical bandwidth $B_e = 11$ GHz, and detector responsivity $R = 3.73$ C/J assuming 1542 nm wavelength and 100% efficiency with $\eta = 1$.

Figure 5-8 and Fig. 5-9 plot the BER as a function of the number of amplifiers in normal scale and log-log scale, respectively. Clearly, with the presence of random gain intensity noise, BER is higher than when there is no random gain noise. In addition, BER increases faster as a function of the number of amplifiers when the random gain noise is larger. Figure 5-10 plots the BER ratio of Model k-G and Model k-g as a function of the number of amplifiers. It shows the ratio $\frac{BER_{k-G}}{BER_{k-g}}$ decreases with increase of number of amplifiers, indicating that the effect of random gain noise is more significant with a link of less amplifiers. This is because, although BER increases as noise increases, the rate of increase of the BER decreases with increase of noise, and the BER approaches the horizontal asymptote 0.5 as noise increases. When there are more amplifiers, the BER is already very high due to accumulation of noise, and the increase of the BER becomes slower, therefore, the presence of random gain noise leads to a smaller $\frac{BER_{k-G}}{BER_{k-g}}$ with more amplifiers.

Figure 5-11 plots the BER of Model k-G as a function of the ratio of the variance and mean-squared of the amplifier gain (i.e., $\sigma_G^2/g^2$). Fig. 5-12 plots the ratio of BERs of Model k-G and Model k-g (i.e., $\frac{BER_{k-G}}{BER_{k-g}}$) as a function of $\sigma_G^2/g^2$. Both BER and $\frac{BER_{k-G}}{BER_{k-g}}$ increases with more randomness of the gain. $\frac{BER_{k-G}}{BER_{k-g}}$ is larger with less number of amplifiers.
Figure 5-8: BER of Model k-G (i.e., BER_{k-G}) as a function of the number of amplifiers, in normal scale. Note the black curve with $\frac{\sigma_G^2}{g^2} = 0$ corresponds to the BER of Model k-g. Parameters used in this plot are: $\beta = 1$, signal power $P_0 = 5$ mW, ASE noise of one amplifier $P_{sp} = 0.01$ mW, detector optical bandwidth $B_o = 15$ GHz, detector electrical bandwidth $B_e = 11$ GHz, and detector responsivity $R = 3.73$ C/J assuming 1542 nm wavelength and 100% efficiency with $\eta = 1$. 
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Figure 5-9: BER of Model k-G as a function of number of amplifiers, in log-log scale. Note the black curve with $\sigma_G^2/g^2 = 0$ corresponds to the BER of Model k-g. Parameters used in this plot are: $lg = 1$, signal power $P_0 = 5$ mW, ASE noise of one amplifier $P_{sp} = 0.01$ mW, detector optical bandwidth $B_o = 15$ GHz, detector electrical bandwidth $B_e = 11$ GHz, and detector responsivity $R = 3.73$ C/J assuming 1542 nm wavelength and 100% efficiency with $\eta = 1$. 

Figure 5-10: Ratio of BERs of Model k-G and Model k-g (i.e., $\frac{BER_{k-G}}{BER_{k-g}}$) as a function of number of amplifiers, in log-log scale. Parameters used in this plot are: $l_g = 1$, signal power $P_0 = 5$ mW, ASE noise of one amplifier $P_{sp} = 0.01$ mW, detector optical bandwidth $B_o = 15$ GHz, detector electrical bandwidth $B_e = 11$ GHz, and detector responsivity $R = 3.73$ C/J assuming 1542 nm wavelength and 100% efficiency with $\eta = 1$. 
Figure 5-11: BER of Model k-G as a function of the ratio of the variance and mean-squared of the amplifier gain (i.e., $\sigma^2_{g}/g^2$), in log-log scale. Parameters used in this plot are: $lg = 1$, signal power $P_0 = 5$ mW, ASE noise of one amplifier $P_{sp} = 0.01$ mW, detector optical bandwidth $B_o = 15$ GHz, detector electrical bandwidth $B_e = 11$ GHz, and detector responsivity $R = 3.73$ C/J assuming 1542 nm wavelength and 100% efficiency with $\eta = 1$. 
Figure 5-12: Ratio of BER of Model k-G and BER of Model k-g (i.e., $\frac{BER_{k-G}}{BER_{k-g}}$) as a function of the variance and mean-squared of the amplifier gain (i.e., $\frac{\sigma^2_G}{g^2}$), in log-log scale. Parameters used in this plot are: $lg = 1$, signal power $P_0 = 5$ mW, ASE noise of one amplifier $P_{ap} = 0.01$ mW, detector optical bandwidth $B_o = 15$ GHz, detector electrical bandwidth $B_e = 11$ GHz, and detector responsivity $R = 3.73$ C/J assuming 1542 nm wavelength and 100% efficiency with $\eta = 1$. 
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5.8 Summary and Discussions of Experimental Results

The experiment discussed in this section was carried out by Joseph Junio at Bell Lab with partial experiment results published in [23].

5.8.1 Experiment Setup

As shown in Fig. 5-13, a testbed consisting of a line network with optical switches at intermediate nodes was set up to represent a segment (an end-to-end path composed of three links) of a large-scale mesh network. Wavelength selective switches (WSS) represent network nodes, with WSS 1 for the source node, and WSS 2 and WSS 3 for intermediate nodes. At each WSS node, attenuators are controlled to ensure equal power across the spectrum is launched into the next link. Each optical link is amplified using three EDFAs, which are separated by a 40 km span of standard single mode fiber for ~21 dB loss per span. Two-stage EDFAs with mid-stage variable optical attenuators and “constant gain” controllers were used and were capable of adjusting the internal gain to within 0.1 dB of the target within milliseconds. Switch 1 can be turned on/off to simulate the on and off of the switched channels. It is driven by a smooth voltage function from a programmable waveform function to control the switching on/off functions of lightpaths.

![Experimental setup depicting WSS Nodes 1, 2, 3 and EDFAs 1-9, separated by 40 km spans of SSMF. EDFA 9 output is amplified by EDFA 10 and filtered by WSS 4 (both not shown).](image)

5.8.2 Switching-Induced Fast Transients

Two types of switching, step-function switching and adiabatic switching (Fig. 5-14), were used. For the adiabatic switching, voltage of a raised cosine function was used to drive the switch, and impacts of different switching durations (from 10 ns to 40 ms) were investigated.
Step-Function Switching

When the switching channel is switched on/off abruptly, there is a sudden shortage/excess of upper stage population in the EDFA, and the probe channel output power experiences an abrupt down-shoot/overshoot. This happens faster than the response time of EDFA control. Later (after ~5 ms) the "constant gain control" of EDFA kicks in and brings the gain back to the pre-set value. In Fig. 5-15, a transient of height > 5 dB lasting ~10 ms was observed.

Figure 5-15: (Left) A probe channel output after 9 EDFAs when there are 4 channels present and 4 channels are added and then dropped that corresponds to the worst case channel configurations of adding/dropping 4 channels. (Right) The initial turn-on transient with expanded time scale showing the transients subsides after ~5 ms.
Adiabatic Switching

Figure 5-16 and Fig. 5-17 show the transient duration over a chain of many EDFAs (10) indicating switching times of ~5 ms are long enough to quench transients without detailed sensing of the state of the EDFA physical dynamics and control systems. Since the optical flows in OFS persist for one second or more, we can afford several milliseconds to switch on/off lightpaths without significantly sacrificing throughput performance. By switching wavelengths adiabatically (slowly) within 5 ms, the amplifier dynamics and the EDFA control systems can respond smoothly, reducing the severity of the optical power transients. The adiabatic switching should quench most of the transients except for rare cases such as multiple (> 2) switch-on/offs occurring at the same time. A Transport Layer protocol [21] has been designed and will correct the resulting errors in transmission.

Figure 5-16: (a) Transient events on probe channel (1561.01 nm) when 2 channels are present and one channel added for various turn-on times. (b) Transient events on probe channel (1561.01 nm) when 4 channels are present and one channel dropped for various turn-off times.
5.8.3 Channel Quality Degradations

A 10Gbps On-Off Keying signal with extinction ratio 16:1 in dB was used in the experiment. Channel quality and BER were investigated w.r.t. stages of amplifications (number of amplifiers) and channel configuration (number of channels that are switched On in the fiber).

Light passing through long-haul fiber experiences noise from numerous sources, and
both received “1” and “0” bit can be assumed to have a Gaussian distribution.

Figure 5-18 shows the eye pattern of the communication link at the output of the detector. There is a significant closure of the eye due to the noise accumulated over the link of 9 amplifiers. Figure 5-19 shows the Gaussian statistics of the “1” and “0” bits. The “0” bit has non-zero mean because of both the non-zero extinction ratio and the accumulated ASE noise. In addition, the variance for the “1” bit is larger than that of the “0” bit.

![Figure 5-18: Eye pattern of communication link after a chain of 9 EDFAs, showing significant eye closure.](image)

![Figure 5-19: Sampled statistics of bit “1” and “0” after a 9-EDFA chain. The mean for bit “0” is non-zero and the variance for bit “0” is less than that for bit “1”.](image)

**Signal Statistics after a Cascade of Amplifiers**

A standard BER tester (Anritsu) was used to measure the error probability in terms of the bit error rate for a $2^{15} - 1$, 10 Gbits/s OOK PRBS bit stream at the link egress. A photo-detector was used to measure the statistics for the “1” and “0” levels as inputs.
to the model. Figure 5-20 shows the variance/mean-squared as a function of number of amplifiers that signal goes through for the “1” bit (signal ON), with channel load of 2, 6, 10, and 20 channels. Figure 5-21 shows the variance/mean-squared as a function of channel load for the “1” bit at different locations along the path (after 2, 4, 7, and 10 amplifiers, respectively). Fig. 5-22 shows the variance/mean-squared of the “1” and “0” levels of the signal channel (measured after 10 amplifiers) as more channels are added into the link. The data in both Fig. 5-20 and 5-21 shows two important observations:

1. Variance/mean-squared decreases with increasing channel load, indicating improving channel performance.

2. Variance/mean-squared increases approximately exponentially with number of amplifiers, indicating channel quality degradation with more amplifiers.

The bit error rate, BER (Fig. 5-23), as expected, improves as the number of wavelength channels present increases. Figure 5-24 plotted BERs predicted by the single-threshold detection model in Section 5.1 against the BER measured directly, indicating the single-threshold detector is a good approximation of the optimal detector.

Figure 5-20: Variance/mean-squared of the “1” bit as a function of number of amplifiers, at each channel configuration. The slopes increase for more amplifiers, but decrease as more channels are added.
Figure 5-21: Variance/mean-squared of the "1" bit as a function of channel configuration, at each amplifier.

Figure 5-22: Variance/mean squared of the "1" bit and "0" bit measured after 9 amplifiers in the link, plotted in dB scale.
Figure 5-23: Error probability computed from the variances in Fig. 5-20 at the output of amplifiers 7 and 10.

Figure 5-24: Bit error probability, BER as a function of channels present in the link. Points are experimentally measured (10 Gbits/s, OOK), solid line are calculated using the single-threshold detection model in Section 5.1 and the measured photocurrents for the one and zero bit levels.

One possible explanation of Observation 1 is from Eq. (5.11), and $N_1 + N_2 = N_t$ where $N_t$ is the total ion density. With these two equations, the ASE noise can be
written as,

\[ P_{sp} = 2h\nu B_o(g - 1) \left( \frac{1}{2} + \frac{1}{2} N_t \right) \]

When there are more channels present in the fiber, to maintain the same gain \( g \), the controller cause the pump to raise the inversion level, promoting more carriers to the upper state. In addition, the increase in signal from the added wavelengths leads to an increase of stimulated emission, draining the gain and reducing spontaneously emitted photons. Thus, as the number of wavelengths in the fiber increases, the spontaneous emission noise in the fiber decreases. From Eq. (5.20), (5.21), (5.27), (5.28), (5.30), and (5.31), for both Model k-g and Model k-G, there are both linear terms of \( P_{sp} \) and quadratic terms of \( P_{sp} \) in the variance of bit “1”. Therefore, \( \sigma_s^2/\mu_s^2 \) is a quadratic function of \( P_{sp} \). Assume there is a linear relationship between the upper state carrier population of the EDFA \( N_2 \) and the number of “On” channels in a fiber \( N_{ch} \), then \( \sigma_s^2/\mu_s^2 \) can be written as,

\[
\frac{\sigma_s^2}{\mu_s^2} = \frac{a}{N_{ch} - b} + \frac{c}{(N_{ch} - b)^2} + d
\]

(5.36)

where \( a, b, c \) and \( d \) are fitting parameters. Parameter \( b \) is from \( N_t \), and parameters \( a, c \) and \( d \) account for the effects of \( P_{sp} \), the EDFA random gain, and the fiber loss, respectively. Figure 5-25 plots \( \sigma_s^2/\mu_s^2 \) as a function of the number of amplifiers using both the experimental data and the matched data using minimum mean-squared estimated parameters \( a, b, c \) and \( d \), showing a good agreement between these two data sets. Therefore, our conjecture offers a possible explanation of Observation 1.
Figure 5-25: Variance/mean-squared of the “1” bit as a function of the channel configuration, matched with a quadratic function of \( \frac{1}{N_{ch}-b} \), where \( N_{ch} \) is the number of “On” channels in the fiber, and \( b \) is a parameter based on the amount of doping of Erbium in the fiber.

Figure 5-26 and 5-27 show the matched signal variance/mean-squared using Model k-G with \( lg = \frac{P_0}{(P_0 + P_{sp})} \), which corresponds to the case when the EDFA is under “constant gain control”. Letting \( P_0 = 5mW \), \( B_s = 11GHz \), \( B_o = 15GHz \), and \( k = [2, 4, 7, 10] \), \( \sigma_s^2/\mu_s^2 \) can be expressed as a function of fitting parameters \( P_{sp} \) and \( \sigma_C^2/g^2 \). Using the experimental data of \( \sigma_s^2/\mu_s^2 \), the minimum-mean-square-error estimations of
\( P_{sp} \) and \( \sigma_{G}^2/g^2 \) are

\[
\begin{align*}
P_{sp} &= 3.5 \times 10^{-8} \text{ Watts}, \quad \frac{\sigma_{G}^2}{g^2} = 0.0006 \quad \text{for 20 Channels} \\
P_{sp} &= 3.6 \times 10^{-8} \text{ Watts}, \quad \frac{\sigma_{G}^2}{g^2} = 0.0007 \quad \text{for 10 Channels} \\
P_{sp} &= 3.7 \times 10^{-8} \text{ Watts}, \quad \frac{\sigma_{G}^2}{g^2} = 0.0008 \quad \text{for 6 Channels} \\
P_{sp} &= 4.1 \times 10^{-8} \text{ Watts}, \quad \frac{\sigma_{G}^2}{g^2} = 0.0025 \quad \text{for 2 Channels}
\end{align*}
\]

The model-matched curves agree well with the experimental data for the case with 20 channels, 10 Channels, and 6 Channels, but with larger deviation for the case of 2 channels. This could be explained by the fact that ASE noise span across all channels, and after several amplifiers, ASE noise get accumulated at other “off” channels resembling “on” channels with small signal power. The effect of the amplified-ASE noise at other channels, i.e., the small signals, is more significant when there are only two “On” channels. However, our models only account for ASE noise, i.e., \( P_{sp} \), from the channels that are “On”, and does not account for the small signal effect from amplified ASE at other “Off” channels. Therefore, the gap between the matched data and the experiment data is more significant for the case of two channels.

However, from our previous analysis of Model k-g in Section 5.5 and Model k-G in Section 5.6, both \( lg < 1 \) and random gain could result into exponential increase in \( \sigma_s^2/\mu_s^2 \) with increasing number of amplifiers. The fitting in Fig. 5-26 and 5-27 just offers one possible solution and explanation, and it is not conclusive whether \( lg < 1 \) or the random gain is the dominating cause. One could investigate the significance of the EDFA random gain by keeping the loss of the fiber span in-between adjacent EDFAs and the average EDFA gain matched, e.g., \( lg = 1 \), in experiments.
Figure 5-26: Variance/mean-squared of the “1” bit as a function of number of amplifiers, both from experimental data and matched data using Model k-G for the case with constant control, i.e., $lg = P_0/(P_0 + P_{sp})$. 
Figure 5-27: Subplots of Variance/mean-squared of the “1” bit as a function of number of amplifiers, both from experimental data and matched data using Model k-G for the case with constant control, i.e., $lg = P_0/(P_0 + P_{sp})$. 
Chapter 6

Impairment-Aware Scheduling Algorithm and Impairment-Compensation Network Architecture

Both the models and the experiment results in Chap. 5 show that in EDFA-Amplified all-optical networks, channel quality degrades with amplification of more amplifiers, and lightpath merging and diverging at mid-span network from other transactions can cause channel quality variations during the transmission time of one particular transaction. Because both the Meshed and Tunneled Architectures are network logical topologies built on the same physical topology, this EDFA and fast-switching induced channel quality degradation and variations apply to both Architecture M and Architecture T, and add challenges to the scheduling problem of OFS with both architectures.

6.1 Impairment-Aware Routing

In Chap. 4, our shortest path algorithm decides the shortest path based on the number of hops of a path to minimize the amount of control traffic to configure switches. With impairment-aware routing, we want to minimize the amount of channel degradation in the shortest path. Assume each optical switch adds $\leq 1dB$ loss which can be ignored comparing to a total path loss $\geq 20dB$. With this assumption, EDFA is the major source of noise and in the routing algorithm we choose the shortest path to be the path
that has minimum total number of EDFAs. In a well-designed network, the number of EDFAs on a link is highly correlated with the physical link distance, and a longer link usually needs more EDFAs to amplify the signal it carries. Therefore, a path with minimum total number of EDFAs is highly likely to be also the path with the shortest physical distance.

In a network logical topology graph $G(V, E)$, let the weight of each edge $W(i \rightarrow j)$ to be the number of amplifiers on the edge $i \rightarrow j$, then with input $G(V, E)$ and edge weights $W$, the Floyd-Warshall algorithm solves the all-pair shortest paths with running time $\Theta(N_V^3)$, where $N_V$ is the number of nodes in $V$.

### 6.2 Impairment-Aware Scheduled Wavelength Assignment

Chapter 5 shows the number of channels that are “On” in a fiber affects channel quality. Because an end-to-end lightpath across the WAN typically is composed with multiple hops, and in a meshed physical topology, a lightpath may overlap with other lightpaths on one or several hops. Therefore, the turn-on and turn-off of this lightpath may affect the quality of other lightpaths that share a common hop with it. Since in OFS, lightpaths are set up and torn down dynamically, this dynamic status change of lightpaths poses the following challenges on the Scheduling of OFS:

(a) The lightpath quality in the scheduled future can not be determined at the time when the Scheduled Wavelength Assignment is performed, because we do not know whether there will be more transmissions whose requests arrive later but with scheduled transmission times overlapping with the schedule of the current request.

(b) A lightpath that is scheduled into the future affects the channel qualities of the lightpaths that have already been scheduled whose transmission time overlap with the transmission time of the newly scheduled lightpath.

Along a shortest path $P$ with number of hops $H_P$, define $C^P_{h_i}$, a vector of size $\Lambda$ which is the total number of wavelength channels in a fiber, to be the channel configuration of the $i$th hops along path $P$, and $C^P_{h_i}(j) = 1$ if the $j$th wavelength is “On” on the $i$th hops along path $P$. $C^P_{h_i}(j) = 0$, otherwise. Define $f_{BER} : \{\omega, P, C^P_{h_i}, \text{ for } i = 1, \ldots H_P\} \rightarrow \mathbb{R}$ to be a function that takes into inputs of channels configurations along a shortest path $P$, and outputs the Bit Error Rate of one wavelength $\omega$. Assume such a function can be
found through models of network impairments, then we can verify the channel quality along a scheduled lightpath if the channel configuration is known. Let $\text{th}_{\text{BER}}$ to be the maximum BER that can be tolerated. A lightpath is said to be qualified during transmission duration $T$ if its BER is no larger than $\text{th}_{\text{BER}}$ for any time in $T$.

### 6.2.1 Impairment-Aware FIFO-EA Algorithm

The Impairment-Aware FIFO-EA Algorithm modifies the FIFO-EA Algorithm to meet the above challenges for the Scheduled Wavelength Assignment Problem along the shortest path. Name this Algorithm the IA-FIFO-EA Algorithm. The IA-FIFO-EA Algorithm still processes the requests in a first-in-first-out manner, and for each request, computes the first available lightpath along the shortest path that satisfies the following conditions:

(a) During the whole scheduled transmission time, the quality of the scheduled light-path is qualified with input of known future channel configurations.

(b) The set-up and tear-down of this lightpath in the scheduled transmission time will not disqualify any lightpaths that have already been scheduled.

Condition (a) itself does not guarantee the lightpath will be qualified at the scheduled time. This only says that with all that is known about the future at the time of the schedule computation, the lightpath is going to be qualified if there are no future requests that overlap with this schedule. Therefore, together with condition (b) which makes sure scheduling of future requests will not disqualify those that have already been scheduled, we can make sure that a newly scheduled lightpath will be qualified during the scheduled transmission time.

Define $L_{\text{sch}}^{P}$ to be the list of transactions that have already been scheduled with at least one hop on $P$ and whose start time is in the future or are currently under transmission. Algorithm 6.1 gives the pseudo-code of the IA-FIFO-EA Algorithm, and Fig. 6-2 illustrates the process of the IA-FIFO-EA Algorithm using a flow chart. Algorithm IA-FIFO-EA repeatedly calls Algorithm FIFO-EA to look for an earliest available wavelength in a future time window starting from $t_0$. The earliest available wavelength $\omega$ is qualified in a scheduled duration $[T_s, T_e]$ if the following two conditions are satisfied.
(a) Immediately after the start time and the end time an already-scheduled transaction that falls into \([T_s, T_e]\), the selected \(\omega\) is qualified\(^1\).

(b) For any on-going or already scheduled transactions that overlap with \([T_s, T_e]\), the already scheduled wavelengths will not be disqualified by the new transmission assignment.

Condition (a) can be verified by checking the \(\omega\) channel quality at the start of the scheduled transmission time and any other times during the transmission when channel configuration changes due to status change of other wavelengths in the same fiber. Figure 6-1 illustrates the possible times when quality of wavelength \(\omega\) might change at the change of channel configurations. Condition (b) can be verified by looking into each on-going or already scheduled transaction that overlaps with \([T_s, T_e]\), and checking its quality at times of change of channel configurations during the overlapping time.

**Running Time Analysis of the IA-FIFO-EA Algorithm**

The exact running time depends on the actual traffic arrivals. In the following analysis, we consider the worst case running time in a network that is in steady state. In other words, we use the average occupancies of schedule holders to calculate the effect of the length of the list of transmissions that have already been scheduled, \(L_{sch}^P\), and study the worst case where all already-scheduled transmissions overlap with the newly assigned lightpath in both transmission time and transmission path (at least one hop).

Define \(R_{IA-FIFO-EA}^X\) to be the running time of the IA-FIFO-EA Algorithm with Architecture \(X\)^2, \(R_{\text{CHECKQUALITY}}\) to be the running time of the Sub-routine CHECKQUALITY, and \(R_{\text{BER}}\) to be the running time of calculating the BER. Define \(N_{FIFO-EA}^X\) to be the average times that a new schedule needs to be searched by calling FIFO-EA with Architecture X. Because both the start time and end time of a transaction can trigger change of the channel configuration and hence possible channel degradation, in the worst case:

\[
R_{IA-FIFO-EA}^X = N_{FIFO-EA}^X R_{FIFO-EA}^X + (|L_{sch}^P| + 1) (R_{\text{CHECKQUALITY}} + \alpha) + R_{\text{BER}} + \beta \text{ operations}
\]  

\(^1\)We do not concern fast transients in our algorithm, which are quenched by adiabatic switching and any residual transients are taken care of by the transport layer protocol. Because both starting and ending a transmission cause change of the channel configuration, by verifying channel quality immediately after \(T_s\) and \(T_e\), we verify channel quality at the new channel configuration.

\(^2\)Architecture X can be Architecture M or Architecture T.
Figure 6-1: Illustration of times of channel configuration change during $[T_s, T_e]$. 

Projected the time when quality of $\omega$ might change.
Algorithm 6.1 The IA-FIFO-EA Algorithm

IA-FIFO-EA($R, P, t_d, L_{sch}^P, t_0$)

1. $\text{\texttt{t}}_{\text{max}} \leftarrow$ the latest time among all end times of schedules in $L_{sch}^P$ starting from $t_0$
2. \textbf{while} True
3. \quad $\langle \omega, T_s, T_e \rangle \leftarrow \text{FIFO-EA}(R, P, t_d, t_0)$
4. \quad \textbf{if} $T_s \geq t_{\text{max}}$
5. \quad \quad \quad \quad $\text{\texttt{f}}_{\text{BER}}(\omega, P, C_{hi}^P(T_s)) < \text{\texttt{th}}_{\text{BER}}$
6. \quad \quad \quad \quad \textbf{return} $\langle \omega, T_s, T_e \rangle$
7. \quad \textbf{else}
8. \quad \quad \textbf{return} False
9. \quad //check the quality of $\omega$
10. \quad $\langle \text{\texttt{IsQualified}}, t_{\text{newSearchStart}} \rangle \leftarrow \text{CHECKQUALITY}(\omega, P, L_{sch}^P, T_s, T_e)$
11. \quad \textbf{if} $\text{\texttt{IsQualified}}$ is TRUE
12. \quad \quad \text{//check the quality of all on-going or already-scheduled wavelengths with}
13. \quad \quad \text{//transactions overlapping with $[T_s, T_e]$}
14. \quad \quad \textbf{for} each $\text{\texttt{sch}} \in L_{sch}^P$
15. \quad \quad \quad $\text{\texttt{IsPassed}} \leftarrow$ False
16. \quad \quad \quad \textbf{if} $\text{\texttt{sch}}$ overlaps with $[T_s, T_e]$ from $T_s'$ to $T_e'$
17. \quad \quad \quad \quad $\langle \text{\texttt{IsQualified}}, t_{\text{newSearchStart}} \rangle \leftarrow \text{CHECKQUALITY}(\text{\texttt{sch}}.\omega, P, L_{sch}^P, T_s', T_e')$
18. \quad \quad \quad \textbf{if} $\text{\texttt{IsQualified}}$ is False
19. \quad \quad \quad \quad $t'_0 \leftarrow t_{\text{newSearchStart}}$
20. \quad \quad \quad \quad break
21. \quad \quad \quad $\text{\texttt{IsPassed}} \leftarrow$ True
22. \quad \quad \quad \textbf{if} $\text{\texttt{IsPassed}}$ = True
23. \quad \quad \quad \textbf{return} $\langle \omega, T_s, T_e \rangle$
24. \quad \quad \quad \textbf{else}$
25. \quad \quad \quad \quad $t'_0 \leftarrow t_{\text{newSearchStart}}$
Figure 6-2: Flow chart for the IA-FIFO-EA Algorithm with pseudo-code given by Algorithm 6.1.
Algorithm 6.2 The CHECKQUALITY Sub-routine

\text{CHECKQUALITY}(\omega, P, L^P_{sch}, T_s, T_e)

1. if \( f_{BER}(\omega, P, C^P_{hi}(T_s)) > \text{th}_{BER} \)
   2. \( t'_0 \leftarrow \min\{t_s, t_e \text{ of } sch \in L^P_{sch} | t_s > T_e, t_e > T_e \} \)
   3. return \((\text{False}, t'_0)\)
   4. for each \( sch \in L^P_{sch} \)
      5. if \( T_s < sch.t_s < T_e \) //the start time of \( sch \) falls into the newly scheduled transmission time
         6. if \( f_{BER}(\omega, P, C^P_{hi}(sch.t_s)) > \text{th}_{BER} \) //wavelength \( \omega \) at \( sch.t_s \) is not qualified
            7. \( t'_0 \leftarrow sch.t_s \)
            8. return \((\text{False}, t'_0)\)
      9. if \( T_s < sch.t_e < T_e \) //the end time of \( sch \) falls into the newly scheduled transmission time
         10. if \( f_{BER}(\omega, P, C^P_{hi}(sch.t_e)) > \text{th}_{BER} \) //wavelength \( \omega \) at \( sch.t_e \) is not qualified
            11. \( t'_0 \leftarrow sch.t_e \)
            12. return \((\text{False}, t'_0)\)
   13. return \((\text{True}, T_s)\)

where \( \alpha \) and \( \beta \) capture the running time by comparisons and value assignment operations (in lines 13-17 and 3-6) in the while loop of Algorithm 6.1\(^3\), and,

\[
R_{\text{CHECKQUALITY}} = (2|L^P_{sch}| + 1)(R_{f_{BER}} + \gamma) \quad \text{operations} \tag{6.2}
\]

where \( \gamma \) captures the running time by comparisons and value assignment operations in lines 5-12 in the while loop of Algorithm 6.2\(^4\). Because on average,

\[
|L^P_{sch}| = \bar{H}_P S_X \tag{6.3}
\]

where \( \bar{H}_P \) is the average number of hops of a path\(^5\), \( S_X \) is the average number of

\(^3\)The running time of line 1 in Algorithm 6.1 can be ignored comparing to the other operations.
\(^4\)The running time of line 1 in Algorithm 6.2 can be ignored comparing to the other operations.
\(^5\)Note that \( \bar{H}_P \) refers to the average number of hops of all source-destination paths in the physical network topology, which is the same as the Meshed logical network topology, and therefore, \( \bar{H}_P \) is the same as \( \bar{H}^M_{ch} \) and \( \bar{H}^T_{ch} \) in Chap. 4.
occupied schedule holders per hop with Architecture X, and,

\[ S_M = N_s \rho_{sM} \]
\[ S_T = N_s \rho_{sT} \]

where \( N_s \) is the number of schedule holders per link per fiber. Notice that \( \alpha, \beta \) and \( \gamma \) all include approximately five operations, including comparison, value assignment and returning values or breaking a loop, we use one parameter \( \alpha \) to represent all three of them, and \( \alpha \approx 5 \). Substituting Eq. (6.3) and (6.2) into Eq. (6.1) leads to,

\[
R_{IA-FIFO-EA}^X = N_{FIFO-EA}^X R_{FIFO-EA}^X + [2(\tilde{H}_P S_X)^2 + 3\tilde{H}_P S_X + 2] R_{fBER} + [2(\tilde{H}_P S_X)^2 + 4\tilde{H}_P S_X + 3] \alpha \text{ operations}
\]

From Chap. 4, \( R_{FIFO-EA}^X \) can be approximated as,

\[
R_{FIFO-EA}^X \leq 12SF\Lambda_0 \tilde{H}_{dp}^X \text{ operations}
\]

where \( \tilde{H}_{dp}^X \) is the average number of hops of paths over the data plane with \( \tilde{H}_M^M = 4 \) for Architecture M and \( \tilde{H}_T^T = 1 \) for Architecture T. Therefore,

\[
R_{IA-FIFO-EA}^X = N_{FIFO-EA}^X \cdot 12SF\Lambda_0 \tilde{H}_{dp}^X + [2(\tilde{H}_P S_X)^2 + 3\tilde{H}_P S_X + 2] R_{fBER} + [2(\tilde{H}_P S_X)^2 + 4\tilde{H}_P S_X + 3] \alpha \text{ operations}
\] (6.4)

### 6.2.2 Impairment with Known Worst Case

If we assume the nonlinear effects of fiber on the signal can be ignored, and the fiber noise is dominated by noise generated from the EDFAs, then from the experiment results in Chap. 6, the worst case in terms of channel quality along a given path happens when there is zero wavelength that is “On” in a fiber. With this assumption, the IA-FIFO-EA Algorithm can be simplified and the \( f_{BER} \) can be calculated using models in Chap. 6. If the worst case is when there is no “On” wavelength in a fiber, the major change to the IA-FIFO-EA Algorithm is:

- If a lightpath is qualified based on the condition of the known future of already-scheduled transactions, it is going to stay qualified because during the future transmission along the lightpath, it is only possible to have more “On” wavelengths in the same fiber than the number of wavelengths that were known to be
“On” at the time of the schedule computation.

- The already scheduled transactions will not be disqualified by scheduling more transactions that overlap with them in the future.

Therefore, in the new IA-FIFO-EA Algorithm, only the quality of the newly scheduled earliest-available wavelength needs to be verified. Name this Algorithm as the KWC-FIFO-EA Algorithm, with KWC short for “Known Worst Case”. The pseudo-code of the KWC-FIFO-EA Algorithm is given in Algorithm 6.3, and its process is illustrated using a flow chart in Fig. 6-3.

Algorithm 6.3 The KWC-FIFO-EA Algorithm

KWC-FIFO-EA\((R, P, t_d, L_{sch}^P, t_0)\)

1. \(t_{\text{max}} \leftarrow \) the latest time among all end times of schedules in \(L_{sch}\) starting from \(t_0\)
2. while True
3. \(\langle \omega, T_s, T_e \rangle \leftarrow \) FIFO-EA\((R, P, t_d, t_0)\)
4. if \(T_s \geq t_{\text{max}}\)
5. if \(f_{BER}(\omega, P, C_{h_1}(T_s)) < \text{th}_{BER}\)
6. return \(\langle \omega, T_s, T_e \rangle\)
7. else
8. return False
9. //check the quality of \(\omega\)
10. \(\langle \text{IsQualified}, t_{\text{newSearchStart}} \rangle \leftarrow \) CHECKQUALITY\((\omega, P, L_{sch}^P, T_s, T_e)\)
11. if \(\text{IsQualified}\) is TRUE
12. return \(\langle \omega, T_s, T_e \rangle\)
13. else
14. \(t'_0 \leftarrow t_{\text{newSearchStart}}\)

Running Time Analysis of the KWC-FIFO-EA Algorithm

Similarly as Section 6.2.1, we consider the worst case running time in network steady state, using the average occupancies of schedule holders to calculate the effect of the length of the list of transmissions that have already been scheduled, and study the worst case where all already-scheduled transmissions overlap with the newly assigned lightpath in both transmission time and transmission path (at least one hop).

Define \(R_{\text{KWC-FIFO-EA}}^X\) to be the running time of the KWC-FIFO-EA Algorithm
\[ t_{\text{max}} \leftarrow \text{latest time of end times of schedules on path } P \]

\[ \text{Sch} \leftarrow \text{FIFO-EA}(t_0) \]

\[ \text{Sch.Ts} \geq t_{\text{max}}? \]

\[ t_0 \leftarrow t_{\text{newSearchStart}} \]

\[ \langle \text{IsQualified, } t_{\text{newSearchStart}} \rangle \leftarrow \text{CHECKQUALITY}: \]
Check quality of Sch with channel configuration change due to schedules on P

\[ \text{IsQualified=} \text{TRUE}? \]

\[ \text{Is Sch qualified?} \]

\[ \text{Return Sch} \]

\[ \text{Return Null} \]

\[ \text{END} \]

Figure 6-3: Flow chart for the KWC-FIFO-EA Algorithm with pseudo-code given by Algorithm 6.3.
with Architecture X. Then, for the worst case,

\[ R_{KWC-FIFO-EA}^X = N_{FIFO-EA}^X \left( R_{FIFO-EA}^X + R_{CHECKQUALITY} + \alpha \right) \text{ operations} \quad (6.5) \]

where \( \alpha \) captures the running time by comparisons and value assignment operations in the \textbf{while} loop of Algorithm 6.3 (lines 4, 5, 10, 11, and 13)\(^6\), and \( \alpha \approx 5 \). Substituting Eq. (6.3) and (6.2) into Eq. (6.5) leads to,

\[ R_{KWC-FIFO-EA}^X = N_{FIFO-EA}^X \left[ R_{FIFO-EA}^X + (2H_pS_X + 1)R_{fBER} + 2(\tilde{H}_pS_X + 1)\alpha \right] \text{ operations} \quad (6.6) \]

With known worst case to be the case when there is zero “On” wavelength in a fiber, we can use models in Chap. 6 to calculate the Bit Error Rate. With EDFA ASE noise measured under different channel configurations and reported through the control plane, and known fiber loss and switch loss, the signal degradation and noise accumulated can be calculated using models in Chap. 6, and the BER can be then estimated using Eq. (5.4) or (5.5). Let \( k \) be the total number of amplifiers along a lightpath, using the case when \( lg = 1 \) and switch loss is negligible for an example, the \( f_{BER} \) can be decomposed into the following steps, each with running time estimated as the number of algebraic operations\(^7\).

1. For bit “One”
   - Calculate the electrical signal power at the end of the lightpath, taking running time \( O(1) \approx 3 \) operations.
   - Calculate the \( \text{sig} - \text{sp} \) noise in the detection, taking running time \( O(1) \approx 10 \) operations.
   - Calculate the \( \text{sp} - \text{sp} \) noise in the detection, taking running time \( O(1) \approx 11 \) operations.
   - Calculate the random gain intensity noise if the gain randomness is known or can be estimated, taking running time \( O(\ln k) \approx 60 + 4 \log_2 k \) operations.

2. For bit “Zero”
   - Calculate the electrical signal power at the end of the lightpath, taking running time \( O(1) \approx 3 \) operations.

---

\(^6\)The running time of line 1 in Algorithm 6.3 can be ignored comparing to the other operations.

\(^7\)Assume shot noise and thermal noise are negligible.
• Calculate the \( sp - sp \) noise in the detection, taking running time \( O(1) \approx 11 \) operations.

• Calculate the random gain intensity noise if the gain randomness is known or can be estimated, taking running time \( O(\ln k) \approx 25 + \log_2 k \) operations.

3. Calculate BER using Eq. (5.5), taking running \( O(1) \approx 47 \) operations.

Therefore, the running time \( R_{fBER} \) can be estimated to be \( R_{fBER} = 170 + 5 \log_2 k \) operations. Since the total number of amplifiers along a lightpath can be on the orders of 10’s, we can approximate \( R_{fBER} \) to be 200 operations. Therefore, Eq. (6.7) can be approximated as,

\[
R_{KWC-FIFO-EA}^X \approx N_{FIFO-EA}^X (12SF\lambda_0 \ddot{H}_{dp}^X + 410\ddot{H}_p S_X + 210) \text{ operations} \quad (6.7)
\]

### 6.3 Processing Power Analysis of Impairment-Aware OFS Scheduling

Because we do not have a model to determine channel quality with the case when fiber nonlinearity can not be ignored and channel quality depends on knowledge of detailed channel configuration, we do not analyze the processing power for the Algorithm IA-FIFO-EA. We focus on the processing power analysis of Algorithm KWC-FIFO-EA, the running time of which has been discussed in Section 6.2.2.

#### 6.3.1 Processing Power Analysis of the KWC-FIFO-EA Algorithm

Similar to the analysis in Section 4.6.2, the shortest path routing algorithm is run only when there is a change in the network topology, much less frequently than the KWC- FIFO-EA algorithm. Therefore, we focus on the processing power requirements of the KWC-FIFO-EA Algorithm.

As defined in Chap. 3 and 4, \( N_v \) is the number of nodes in the WAN, \( \rho \) is the average loading factor of each link, \( \Delta \) is the average node degree in the WAN, \( N_p \) is the average population size connected to one WAN node, \( \lambda \) is the request arrival rate at an end user, and \( \ddot{T}_d \) is the average transmission time. Then the required processing

\footnote{Assume single-threshold detection is used.}
power for Architecture X is $\lambda N_p N_v R_{KWC-FIFO-EA}^X$ for centralized scheduling, and $\lambda N_p R_{KWC-FIFO-EA}^X$ for distributed scheduling. Similar to the analysis in Section 4.6.2, replacing $\lambda N_p$ with $\rho \Delta F \Lambda_0 / T_d$, we obtain the total processing power for Architecture X with centralized impairment-aware scheduled wavelength assignment as,

$$P_{KWC-cen}^X = \frac{\rho \Delta F \Lambda_0 N_v R_{KWC-FIFO-EA}^X}{T_d}$$

and, with distributed impairment-aware scheduled wavelength assignment,

$$P_{KWC-dis}^X = \frac{\rho \Delta F \Lambda_0 R_{KWC-FIFO-EA}^X}{T_d}$$

To obtain numerical values of $P_{KWC-cen}^X$ and $P_{KWC-dis}^X$ for both the average case and the case with peak traffic arrivals, similar as the analysis in Section 4.6.2, we use numerical values in Table 4.4 to calculate the processing power for both the average case ($\rho \tilde{D} F \Lambda_0 / T_d = 2600$) and the case of peak traffic arrivals ($\rho \tilde{D} F \Lambda_0 / T_d = 9000$). From Fig. (3-10), with these parameters, the blocking probabilities of both Architecture M and T are less than $10^{-3}$, and the schedule holder loading is $\rho_{sM} = 2.4 \times 10^{-4}$ for Architecture M, and $\rho_{sT} = 0.14$ for Architecture T. Therefore, the average integer values of $S$ for Architecture M and T are both less than one, hence, $S = 1$, $S_M = 1$ and $S_T = 57$. Table 6.1 summarizes the average processing power for Architecture M and T under both centralized scheduling and distributed scheduling, while Table 6.2 summarizes the peak processing power.

The worst-case processing power is higher for tunneled architecture with Algorithm KWC-FIFO-EA. This is because with Architecture T, because wavelengths are assigned to tunnels quasi-statically, there are more sessions scheduled into the future along a lightpath. Therefore, Algorithm KWC-FIFO-EA needs to check the lightpath quality at more future times when channel configuration changes. However, with distributed scheduling, Algorithm KWC-FIFO-EA can be implemented easily with both Architecture M (1 Intel i7 CPU) and Architecture T (4 Intel i7 CPUs).
Table 6.1: Summary of average processing power for Algorithm FIFO-EA and Algorithm KWC-FIFO-EA.

<table>
<thead>
<tr>
<th>Average Processing Power</th>
<th>FIFO-EA</th>
<th>KWC-FIFO-EA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meshed</td>
<td>Tunneled</td>
</tr>
<tr>
<td>Centralized Scheduling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>in terms of ( N_F^{X}_{FIFO-EA} )^†</td>
<td>12.27 GIPS</td>
<td>17.61 GIPS</td>
</tr>
<tr>
<td>numerical Min and Max</td>
<td>10.7 GIPS</td>
<td>29.1 MIPS</td>
</tr>
<tr>
<td>in terms of Intel i7 CPUs↑††</td>
<td>0.06 CPUs</td>
<td>1.6 \times 10^{-4} ) CPUs</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>in terms of ( N_F^{X}_{FIFO-EA} )</td>
<td>0.18 GIPS</td>
<td>0.48 MIPS</td>
</tr>
<tr>
<td>numerical Min and Max</td>
<td>0.01 GIPS</td>
<td>0.01 GIPS</td>
</tr>
<tr>
<td>in terms of Intel i7 CPUs</td>
<td>0.001 CPUs</td>
<td>2.7 \times 10^{-6} ) CPUs</td>
</tr>
</tbody>
</table>

† \( N_F^{X}_{FIFO-EA} \) ranges from 1 to \( 2H_P S_X \), which is 1 to 8 for Architecture M, and 1 to 544 for Architecture T.

†† Taking the processing power of the widely available Intel core processor for PC, i7 Extreme Edition 3960X (Hex core) as a reference, it can perform 177.73 GIPS at 3.33 GHz.
Table 6.2: Summary of peak processing power for Algorithm FIFO-EA and Algorithm KWC-FIFO-EA.

<table>
<thead>
<tr>
<th>Peak Processing Power</th>
<th>FIFO-EA</th>
<th>KWC-FIFO-EA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meshed</td>
<td>Tunneled</td>
</tr>
<tr>
<td><strong>Centralized Scheduling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>in terms of $N_{FIFO-EA}^X$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>numerical Min and Max</td>
<td>37.2 GIPS</td>
<td>0.1 GIPS</td>
</tr>
<tr>
<td>in terms of Intel i7 CPUs$^\dagger$</td>
<td>0.2 CPUs</td>
<td>$5.6 \times 10^{-4}$ CPUs</td>
</tr>
<tr>
<td><strong>Distributed Scheduling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>in terms of $N_{FIFO-EA}^X$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>numerical Min and Max</td>
<td>0.62 GIPS</td>
<td>1.68 MIPS</td>
</tr>
<tr>
<td>in terms of Intel i7 CPUs$^\ddagger$</td>
<td>0.004 CPUs</td>
<td>$9.5 \times 10^{-6}$ CPUs</td>
</tr>
</tbody>
</table>

$^\dagger N_{FIFO-EA}^X$ ranges from 1 to $2\tilde{H}_P S_X$, which is 1 to 8 for Architecture M, and 1 to 544 for Architecture T.

$^\ddagger$ Taking the processing power of the widely available Intel core processor for PC, i7 Extreme Edition 3960X (Hex core) as a reference, it can perform 177.73 GIPS at 3.33 GHz.
6.4 Control Traffic Analysis of Impairment-Aware OFS Scheduling

Similar as the control traffic analysis in Section 4.7, the control traffic includes traffic for lightpath requests from users to the Scheduler, control traffic between the Scheduler and the involved switches to set up or tear down lightpaths. In Impairment-Aware OFS Scheduling, the control traffic also includes traffic on reporting the fiber impairments in the network. This EDFA-induced impairment is the same for both Meshed and Tunneled network architecture, but different with respect to whether the scheduling is centralized or distributed. This is because with centralized scheduling, all impairments needs to be reported to one central Scheduler, while with distributed scheduling, all impairments needs to be reported to all Schedulers.

We assume loss, like fiber loss or switch loss, that does not change with channel configurations is already known to the network control unit and, therefore, is not collected nor reported in the control plane. With the assumption that loss caused by fiber nonlinearity is negligible and EDFA-induced noise is the major noise source in the detection, in the control plane, EDFA ASE noise is collected and reported. Assume along one link the ASE noise from different EDFAs is approximately the same, and at the end node of the link, the node is capable of deducing the ASE noise $P_s$ of one EDFA from the accumulated noise of the link. With these assumptions, whenever a transmission starts or ends along a path, nodes along the path need to report the EDFA ASE noise after the change, and,

(a) if detailed channel configurations are needed to calculate BER, for each link, the ASE noise on each channel in the affected fiber needs to be reported together with the new channel configuration;

(b) if worst case is considered, only number of “On” channels and one ASE noise for all channels need to be report for each affected fiber.

For case (a), we use \((\text{link ID, channel configuration, number of amplifiers, } P_s, \text{ for each wavelength})\) to capture the impairment. The link ID can be an ID related to the fiber which takes 8 bits as discussed in Chap. 4. The channel configuration can be a one-bit identifiers, and the number of amplifiers can be represented by an 8-bit Integer. For

---

One way of estimating $P_s$ at the end node of the link is to consider the noise in a wavelength that originated from the start node of that link, whose signal is only corrupted by the EDFAs on that link. Then the $P_s$ can be derived using models in Chap. 5.
\( P_{sp} \), we choose to use a 64-bit Long number. Define \( L_{IA} \) to be total length of this impairment information with detailed channel configuration, and,

\[
L_{IA} = 65A + 16 \text{ bits}
\]

For case (b), the impairment can be captured by \((\text{link ID}, \text{number of amplifiers, number of “On” wavelengths, } P_{sp})\). Define \( L_{KWC} \) to be total length of the impairment information for known worst case. Using an 8-bit Integer to represent the number of “On” amplifiers, then,

\[
L_{KWC} = 88 \text{ bits}
\]

Again assume TCP/IPv6 is used to transport the impairment control traffic. Notice that the above discussed impairment information is the payload of the IPv6 control packets. Define \( L_{TCP/IP}^{IA} \) or \( L_{TCP/IP}^{KWC} \) to be the total control traffic in one TCP session between one node and the Scheduler for the case of full channel configuration or known worst case, respectively. Then,

\[
\begin{align*}
L_{TCP/IP}^{IA} &= L_{IA}(1 + \alpha_{FEC}) + 320 \cdot 8 \text{ bits} \\
L_{TCP/IP}^{KWC} &= L_{KWC}(1 + \alpha_{FEC}) + 320 \cdot 8 \text{ bits}
\end{align*}
\]

where \( \alpha_{FEC} \) denotes the percentage of overhead from the Forward Error Correction relative to the actual length of the payload. Because both starting and ending a transmission trigger impairment reporting of all links along the path \( P \) where the transmission happens, using \( L_{IA}^P \) and \( L_{KWC}^P \) to represent the control traffic triggered by one transmission (both starting and ending of the transmission), then,

\[
\begin{align*}
L_{IA}^P &= 2L_{TCP/IP}^{IA} \bar{H}_P \text{ bits} \\
L_{KWC}^P &= 2L_{TCP/IP}^{KWC} \bar{H}_P \text{ bits}
\end{align*}
\]

Define \( L_{cen}^Y \) to be the total control traffic with centralized scheduling, and \( L_{dis}^Y \) to be the total control traffic with distributed scheduling, where \( Y \) can be \( IA \) or \( KWC \) specifying the two cases of full channel configuration or of the known worst case. Similar as the control traffic analysis in Section 4.7, the total control traffic can be derived from the
traffic demand and the network topology, and,

\[
L_{cen}^Y = \frac{\rho \Delta FA N_V \bar{H}_{cp}}{T_d} L_Y^P
\]

\[
L_{dis}^Y = \frac{\rho \Delta FA N_V \bar{H}_{cp}}{T_d} L_Y^P N_V
\]

To obtain numerical values of the control traffic, we use numerical values in Table 4.4 to calculate the control traffic for both the average case \((\rho \bar{D} F \Lambda_0 / T_d = 2600)\) and the case of peak traffic arrivals \((\rho \bar{D} F \Lambda_0 / T_d = 9000)\). We obtain numerical values of the additional control traffic for impairment reporting, with the case of average traffic arrivals summarized in Table 6.3 and the case of peak traffic arrivals summarized in Table 6.4.

Table 6.3: Average control traffic for impairment reporting for Algorithm IA-FIFO-EA and KWC-FIFO-EA with both centralized and distributed scheduling.

<table>
<thead>
<tr>
<th>Average Control Traffic</th>
<th>IA-FIFO-EA</th>
<th>KWC-FIFO-EA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized Scheduling</td>
<td>84.25 Gbps</td>
<td>13.26 Gbps</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td>5.06 Tbps</td>
<td>787.8 Gbps</td>
</tr>
</tbody>
</table>

Table 6.4: Peak control traffic for impairment reporting for Algorithm IA-FIFO-EA and KWC-FIFO-EA with both centralized and distributed scheduling.

<table>
<thead>
<tr>
<th>Peak Control Traffic</th>
<th>IA-FIFO-EA</th>
<th>KWC-FIFO-EA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized Scheduling</td>
<td>292.8 Gbps</td>
<td>45.8 Gbps</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td>17.5 Tbps</td>
<td>2.7 Tbps</td>
</tr>
</tbody>
</table>

Adding the impairment control traffic in Table 6.3 to the control traffic for requests and switch configurations in Table 4.6, we obtain the total control traffic for impairment-aware scheduling with average traffic arrivals summarized in Table 6.5. Similarly, we can obtain the total control traffic for impairment-aware scheduling with peak traffic arrivals summarized in Table 6.6.
Table 6.5: Summary of average control traffic for Algorithm FIFO-EA, IA-FIFO-EA, and KWC-FIFO-EA.

<table>
<thead>
<tr>
<th>Average Control Traffic</th>
<th>FIFO-EA</th>
<th>IA-FIFO-EA</th>
<th>KWC-FIFO-EA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meshed</td>
<td>Tunneled</td>
<td>Meshed</td>
</tr>
<tr>
<td>Centralized Scheduling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td>27.68 Gbps</td>
<td>12.16 Gbps</td>
<td>111.93 Gbps</td>
</tr>
<tr>
<td>Per-edge</td>
<td>0.36 Gbps</td>
<td>0.16 Gbps</td>
<td>1.45 Gbps</td>
</tr>
<tr>
<td>Heaviest edge</td>
<td>2.66 Gbps</td>
<td>1.17 Gbps</td>
<td>10.76 Gbps</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td>312.16 Gbps</td>
<td>12.16 Gbps</td>
<td>5.37 Tbps</td>
</tr>
<tr>
<td>Per-edge†</td>
<td>4.05 Gbps</td>
<td>0.16 Gbps</td>
<td>69.7 Gbps</td>
</tr>
</tbody>
</table>

† With distributed scheduling, since control traffic is sent to all WAN nodes and distributed to all links, the average per-edge load is approximately the heaviest edge load.
Table 6.6: Summary of peak control traffic for Algorithm FIFO-EA, IA-FIFO-EA, and KWC-FIFO-EA.

<table>
<thead>
<tr>
<th>Peak Control Traffic</th>
<th>FIFO-EA</th>
<th>IA-FIFO-EA</th>
<th>KWC-FIFO-EA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meshed</td>
<td>Tunneled</td>
<td>Meshed</td>
</tr>
<tr>
<td>Centralized Scheduling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td>95.9 Gbps</td>
<td>42.1 Gbps</td>
<td>388.7 Gbps</td>
</tr>
<tr>
<td>Per-edge</td>
<td>1.26 Gbps</td>
<td>0.54 Gbps</td>
<td>5 Gbps</td>
</tr>
<tr>
<td>Heaviest edge</td>
<td>9.2 Gbps</td>
<td>4.06 Gbps</td>
<td>37.3 Gbps</td>
</tr>
<tr>
<td>Distributed Scheduling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total traffic</td>
<td>1.1 Tbps</td>
<td>42.1 Gbps</td>
<td>18.6 Tbps</td>
</tr>
<tr>
<td>Per-edge</td>
<td>14 Gbps</td>
<td>0.54 Gbps</td>
<td>251 Gbps</td>
</tr>
</tbody>
</table>

† With distributed scheduling, since control traffic is sent to all WAN nodes and distributed to all links, the average per-edge load is approximately the heaviest edge load.
Detailed channel configuration information leads to huge control traffic for link impairment reporting. With distributed scheduling, for the case of peak traffic arrivals, the per-edge control traffic is 251 Gbps for Architecture M, and 230 Gbps for Architecture T, which is huge control plane burden. However, if the network is designed to stay away from the fiber nonlinearity region\textsuperscript{10}, with Algorithm KWC-FIFO-EA and distributed scheduling, the per-edge control traffic is reduced to manageable amount, 49.8 Gbps for Architecture M (with 72\% for link impairment reporting and 28\% for lightpath setup/tear-down), and 36.4 Gbps for Architecture T (with 99\% for link impairment reporting and 1\% for lightpath setup/tear-down).

\section*{6.5 Impairment-Compensation Network Architecture}

In this section, we propose a new network architecture, where the network is designed such that the worst case of channel quality is when there is no “On” wavelength in a fiber\textsuperscript{11}. To ensure during the worst case when there is no other “On” wavelength the lightpath is still qualified or to increase the reach of a lightpath, a dummy laser is used to inject optical power to each fiber going out of each switch (Fig. 6-4). The power of the laser can be controlled in a way as shown in Fig. 6-5 so that the optical power in any fiber is always above a certain minimum level which ensures the worst case or the case with a longer reach is qualified. The total number of lasers equal to the number of fibers in the network, which is, \(2N_EF\), where \(N_E\) is the number of bidirectional edges in the network and \(F\) is the number of fibers for each edge. Note that even with this Impairment-Compensation network architecture, link impairment should still be reported.

\footnote{\textsuperscript{10}This could be achieved by lowering the input optical power, and allowing a higher BER using Forward Error Correction.}

\footnote{\textsuperscript{11}The design can limit the effect of fiber nonlinearities induced cross-channel interference so that EDFA-induced noise dominates.}
Figure 6-4: New WAN architecture with a dummy laser for each fiber out of a switch.

Figure 6-5: Illustration of using dummy lasers to make sure the total optical power in a fiber is maintained above a minimum value.
Chapter 7

Conclusion

In this thesis, we have addressed the network management and control aspects of flow-switched optical networks, and designed a network architecture that leads to both a scalable control plane and an efficient data plane.

Systematically, we have given an overview of the essential network management and control entities and the corresponding functionalities. We focused on the scheduling problem of OFS because its processing power and generated control traffic increase with traffic demand, network size, and are closely correlated with data network architecture, while other routine maintenance type network management and control functionalities contribute either a fixed amount or negligibly to the total efforts. We consider two possible Wide Area Network architectures: meshed or tunneled, and developed a unified model for data plane performance to provide a common platform for the performance comparison of the control plane. We have also developed a framework to analyze network management and control efforts from the perspectives of processing complexity and control traffic as functions of network architecture, traffic demand, and network resources. The presence of switching-induced physical-layer impairments in EDFA-amplified optical links creates more challenges to network management and control. To incorporate the effects of the physical-layer impairments into the scheduling algorithm to guarantee the quality of the scheduled lightpath, we have developed models for quality of EDFA-amplified optical links. We have developed impairment-aware scheduling algorithms for two cases, a) the worst case of channel quality happens when there is no “On” channel in a fiber, and b) full channel configurations of a fiber are needed to determine the quality of one channel and the worst case is not known. Finally, we have proposed an impairment-compensation network architecture which
employs dummy lasers at each switch to guarantee the worst-case channel quality or to increase the reach of a lightpath.

Our analysis of the data plane performance has shown that with aggregation of at least two wavelengths of traffic and allowing about two transactions per wavelength to be scheduled into the future, the tunneled architecture provides comparable data plane performance as the meshed architecture. However, with no physical-layer impairments, the tunneled architecture reduces the processing power and the control traffic by orders of magnitude. Taking the case of peak traffic arrivals with distributed scheduling for an example, the peak processing complexity is reduced from ~0.6 GIPS to ~1.7 MIPS, and the peak control traffic per edge is reduced from ~14 Gbps to ~0.5 Gbps. With impairment-aware scheduling, our results show that if detailed channel configuration information is reported in the control plane, link impairment updates lead to huge control traffic, e.g., ~250 Gbps per-edge peak control traffic with distributed scheduling over the meshed architecture. However, if the worst case of impairment is known to be when there is no “On” channel in a fiber, using the tunneled architecture, both the processing power and the control traffic are reduced to manageable amounts. For example, the scheduling can be handled by 1 to 4 Intel i7 CPUs, and the per-edge peak control traffic is ~36 Gbps.

Below are possible directions for future work.

1. In our modeling of the data plane performance, we assumed a symmetric network topology graph. When the actual network topology graph is not symmetric, one could study to which extent our model still provides a good approximation of the data plane performance.

2. For scheduling over the meshed architecture, due to mid-span merging and diverging traffic, gaps between adjacent schedules over a channel could be unavoidable, leading to possible inefficient network resource utilization. In addition, the expected number of occupied schedule holders over a path do not necessarily indicate the expected delay of a new request along that path with the meshed architecture. New models are needed to investigate the amount of gaps and the delay for scheduling over the meshed architecture.

3. One could investigate the significance of EDFA random gain noise by keeping the loss of the fiber span between adjacent EDFAs and the average EDFA gain matched in experiments.
Appendix A

Derivations of Equations and Theorems in Chapter 3

A.1 Proof of Theorem 1

Proof. By induction. For \( i = 2 \),

\[
\rho_{s2} = (1 - P_{sl} + P_{sn}P_{sl})\rho_{s1} + P_{sn}(1 - \rho_{s1})
\]
\[
= \frac{(1 - P_{sl} + P_{sn}P_{sl})P_{sn}}{P_{sn} + P_{sl} - P_{sn}P_{sl}} + \frac{P_{sn}(P_{sl} - P_{sn}P_{sl})}{P_{sn} + P_{sl} - P_{sn}P_{sl}}
\]
\[
= \frac{P_{sn} + P_{sl} - P_{sn}P_{sl}}{P_{sn} + P_{sl} - P_{sn}P_{sl}}
\]
\[
= \rho_s.
\]

Assume \( \rho_{sk} = \rho_s \), then for \( i = k + 1 \),

\[
\rho_{s(k+1)} = (1 - P_{sl} + P_{sn}P_{sl})\rho_{sk} + P_{sn}(1 - \rho_{sk})
\]
\[
= \frac{(1 - P_{sl} + P_{sn}P_{sl})P_{sn}}{P_{sn} + P_{sl} - P_{sn}P_{sl}} + \frac{P_{sn}(P_{sl} - P_{sn}P_{sl})}{P_{sn} + P_{sl} - P_{sn}P_{sl}}
\]
\[
= \frac{P_{sn} + P_{sl} - P_{sn}P_{sl}}{P_{sn} + P_{sl} - P_{sn}P_{sl}}
\]
\[
= \rho_s.
\]

\( \square \)
Appendix B

Detection of Two Gaussian Random Variables with Non-equal Means and Variations

In this appendix, we derive the optimal threshold detector for the hypothesis testing on whether the received $X$ is “1” or “0” using techniques from [37].

B.1 Optimal Two-threshold Detector

Assume under hypothesis 1, $X$ is a Gaussian random variable with mean $\mu_s$, and variance $\sigma_s^2$, that is,

$$H_1: \quad X \sim \text{Gaussian}(\mu_s, \sigma_s^2)$$

Assume under hypothesis 0, $X$ is a Gaussian random variable with mean $\mu_n$, and variance $\sigma_n^2$, that is,

$$H_0: \quad X \sim \text{Gaussian}(\mu_n, \sigma_n^2)$$

In addition, we assume,

$$\mu_n < \mu_s$$
$$\sigma_n^2 < \sigma_s^2$$
Therefore, the distribution of \( X \) is,

\[
H_1 : \quad f_{x|H_1}(x) = \frac{1}{\sigma_s \sqrt{2\pi}} \exp \left[ -\frac{(x - \mu_s)^2}{2\sigma_s^2} \right] \tag{B.1}
\]

\[
H_0 : \quad f_{x|H_0}(x) = \frac{1}{\sigma_n \sqrt{2\pi}} \exp \left[ -\frac{(x - \mu_n)^2}{2\sigma_n^2} \right] \tag{B.2}
\]

Solving \( f_{x|H_1}(x) = f_{x|H_0}(x) \) leads to two crossing points of the two Gaussian distributions, see Fig. B-1, and,

\[
x_1^* = a + \sqrt{a^2 - b} \tag{B.3}
\]

\[
x_2^* = a - \sqrt{a^2 - b} \tag{B.4}
\]

\[
a = \frac{\mu_n \sigma_n^2 - \mu_s \sigma_s^2}{\sigma_s^2 - \sigma_n^2}
\]

\[
b = \frac{\sigma_s^2 \mu_n^2 - \sigma_n^2 \mu_s^2 + 2\sigma_s^2 \sigma_n^2 \log \left( \frac{\sigma_n}{\sigma_s} \right)}{\sigma_s^2 - \sigma_n^2}
\]

The optimal threshold detector is a two-threshold detector with thresholds \( x_1^* \) and \( x_2^* \), and,

\[
H_1 \text{ is true, if } \quad X < x_2^*, \text{ or } X > x_1^* \\
H_0 \text{ is true, if } \quad x_2^* < X < x_1^*
\]

To see why the above is true, consider the error probability using a two-threshold detector with thresholds at \( x_1 \) and \( x_2 \), and \( x_2 < \mu_n < x_1 \), and,

\[
P_e = P(H_0)Pr\{X < x_2, \text{ or, } X > x_1|H_0\} + P(H_1)Pr\{x_2 < X < x_1|H_1\} \tag{B.5}
\]

Since “1” and “0” bits are equally likely, \( P(H_1) = P(H_0) = 0.5 \). Define \( \phi_i(x) \) as the cumulative probability distribution of the Gaussian random variable under hypothesis \( H_i \). Then Eq. (B.5) can be re-written as,

\[
P_e = \frac{1}{2} \left( \phi_0(x_2) + 1 - \phi_0(x_1) \right) + \frac{1}{2} \left( \phi_1(x_1) - \phi_1(x_2) \right)
\]

\[
= \frac{1}{2} \left( 1 - \phi_0(x_1) + \phi_1(x_1) \right) + \frac{1}{2} \left( \phi_0(x_2) - \phi_1(x_2) \right)
\]

\[
= s(x_1) + g(x_2)
\]
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Note that as long as $x_2 < \mu_n < x_1$ is maintained, $P_e$ can be optimized by choosing the $x_1^*$ and $x_2^*$ independently. Therefore,

$$\min_{x_2 < \mu_n < x_1} P_e = \min_{x_1 > \mu_n} s(x_1) + \min_{x_2 < \mu_n} g(x_2)$$

The first derivatives of $s(x_1)$ and $g(x_2)$ w.r.t. $x_1$ and $x_2$, respectively, are

$$s'(x_1) = f_{x|H_1}(x_1) - f_{x|H_0}(x_1)$$
$$g'(x_2) = f_{x|H_0}(x_2) - f_{x|H_1}(x_2)$$

Setting the above first derivatives equal to zero, leads to

$$f_{x|H_1}(x_1) = f_{x|H_0}(x_1)$$
$$f_{x|H_0}(x_2) = f_{x|H_1}(x_2)$$

Solving the above equations, we have obtained $x_1^*$ in Eq. (B.3) and $x_2^*$ in Eq. (B.4), and $x_2^* < \mu_n < x_1^*$. 

Figure B-1: Two-threshold detection model of two Gaussian random variables with non-equal means and variances.
The second derivatives of $s(x_1)$ and $g(x_2)$ w.r.t. $x_1$ and $x_2$, respectively, are

$$s''(x_1) = -\frac{(x_1 - \mu_s)^3}{\sqrt{2\pi\sigma_s^3}} + \frac{(x_1 - \mu_n)^3}{\sqrt{2\pi\sigma_n^3}}$$

$$g''(x_2) = \frac{(x_2 - \mu_s)^3}{\sqrt{2\pi\sigma_s^3}} - \frac{(x_2 - \mu_n)^3}{\sqrt{2\pi\sigma_n^3}}$$

At $x_1 = x_1^*$,

$$s''(x_1^*) = -\frac{(x_1^* - \mu_s)^3}{\sqrt{2\pi\sigma_s^3}} + \frac{(x_1^* - \mu_n)^3}{\sqrt{2\pi\sigma_n^3}}$$

$$= \frac{\sigma_s^3 (x_1^* - \mu_s)^3 - \sigma_n^3 (x_1^* - \mu_n)^3}{\sqrt{2\pi\sigma_s^3\sigma_n^3}}$$

$$> \frac{\sigma_s^3 [(x_1^* - \mu_n)^3 - (x_1^* - \mu_s)^3]}{\sqrt{2\pi\sigma_n^3\sigma_s^3}}$$

(B.6)

(B.7)

(B.8)

where Eq. (B.6) $\Rightarrow$ Eq. (B.7) because $\sigma_s^2 > \sigma_n^2$, and Eq. (B.7) $\Rightarrow$ Eq. (B.8) because $x_1^* > \mu_n$ and $\mu_n < \mu_s$. Similarly, at $x_2 = x_2^*$,

$$g''(x_2^*) > 0$$

Therefore,

$$\min_{x_1 > \mu_n} s(x_1) = s(x_1^*)$$

$$\min_{x_2 < \mu_n} g(x_2) = g(x_2^*)$$

and,

$$\min_{x_2 < \mu_n < x_1} P_e = \frac{1}{2} (1 - \phi_0(x_1^*) + \phi_1(x_1^*)) + \frac{1}{2} (\phi_0(x_2^*) - \phi_1(x_2^*))$$

(B.9)

In communication systems, error probability is often expressed as functions of the Q-function. The Q-function is the tail probability of the standard normal distribution, that is,

$$Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp(-\frac{x^2}{2})dx = \frac{1}{2} \text{erfc} \left( \frac{x}{\sqrt{2}} \right)$$

(B.10)

Expressing Eq. (B.9) using Q-function, we obtain the minimum error probability.
of the optimal two-threshold detector, and,

\[(P_e)_{\text{min}} = \frac{1}{2} \left[ Q \left( \frac{\mu_s - x_1^*}{\sigma_s} \right) + Q \left( \frac{x_1^* - \mu_n}{\sigma_n} \right) \right] - \frac{1}{2} \left[ Q \left( \frac{\mu_s - x_2^*}{\sigma_s} \right) - Q \left( \frac{\mu_n - x_2^*}{\sigma_n} \right) \right] \tag{B.11} \]

### B.2 Single-threshold Detector Approximation

Consider a single threshold detector with threshold at \(x_1^*\) (see Fig. B-2), and

- \(H_1\) is True, if \(X > x_1^*\)
- \(H_0\) is True, if \(X < x_1^*\)

\[\Delta P_e \]

\[(P_e)_{\text{single-threshold}} = (P_e)_{\text{min}} + \Delta P_e \]

**Figure B-2:** Single-threshold detection model of two Gaussian random variables with non-equal means and variances.

Therefore, the error probability is:

\[(P_e)_{\text{single-threshold}} = P(H_1)Pr \left( \frac{X - \mu_s}{\sigma_s} < \frac{x_1^* - \mu_s}{\sigma_s} \mid H_1 \right) + P(H_0)Pr \left( \frac{X - \mu_n}{\sigma_n} > \frac{x_1^* - \mu_n}{\sigma_n} \mid H_0 \right) \]

\[= \frac{1}{2} \left[ Q \left( \frac{\mu_s - x_1^*}{\sigma_s} \right) + Q \left( \frac{x_1^* - \mu_n}{\sigma_n} \right) \right] \]

The difference of the error probability between the optimal two-threshold detector
and the single-threshold detector is

\[
\Delta P_e \triangleq (P_e)_{\text{single-threshold}} - (P_e)_{\text{min}} = \frac{1}{2} \left[ Q \left( \frac{\mu_s - x_2^*}{\sigma_s} \right) - Q \left( \frac{\mu_n - x_2^*}{\sigma_n} \right) \right]
\]

From [12],

\[
Q(x) \approx \frac{1}{12} \exp(-\frac{x^2}{2}) + \frac{1}{4} \exp(-\frac{2}{3}x^2) \quad x > 0
\]

Therefore, \( Q(x) \) decreases exponentially with increase of \( x \), and,

\[
\frac{\Delta P_e}{(P_e)_{\text{single-threshold}}} = \frac{Q \left( \frac{\mu_s - x_2^*}{\sigma_s} \right) - Q \left( \frac{\mu_n - x_2^*}{\sigma_n} \right)}{Q \left( \frac{\mu_s - x_1^*}{\sigma_s} \right) + Q \left( \frac{\mu_n - x_1^*}{\sigma_n} \right)} < \frac{Q \left( \frac{\mu_s - x_2^*}{\sigma_s} \right)}{Q \left( \frac{\mu_s - x_1^*}{\sigma_s} \right)} \\
\approx \frac{1}{12} \exp \left( -\frac{1}{2} \left( \frac{\mu_s - x_2^*}{\sigma_s} \right)^2 \right) + \frac{1}{4} \exp \left( -\frac{2}{3} \left( \frac{\mu_s - x_2^*}{\sigma_s} \right)^2 \right)
\]

Since

\[
\frac{\Delta P_e}{(P_e)_{\text{min}}} = \frac{1}{\frac{\Delta P_e}{(P_e)_{\text{single-threshold}}}} - 1
\]

\( \Delta P_e \) is negligible relative to \((P_e)_{\text{min}}\) if \( x_2^* \ll x_1^* \), that is,

\[
(\mu_n \sigma_n^2 - \mu_s \sigma_s^2)^2 \gg \sigma_n^2 \mu_n^2 - \sigma_s^2 \mu_s^2 + 2 \sigma_n^2 \sigma_s^2 \log \left( \frac{\sigma_n}{\sigma_s} \right)
\]
Appendix C

Derivations of Equations in Chapter 5

C.1 Derivation of $\sigma_{IG_{\text{sig}}}^2$ in Eq. (5.24)

Proof. The gain intensity noise from the signal is,

$$
\sigma_{IG_{\text{sig}}}^2 = \text{Var} \left( E_0(lg)^{g/2} \left( \prod_{i=1}^{k} \frac{G_i}{g} \right)^{1/2} \right)
= P_0(lg)^k \left[ E \left[ \prod_{i=1}^{k} \frac{G_i}{g} \right] - E \left[ \prod_{i=1}^{k} \left( \frac{G_i}{g} \right)^{1/2} \right]^2 \right]
= P_0(lg)^k \left[ 1 - \left( \frac{E[\sqrt{G}]^2}{g} \right)^k \right]
= P_0(lg)^k \left[ 1 - \left( \frac{g - \text{Var}(\sqrt{G})}{g} \right)^k \right]
= P_0(lg)^k \left[ 1 - \left( 1 - \frac{\text{Var}(\sqrt{G})}{g} \right)^k \right]
$$

Note that in the above calculation, for simplicity reasons, real field values are considered.
C.2 Derivation of $\sigma_{IG_{sp}}^2$ in Eq. (5.25)

Proof. The gain intensity noise from the accumulated ASE is,

$$\sigma_{IG_{sp}}^2 = \text{Var} \left( \sum_{i=1}^{k-1} E_{sp} \left( \prod_{j=i+1}^{k} \frac{G_{j} (g)}{g} \right)^{\frac{1}{2}} + E_{sp} \right)$$

$$= \text{Var} \left( \sum_{i=1}^{k-1} E_{sp} \left( \prod_{j=i+1}^{k} \frac{G_{j} (g)}{g} \right)^{\frac{1}{2}} \right)$$

$$= P_{sp} \left\{ E \left[ \sum_{i=1}^{k-1} \prod_{j=i+1}^{k} \left( \frac{G_{j} (g)}{g} \right)^{\frac{1}{2}} \right]^2 \right\} - \left\{ E \left[ \sum_{i=1}^{k-1} \prod_{j=i+1}^{k} \left( \frac{G_{j} (g)}{g} \right)^{\frac{1}{2}} \right]^2 \right\}$$

$$= P_{sp} \left\{ \sum_{i=1}^{k-1} E \left[ \prod_{j=i+1}^{k} \frac{G_{j} (g)}{g} \right] - \sum_{i=1}^{k-1} E \left[ \prod_{j=i+1}^{k} \left( \frac{G_{j} (g)}{g} \right)^{\frac{1}{2}} \right]^2 \right\}$$

$$= P_{sp} \sum_{i=1}^{k-1} \left( \prod_{j=i+1}^{k} E \left[ \frac{G_{j} (g)}{g} \right] - \prod_{j=i+1}^{k} \left( \frac{G_{j} (g)}{g} \right)^{\frac{1}{2}} \right)^2 \right\}$$

$$= P_{sp} \sum_{i=1}^{k-1} \left( \prod_{j=i+1}^{k} \frac{G_{j} (g)}{g} \left( 1 - \text{Var}(\sqrt{G}) \right) \right)^2$$

$$= P_{sp} \sum_{i=1}^{k-1} \left( \left[ \frac{G_{j} (g)}{g} \right]^{k-i} \left( 1 - \text{Var}(\sqrt{G}) \right)^{k-i} \right)^2$$

$$= P_{sp} \left\{ \frac{\text{lg} \left( 1 - \left( \frac{1}{g} \right)^{k-1} \right)}{1 - \text{lg} \left( \frac{1}{g} \right)} - \frac{\text{lg} \left( \frac{1 - \text{Var}(\sqrt{G})}{g} \right)}{1 - \text{lg} \left( \frac{1 - \text{Var}(\sqrt{G})}{g} \right)} \right\}^{k-1}$$

$$= \begin{cases} \frac{P_{sp}}{(k-1) - \frac{1}{\text{Var}(\sqrt{G})}} \left[ 1 - \left( \frac{1 - \text{Var}(\sqrt{G})}{g} \right)^{k-1} \right] & \text{if } \text{lg} = 1 \\ \frac{P_{sp}}{\text{lg} \left( 1 - \left( \frac{1}{g} \right)^{k-1} \right) - \text{lg} \left( \frac{1 - \text{Var}(\sqrt{G})}{g} \right)} \left[ 1 - \left( \frac{1 - \text{Var}(\sqrt{G})}{g} \right)^{k-1} \right] & \text{if } \text{lg} \neq 1, \text{lg} \neq \frac{1}{1 - \text{Var}(\sqrt{G})} \end{cases}$$

Note that in the above calculation, for simplicity reasons, real field values are considered.
C.3 Derivation of $\sigma^2_{G_{\text{sig-sig}}}$ in Eq. (5.29)

Proof.

$$
\sigma^2_{G_{\text{sig-sig}}} = R^2 P_0^2 (lg)^{2k} \text{Var} \left( \prod_{i=1}^{k} \frac{G_i \beta_i}{g} \right)
= R^2 P_0^2 (lg)^{2k} \left( E \left[ \prod_{i=1}^{k} \frac{(G_i)^2}{g} \right] - E \left[ \prod_{i=1}^{k} \frac{G_i}{g} \right]^2 \right)
= R^2 P_0^2 (lg)^{2k} \left( \frac{G^2 + \sigma_G^2}{g^2} \right)^k
= R^2 P_0^2 (lg)^{2k} \left( 1 + \frac{\sigma_G^2}{g^2} \right)^k - 1
$$

C.4 Derivation of $\sigma^2_{I_{\text{sig-sp}}}$ in Eq. (5.30)

Proof. Define $(\sigma^2_I)_{\text{sig-sp,i}}$ to be the intensity noise from signal beating with the $i$th noise term. The corresponding photocurrent is

$$
I_{\text{sig-sp,i}} = 2R \int \left[ P_0 \cdot lG_1 \cdot lG_2 \cdots lG_i \cdot S_{\text{sp}} (lG_{i+1} \cdot lG_{i+2} \cdots lG_k) \right] \frac{1}{2} d\omega_n
$$

Therefore,

$$(\sigma^2_I)_{\text{sig-sp,i}} = \text{Var} (I_{\text{sig-sp,i}})$$

$$
= 4R^2 P_0 S_{\text{sp}} B_e \cdot \left( \prod_{j=1}^{i} \frac{G_j l g}{g} \right)^{\frac{1}{2}} \left( \prod_{m=i+1}^{k} \frac{G_m l g}{g} \right)^{\frac{1}{2}} \text{Var} \left( \prod_{j=1}^{i} \frac{G_j}{g} \right) \cdot \left( \prod_{m=i+1}^{k} \frac{G_m}{g} \right)^2
$$

$$
= 4R^2 P_0 S_{\text{sp}} B_e (lg)^{2k-i} \cdot \left( \left[ E \left( \prod_{j=1}^{i} \frac{G_j}{g} \right)^{\frac{1}{2}} \prod_{m=i+1}^{k} \frac{G_m}{g} \right]^2 - E \left( \prod_{j=1}^{i} \frac{G_j}{g} \right)^{\frac{1}{2}} \prod_{m=i+1}^{k} \frac{G_m}{g} \right)^2
$$

$$
= 4R^2 P_0 S_{\text{sp}} B_e (lg)^{2k-i} \cdot \left[ E \left( \prod_{m=i+1}^{k} \frac{G_m^2}{g^2} \right)^2 - E \left( \prod_{j=1}^{i} \frac{G_j}{g} \right)^2 \right]
$$

$$
= 4R^2 P_0 S_{\text{sp}} B_e (lg)^{2k-i} \cdot \left[ \left( \frac{E[G^2]}{g^2} \right)^{k-i} - \left( \frac{E[\sqrt{G}]^2}{g} \right)^i \right]
$$
Because $E[\sqrt{G}]^2 = E[G] - \text{Var}(\sqrt{G})$ and $\text{Var}\sqrt{G} \geq 0$, $E[\sqrt{G}]^2 \leq E[G] = g$. Therefore, 

$$
\left( \frac{E[\sqrt{G}]}{g} \right)^i \leq 1.
$$

Hence,

$$(\sigma_i^2)_{\text{sig-sp},i} \geq 4R^2 P_0 S_{sp} B_c \cdot (lg)^k \cdot (lg)^{k-i} \left[ \left( 1 + \frac{\sigma_G^2}{g^2} \right)^{k-i} - 1 \right]$$

The total intensity noise from signal beating with noise $\sigma_{IG_{\text{sig-sp}}}^2$ is,

$$\sigma_{IG_{\text{sig-sp}}}^2 \geq 4R^2 P_0 S_{sp} B_c \cdot (lg)^k \cdot \sum_{i=1}^{k} \left\{ \left[ \left( 1 + \frac{\sigma_G^2}{g^2} \right)^{k-i} - 1 \right] (lg)^{k-i} \right\}$$

$$= 4R^2 P_0 S_{sp} B_c \cdot (lg)^k \cdot \sum_{j=0}^{k-1} \left\{ lg \left( 1 + \frac{\sigma_G^2}{g^2} \right)^j - (lg)^j \right\}$$

$$= \left\{ \begin{array}{ll}
4R^2 P_0 S_{sp} B_c \cdot (lg)^k \cdot \left\{ \frac{g^2}{\sigma_G^2} \left[ \left( 1 + \frac{\sigma_G^2}{g^2} \right)^k - 1 \right] - k \right\} & \text{if } lg = 1 \\
4R^2 P_0 S_{sp} B_c \cdot (lg)^k \cdot \left\{ \frac{lg \left( 1 + \frac{\sigma_G^2}{g^2} \right)^{k-1} - (lg)^{k-1}}{lg \left( 1 + \frac{\sigma_G^2}{g^2} \right) - 1} \right\} & \text{otherwise}
\end{array} \right.$$  

C.5 Derivation of $\sigma_{IG_{sp-sp}}^2$ in Eq. (5.31)

Proof. Define $(\sigma_i^2)_{\text{sp-sp},ij}, (i < j)$ to be the intensity noise from the $i$th ASE term beating with the $j$th ASE term. The corresponding photocurrent is

$$I_{sp-sp,ij} = 2R \int \int (S_{sp} \cdot lG_{i+1} \cdot lG_{i+2} \cdots lG_k)^{\frac{1}{2}} \cdot (S_{sp} \cdot lG_{j+1} \cdot lG_{j+2} \cdots lG_k)^{\frac{1}{2}} \cos \theta \omega d\omega'$$
Therefore,

\[
(\sigma^2_{\text{sp-sp},ij}) = \text{Var}(I_{\text{sp-sp},ij})
\]

\[
= 4R^2S^2_{\text{sp}}B_0B_e \cdot \text{Var} \left( \left( \prod_{m=i+1}^{k} \frac{G_m}{g} \right)^{\frac{1}{2}} \left( \prod_{n=j+1}^{k} \frac{G_n}{g} \right)^{\frac{1}{2}} \right)
\]

\[
= 4R^2S^2_{\text{sp}}B_0B_e \cdot (lg)^{k-i}(lg)^{k-j} \cdot \text{Var} \left( \left( \prod_{m=i+1}^{j} \left( \frac{G_m}{g} \right)^{\frac{1}{2}} \prod_{n=j+1}^{k} \frac{G_n}{g} \right)^2 \right)
\]

\[
= 4R^2S^2_{\text{sp}}B_0B_e \cdot (lg)^{k-i}(lg)^{k-j} \cdot \left\{ E \left[ \left( \prod_{m=i+1}^{j} \left( \frac{G_m}{g} \right) \prod_{n=j+1}^{k} \frac{G_n}{g} \right)^2 \right] - E \left[ \prod_{m=i+1}^{j} \left( \frac{G_m}{g} \right) \prod_{n=j+1}^{k} \frac{G_n}{g} \right]^2 \right\}
\]

\[
= 4R^2S^2_{\text{sp}}B_0B_e \cdot (lg)^{k-i}(lg)^{k-j} \cdot \left[ \left( \frac{E[G^2]}{g^2} \right)^{k-j} - \left( \frac{E[\sqrt{G}^2]}{g} \right)^{j-i} \right]
\]

\[
\geq 4R^2S^2_{\text{sp}}B_0B_e \cdot (lg)^{k-i}(lg)^{k-j} \cdot \left[ \left( 1 + \frac{\sigma^2_G}{g^2} \right)^{k-j} - 1 \right]
\]

The total intensity noise from ASE noise beating with itself is,

\[
\sigma^2_{IG_{\text{sp-sp}}} \geq \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} (\sigma^2_{\text{sp-sp},ij})
\]

\[
= 4R^2S^2_{\text{sp}}B_0B_e \cdot \sum_{i=1}^{k-1} \frac{(lg)^{k-i}}{\sum_{j=i+1}^{k} \frac{(lg)^{k-j}}{\left[ \left( 1 + \frac{\sigma^2_G}{g^2} \right)^{k-j} - 1 \right]}}
\]

\[
= 4R^2S^2_{\text{sp}}B_0B_e \cdot \sum_{i=1}^{k-1} (lg)^{k-i} \sum_{j=i+1}^{k} \left[ \left( lg \left( 1 + \frac{\sigma^2_G}{g^2} \right) \right)^{k-j} - (lg)^{k-j} \right]
\]
If \( lg \neq 1 \),

\[
\sigma_{G_{sp-ep}}^2 = 4R^2S_{sp}^2B_oB_c \sum_{i=1}^{k-1} (lg)^{k-i} \left\{ \frac{\left[ (lg) \left( 1 + \frac{\sigma_g^2}{g^2} \right) \right]^{k-i} - 1}{lg \left( 1 + \frac{\sigma_g^2}{g^2} \right) - 1} \frac{\left[ (lg)^{k-i} \right]}{lg - 1} \right\}
\]

\[
= 4R^2S_{sp}^2B_oB_c \sum_{i=1}^{k-1} \left\{ \frac{(lg)^2 \left( 1 + \frac{\sigma_g^2}{g^2} \right)}{lg \left( 1 + \frac{\sigma_g^2}{g^2} \right) - 1} - \frac{(lg)^{k-i}}{lg - 1} \right\}
\]

\[
= 4R^2S_{sp}^2B_oB_c \sum_{i=1}^{k-1} \left\{ \frac{(lg)^2 \left( 1 + \frac{\sigma_g^2}{g^2} \right)}{lg \left( 1 + \frac{\sigma_g^2}{g^2} \right) - 1} - \frac{(lg)^{k-i}}{lg - 1} \right\}
\]

\[
= 4R^2S_{sp}^2B_oB_c \sum_{i=1}^{k-1} \left\{ \frac{(lg)^2 \left( 1 + \frac{\sigma_g^2}{g^2} \right)}{lg \left( 1 + \frac{\sigma_g^2}{g^2} \right) - 1} - \frac{(lg)^{k-i}}{lg - 1} \right\}
\]

If \( lg = 1 \),

\[
\sigma_{G_{sp-ep}}^2 = 4R^2S_{sp}^2B_oB_c \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \left( 1 + \frac{\sigma_g^2}{g^2} \right)^{k-j} - 1
\]

\[
= 4R^2S_{sp}^2B_oB_c \sum_{i=1}^{k-1} \left\{ \left( 1 + \frac{\sigma_g^2}{g^2} \right)^{k-i} - 1 \right\}
\]

\[
= 4R^2S_{sp}^2B_oB_c \sum_{n=1}^{k-1} \left\{ \left( 1 + \frac{\sigma_g^2}{g^2} \right)^n - 1 \right\}
\]

\[
= 4R^2S_{sp}^2B_oB_c \left\{ \left( 1 + \frac{\sigma_g^2}{g^2} \right) \left( 1 + \frac{\sigma_g^2}{g^2} \right)^{k-1} - 1 \right\}
\]

\[
- \frac{k-1}{\sigma_g^2} - \frac{k(k-1)}{2}
\]
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