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Abstract

It is no wonder that research in Si photonics (optical components embedded on a silicon platform) has

bloomed so rapidly the last few years. Combining low loss, strong refractive index contrast (and, thus,

light confinement), with electro-optical and thermo-optical effects, allows for the fabrication of dense and

complex electro-optical Si photonics systems. Moreover, because it is based on the well-established

platforms of the CMOS industry, Si photonics is expected to rapidly shift from a research field to the

production of high volume, low cost, complex, integrated electro-optical systems. One class of systems

receiving increasing interest are Nanophotonic Phased Arrays (NPAs), which offer free space emission of

a manipulated beam that can be steered, focused, have controlled angular momentum and even create

holograms.

Still, some substantial challenges remain in applying these NPAs to real systems. Large cell size and

spacing between adjacent antennas produce multiple beams and reduce effective steering angle. In

addition, small beam angle requirements and large aperture in NPAs receivers demand large phased array

size. In order to allow for both steering angle and large aperture, a large array with small cell size is

required resulting large number of unit cells in one array.

In this work, we first propose two metallic nanoantennas to couple between a waveguide mode to free

space radiation. Then, by combining existing Si photonic components like directional couplers and

modulators with optical antennas and phase shifters that were designed for this goal we demonstrate, in

this work, several NPAs for various applications. Using unique architecture, we then, specifically focus

on a, NPA based, lidar. These lidar systems are essential components in any autonomous system

maneuvering in an undefined environment. An on chip lidar like this one can serve, for example, in the

automotive industry for safety enhancement and to allow autonomous driving functionality at an

affordable price.

Thesis Supervisor: Michael R. Watts

Title: Associate Professor of Electrical Engineering
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Chapter 1 Introduction

1 Introduction

1.1 Silicon Photonics

The last century was significant for its technology breakouts (1). Breakthroughs in two specific fields

origin at the middle of that century had probably have the largest impact on our world as we see it today -

The field of optics and the field of solid state electronics. The optics field, with the two separate

developments of laser and fiber optics, enabled today's optical communication and opened a new for

human kind. Broadband laser communication, with low carrier loss over long distance optical fibers,

wired our planet, first allowing for affordable intercontinental communication, then empowering the

growth of the internet. Today's data traffic reaches the enormous levels of ~30 TB/sec IP traffic around

the world (2) and probably much more in data centers. Roughly at the same time, the solid state

electronics field was developed by the invention of the Silicon (Si) transistor and the creation of the Si

industry, particularly the complementary metal-oxide semiconductor (CMOS) technology patented in 63

(3). This technology showed the fastest evolution rate by doubling transistor count every 2 years,

reducing its minimum feature size from a quarter of an inch (4) in 1954 to a less then 100nm now days.

Interestingly, these two technologies have some opposite strengths and limitations. While optical

communication is broadband and almost lossless (hence carry signals long distance), it generally utilizes,

more expensive, large components either because of low light-matter interaction or because of low index

contrast that disable sharp waveguide bands. Alternatively, Si based electrical systems relay mostly on

elecirical communication through Cupper (Cu) lines. These metal lines have high loss in carrying electric

and electromagnetic signals over small distances and extremely limited in their bandwidth. Nonetheless,

CMOS technology features low cost micron scale systems; it allows for easy, well establish, micro- and

nano-scale components and therefore cheap miniature systems in mass production. Fig. 1.1 (5) shows the

difference in loss between coax cable and optical fibers over 100m as a function of frequency.

14
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Fig. 1.1 Curtesy of (5) - comparison of signal transmission loss for 100-meter long single mode (SM) fiber, multimode

(MM) fiber and high-quality video coaxial cable

Combining these two technologies into a rather new field called Si Photonics enables on-chip electro

optical systems that harness the good of each technology without carrying any of the weaknesses

mentioned above. Amazingly, the two technologies seem to merge perfectly well. Not only the two

materials, Si as core material and Silicon-dioxide (SiO2 ) as cladding are transparent in most of the IR

spectrum, the large index contrast between the two enables very strong mode confinement in Si

waveguides. This, in turn, allows for sharp bends and micron scale components. Fig. 1.2 shows a, dense,

Si photonic system demonstrating about 4000 unit cells packed in to an area of just above 0.3mm 2 ; each

unit cell containing several components and waveguide bending of 2ptm in radius (6). In addition, Si have

two, electrical controlled, optical effects allowing for optical manipulation and opto-electric integrated

systems - the thermo-optical effect which is strong and permit short components, and the electro-optical

effect which is fast and allows for high speed systems. These advantages, together with the well-

established Si industry, opens a vast number of opportunities for new, compact, low cost and low power

consuming, systems that were out of reach 10 years ago.
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Fig. 1.2 a Scanning Electron Microscope (SEM) image of a dense fabricated Si photonics system showing several
components packed into a unit cell area of only 9x9pm

Looking at the benefits of Si photonics and the technologies it grew from, it is easy to see why

researchers were aiming the silicon photonics field mainly for on-chip data communication and as a link

to fiber optic, longer range, communication (7), (8). The broadband low loss link, with high proximity to

where the bits produced or sent to, creates the perfect communication channel for high speed data

processing. Components like micro-rings tunable filters (9), Mach-Zhender modulators (10), Wave

Division Multiplexers (WDMs) (11), on-chip photodetectors (12), (13) and more were quickly formed to

address the optical link goals. Still, other types of systems are gaining more and more momentum from

the same technology sometime using the similar components originally developed for communication

requirements. One of which is the main focus of this work - Si based nanophotonic phased arrays

(NPAs), the way they are constructed and possible applications are thoroughly presented here.

1.2 Optical Phased Arrays

1.2.1 Basic Theory

Phased arrays are arrays of antennas sharing a mutual feed with some phase control mechanism to

regulate the phase of the electromagnetic wave emitted by each antenna. Constructed this way, Phased

arrays produce a wave front pattern that agrees with a desired beam shape. For example, one collimated
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beam emission in some azimuthal direction can be achieved by setting the phase of the different emitters

to vary linearly along the array, with respect to azimuthal direction on the array plane, and create a flat

phase front tilted to the desired beam direction. The tilt of the beam from the zenith direction directly

depend on the variation rate of the phase along the array. Fig. 1.3 presents a side view of such a case

where 0 is the tilt from zenith angle, and the linearly grows of the phase along the array from, left to right,

can be seen in the single antenna phase circles' radiuses.

However, controlling the phase and amplitude of each emitter can also generate a three dimensional

image. By mimic the wavefront phase (and possibly but not necessarily amplitude) of a given

background, one can create a hologram of this background. Moreover, it is also possible to take the

wavefront of a specific object and by calculating its time reversal propagation, mimicking it's phase and

amplitude on the array to create a three dimensional image in front of the array (between the array and the

viewer). For example, in order to create a hologram of a point source in space in front of the phased array,

one only needs to tune the array phases to create a spherical converging phase front. A spherical diverging

phase front will appear as a hologram of a point source behind the array.

(a)

canned beam
direction

YA Y YeY
An e " A, e'' AO eJ6*

7 6 4 3 2 . Phase
7 6 5 4 3 2 * O delay

(b) k, 0

d -

W k, . ko

...... ... ...... ........Y..

ANTENNA INPUT

Fig. 1.3 Phased array basics: (a) Schematic illustration of a beam steering with a phased array. The phase delay increases
linearly from left to right, supporting a flat phase front tilted to the left and a collimated beam in that direction. (b) and (c)

illustration of higher orders emit from a phased array and their dependent over antenna pitch where (b) shows large
spacing and dose orders and (c) shows small antenna spacing and higher separation angle between beams.

When designing a phased array, the first fundamental limit one should consider is the higher orders

constructively interfered. These will create higher order images/beams in unwanted direction. Using

Fourier theorem for far field paraxial radiation and looking at the phased array radiation Fig. 1.3(b), one
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can easily see that the radiation pattern emitted from a series of discrete emitters translates by Fourier

transform to periodic radiation pattern in the far field. The period angle in far field is, then, proportional

to the wavelength and inverse proportional to the emitter spacing (i.e array unit cell size). Removing the

paraxial approximation, Fourier optics does not hold any more but the constructive characteristic of

different modes is still in effect as can be seen in the difference between Fig. 1.3(b) and (c) (see Appendix

A for more information) and the relations to wavelength and unit cell size still hold. Walking through the

exact formulation it turns out that in order to eliminate side beams when main beam points forward, the

unit cell size should be less than one wavelength and half wavelength to eliminate additional beams when

main beam points parallel to the surface of the array. This may be trivial to deal with at low frequency or

RF, but at the optical spectrum requires the unit cell to be on the micron scale size.

1.2.2 From RF to the Optical Spectrum

Phased arrays are common in the RF regime and are being used mainly for radar and communication

applications where they are operated up to the Extreme High Frequencies (EHF). They inhabit fast

communication links (14), the Ballistic Missile Early Warning System (BMWES) and PAVE Phased

Array Warning System (PAVE PAWS) (15), fighter plane nose radars (16), naval radars (17) and more.

For these systems phased arrays are mainly used to steer transmitted beams or identify the direction where

a received energy came from.

Still, the physics behind these devices is not limited to the RF spectrum. Using same components

built differently than for RF, phased arrays can also be built in the optical regime (wavelength < I Oum).

Transit the phased array technology to the optical regime opens a large number of applications to aim for.

Light radars (lidars) are the straight forward analogy to radars in the RF regime and free space optical

communication systems are the transformation from phased array base RF links, but optical phased arrays

can also be used for other systems. 3D video displays (18) structured light for 3D imaging (19) and

angular momentum control for multimode fibers communication (20) are only few example of how

optical phased arrays can impact our lives in the future.

Reducing the wavelength to the optical spectrum inherently requires scaling of the unit cell (a cell in

the array) by the approximately same ratio. This, while allows for miniaturized systems, also brings

ciallenge; new components of a mirnwi scale size should be designed. Several methods to address this

challenge like the use of Micro Electro Mechanical Systems (MEMS) mirrors (21) and liquid crystal

based transparent media (22) were applied. Still, the benefits of Si photonics, as described above, suggest

a good platform to address this challenge in even more compact way. Indeed, Si based Nanophotonic

Phased arrays (NPAs) are being researched since the end of the last decade and some progress has been

demonstrated (23), (24). Yet, the 2 dimensional characteristic of Si based fabrication oblige the need for
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new architectures to split the energy, control its phase and feed each cell in the array in a way that allow

for electrical steering in two directions, wide angle steering, wide angles between different orders and fast

steering.

This work deals with the challenge of creating an efficient and scalable NPA on a Si photonic

platform. Chapter 1 walks through the basic optical components of a NPA and how to design them to be

effective and in the small footprint necessary for the small unit cell size. Chapter 1 brings two futuristic

designs of metallic nanoantennas that are more efficient in rapidly extracting the light out of a waveguide.

Chapter 1 describes the first design known to us of a 2D electrical steerable Si based NPA of its kind, its

architecture, fabrication and experimental results. This work, then, shifts to focus on possible applications

with the first part of chapter 1 describing a NPA for lidar applications, its architecture, fabrication and

experimental results, the second part of chapter 1 describing how we construct a lidar system using this

NPA. Additional work on different possible applications - holographic displays and control of photon

angular momentum are, then, shortly mentioned in the summary chapter.
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2 Architecture and Elements of Nanophotonic Phased Arrays

Nanophotonic phased arrays (NPA), like any phased arrays, include a series of emitters (antennas) fed

from a common coherent source, where each emitter's optical phase is controlled to form a desired wave

front at the near field. As such, three main components are clearly needed in any NPA: couplers or

splitters to divide the input energy between the set of emitters, phase shifters to control the relative phase

of each antenna and optical antennas to emit (or couple) the energy to free space. This chapter describes,

in Section 2.1, the different available architectures of realizing a NPA and the specific advantages of each

of the architectures. Sections 2.2, 2.3 and 2.4 refer to the different components (power splitters, phase

shifters and antennas respectively) and how they are designed. Sections 2.2 and 2.3, which deal with

power splitting and phase shifting designs, are partly based on work done with Dr. Jie Sun et al (25).

Section 2.1 is general for its architectural nature and Section 2.4 is a general overview of antenna design.

The design and usage of each of the different antennas is described in more detail in the following

chapters.

2.1 Architectures

As stated above, NPAs include three main components: a way to split the coherent energy to different

antennas, phase shifters to control the relative phase of each antenna and the antennas themselves. It is

important to note here that in the case of a phased array that acts as a receiver, it is more accurate to

describe the splitters as combiners, combining the energy collected by the antennas to the output

waveguide, but the actual components do not change. The three building blocks can be arranged in

different ways. Fig. 2.1 shows the basic technique to combine different architectures of these building

blocks sequentially to form possible NPAs. First, the input waveguide is split into N channels. This can

be done, for example, using cascade coupling to each channel, tree shape coupling or utilizing a star

coupler. Next, a phase shifter is applied on each channel, either one per channel, which is simple but

requires a Look Up Table (LUT) to steer the beam in each direction, or different phase shifting

length/strength per channel to allow steering with one signal. Lastly, optical antennas are applied at the

end of each channel to couple the light in the waveguide with the free space beam. Antennas can be

grating based or metallic structures. The basic design of NPAs consists of combining the three

components in three different levels where each level works independently.
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Cascade - - Individual signal: Grating based:
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coupling: - Low power
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Y junctions:
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Triangular arraingement: 2

Star coupler 0 Continuous steering
- Short - No need of LUT meta Cladng
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Fig. 2.1 NPA components: Different methods of separately realizing each of the three building blocks and combining them to
create a NPA. Starting from distributing the power between the array's unit cells, then controlling the phase of each unit
cell's wave and ending with coupling the power and emitting it to free space. The figure elaborates on the advantages and

disadvantages of each method and the red spots represent phase shifters.

For light splitting, a star coupler or Multimode Interferometer (MMI) splitter (26) enables the shortest

way to split the light. In splitting to a small number of waveguides (typically less than 8), it is possible to

design one coupler to distribute the light between all channels. Nevertheless, the design of such couplers

becomes more challenging and sensitive to fabrication errors as the number of outputs increase.

Alternatively, a tree of cascaded lx2 couplers (MMI based or other type) is simple to design and robust

without limitation on the number of channels. The length of this type of splitting grows as log(N), which

is not an issue with short couplers, but still limits the use when a design of large number of channels are

attempted to be done with long adiabatic couplers (27). In this work, we generally use the cascade

splitting with directional couplers for its simplicity in up scaling and ease of power control between the

different channels. The short length of these couplers allows them to be part of the unit cell, hence,

supporting easy up scaling, as described in (6), where 64x64 antennas passive NPA is demonstrated.

Chapter 1 and Section 6.1.1 use this method in two levels in order to create a 2D grid of antennas. In

Chapter 1 and Section 6.1.2, we combine the cascade splitting with the phase shifting to create a cascaded

phase shifter which allows for beam steering using one signal.

Phase shifting, when done separately from splitting, can be done either by having one phase shifter

for each channel (unit cell) or by having linearly increasing amount of phase shifting length for each

channel to allow for one signal steering (28). The latter, although simple to control, does not scale up

easily and requires area and power consumption which are scaling on the order of N2 . In Chapter 1 , we

use the method of one phase shifter per channel. While this method requires a LUT to determine the
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phase arrangement for each direction, it allows the phase shifter to be embedded in the unit cell, and

therefore easily scalable. Moreover, it suits for arbitrary phase patterns, which are needed for holograms

and focusing. In Section 6.1.1, we use the same principle but place the phase shifters after the optical

antennas so the phase shifting is done in free space rather than in the waveguide.

As for optical antennas, there are two main approaches which one can use in order to couple a bound

mode into free space (or vice versa). Chapter 1 describes the design of two metallic resonators as vertical

couplers, and Chapters 1, 1 and 1 make use of a variety of grating based couplers, each one optimized for

the specific type of NPA. Next, we describe in detail our realization for each component.

2.2 Power Splitting

In order to distribute the input signal between the different antennas, in this work, we use the cascade

splitting design with evanescent field couplers, also known as directional couplers, where the lengths of

the couplers control the portion of light dropped into each antenna unit.

Using Si or Si3N4 waveguides, the directional coupler evanescently couples light from the main bus

waveguide to the waveguide leading to each unit cell. When two waveguides are placed within proximity

of each other, each waveguide imposes a perturbation on the other waveguide. The effect of this

perturbation can be theoretically understood using a method known as Coupled Mode Theory (CMT).

This method is described in more depth and in the time domain in Appendix A . Here we will briefly

explain CMT for propagation in a single direction when the two propagating modes are defined in the two

remaining dimensions. Starting from Section 7.6 in (29), and assuming a coupling coefficient between the

two waveguides to he k 12 or K 2 1 , we can linearly approximate the upng hetwn the twowaegud

as

da1
- = -jfla 1 + K 1 2 a2  Eq. 2.1

dz
d az

- = -]fj 2 a 2 + K 2 1 a, Eq. 2.2
dz

where ai is the mode field intensity and /3i is the propagation constant of the ith waveguide without a

perturbation. Assuming a z dependence of the combined field in the waveguides of e-jfl and solving

Eq. 2.1 and Eq. 2.2 we find the eigenvalues f to be

/3a,b = K 612 - 12K21  Eq. 2.3
where A = (f1 + fl2)/2 and 61 = (1 - ft2)/2. For two waves propagating in the same direction

K 1 2 = K 2 1 = -K12, the two eigenvectors are
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1

aa,b -l 2 Eq. 2.4
--L + 1

K K)C

representing the symmetric and antisymmetric modes. For all the cases given in this work, the two

waveguides are similar and Sf3 = 0 so the normalized eigenvectors and eigenvalues are simply

aa = ) ab -- ( 1 )and fla,b +K. Eq. 2.5

In the case of a directional coupler, light is entered into the coupling region with energy in waveguide

number 1 alone, therefore, the field distribution at z=0 is a(zO) = (1, 0) = (aa + ab)/VZ. One

propagates this field in z by evolving each eigenvector with its eigenvalue, substituting the eigenvectors

and eigenvalues from Eq. 2.5 gives us

_ila + aejl (-fa+ jlb) cos(KZ) NeI~
a(z) = / (aae--az + abe -ifb) _ e-ifaz e-jflz - sin (KZ)) ik Eq. 2.6

Therefore, the energy splitting between the two waveguides as a function of z will follow

la, 1
2 = cos 2 (Kz) and Ja 2 12 = sin 2 (Kz) Eq. 2.7

in the input waveguide (number 1) and the drop waveguide (number 2) respectively. Eq. A.12

in Appendix A describes, in more depth, what affect the magnitude of the coupling coefficient.

Nevertheless, it can be easily understood that as much as we place the two waveguides closer to each

other, their modal fields interact more with the perturbation the other waveguide impose and K increases.

Therefore we see that the power coupling coefficient of the directional coupler can be adjusted by two

parameters (see inset in Fig. 2.2):

- The coupling length (L), which represent the z point in Eq. 2.7 where the two waveguides are

being separated, and,

- The coupling gap (g) between the drop and the bus waveguides which controls K.

Since a short coupling length is preferred in order to reduce footprint, the preferred coupling gap is the

minimal etch line width allowed by the fabrication process; a 100nm in our case. A typical directional

coupler and its L and g values are shown in the insert of Fig. 2.2. In addition, small scattering losses at the

beginning of the coupler and at the waveguide bending point imply that the coupler's design needs to be

based on the energy extracted from the bus rather than coupling to the drop port. This is important for the

cascaded splitting architecture, which is sensitive to errors in the power remaining in the bus. As light

propagates along the bus, small inaccuracies in extraction will accumulate and cause large variations in

the power remaining to be dropped to the last emitter unit cells. This, in turn, will cause unwanted power

fluctuations between each emitter of the NPA.
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Using a 3D Finite-Difference Time-Domain (FDTD) simulation (described in more depth

in Appendix A ), the power extracted from the waveguide at different coupling length for 400x220nm

(WxH) cross section Si waveguides and 1550nm wavelength was calculated and fitted to the 1 -

cos2 (Kz) = sin2 (Kz) theoretical curve driven from Eq. 2.7 with three additional degree of freedom.

Fig. 2.2 shows the extraction in dB as a function of coupler length. The power extraction changes from

4% to 50% when the coupling length varies between Optm to 2.5ptm and coupling gap is a constant

100nm. The fitting curve for this power extraction was chosen to be

Ext = A * sin2 (KL + B) + C Eq. 2.8

where A = 0.99, K = 0.229Rad/Mm, B = 0.18Rad, C = 0.01. The parameter B has been inserted to the

fit to accommodate a small coupling resulted at the waveguide bending, C has been inserted in order to

accommodate bending loss in the bus waveguide and was simulated to be 1%, and A is set not to exceed

1 - C for power conservation.

-4 7 Simulated
Fitted

- -6

0 E -8
0

02 -10

LuL

0 0.5 1 1.5 2 2.5
Coupling length (L) [pm]

Fig. 2.2 Design of the directional coupler: The power extracted from the bus as a function of the coupling length. Insert
shows the coupler architecture as simulated. Adiabatic bending and widening in the waveguide seen here is related to the

phase shifter and explained in the next part of this chapter.

When coupling from one bus to N channels in a NPA with designed near-field intensity distribution

w, 1
2, the power-extraction coefficient of the nth coupler to the nth antenna unit is given by
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Extn = 12  Iwi2 Eq. 2.9
kwend| + ZJYnJW;

where lWendl2 is the residual power discarded at the end of the buss. Wend is usually determined by the

maximal coupling enabled by the directional coupler given a maximum coupling length available in the

unit cell. The denominator in Eq. 2.9 is simply the power available in the waveguide before the nth

coupler so the value of the extraction is simply the part of the available power which needs to be dropped.

Using Eq. 2.9, combined with the FDTD simulation in Fig. 2.2, any near-field emission profile wn12 can

be achieved in the NPA utilizing the proposed optical power delivery network based on the cascaded

directional couplers. Most NPAs require uniform near-field emission, that is, Jw, constant across the

whole array. Then, the extraction coefficients in Eq. 2.9 becomes

Extn = 1w1+N-n. Eq. 2.10
IWend/WnI+f

In order to address aberrations in the NPA output emission, we look at the phase response of the

couplers. Although Eq. 2.6 predicts no phase change on the bus waveguide and constant 900 phase shift

on the drop port, in reality, different coupling lengths and gaps cause small phase variation through the

bus and in the drop port. While the phase on the drop port effects only a single emitter, the phase in the

bus waveguide is accumulated over the set of cascaded couplers. Nevertheless, a linear phase change as a

function of unit cell number only presents extra steering in the emission angle; it is the deviation from

linear curve that allow the phase to cause aberrations in the emitted beam. This deviation from linearity of

the drop port phase and accumulated bus phase is shown in Fig. 2.3 as a function of the unit cell number.

It can be seen that in this case of, 23 antennas, the phase error does not exceed 1 Rad (-15% of a

wavelength) and this value can be halved when omitting one or two antennas at the end of the phase

array. In some parts of this work (Chapters 1 and 1), these phase changes were ignored for their

negligibility. In Chapter 1, on the other hand, these phase differences were corrected by applying extra

waveguide path inside the phase shifter section. Since in large arrays most of the couplers require splitting

only a small amount of power off the bus waveguide, these couplers also share a similar structure (short

length) and naturally have the same phase response. Hence, in large arrays, where the majority of

couplers look alike, the need to account for the phase different is reduced. In all results of this work, the

far field spot size is found to be close to the diffraction limit showing minimal aberrations.
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Fig. 2.3 Phase change caused by directional coupler: Deviation from linearity on (dashed green line) drop port phase and
(blue solid line) accumulated bus phase.

When designing a directional coupler, coupling strength as well as phase changes, available length

and other fabrication and practical considerations should be taken into account, but the flexibility and

small footprint of these couplers enable sturdy design under tight constraints. When designed correctly, a

cascaded splitting allows distribution of power to a large number of antennas with a short footprint per

antenna.

2.3 Phase Shifting

The purpose of the phase shifter in a NPA is to provide an accurate relative phase p to each optical

antenna. Although in passive phased arrays this phase shift can be introduced statically by an optical

delay line, in this work we focus on dynamically controlling this phase through electrical signals.

It is desirable to have a tunable phase shifter, where the optical phase can be actively adjusted to

achieve 2n tuning range within each phase shifter. Moreover, for compatibility with integrated

electronics, it is critical for the phase shifter to be power-efficient. The strong thermo-optical effect has

been widely used in silicon photonics' tunable phase shifters (30), (31), (32) to obtain a large phase shift

in short footprint. Most of these phase shifters utilize the over-cladded metal heater that is separated from

the waveguide by a layer of dielectric to prevent excessive optical loss from the metal. However, this

dielectric layer, sandwiched between the metal heater and waveguide, represents a large heat resistor and

makes the thermo-optic tuning time constant r-RC longer. The over-cladded metal heater is also less

power-efficient since it loses more heat directly to the cladding without contributing to the phase shift.

Moreover, metal heaters will always have a higher temperature than the Si waveguide limiting the Si

temperature to under the metal melting point. To overcome these challenges, thermo-optic heaters can be
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directly formed within the silicon waveguide (33), (34), (35), (36), (37), enabling much more efficient and

fast heating in a highly compact phase shifter that can fit within, an adequate size, unit cell.

As shown in Fig. 2.4(a), the integrated heater is formed by doping the silicon waveguide to create a

resistive heater within the waveguide. The heater is electrically connected to contact metals through two

silicon leads that are directly attached to the waveguide. The silicon waveguide is lightly doped to provide

a considerable resistance and to avoid significant optical loss from the dopants. The silicon leads are

heavily doped to reduce the contact resistance so that most of the heating power is produced at the

waveguide. In addition, a zigzagged structure of the silicon leads was implemented in some cases to

increase leads length and provide better thermal isolation between the waveguide and the metal contacts.

This isolation is important to prevent the metal contact from melting at high waveguide temperatures. In

fact, these leads allow the Si waveguide to reach temperatures higher than the via and metal melting

points. This, in turn, continues to shorten the required length of the phase shifter and releases the

requirement of using high melting point metals.
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Fig. 2.4 Tunable phase shifter with adiabatic bend: (a) A 3D schematic figure of the phase shifter design showing the
intrinsic waveguide (red), the lightly doped section (blue), the highly doped Si leads (purple) and the vias and metal lines
fidding the heater (brown and gold). (b) A schematic drawing of the adiabatic bend in the tunable phase shifter and its

parameters. The 3D-FDTD simulation of light passing through a waveguide bend with a silicon lead, where the center of
the inner ellipse is offset by different distances A to form an adiabatic bend: (c) A = 0, (d) A = 0.4PM, and (e) A = 0.8pm. ()

The 3D-FDTD simulation of the optical loss from the adiabatic bend with an attached silicon lead. The optimal offset is Aort
= 0.4im. Figure modified from (25)
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The directly integrated silicon heater gives the most power efficient thermo-optic phase tuning

because the waveguide itself has the highest temperature; however, the intimate contact of the silicon lead

with the optical waveguide could cause severe optical losses due to light scattering. As shown by the

FDTD simulation in Fig. 2.4(c), substantial scattering loss is observed when light is passing through a

waveguide bend with a directly connected silicon lead. Fortunately, this contact issue was solved by our

group's recently developed adiabatic bend structure (38), which enables low-loss contact with integrated

heaters (33), (34), (35), (36) as well as p-n junctions (39) in various silicon photonic devices. Fig. 2.4(b)

illustrates the adiabatic bend used in this study. The outer edge of the waveguide bend follows an

elliptical curve with Ra = 1.7ptm and Rb= 2.Opm. The inner edge is also an ellipse with ra = 1.3pim and rb

= 1.7pm. The centers of the two, inner and outer, ellipses are offset by distance A. This offset gradually,

or adiabatically, widens the central part of the bend. This widening together with the waveguide bending

pushes the optical mode to the outer side of the waveguide so the silicon leads can be introduced to the

inner part where there is little optical field. In this way, the scattering from the silicon leads is greatly

reduced, as shown in Fig. 2.4(d). However, when the offset is too large, higher-order modes will be

excited because the waveguide widening is too abrupt to be considered as an adiabatic transition, causing

excessive radiation loss when transitioning back to a single-mode waveguide, as simulated in Fig. 2.4(e).

As a result, there exists an optimal offset distance A,,, that causes the lowest loss. Fig. 2.4(f) simulates the

optical loss of the adiabatic bend at different offset distances, where it shows the optimal offset is Aop, =

0.4 pm, corresponding to a width of 0 .8 [tm in the center of the adiabatic bend. The scattering loss

dominates when the offset is smaller than 0.4m, while the excitation of high-order modes is responsible

for the loss when the offset is larger than 0.4ptm. The total optical loss is 1.5% per curve at the optimal

point. The material loss caused by the lightly doped waveguide is about 3dB/mm at a typical n-type

doping level of 1 x1018 cm- 3 (40), corresponding to a negligible propagation loss of less than 0.5% in the

sub- 10pm doping region. In more recent work, we increased the outer radius to Ra = Rb= 3. 0 pm, the inner

ellipse size to ra = 2 .5pm and rb = 2 .6pm and the ellipses offset to Ap, = 0.9pm and achieved 0.5% loss

per curve which allows for cascaded phase shifting as described in Section 5.3.3.

Fig. 2.5 shows a COMSOLTM simulation of the heat distribution in a similar phase shifter. Two

important points can be seen in this figure: First, the metal contacts temperature stay low and hardly

affected by the high temperature of the waveguide. Second, the heat flow quickly through the waveguide,

warming longer section of it and allowing even more efficient phase shift. A high-efficiency, low-loss

thermo-optically tunable phase shifter is made possible using the directly integrated silicon heater and the

adiabatic bend.
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Fig. 2.5 Thermal Simulation: COMSOLTM thermal simulation of a phase shifter, showing the low temperature of the
contacts and the heat propagation along the waveguide. Figure edited from (36)

This phase shifter was fabricated in a Mach-Zhender interferometer architecture and the switching

time constant was measured (36). Fig. 2.6 shows the time response and the rising and falling time

constant to be t heat = 2.2gs and TcooI= 2.4ps. The author of this dissertation associates the 0.2ps delay in

cooling time to the slower electric power turn-off so that the real phase shifter time constant is simply T=

2.2ps. Moreover, it can be seen from Fig. 2.6 that a 7c phase shift can be achieved with 13mW electric

power only. The use of the strong thermo-optical effect for phase shifting allows for small footprint phase

shifters, and the above described method for directly heating the waveguide enables fast temperature

changes and phase control together with low power consumption. Waveguide conducted thermo-optical

phase shifters are the best alternative for phase shifting in NPA and are used widely in this work.
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Fig. 2.6 Phase shifter response: time response of waveguide conducted thermos-optical phase shifters as elements in a
Mach-Zhender interferometer showing the time constant of these phase shifters to be 2.2ps. Courtesy of (36).

2.4 Optical Antennas

Optical antennas as vertical couplers, devices that take a pulse of light traveling in a waveguide and

couple it vertically out of the chip or (vice versa), have been widely researched mainly for coupling

between a waveguide and a fiber. There are two main approaches in the literature addressing this

coupling: metallic based antennas (41), (42), (43), (44) and, the more common, grating based antennas

(45), (46), (47). Although some metallic based antennas were tested at early stages of this work (see

Chapter 1), most results were demonstrated with a fabrication process that did not include a metal layer

with optical proximity to the waveguide. For the majority of this work, grating based couplers were used

in order to couple the light from the waveguide bound modes to free space. Two different grating based

antenna concepts were used: a short antenna for point source-like emitters, described in Chapter 1 and 1,

and a long antenna for 1 D steering arrays fed from one side and requiring a large aperture, described in

Chapter 1. This section describes the fundamentals of grating based antennas and how to design them to

fit certain requirements. The specific design of each antenna (grating or metallic based) is described in the

corresponding chapter. It is important to note here that whenever coupling or emitting out from the chip is

discussed, it is clear from reciprocity that both directions are possible and considered. For simplicity only,

this work is written for antenna emission, but all theories, methods and results hold for receiver antennas

in just the same way.
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In order to gain some intuition on grating couplers, we use the coupling mode theory described in

details in Appendix A . Starting with Eq. A. 12 for two resonators, the coupling coefficient from the first

resonator to the second resonator is

K2 1 = -W f(6E2 e - el)dV. Eq. 2.11

ei is the modes of the input field (i=l) and the output field (i=2) and 6e is the refractive index

perturbation on the input mode's field (waveguide mode in our case) nonzero only in specific points of

space. Looking at Eq. 2.11 we can see that in order to achieve a strong coupling coefficient K 2 1 between

two different waves, Se should generally be nonzero only in specific volumes in space. This is important

in order to avoid integration of opposite signs. If we try to integrate a large, real, positive value, for

example, SE should be positive only in points in space where (e* - e2 ) real part is positive. For a specific

case of coupling from a waveguide to a vertically propagating free space wave, looking along the

waveguide, e2 have a constant phase, and the periodic sign of (e* - e2 ) is one waveguide wavelength.

Therefore, Se should be nonzero for half of this period only and placed repeatedly at every one

waveguide wavelength. In order to create a strong (short) vertical coupler, one needs to create a strong

perturbation 6c only at space points where (e* - e 2 ) constructively integrate.

Still, designing a grating based antenna requires more attention than just maximize coupling

coefficient between the two waves. A strong grating with one wavelength period may also generate back

reflection. Additionally, it may support coupling the waveguide mode to the down propagating free space

wave. The way we address these two issues is by symmetry braking. It is easy to see that, in an up/down

symmetric structure, the up emission will, by definition, be equal to the down emission and will never

exceed 50% of the input power. Hence, in order to enable a strong upward emission without extensive

loss to downward emission, the up/down symmetry must be broken. Fig. 2.7(a) shows an FDTD

simulation image from Chapter 1, where a metal ground plane is used in order to break symmetry for our

metallic antennas. This shows up to 60% up emission with most of the non-coupled light staying bound to

the waveguide. Fig. 2.7(b) shows a FDTD simulation side view of our, short grating antenna design from

Chapter 1. This design has one ridge etch grating, which brakes the up down symmetry enough to split

the energy ~60%/40% between the up and down emission. A more complex method of breaking both

up/down symmetry together with the forward/hackward symmetry includes two layers of dielectric

staggered in order to match the phases upward while destructively interfering them in the down direction.

This method was used in Section 6.1.1 and illustrated in a FDTD side view image in Fig. 2.7(c). One can

also understand this method as creating a set of tilted perturbation mirrors (dashed lines in the figure) to

maximize up coupling while minimizing down coupling.
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Fig. 2.7 Symmetry breaking in optical antennas: (a)-(c) 3D FDTD simulation images of three antennas showing the use of

(a) metallic ground plane, (b) ridge etch and (c) staggered double layer for vertical symmetry breaking. (d)-() schematics of
symmetry breaking on the propagation direction showing (d) a non-symmetry-broken grating, symmetry breaking by (e)

emitting slightly backward and (f) strength variation. (g) a FDTD simulation of a Si3 N4 waveguide to fiber coupler designed
combining all these methods.

The need for breaking the forward/backward symmetry is less intuitive. Looking at Fig. 2.7(d) we can

see that light traveling in both directions in the coupler emit to the same free space mode. Therefore,

considering reciprocity, light propagating down from a free space radiation will, by definition, couple

equally to both forward and backward propagating modes with no more than 50% efficiency to each

mode. This limits the coupling between the waveguide mode and the free space mode to no more than

50% efficiency. In order to break this forward/backward symmetry, two methods can be applied. The first

one does not break the symmetry of the structure itself, but the symmetry of its free space emission. By

changing the period of the grating from A = A/n, where RR is the average effective index, to a slightly

longer or shorter period, as can be seen in Fig. 2.7(e), the emission direction of the antenna shifts forward

or backward respectively. This in turn separates the two free space fields coupled to the forward and

backward waveguide propagating modes, eliminating the reciprocity issue described above and allowing

for each one of the fields to couple with more than 50% efficiency.

Another method of breaking the forward/backward symmetry is by varying the coupling strength

along the antenna length. When using long grating, varying the perturbation strength from a weak
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perturbation at the beginning to a strong one at the end of the antenna can be helpful. Fig. 2.7(f) shows

how the forward propagating mode of a waveguide (red) can be coupled in to a flat top near field

emission mode intensity while a backward propagating wave is coupled to a very narrow near field mode.

It is clear from reciprocity that a uniform intensity free space mode will couple better to the left port than

to the right port allowing the coupling efficiency to exceed 50%. One can also see this as a way to better

hold the energy in the coupler grating. While a wave approaching from the right will be largely reflected

from the first strong grating periods, a wave approaching the antenna from the left will be less perturbed

by the week gratings and penetrate more into the antenna before being reflected. At that point, the wave is

already deep in the antenna and the reflected energy will still see many gratings to couple with to free

space. Finally, Fig. 2.7(g) shows an FDTD simulation image of a Si3N4 waveguide-to-fiber coupler

designed, that is out of the scope of this work, using most of the methods mentioned above. It is clear in

this image how most of the power is being coupled upward and only a small fraction emits downward.

Section 3.2 describes in detail another method for breaking the forward/backward symmetry with

metallic-based antennas. We apply several resonators with different resonance frequencies, and therefore

phase response, along the waveguide, in a way that the different phase responses compensate on the

different location, so they all constructively interfere up wards.

As mentioned earlier, optical antennas for vertical coupling have been extensively researched mainly

for the purpose of fiber coupling. Still, vertical couplers can also be used for NPAs. There are slight

differences between the requirements for antennas for the two applications. While for fiber coupling a

near field intensity pattern that matches the fiber mode and a flat phase is required, for phased arrays, the

far field pattern is naturally more important. In fact, for 2D NPAs, the antenna is regularly considered a

point source. Moreover, for this phased arrays, the main requirement of the optical antenna is its small

size to fit within a small space in the unit cell. This is in order to have the higher lobe orders be far away

from the main beam. This spacing not only needs to be populated with waveguide and emitter, but also

with a phase control unit which is generally much larger than a wavelength.

We described here possible architectures and components to enable the construction of a NPA,

ending with a theoretical analysis of a grating based antenna. In the next chapter, we describe two

metallic antennas which are very small in size and can be good candidates for use in NPAs. In the rest of

this document, we discuss only grating based antennas implemented into our arrays, some of which are

small and designed to couple as much power as possible in a short length, and some are long for 1 D

NPAs and designed to allow a large aperture in the non-steerable direction.
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3 Futuristic Optical Nanoantennas

While traditional vertical couplers are built using dielectric gratings on the wave guide, coupled mode

theory, given in more details in Appendix A , show that the coupling coefficient of such emitters is

proportional to the permittivity difference introduced by this dielectric grating. This permittivity

difference is relatively low in dielectric grating based couplers and, thus, requires long structure to

generate high coupling efficiency. As discussed above, it is important for 2D NPA antennas not to excide

a certain length. Therefore, the introduction of another coupling method is important.

In order to do so, we introduce a small structure, low Q, metallic resonator which will provide a link

between the waveguide and the emitted light. Metallic optical nanoantennas (48) have been proved to

couple electromagnetic plane wave with a mode very small in space (49). Furthermore, being metallic,

these structures introduce extremely high permittivity difference on the waveguide structure, providing

strong perturbation to the waveguide and enhancing the coupling coefficient. Using the high permittivity

difference of metallic perturbation on a dielectric resonator and the highly concentrated electric field of

the metallic antenna mode, enable rapid coupling from the waveguide to the nanoantenna. The

nanoantenna, in turn, radiates the energy to free space.

Nanoantennas and micro metallic structures have been studied for many photonic applications, some,

with relation to vertical coupling applications (41), (42), (43), (44). Most of these previous arts show

mainly copy and rescaling of RF antennas like dipoles (41), (50), bowties (51),Yagi-Udas (52), (53) and

more. This structures being studied so deeply are good candidates for our task, but the way RF antennas

are powered (using transmission line wire much smaller than a wavelength) is somewhat different than

the way photonic nanoantennas are often driven. These antennas are often driven by a waveguide mode

that is not much smaller than a wavelength. This mode tends to flow on the whole antenna structure rather

than feeding a single point on it (as the case in RF). In this chapter we show two designs of new structures

more suitable for Si photonics and for coupling light directly between a waveguide and a free space wave

mode.
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3.1 First Proposed Structure Rectangular Aperture Antenna

In this section we propose, theoretically investigate, and numerically demonstrate a compact design

for a vertical emitter at a wavelength of 1550nm based on nanophotonic aperture antennas coupled to a

dielectric waveguide. The structure utilizes a plasmonic antenna placed above a Si3N 4 waveguide with a

ground plane for breaking the up/down symmetry and increasing the emission efficiency. Three-

dimensional finite-difference time-domain (FDTD) simulations (described more in Appendix A ) reveal

that up to 60% vertical emission efficiency is possible in a structure only four wavelengths long with a

3dB bandwidth of over 300nm and experimental results are shown to validate our simulation method.

This section follows the theoretical work published as (54) and the experimental results published in (55).

3.1.1 Intruduction

Vertical input/output coupling in the telecom C-band (i.e. 1535nm < A < 1565nm) has been

extensively investigated for the purpose of coupling to or from an optical fiber (56), (57), (58), (59). As a

result, most vertical couplers to date have emission patterns matched to fiber modal diameters (~10gm).

However, vertical coupling can also be used in Nanophotonic Phased Arrays (NPAs) (23), (24) to steer a

beam or generate holograms. In such arrays, the desired emitter characteristics include strong waveguide-

to-free-space output coupling and a compact structure (i.e. a few wavelengths long, or less). A short

emitter length is critical to fitting many emitters in a small area and enabling wide rotation angles with a

single lobe. However, demonstrations of efficient output coupling using short structures are uncommon,

with minimum structure lengths of several wavelengths (57), (59). Most vertical couplers (with the

exception of the metallic rods in (41), (60)) relv on gratings in semiconductors or insulators alone to

perturb the electromagnetic field and efficiently emit. However, the extraction rate is limited by index

contrasts available in dielectric structures. To overcome this limitation, we consider the use of metals to

perturb the electromagnetic field and achieve efficient vertical coupling in a compact structure. We show

that the inherent large permittivities and conductivities of metals enable large coupling coefficients and

efficient output in a structure only a few wavelengths long. The specific structure designed here is a

nanophotonic aperture antenna. However, the results here are general; designed properly, nanoantennas

enable rapid emission from dielectric waveguides.

3.1.2 Theory

To gain intuition about the coupling between the nanoantenna and the waveguide, we treat the

nanoantenna as a resonator using coupled-mode theory in the time domain given in more detailes

in Appendix A and (29), (61). While coupled-mode theory assumes shape invariance of the modes and

drops second order terms making it more quantitatively accurate with weakly coupled modes, coupled
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mode theory provides useful insight even when modes are strongly coupled. However, for quantitatively

accurate results, in this letter, we rely on three-dimensional full field simulations and show its agreements

with real structures at the end of this section.

The differential equation governing the response of a resonator with energy amplitude a and coupling

coefficient p to a perturbing mechanism (e.g. a waveguide) with wave amplitude s (normalized to

power) is, to first order,

da / 1
-- = Wo - - a+Ps, Eq. 3.1
at T

where co, is the resonant frequency, and r is its decay rate. Since the resonator's amplitude define its

energy, a is normalized to energy, the waveguide's amplitude, though, define its power and, therefore s is

normalized to power. In a nanophotonic antenna, the loss mechanisms can be broken down into radiation,

ohmic, and coupling losses, with decay rates r,., r, , and -r-, respectively. From energy balance

considerations, we have

1 1 1 1
- - +-+ - Eq. 3.2
T Te Tr 'TO

Te is taken only once here assuming the standing wave is not symmetric and couple only to the forward

propagating waveguide mode. In case of a standing wave resonator which couple equally to both

directions of the waveguide 2 /Te should be taken instead. The steady state solution to Eq. 3.1 with w

frequency input s is then

Ms
a =s ..Eq. 3.3

j(I - wo) + 1/T
In order to find p we look at the ring down case of the resonator assuming no loss or radiation, only

coupling to the waveguide. From reciprocity we can write

st = s + pa Eq. 3.4

where st is the power on the output waveguide and s = 0 for the ring case. From energy conservation we

can write

2 dIa1 2  2
|st|2  | a2 =I|a|2 . Eq. 3.5

dt Te

Thus

2
112 = Te .Eq. 3.6

-Ce
Given that our goal is to maximize the ratio of the radiated power (Eq. (7) in (61))

2
ISri 2 = - a1 2  Eq. 3.7

Tr
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to incident power Is 12, and assuming that r,. remains constant, we substitute r from Eq. 3.2 into

Eq. 3.3, use 11112 from Eq. 3.6 with 0 = (o to maximize

_a_ _ 2 2/-e
s 1/T2 -! 1 1 Eq. 3.8

Te r e r

and find the desired value of r, to be r, = r, when ohmic losses are neglected. Going over the same

math process with longitudinal symmetric resonator wave, which couple evenly to both directions in the

waveguide (1Te => 2 /re), would yield a maximum coupling when -e = 2r,.. Substituting this value in

Eq. 3.8 and then 1a1z in Eq. 3.7 show the coupling to radiation cannot exceed more than half of the power

traveling in the waveguide. This supports our note in Section 2.4 explaining that the longitudinal

symmetry should be broken in order to allow more than 50% coupling.

The effect of changes to our structure on r, or p can be estimated using coupled-mode theory. This

section follows the formalism developed in (62) for time dependent coupling using volume integration

and is therefore consistent with three-dimensional modes. Following Eqs. 2.13 to 2.16 in (62), we look at

the power fed by the waveguide to the resonator mode

- Re E* - JdV = - ' f (aer)* - (jwAesewg)dV + c. c., Eq. 3.9

where er and eg are the normalized modes of the resonator and waveguide respectively. J = jWP =

jwAEsewg is the polarization current due to the perturbation from the resonator and Ac is the complex

permittivity difference caused by the resonator. Looking at the energy change in the resonator

dja|' 2
= ~aa* +,pa*s +y*as* , Eq. 3.10

dt T

the power from Eq. 3.9 corresponds to the last two terms only (pa*s + P*as*). Comparing these two

terms with Eq. 3.9, p is given by

S= -cof AEe* -ewgdV . Eq. 3.11

In the formulation above, we define the waveguide three dimensional mode as ewg = wg(x,y)exp(-jp/z)

where iw, is the two dimensional waveguide mode. Eq. 3.11 shows that the high absolute value of AE for

a metallic perturbation increases the polarization current and hence gives rise to higher coupling

compared to a dielectric perturbation.

3.1.3 Design and Simulation

Vertical coupler designs in this paper are based on rectangular apertures in an antenna plane placed

above a Si3N 4 waveguide, with an additional metallic ground-plane under that waveguide to facilitate
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vertical coupling (Fig. 3.1). As an example realistic structure, we chose the following: (1) an 80nm Al

ground-plane, (2) a 60nm Al antenna layer, (3) a Si3N 4 waveguide with a width of 700nm and a 220nm

height, (4) a ground plane to antenna separation of 680nm, and (5) a waveguide to antenna separation of

I00nm (Fig. 3.1(a)). The permittivities of Si3 N4 and SiO2 , are 4, and 2.1 respectively at 1550nm (63), and

the Al Drude parameters are Yd = 2.4x 1014 rad/sec and op = 2.2x 1016 rad/sec as measured in our

collaborator fab in Sandia national labs.

-1.48p

(a) Al 60nm antenna layer (b)

SisNid 220nm waveguide

80nm ground plane

A L=-NA+0.5pm

(c)

S

Fig. 3.1 Antenna designs: (a) side view, (b) top view of laterally repeating apertures and (c) longitudinally repeating with

period A = 0.9gm < V/n. The underlayer of Al represents a ground plane positioned at d = 3/4n (680nm) from the emitter
metal.

In order to calculate re and r. , we look at the ring-down properties of the resonator. When no input

excitation is applied (s = 0) the solution for Eq. 3.1 is the exponential ring-down in this case

a(t) = a(0) exp Wot - .). Eq. 3.12

3D finite-difference time-domain (FDTD) ring-down simulations, of just the antenna in Fig. 3.1 (without

the Si3N4 waveguide), give us the radiation rate r, of the antenna. Fig. 3.2 shows the ring-down of a

single rectangular aperture resonator, tuned to a resonance near 1550nm, when it is isolated and also when

coupled to a waveguide. The resulting r, (neglecting ohmic losses) is found to be ~7fs when no

waveguide is present. The combined time constant for radiation plus waveguide coupling, r , is found to

be about 5.8fs. Using (2), the external coupling coefficient is found to be Te~ 34fs, five times larger than

the radiation coupling -r. Although the result above is approximate, as Tr can vary with the introduction
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of the waveguide, the fact that Te is much greater than Tr indicates that the resonator is clearly under-

coupled.

15

Time [fs]
20 25 30

Fig. 3.2 Ring-down simulations: 3D FDTD ring-down of the electric field (and its exponential envelope) for a single aperture
resonator without (black) and with (gray) a waveguide. The fields (i.e. lateral electric fields) were taken from the aperture

center.

To increase the coupling to the resonator, one can, for example, lower the metal level to bring the

antenna closer to the feeding waveguide or reshape the antenna's input side (e.g., using a metal-insulator-

metal feeder to the aperture). Our approach was to coherently repeat the antenna aperture and, by doing

so, increase the waveguide to resonator coupling coefficient p as shown in Fig. 3.1(b).

From Eq. 3.11, it becomes clear that repeating the antenna structure laterally will increase the integral

by the adding volume with non-zero Ae. Taking into account the normalization of the new er mode, that

takes more volume now, reduces the effect by a factor of the square root of the volume ratio. This leaves

us with a residual increasing of u that is approximately the square root of the repetition number M,

reduced slightly by the weaker field at the waveguide edge. Conversely, the radiation efficiency of the

bound surface plasmon does not appreciably change, a result of the scattering rate remaining constant

when the number of apertures is increased without altering the density of apertures. Therefore, by

repeating the structure laterally M times in a region where the waveguide modal field remains strong, we

can increase r, / r, by a factor of approximately \M. As a result, by placing apertures laterally, the
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antenna inches closer to critical coupling (i.e. r, = rr). A comparison of 3D FDTD simulations for one

and three apertures is depicted in Fig. 3.3(a). The emission of the three-aperture emitter is shown to

exceed the one aperture emitter by -1.6 which is close to the '3 ratio predicted by coupled mode theory.

Still, as mentioned in Section 3.1.2, since we excite the resonator from only one direction in the

waveguide, and considering that p and r, are given for coupling to both directions, the maximum

possible emission is 50% in a longitudinal symmetric case. Higher efficiencies require non symmetric

excitations or non-symmetric emitters, a result that is explained both in Section 2.4 and at the end of

Sections 3.1.2.

In order to obtain the results in Fig. 3.3(a), we monitored the spectral content of the fields over the

surface of a box enclosing the structure. From this, we calculated the amount of energy leaving each facet

(Fig. 3.3(b)). All other losses, including emission out of the sides, bottom and rear of the structure had

significantly lower values (ohmic losses are ~10% for the 3x6 (WxL) antenna over most of the band and

less for the smaller structures). In all cases depicted in Fig. 3.3(a), the structure includes a ground plane at

a distance of d~3k/4n for constructive vertical coupling. This was done to, constructively, interfere the

reflection of the bottom emission with the top emission and, thus, maximize the vertical coupling.

To further enhance the emission, the structure is repeated longitudinally in order to help couple the

remaining field in the waveguide (see Fig. 3.1(c) and 3 rd to 5 th curves in Fig. 3.3(a)). In this case, we can

achieve greater than 50% coupling by breaking the symmetry of the problem and directing the emission to

an angle from the surface normal which is half the way from the main lobe maximum to the first zero.

This can be done by tuning the structure longitudinal period A to be slightly less than the bound resonant

wavelength (0.9ptm instead of 1[pm). Curves 3 and 4 in Fig. 3.3(a) show the different between direct up

emission and slightly backward emission in the 3x2 apertures case. The 5th curve shows 65% coupling

using 3x6 apertures structure. Finally, looking at the far field pattern of the top facet emission (e.g.

Fig. 3.3(c) for the 3x6 apertures case) shows that the main lobes in all structures has a 15' to 250 FWHM.

The main lobe was centered at the zenith for the first 3 structures and at 100 and 50 back from the surface

normal for the fourth and fifth structures respectively.
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Fig. 3.3 Emission simulations: (a) Simulated vertical emission for different structures with ground-plane: blue dash-doted
single aperture, dashed green 3 apertures arranged laterally to the waveguide direction, solid cyan 3x2 array design to emit
exactly to zenith, magenta solid with dots 3x2 array design for 100 backward emission, dashed red line with dots 3x6 array
design for 50 backward emission and black line with Xs ohmic losses of 3x6 array, (b) the simulated 3x6 structure with the

time integrated field box around it. (c) Far field pattern of the same structure at X=1550nm.

3.1.4 Fabrication

Three nanoemitters of the proposed scheme (lx1, 1x3 and 3x3 apertures) have been fabricated at

Sandia National Laboratories. 75nm AlCu was deposited above 3ptm of oxide and ground planes were

defined using photolithography. Another layer of oxide was grown and Chemical Mechanical Polished

(CMP) to 400nm above top of ground plane. 250nm of Si3N4 was, then, PCVD grown on top of the oxide
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and the waveguides were defined using photolithography. Last layer of SiO 2 was deposited and CMP was

done to 200nm above top of waveguide. Finally, the antenna layer of 50nm AlCu was placed; antennas'

perimeters were defined using photolithography, and apertures were defined using e-beam lithography.

Due to fabrication constrains, some thicknesses were fabricated not according to best simulated

values:

" The waveguide thickness was fabricated to be 250nm instead of 220nm as simulated, a

difference that bounds the mode stronger in to the waveguide and reduce coupling,

* antenna-to-waveguide separation was fabricated to be 200nm instead of I 00nm, which also

reduced coupling and,

* antenna-to-ground plane spacing was fabricated 850nm instead of 780nm, which broke the

3/4k condition mentioned above.

Moreover, since fabrication process started before ending simulation optimization, in plane dimensions of

both ground plane and antenna plane were randomly define. Table 3.1 shows the in plane fabricated

dimensions for each structure with the single emitter optimized dimensions as described in Section 3.1.2

and simulated in Fig. 3.3 above. Fig. 3.4(a), (b) and (c) shows Scanning Electron Microscope (SEM)

images of the lxI, 1 x3 and 3x3 apertures antennas respectively. Lastly, the chips were fabricated with no

trench etch at end of waveguides, and dicing roughness made fiber-to-chip coupling loss vary between

different ports. This, in turn, made estimation of power-in-waveguide less precise.

1x1 aperture antenna 1x3 apertures 3x3 apertures

dimensions antenna antenna

Optimal Fabricated Fabricated Fabricated

Ground- L 1.42pm 4gm 5gm 6gm
plane

W 2.88gm 4pm 4gm 4gm

Antenna L 1.42gm 2pm 3gm 4pm
external

W 0.8gm 2gm 2gm 2gm

Antenna L 380nm 400nm 380nm 400nm
Aperture -_____

W 400nm 320nm 400nm 320nm

Table 3.1 Main antenna fabrication dimensions and optimal single aperture dimension as simulated above in Section 3.1.3
and Fig. 3.3.
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Fig. 3.4 Antenna SEM: Images of a (a) xi, (b) 1x3 and (c) 3x3 apertures antennas. Selected dimensions and illustration of
waveguide orientation under the antenna are given. Residual photoresist can be seen on all structures. This resist may

have played a role in changing the antenna properties a little bit.

Although this fabrication did not use the optimal structural dimensions and hence high efficient

antenna result were not expected, we can still treat it as validation step for our theoretical results. This

validation is done by testing both antenna efficiencies and far field patterns, and comparing antennas'

characteristics to simulated results of structures with similar dimensions.

3.1.5 Experimental Results

The three fabricated devices were tested for their upward emission efficiency where efficiency is

defined here as power collected by the test system's objective divided by the in waveguide calculated

power. A tunable laser source was coupled to the chip using lensed fibers; coupling losses were measured

on a straight, no antenna, waveguide and subtracted from the fiber input power. A free-space detector,

together with a 0.68 numerical aperture (NA) lens was used to collect the light emitted upwards where IR

and visible cameras were used to monitor the fiber position. Then, after a good coupling achieved, the IR

camera was used to focus and position the free space power emitter to collect antenna output radiation.

Fig. 3.5 shows this experimental set and Fig. 3.6(a) shows measured emitter efficiency vs wavelength.
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IR
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Dichroic Visible
mirror cVseLi camera

50/50
cube Power meter

Mitutoyo

Polarizer objective
Power meter

Tunable
C- band .
source

Chip under test

Fig. 3.5 Experimental system: The system used for power and efficiency measurements. A tunable fiber coupled laser with a
polarization controller fed the chip, optical system with a 0.68 NA objective assembled was used to align fibers and measure

free space output power and another fiber coupled power meter measured the residual power in the waveguide.

All structures have been simulated as fabricated. Non optimal antenna dimensions described above

resulted in each device having several radiation lobes, sometimes exceeding the experimental system's

NA. Capturing such emission requires a significantly higher NA lens than the 0.68 ( 430) used for these

measurements. Simulated results suggest that the fraction of the light captured by the imaging lens is

20%, 14%, and 60% for lxI, 1x3 and 3x3 structures respectively. The limited numerical aperture of the

collective optics, therefore, was taken in to account in the calculated efficiencies. The final efficiencies of

as-fabricated devices are shown in Fig. 3.6(b). It can be seen from these graphs that the main different

between fabricated and simulated efficiencies are merely a constant number for each antenna structure.

We attribute this difference to the fiber-to-waveguide coupling. As mentioned above, due to the lack of

fiber trenches and chip edge roughness, uniform coupling between different waveguide ports was poor.

Overall measured efficiencies at 1550nm for vertical nano-emitters presented in this paper are 4.93%,

7.11% and 13.04% for lxi, lx3 and 3x3 apertures emitter structures respectively. These numbers are not

high but support our simulation results; with the right, optimal, dimensions, coupling can reach between

24% for single aperture and 65% for 3x6 apertures antennas.
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Fig. 3.6 Emission powers: (a) Experimental efficiencies and (b) re-simulated efficiencies for as-fabricated antenna
dimensions for 1x1, 1x3 and 3x3 apertures antennas.

In order to further verify our simulations to fit fabricated antenna's behavior, we looked at the far

field images of each antenna and compared it with the simulated far field images of the corresponding

structure. The same imaging system describe above and shown in Fig. 3.5 with the same 0.68NA

objective and small changes in lens positioning was used to image the far field of each antenna. In order

to verify that the received image is a far field image, changes in the appearance were searched for while

slightly moving the imaging system in all three axes. When no changes observed, the image was the far

field one. Fig. 3.7 shows experimental (a-c) and simulated (d-f) far field images of all 3 structures (lxI,

lx3 and 3x3 respectively). It can be seen that the simulated and experimental far field images agree to a

good extent which again help validates our FDTD simulation rigorousness and confirm our 65%

efficiency result for the 3x6 antenna above.
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IxI emitter 1x3 emitter 3x3 emitter

W drection] 0.68NA

Fig. 3.7 Fer field patterns: (a-c) Re-simulated far field emissions of the xi, 1x3 and 3x3 apertures antennas respectively, (d-
f) IR images of the far field emission pattern of these antennas showing good agreement with re-simulated images. Red

circle represents the collection objective's NA.

3.1.6 Conclusion

Using three-dimensional FDTD simulations, we show that metallic nano-antenna structures can easily

vertically couple 65% of an input bound wave with a structure of only four free-space wavelengths long.

Comparison between fabricated antennas' emission and simulated results verify our FDTD simulation

method to match experimental results, and therefore support the high coupling efficiency simulated with

the proposed structure. This structure is short, realistic and uses commonly available materials. While

compact, all-dielectric silicon emitters have been demonstrated (59), to our knowledge this is the first

proposed and numerically verified compact emitter design in a Si3N4 waveguide, which is a relatively low

index contrast system. By repeating the structure laterally and then longitudinally with a period A, which

is slightly shorter than the effective wavelength, highly efficient and extremely broadband emission is

produced. While the initial measured efficiencies were not yet as high as grating-based emitters, the

potential for extremely compact and wide-band operation offered by nano-antenna-based emitters is

compelling. We expect that in a silicon waveguide coupled to a nano-photonic antenna even greater

efficiency would be possible due to the increased polarization current enabled by the high index contrast

of a silicon waveguide.
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3.2 Resonance-Chirped Sub-Wavelength Nanoantennas

Herein we propose, theoretically investigate, and numerically demonstrate the first use of frequency

chirping to achieve broadband, efficient sub-wavelength vertical emission from a dielectric waveguide.

We demonstrate this unique and effective approach in the telecom C-band in a nanophotonic frequency

chirped dipole antenna. The structure utilizes a plasmonic antenna placed above a Si3N4 waveguide, and a

ground plane, to enhance emission efficiency. Three-dimensional Finite-Difference Time-Domain

(FDTD) simulations reveal up to 55% vertical emission efficiency and a bandwidth of 500nm is possible

in a structure less than half a wavelength long. The design methodology and theoretical underpinnings of

frequency chirped nanophotonic antennas coupled to dielectric waveguides are presented. This chapter

follows our publication described in (64).

3.2.1 Introduction

Vertical coupling can be used in Silicon On Insulator (SOI) based Nanophotonic Phased Arrays

(NPA) for the purpose of emitting light traveling in a waveguide to a free space mode (23), (24), (65).

Vertical input/output coupling has previously been extensively investigated for the purpose of coupling to

or from an optical fiber (56), (57), (58), (59), (66), but, as a result, most vertical couplers to date have

emission patterns matched to fiber modal diameters (~I Ojim) and size of the same order or larger. In a

NPA, however, the desired emitter characteristics include strong waveguide-to-free-space output coupling

in a compact structure - ideally less than one wavelength long. A short emitter length is critical to fitting

many emitters in a small area and to enabling wide divergence angles within a single lobe. However,

demonstrations of efficient output coupling using short structures are uncommon; minimum struictire

lengths found to be several wavelengths long (54), (57), (59). Short emitters, for coupling between two

modes in general and vertical coupling in particular, have also been demonstrated using nanoantennas

designs translated from the radio frequency (RF) to optical bands (41), (52), (53), (59). Howerver,

traditional RF antennas differ from photonic nanoantennas in at least one important way: RF antennas are

fed from thin (much narrower than one wavelength) transmission lines, enabling the excitation of the

antenna to occur from a single location or by a single component, usually called the radiator. In a

photonic nanoantenna, the open dielectric waveguide precludes separation of the guided wave from the

antenna structure and the guided wave interacts with the entire antenna. Thus, passive elements like the

directors or reflector in a Yagi-Uda antenna can no longer count as passive. This fundamental difference

suggests that a different tact should be taken to enable compact and efficient emission from antennas

coupled to dielectric nanophotonic waveguides. In (53), the authors by-pass this problem by polarization

separation and tilting the feeding element. However, this method introduces a 50% coupling penalty into
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the antenna. This paper uses a different approach which considers both the input and output waves in

order to design a new antenna structure that couples more efficiently between them.

We propose and numerically demonstrate the use of deep sub-wavelength frequency chirped elements

to enable sub-wavelength emission from a nanophotonic dielectric waveguide. Finite-Difference Time-

Domain (FDTD) simulations of a one-layer antenna plus a ground plane show 55% up emission with a

structure only one third of a free space wavelength long. The antenna is a cluster of metallic nano-rods

designed to work in the C-band, however, the results here are general and can be applied to any chirped

structure and any band of the electromagnetic spectrum to achieve efficient, sub-wavelength coupling

between two propagating modes.

3.2.2 Theory

To gain intuition about the coupling between the nanoantenna and the waveguide, we treat the

nanoantenna as a resonator and use coupled-mode theory in the time domain (29), (61), (62). Coupled-

mode theory assumes shape invariance of the modes and drops second order terms, enabling

quantitatively accurate results only with weakly coupled modes; however it provides useful qualitative

insight even when modes are strongly coupled. To ensure accuracy in design, we rely on three-

dimensional full field simulations for all quantitative results in this letter.

The differential equation governing the reaction of a resonator with energy amplitude a and coupling

coefficient p to a perturbing mechanism (e.g. a waveguide) with field amplitude s is, to first order (61)

-a= ( )jo-) a -iPs Eq. 3.13
dt (i

where co0 is the resonance frequency, and r is its field decay rate. In a nanophotonic antenna, the loss

mechanisms can be broken down into radiation, ohmic, and coupling losses, with decay rates r, T0 , and

Te respectively. This equation is similar to Eq. 3.1, just with re defining ft as jp from the last section. The

steady state solution to Eq. 3.13 with input s at frequency c is:

a = - = sReJA, Eq. 3.14
j(w - O0) + -

where we define the resonator response to have amplitude R and phase Ay. It is easy to see that, for

o >> 1/T, one can change the phase response of the resonator, Ay, through a total range of n radians by

changing the resonance frequency. When t is real and positive, for example, Ay will vary in the range (-

71,0), depending on the value of wo. If the resonator mode is leaky (radiating), the phase of the emitted

field will be the same as that of the resonator.
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Fig. 3.8 Antenna design principle: (a) side view of a single resonator (here a dipole) driven by a plane wavefront, (b) a set of
chirped resonance resonators design for right-angle wave coupling driven with the same source as (a), (c) Side and top view
of a set of resonators designed for vertical coupling from a waveguide to free space. Total structure length is smaller than

X/2n.

Using this principle, and the space dependence of the input wave, exp(-jkz), we can place several

resonators with different resonances along the waveguide in such a way that, although placed in different

z positions, they all resonate with the same phase. Thus, the resonators will constructively interfere to

form a vertically emitted wave. As Fig. 3.8(a) shows, a single dipole driven by a plane wave emits in all

directions. However, a set of frequency chirped dipoles can be combined to interfere and form a flatter

wavefront and larger antenna gain as shown in Fig. 3.8(b), enabling efficient vertical coupling. By

additionally repeating the dipoles laterally we further enhance the coupling at each longitudinal position.

The resulting antenna structure is illustrated in Fig. 3.8(c).

Considering cross-talk between the different components of the antenna, we can rewrite Eq. 3.13 for a

group of resonators a

diaiJ ikak Eq. 3.15
dt (ij iY

k

where coi and ri are the ith resonator natural resonance and decay rate respectively, and p4k is the

coupling coefficient from the kth to the ith resonator. It can be seen from Eq. 3.15, that, when all the

resonators have same phase, no amplitude fluctuations are produced; there is only a red shift in the

resonant frequency. This Red shift can easily corrected by readjusting and blue shifting the individual

resonance of each element, wo.
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3.2.3 Design and Simulation

In this paper, we use dipole rod resonators, with a dimension along the input k vector much shorter

than a wavelength. We arrange several of these dipoles in a half wavelength section (7c phase region) to

create a sub-wavelength coupler through constructive interference of the output from each rod. Fig. 3.8(c)

illustrates the principle behind the structure of the vertical coupler. The specific vertical coupler designs

presented here are based on phase chirped rod resonators placed in a plane above a Si3N4 waveguide. An

additional metallic ground-plane is placed under that waveguide to facilitate vertical coupling (see

Fig. 3.8(c)). For an example structure, we chose the following: (1) an 80nm Al ground-plane, (2) a 60nm

Al antenna layer, (3) a Si3N4 waveguide with a width of 700nm and a 220nm height, (4) a ground plane to

antenna separation of 680nm, and (5) a waveguide to antenna separation of 100nm. The permittivities of

Si3N4 and SiO,, are 4, and 2.1 respectively at 1550nm (63). The Drude parameters used for Aluminum

were Yd = 2.4 x 1014 rad/sec and op = 2.2 X 1016 rad/sec.

*12- *A CD M

00 250 300 350 400 450 500

/
0

th

One rod

-0-Two rods
Three rods

P 200 250 300 350 400 450 500 --- Four rods

Rod length [nm] + Five rods

Fig. 3.9 Design method: Amplitude R (top) and phase A&p (bottom) of the resonator response vs. rod length for lateral
repetition of specified number of rods and wavelength of 1550nm (a three rod lateral repetition example is shown on the

right).

To design the antenna, first, the phase responses of dipole antennas of different lengths are examined.

The responses are calculated via 3D FDTD simulations using a waveguide with no ground plane as the

feeding mechanism. The one rod curve (blue) in Fig. 3.9 shows the resulting amplitude and phase

responses at a wavelength of 1550nm as a function of rod length. Using Eq. 3.14 and the asymptotic value

of the phase response for the lowest resonance (about -2.5radians), we calculate - to be ~Ifs. With such a

short decay intrinsic to a nano-rod, each nano-rod is inherently undercoupled. Thus, following
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Sections 3.1.2 and 3.1.3, lateral repetition of the nano-rods is needed to enhance overall coupling. Various

sets of laterally repeated rods (same length in each set) were examined to determine their phase responses.

Fig. 3.9 shows the resulting responses (amplitude and phase) as a function of rod length and repetition

number. It can be seen that the maximum amplitude response always corresponds to the -n/2 phase

response, as expected from Eq. 3.14.

0.6 5 different sets
(a) 0blue shifted

.5and its ohmic losses

00$ 0.4-

1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
Wavelength [sLm]1

z
300

Set.

4--

0

Fig. 3.10 Simulated results: (a) Simulated vertical emission for different structures, each with a ground-plane: solid blue
four times lateral repetition of 280nm rods, dashed green five different sets of rods arranged to create the phase chirped

antenna, dash-doted magenta same structure blue shifted and black line with x's ohmic losses of the later, (b) final structure
with the time integrated field box around it. (c) Free space far field pattern of the same structure at X=1550nm.

Next, we choose resonators with different phase responses and place them along the waveguide axis

such that the sum of the input wave phase Ez and the specific phase response is same for all resonators.
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This results in constructive interference in the designed output direction. Lastly, a correction to the rod

length is made in order to correct for the red shift caused by the proximity of different resonators with the

same phase.

Fig. 3.10(a) compares the up emission of one 4 rod set on resonance (blue solid line) with the

uncorrected (green dashed line) and redshift corrected (magenta dash dotted line) phase chirped antennas

described above. The rods in the uncorrected structure are arranged in sets 3x680nm, 3x360nm, 4x280nm,

4x240nm and 5x200nm where AxBnm stands for (repetition number)x(rod length in nm) and the order of

writing is the order along the z axis. The corrected (blue shifted) antenna has rods arranged in sets

3x630nm, 3x320nm, 4x240nm, 4x200nm, 5xl6Onm and an extra 2xl6Onm set. The solid black line, show

the ohmic losses to be under 10%. In order to obtain the results in Fig. 3.10(a), we monitored the spectral

content of the fields over the surface of a box enclosing the structure. From this, we calculated the amount

of energy leaving each facet (Fig. 3.10(b)). All other losses, including emission out through the sides,

bottom and rear of the box had significantly lower values (<10% each at 1550nm). All cases depicted in

Fig. 3.10 include a ground plane at a distance of d~3X/4n for constructive vertical coupling. This was

done so as to combine the bottom and top emission and maximize the vertical coupling. In total, we found

55% vertical emission, revealing efficient emission from a sub-wavelength structure. Additionally, as

shown in Fig. 3.10(c), the main lobe from the full structure has less than a 30 degree FWHM and

therefore the output can be directed. Lastly, the resulting bandwidth of a short (rapidly coupled) emitter

goes up to ~500nm.

3.2.4 Conclusion

In conclusion, by using 3D FDTD simulations, we show that metallic nanoantenna structures can

vertically emit at least 55% of an input wave over a 3dB bandwidth of 500nm in a structure only one third

of a free-space wavelength long. Furthermore, the proposed structure uses realistic dimensions and

commonly available materials. By repeating the structure longitudinally, even more efficient emission

could be produced. While efficient all dielectric emitters have been demonstrated (23), (24), (56), (57),

(59), to our knowledge this is the first proposed and numerically verified compact (less than a wavelength

long) emitter design and the first proposed structure of its kind.
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4 2D Electrical Steering Phased Array

Optical phased arrays have several large advantages over their RF equivalents. The much shorter

optical wavelength holds promise for large-scale integration (67). The short wavelength allow for much

smaller apertures flowing with much smaller systems and the computability of guiding the light in

materials from the electric industry, opens the way for low cost mass production of Nanophotonic Phased

Array (NPA). Still, the intense requirements of optical phased arrays also impose severe challenges.

Consequently, optical phased arrays, using various platforms (68), (69), (70), (71), (72) and recently with

chip scale nanophotonics (23), (24), (28), (73), have so far been restricted to one-dimensional electrical

steering. Here we report the demonstration of a two-dimensional steerable NPA, in which 8x8 (total 64)

optical nanoantennas are densely integrated on a silicon chip with a pitch of 9pm in each dimension. We

show that active phase tunability can be realized demonstrating dynamic beam steering and shaping. This

work demonstrates a 2D NPAs implemented on compact and inexpensive nanophotonic chips built with

complementary metal-oxide-semiconductor (CMOS) technology. This, in turn, enables arbitrary radiation

pattern generation using NPAs and, therefore, extends the functionalities of phased arrays beyond

conventional beam steering. In fact, it opens up new possibilities and wide use in applications such as

communication, ranging, three-dimensional holography and biomedical sciences. This chapter describes a

work done in collaboration with Jie Sun et al and published in (6)

4.1 Introduction

A NPA, consists of several, typically identical, optical antennas. Each antenna emits light of a

specific amplitude and phase to form a desired far-field radiation pattern through interference of these

emissions. The short wavelength of light offers potential for NPAs to greatly exceed the number of

elements found in their radiofrequency counterparts in a compact, low-cost chip. By incorporating a large

number of antennas, high-resolution far-field patterns can be achieved and arbitrary radiation patterns can

be generated by the NPA (6), extending the functionalities of phased arrays well beyond the conventional

beam focusing and steering. However, the short optical wavelength also presents challenges in realizing

coherent outputs from such large-scale NPAs. Specifically, even nanometer scale fluctuations in

fabrication processes may affect the antennas' optical emission that need to be balanced in power and

aligned in phase to form a specific far-field radiation pattern. As a consequence, all chip-based two-

dimensional NPAs demonstrated so far are limited to small-scale implementations with no more than 16

antennas, and their functionalities are thereby constrained to conventional single beam steering. Here we

propose a compact, scalable architecture, NPA system that is compatible with a CMOS process and
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demonstrate that active phase tunability can be successfully up scaled in antenna number and generate

dynamic far-field patterns.

4.2 Theory and Design

In order to support a 2D electrical steering in a scalable system, we use the architecture shown in

Fig. 4.1. First, we locate all essential components of the NPA in a 2 dimensional small unit cell including

the coupler to the unit cell, the phase shifter and the antenna itself. Then, we distribute the energy

between the different unit cells in a scalable manner. A laser input is coupled into the main silicon bus;

this bus waveguide distributes energy by evanescently coupling to row-buses and each row-bus

distributes the energy, using a different evanescent field coupler design, between the different unit cells of

the specific row. The coupling to the row waveguides and to each unit cell is controlled in such a way that

each obtains the wanted amount of power (flat power distribution in our case). By doing so, we gain two

main advantages. First, the distribution of power in two stages releases the need to couple a very small

fraction of the light to the early antennas on the bus. Coupling such a small fraction is theoretically

possible, but much more sensitive to fabrication imprecisions. Distribution in two stages (rows/columns)

releases these tight tolerances a bit. Second, and more importantly, this two-dimensional architecture

allows the phase array to be easily up scaled in both dimensions while maintaining 2D electrical phase

control and by adjusting only the coupling strength of the unit cell or bus coupler. Each of the optical

antenna unit cells (as seen in the green rectangle in Fig. 4.1) consists of three major functional parts: a

coupler to distribute the light from the row bus to the antenna, a phase shifter and a nanoantenna to

efficiently deliver optical power to free space. The coupler and phase shifter components in the unit cell

are described in detail in Chapter 1. Here we will briefly describe the phase shifter and expand more on

the specific antenna design and differences in the couplers' design.
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Fig. 4.1 Architecture of a scalable 2D electrical steering NPA: The main bus waveguide, row-bus waveguide and array's unit
cell in the green rectangle are shown. At the end of each bus waveguide there is a taper to dispose unused optical power.

Couplers Design: Directional, evanescent field, couplers in this work were based on the same

architecture as described in Section 2.2. Nevertheless, the small design differences from the coupler

described in Section 2.2 and the need to take into account the phase effect of the coupler are explained

here. The blue line in Fig. 4.2(a) shows the coupling required per unit cell number counting backward

from the last unit cell (or row) on the row bus (or main bus). The red and green lines show the coupling

length required for a 120nm gap coupler to couple the right amount of light to the specific row and unit

cell respectively. Note that the maximum coupling achieved in this figure is only 50%. The rest of the

optical power in the silicon bus is discarded after the last row and after the last unit cell in each row

through a gradual waveguide taper (as illustrated in Fig. 4.1). This is done in order to avoid the necessity

to achieve 100% coupling efficiency in the last row/unit cell using an over-sized coupler. Doing so causes

an acceptable power loss of -12% in total which reduces even more, with up scaling, as a factor of

-1/N + 1/M, where N and M are the number of rows and columns in the array. It can be seen that for
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our 16x 16 NPA, the bus-to-row coupler length varies from 4.3 ptm (coupling efficiency = 5.9%) in the

first coupler to 8.05ptm (coupling efficiency = 50%) in the last coupler, as shown by the red line. The

optical power is coupled in the same way from each row bus waveguide to the unit cells along it. The

green line in Fig. 4.2 shows the row-to-unit coupler length varying from 3.3pm (coupling efficiency =

5.9%) to 8.12pm (coupling efficiency = 50%). The difference between the two types of couplers results

from the different bend radius at the end of each coupler and the adiabatic characteristic of the unit cell

bend which does not exist in the bus-to-row coupler.

9 1

-6+u*4,-rojN cosipler Jongt
-S . Row-o-unit coupmr;.ngtb - 50

4I40

0

60 50 40 30 20 10
Rowlcolumn index from last

Fig. 4.2 Power and phase management: Coupling efficiency (Blue), and coupler length for the bus-to-row couplers (Red) and
the row-to-unit cell couplers (Green) in the 2D NPA. The length of row-to-unit couplers is a little different from the bus-to-
row couplers because different bend radii are used in the two cases. The coupler lengths are obtained through a 3D-FDTD
simulation. Partial drawing of the unit cell is placed on the graph to illustrate the optical phase management in the unit

cell. By tuning the length of the two sections market With qPmn/2 we correct the phase non-uniformity of the different
couplers 'Pmn-

Moreover, phase management is another important aspect that needs to be carefully designed in the

INPA to ensure all unit cells are tuned to response to the phase signal as desired without additional phase

nonuniformity. Due to the small number of rows/columns, phase differences between different coupler
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lengths on the cascade splitting architecture (as explained in Section 2.2) were calculated and taken into

account. In other words, the zero-signal phase of all unit cells were corrected to be equal. This is achieved

by two identical optical delay lines where each provides a propagation phase of Pmn/ 2 , where Pmn is the

correction phase for the unit cell (mn). The coupler, as part of the unit cell, is illustrated on the graph of

Fig. 4.2 with its two Pmn/ 2 phase correction sections.

Nanoantenna Design: Ideally, the unit cell size should be less than half of the free-space wavelength

X0 of the optical emission in both the x and y directions for the radiation to have a unique interference

pattern in the far field without high-order radiation lobes (54), (74). It is therefore crucial to make the unit

cell as small as possible in order to decrease the number of high order interference patterns in the far field.

A compact and efficient optical nanoantenna is thus demanding for the NPA system. Optical

nanoantennas down to subwavelength size have previously been demonstrated (64), (75), (76), (77), (78)

with metal; however, to make the material systems compatible with the CMOS process, silicon-based

dielectric nanoantennas are used (Fig. 4.3). The compact grating-based optical nanoantenna, measures

3.Opm in length, 2.8p1m in width and 220nm in thickness, consisting of only five grating teeth. A partial

etch 110nm in depth is applied to the first grating groove, to break the up-down symmetry of the

nanoantenna for more upward emission (79). A SEM of the antenna is given in Fig. 4.3(a) showing the Si

and half etched gratings. Fig. 4.3(b) shows the simulated emissions and reflection calculated using a three

dimensional finite-difference time-domain simulation, in which 51% of the optical power emits upwards

while only 30% emits downwards at Xo=1.55ptm. More efficient up-emission can be realized if a more

optimized partial etch depth is used (the partial etch depth was fixed to 11 Onm in our process for the

considCration of other devices on tile same imnask), or a reflective ground plane is implemented underneath

the grating to reflect the downward emission. The graph in Fig. 4.3(b), shows the calculated far-field

pattern of the optical nanoantenna, using the near-to-far-field transformation (80). The emission is not

vertical because the grating period is slightly detuned from that of a second-order grating that would emit

vertically, to suppress the resonant back-reflections; otherwise, significant reflection would interfere with

the light propagation in the NPA (see Section 2.4 for theoretical elaboration). The emission from the

nanoantenna is also broadband, with a bandwidth extending across hundreds of nanometers in

wavelength, an inherent characteristic of the short length of the grating. This coupler could find potential

applications such as broadband vertical couplers.
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Fig. 4.3 Nanoantenna design: (a) A scanning electron micrograph (SEM) of the fabricated nanoantenna. The bright color
represents silicon with a height 220nm while the dark color is the buried oxide (BOX), and the color in-between is the

partially etched silicon with a height of ll0nm. (b) The simulated grating emission efficiency. The up emission far-field
radiation pattern of the opticai nanoantenna is shown on the graph. This far field pattern was calculated from the near-field

emission using the near-to-far-field transformation. The radiation fields in b are viewed from the zenith of the far-field
hemisphere, as a projection of the far-field hemisphere to the equatorial plane in the polar coordinate system (6, q4). Oand q!

are the far field azimuth angle and polar angle, respectively.

Phase Shifter Design: For phase shifting we use the design described in Section 2.3. A section in the

waveguide is low n-type doped to form a short resistor. This section can be electrically heated to create a
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tunable thermal phase shifter. Two narrow silicon leads with heavy n'-doping, providing electrical

connections to and thermal isolation from the heater, are connected to the heater on the inner side of the

adiabatic bends to minimize the loss caused by light scattering (35), (36). Fig. 4.4 illustrates the whole

NPA design with the unit cell design in the inset showing the tunable phase shifter. The electrical controls

are connected in rows and in columns to simplify the electrical circuitry.

The unit cell pitch is larger than a free-space wavelength. The beam shape is therefore replicated in

the far field because the same interference conditions occur periodically in the far field to produce higher-

order patterns. Eq. C.2 and Eq. C.5 in Appendix A indicates that the final far-field radiation pattern of the

NPA is repeated in multiple orders (shown in Fig. 4.5 in the next section) according to the array factor.

The emission pattern orders are only visible in the vicinity of the zenith, owing to the envelope dictated

by the directional emission of the optical nanoantenna.

a
Cartedt

Active pixel

Si (undoped) CDOPPer c
Si (lightly doped) Metal level 1
Si (heavily doped) Metal level 2

Fig. 4.4 Schematic illustration of the complete design of the 8x8 active NPA: Inset, diagram of an active antenna unit cell
(size 9gm x 9pm). The optical phase of each unit cell is continuously tuned by the thermo-optic effect through an integrated

heater formed by doped silicon.

4.3 Fabrication and Experimental Results

The designed 8x8 unit cells NPAs were fabricated in a 300mm CMOS foundry with 193nm optical

immersion lithography (a 65-nm technology node) on silicon-on-insulator (SOI) wafers with a 220nm top

silicon layer and 2pm buried oxide. A timed partial silicon etch (1 10nm) was first performed to make the

partly etched grating groove. A full silicon etch was then applied to form the waveguides and grating

nanoantennas. Subsequent n and n' dopings were implanted, followed by standard silicidation to make

copper-silicon contacts. The contacts were connected to on-chip probing pads by two metal and a via

layers for thermo-optic tuning. SiO 2 with a total thickness of 3.6pm was used to cover the devices, with a
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final polishing step to make the surface planar to avoid additional phase errors due to surface corrugation.

A 1.55-ptm laser was coupled into the transverse electric mode of the main bus waveguide. The far field

images were then captured with a near infrared (NIR) camera, using a setup similar to that in (81). The

far-field image is clamped by the finite numerical aperture (NA = 0.4) of our objective lens.

The measured resistance is 2.5kV per heater including the two copper-silicon contacts, and a high

thermal efficiency of about 8.5mW per a-phase shift is achieved, benefiting from the direct heating of the

silicon waveguide. By applying different voltages on each unit cell, different phase combinations can be

achieved in the NPA to generate different radiation patterns dynamically in the far field. As shown in

Fig. 4.5, five different radiation patterns are demonstrated using the same NPA: a standard single-beam

pattern with no voltage on the array; beam-steering for about 6' in both the vertical direction and the

horizontal direction; generation of two beams in vertical direction; and generation of four beams in the

horizontal direction. Good agreement between simulation and experiment is observed, which confirms the

robustness of the proposed design as well as the accuracy of the fabrication and active thermo-optic phase

tuning. Following the passive section of (6), the proposed active NPA structure can be immediately

extended to a larger phased array (for example 64x64) with independent electrical control of each unit cell

with the aid of fully CMOS-controlled circuitry to access all of the unit cells electrically and to project

dynamic patterns in the far field with applications including communications, true three-dimensional

holograms, light radars (lidars) biomedical imaging and interferometry.

a b c d

11 14E5ttt, __LII

0I I5:i

Fig. 4.5 Beam steering and forming: Examples of the dynamic far-field patterns generated by the 8x8 active NPA by
applying different voltage combinations to the unit cells, showing simulations and measurements. (a) The original single-
beam pattern with no voltage on. (b) (c) Steering the beam, by 60, to the edge of each interference order in the vertical (b)

and in the horizontal (c) dimensions. (d) The single beam is split into two beams in the vertical direction. (e) The single beam
is split into four beams in the horizontal direction. The green circle indicates the edge of the lens NA (0.4), and the red box
specifies the area of one interference order (see also the Supplementary Movie of (6) for the dynamic pattern generation).
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4.4 Summary

We have demonstrated the large number of phased tunable nanoantennas which enables NPAs to

generate arbitrary far-field radiation patterns dynamically and, in turn, to affect new fields such as

communication, lidar, three dimensional holography and biomedical sciences. Our unit cell design is

easily up scalable and was already demonstrated to create a 4096 antennas 2D NPA in (6). The ability to

take advantage of a state-of-the-art CMOS integration process also promises a bright future for low-cost

and compact NPAs that will be important in many fields with their newly explored functionalities.
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5 Chip Scale Lidar System

5.1 Objectives

Light radar (lidar) systems today are used in variety of systems and are well known for their ability to

produce a three dimensional map of their field of view. They are used in variety of fields from topography

mapping (82), through ecosystem study (83), to 3D city modeling in urban control and taxation (84).

Nevertheless, lidar systems to date are expensive and therefore cannot penetrate other markets that could

largely benefit from their ability; one of which is the car industry.

Google with their autonomous car was already demonstrating self-driving ability using a lidar sensor

on top of their car (see Fig. 5.1(a)) (85). Still, this sensor, shown in Fig. 5.1(b), apart from being

extremely expensive (86) is bulky, includes complex optical assembly and is probably not as sturdy as

desired for a commercial car component. Autonomous vehicles were also demonstrated using radar

sensors and visible cameras. Cameras in the visible range enable the use of an extremely cheap sensor in

mass production. Nevertheless, the image processing required to analyze the raw data coming from these

cameras is expensive and sometimes incorrect. Furthermore, visible spectrum cameras reduce their

performance drastically at night and require extremely high dynamic range to deal with light sources in

the field of view at the same time they need to resolve objects in the darkness. Radar based sensors have

good visibility in fog or smoke conditions but their resolution is extremely limited because of their long

wavelength. In fact, at a range of l00m, their resolution is about 1 Om or more. Moreover, the bandwidth

used by radar systems is limited to -1 GHz. This bandwidth together with the bandwidth requirements for

a 1m range resolution enables less than 10 separate system bands and largely reduces the number of

systems that can work together without interference. Lidar systems on the other hand enable sensors with

high resolution and extremely large spectrum band (over 10,000 times larger than the available spectrum

of radar systems) with night compatibility and direct range output that does not required much processing.

Therefore, drastically reducing lidar price, and size as well as eliminating its fragility can be of high

importance for autonomous vehicles as well as other applications.
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Fig. 5.1 Lidar for autonomous vehicles: (a) The Google car as presented in (85) and (b) a drawing of the lidar system which
provides the car's main environment sensor (curtesy of VeloyneTm)

Nanophotonic Phased Arrays (NPAs) together with other Si photonic components can solve all of

these issues at once. Chip scale systems with on chip optics (no external lens assembly), on chip steering

(no moving mechanical components) and other electro-optic manipulations can replace the large and

expensive lidar systems in use today with an affordable unit price in mass production. Moreover, the

small size and robustness of a chip base system inherently makes it sturdy and immune to mechanical

shocks. In this chapter we will describe a coherent ranging method that suits nanophotonic systems, walk

through its power budgets and show some ranging results with one of our systems. Then, we will present

a NPA architecture that suites lidar applications and provide its beam steering measurements. Lastly, we

will end with describing a lidar system design using two long NPAs of this type, operating as transmitter

and receiver and bring its early results. While in this work we aim to demonstrate the integration of the

main functions steering, frequency sweeping and detecting on a Si photonic platform, more complex and

standalone photonic lidar systems can be designed. An on-chip laser source (87), (88) can also be

implemented and the photonic chip can be integrated to a CMOS electronic chip (89) for SSB driving,

signal processing and frequency analyzing but these are considered out of the scope of this work.

5.2 Nanophotonic Ranging

5.2.1 Background and Method

Light radars (lidars) are used in many applications today. However, at the moment, lidar systems are,

at most, large, fragile and extremely costly (86). Precise laser beam steering imposes high end mechano-

optics which is expensive and fragile, but the main cost comes from the common method of ranging

which is based on a pulse Time of Flight (TOF) (90), (91). The need for precise ranging requires a short

pulse in time, and peak power limitations bound the total energy (or number of photons) being sent in a
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pulse. Large part of the pulse energy, scattered from the target, is lost when being collected with a

reasonable receiver aperture size. The need of detection of this small number of photons collected by the

receiver imposes the use of Avalanche Photo Diodes (APDs) that are extremely expensive and hard to

produce at eye-safe wavelengths. Moreover, these APDs can be easily saturated by background light. The

use of Si photonics technology not only allows for low cost, on-chip, steering, its single mode waveguide

characteristic is applicable for coherent detection methods which allow for high dark current detectors,

low transmission powers and insensitive to high background light. To be more specific, it allows the use

of a different ranging method called Frequency Modulated Continuous Wave (FMCW) (91) that

incorporates integrated non-avalanche photodiodes.

FMCW is a coherent method of ranging. Instead of sending a short pulse in time and measuring the

time elapsed until some returning photons are collected, in FMCW a continuous wave is used. This

allows the transmission of a high total energy optical beam per measurement, even with a pick power

limited emitter. This wave is linearly chirped (i.e. frequency shifted linearly in time). The returning beam

is then beaten against a local oscillator (LO) (a small portion of the chirped energy taken from before the

emitter). The two beams together create an amplified beat node of frequency equal to the difference

between the LO and returning signal frequencies. The beat node is said to be amplified here since it is

much larger than the returning signal itself. This type of amplification does not amplify noises coming

from dark current, background light or other noncoherent sources but only the coherent signal reflected

from the target.

Fig. 5.2 describes a basic implementation of the FMCW method. The input CW laser frequency is

chirped linearly in time using an on-chip Single Side Band (SSB) modulator (a linearly tunable laser can

be used instead to avoid the need of an SSB). A small portion (e.g. 10%) of the optical pre-emitted power

is tapped off to act as a LO (red line in Fig. 5.2(b)), and the rest is transmitted upon a target. The return

signal (a delayed copy of the transmitted signal shown in green in Fig. 5.2(b)) is then collected by the

receiver antenna and beaten against the LO to produce the beat node. This beat node frequency, if is

equal to the frequency difference between the two signals and proportional to the target range

df df2R
Af=- At= --. Eq. 5.1

dt dt c
Using a spectrum analyzer (or otherwise) the beat node frequency can be measured and the range to the

target calculated.
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Fig. 5.2 FMCW method and basic implementation: (a) The FMCW system with blue lines representing optical waveguides
and red lines representing electrical lines. (b) A figure of frequency vs. time of the LO and emitted light (red)) and return

signal (green) to illustrate how the FMCW method works. Tx - Transmitter antenna, Rx - Receiver antenna, SSB - Single
side band modulator, LO - Local oscillator.

In order to calculate the range resolution acquired with a specific setup we assume the sweeping time,

Tsweep, is much greater than the time that it takes the light to travel to the target and back, At. There is no

gain in sampling the beat node over multiple sweeps since the phase of the beat is not conserved between

sweeps. Sampling the beat node over less than a sweep is, practically, like having shorter sweep.

Therefore, the electric measurement bandwidth, BW, of the beat node is approximately 1/Tsweep. The

range resolution is, then, found by the product of the frequency resolution (electric bandwidth, BW) with

the range to frequency derivative. Substitute the bandwidth and Eq. 5.1 gives

dR c c
AR = BW df 2Fsweep5.2

2Tsweep dt

where Fs eepis the total optical frequency sweep of the system. Therefore, we can see that the range

resolution is only dependent on the frequency sweeping range. While sweeping speed affects on sample

capacity (measurements per unit of time) and, as we will see in the next section, on Signal to Noise Ratio

(SNR), it does not affect the range resolution. This result is important since it shows the need for a

specific bandwidth used by every system and, hence, expresses one of the benefits of lidar systems over

radar systems which, as stated above, are occupying a band more than 10,000 times smaller.

5.2.2 Power Budget

In this section we calculate the SNR for a coherent lidar system. This input is important when

designing a nanophotonic lidar to enable the right design parameters for the expected range performance.

We start from the radar equation for receiver power (92)

Eq. 5.3at GTxARxeRx
PR T 4) 2 R 4
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where PT is the emitted power, at target cross section, GTX transmitter gain, ARx receiver aperture, eRX

receiver efficiency and R target range. The transmitter gain assuming a collimated beam output is (92)

G = 4 TATxeTx Eq. 5.4GX = A2

where ATX is the transmitter aperture area, eTX transmitter efficiency and A the emitted wavelength. For

the case where the spot size is smaller than the target, the target cross-section for our transmitter-receiver

system is simply the smallest spot size of the two on the target

A2 = 2  
Eq. 5.5

A
where A is the transmitter or receiver area and p is the target reflectance. The reflectance holds values

between 0 for non-reflecting (black) target, 1 for perfectly scattering (white) target or greater for retro

reflective target. It is clear from Eq. 5.5 that having the receiver and transmitter diffraction limited with

different sizes does not benefit the target cross section and, hense, does not improve SNR. Therefore, we

will treat A as ATX for the moment. It is important to note here that due to the single mode characteristic

of our system (waveguide etc.), that is needed for coherent detection, making the spot size larger by

distorting the beam does not help as well - the transmitter and receiver need to have the same far field

pattern in order to maximize power collection. At the end of this chapter we will discuss a different way

to increase the receiver effective aperture without changing its far field pattern and still gain in SNR.

Substituting Eq. 5.4 and Eq. 5.5 with A = ATX into Eq. 5.3 gives us

R PT ARxeRxeTx Eq. 5.6
47rR2

The power received to the receiver aperture is, for small aperture systems like NPA based lidars,

extremely small given the large ratio between the receiver area, ARX, and the square of the range, R 2 .

Nevertheless, as we'll see in the next paragraph, the FMCW method enables measuring an extremely

weak signal by beating it with a strong local oscillator (LO).

Next, we walk through the detection of the signal and calculate the SNR of the system from the

received power. It is well known that by beating two signals with a frequency difference, a beat node that

is equal in amplitude to twice the square root of the product of the powers is produced. The way we beat

these two signals is by using a four port coupler to beat 50% of the PR with 50% of the PLO in each of its

two output ports. The output ports are both connected to a respective photodetector. The two detected

electrical signals are then subtracted by placing the photodetectors in series and measuring the excess

current between them. This, while not improving the theoretical SNR, helps reduce LO fluctuations.

Changes in the LO power will change the current of both detectors equally which will be subtracted out in

the balance detection. The beat signal on the other hand is in a 1800 phase difference between the two
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output ports which will add in the balanced detection method. The beat node strength, given the receiver

power, PR, and LO power, PLO, with a photodiode responsivity 91 is then given by

Isig = 2 x 29: 0 .5 PLO0 .5 PR = 29i1 PLOPR R s_ = O R Eq. 5.7

where the 2 x is to denote the addition of the two signals in the balanced detection the 0.5's are for the

50% splitting in the four port coupler and the Root Mean Square (RMS) signal IJR S sig -

Calculating the noise, we look at the DC level of each of the photodiode currents, IDC, which, assuming

that PLO >> PR and that the local oscillator current is larger than the dark current, is simply

IDC = 90.5PLO. Eq. 5.8
Assuming well designed read out electronics, the detection is shot noise limited by the receiver DC

current. The resulted shot noise of a single detector is then (93)

single = V2qC = -q:P~BW E q. 5.9
,shot qIDCBW =V9LB

where q is the electron charge and BW is the measurement bandwidth, and when adding the uncorrelated

noise from the two detectors

itotal single 2 +single 2  2 B Eq. 5.10
1shot - shot + =,o FqiPLOBW. E.51

Lastly, we calculate the SNR by dividing the signal current from Eq. 5.7 by the shot noise current from

Eq. 5.10 to get

IRMS
SNR = c = qBW P -R . Eq. 5.11

where N, is the number of photo-electrons produced in the detectors in the time Ts,,eep and originates by

the returning light from the target. It is clear from this result that although the sampling capacity (range

measurements per time) can increase linearly by reducing the sweep time, the SNR will degrade as the

square root of the sweep time. More importantly, from Eq. 5.11 we can see that as long as the LO current

is larger than the dark current and background light, the SNR is shot noise limited depending only on the

received power. This is the fundamental limit for SNR in optical detection systems and is reached here

with integrated detectors rather than the expensive APDs used in other systems.

It is important to note here that, although (as discussed above) a large receiver NPA does not increase

SNR without increasing the size of the emitter as well, multiple receivers can produce an effective large

receiver and improve SNR. As discussed above, the coherent method we are using requires single mode

waves to interfere with each other. Nevertheless, the returning light from the target is a scattered light

and, therefore, includes many modes which can each interfere separately with a LO signal to create a beat

node. By placing several receivers next to each other, each of the size of the transmitter, we can collect

more modes of the returning light independently. Then, by beating each receiver against a LO and
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analyzing the spectrum of the signal, we get the SNR calculated above in each receiver. Summing the

spectral result from all the receivers (amplitude vs frequency) will improve the signal as a square of the

number of receivers since the noise of the different signals is uncorrelated. True, the different signals

cannot be summed on the optic or electronic levels due to their random phase in respect to each other, but

summing the amplitude of the spectral response drops this phase from the sum and allows for the stated

SNR improvement. Since we can see from the above that the SNR enhancement goes as the square root of

the optical collection area, and since the number of photons being collected is increasing linearly with

area, it is clear that the new SNR with multiple receivers system still goes as Np. Hence, this method of

increasing SNR is still shot noise limited to the returning power from the target. Fig. 5.3 shows a

synthetic example of possible electric spectral power from a single receiver Gaussian distribution noise

source SNR = 2 and after summing the spectral power of 4 individual (independent) receivers.

(a) Spectr
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Fig. 5.3 Multiple receivers synthetic simulation: (a) A spectral power response of a single signal at 100Hz and with SNR = 2.
(b) The spectral power after summing over four different detectors.

Table 5.1 shows a set of values we believe we can achieve and the resulting SNR showing its ability

to operate in systems that to date were either using extremely expensive lidar systems or no lidars at all

for their high price. This result of high SNR = 10 with such a small system and with a range of l00m

being achieved with an integrated detector with normal dark current levels is possible only by the use of
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coherent detection, a method that suites Si photonics technologies for its single mode waveguide

characteristics.

Antenna array efficiencies erx, eRX 6dB

Receiver area ARX 10mm2

Target reflectance p 10%

Range R loom

Transmitter power Pr 0.1W

Photodiode responsivity 91 0.8A/W

Bandwidth BW 10kHz

SNR SNR 10

Table 5.1 Expected Parameter values for example system and scenario, and the driven expected SNR

In order to demonstrate nanophotonic lidar we first demonstrate the ability to measure range using the

FMCW method and propose a new NPA architecture suit for lidar application separately. Only then, we

describe a nanophotonic lidar design that includes both FMCW components and beam steering on chip.

The last is still in the process of fabrication and only preliminary results are presented. In the next section,

we demonstrate FMCW ranging with nanophotonic components.

5.2.3 Nanophotonic FMCW Ranging

First we describe the design of a nanophotonic ranging demonstration to show the feasibility of such

system. In order to demonstrate such ranging we use a nanophotonic system designed for interferometry

and described in detail in (94). We incorporate the use of two main components shown in Fig. 5.4. Single

sideband (SSB) modulators, shown in Fig. 5.4(a) with its spectral performance in Fig. 5.4(b), and Ge

based detectors for balanced detection shown in inset of Fig. 5.4(c) with its spectral response ([A/W]). It

can be seen that the Ge detector, with the right design, allows for responsivities of over 0.8A/W at a

wavelength of 1550nm and the single side band modulator can operate with -20dB side lobe suppression.

The Ge detector and SSB modulator are described in depth in (89) and (95) respectively.
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Fig. 5.4 Components for on chip lidar system: (a) A schematic drawing of the SSB, as designed and measured by C. M. S.
Agaskar (95), where the heaters are low frequency phase shifters for tuning the SSB operation point, and the phase-shifters
are p-n junction based phase shifters modulated with RF frequencies. (b) The SSB spectrum where the dashed blue line is
for SSB turned off (no RF input) and the black and red lines are for the two outputs of the SSB. (c) The spectral response of

the Ge detectors shown in the inset, designed and measured by E. Timurdogan et al (89).

The interferometric system is built by placing two SSBs in parallel. The first output port of each SSB

is beaten against each other and to form a reference signal. The second output of one SSB modulator is

coupled out of the chip through a fiber coupler to be projected on a target, reflected and coupled back to

the chip through another fiber coupler. This signal is beaten against the second output of the other SSB.

See inset of Fig. 5.5 for the system architecture. We placed the system with focusing optics and a retro

reflector to enable high efficiency power collection on the small waveguide mode at the chip edge. We

then used the two SSBs in the design with two constant frequencies to shift the LO and the transmitted

signal 20MHz and 20.5MHz from the laser input wave. The frequency sweep for the FMCW method was

done using a tunable laser feeding the chip and a sweep rate of 1.25THz/s was used over a band of 10nm.

The results can be seen in Fig. 5.5 where three different beat nodes are clearly seen on frequencies 2kHz,

3.7kHz and 5.4kHz for range measurements of 10" 18" and 26" respectively. These frequencies were

taken from the offset frequency which is the difference between the two SSBs (500kHz). The frequency

offset between the two SSBs was used to avoid low frequency signals which are harder to filter and

sample. Calculating the expected beat node frequencies for these 10", 18" and 26" ranges from Eq. 5.1

df 2R
Af = d Eq. 5.12

dt c
gives the same frequencies measured with an error of -I00Hz (less than 5%) that are probably due to

placement errors of the target.
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Offset vs. Distance for I Onm/s Wavelength Sweep
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Fig. 5.5 FMCW with on chip components: Ranging of 10" (blue) 18" (black) and 26" (red). Beat nodes are clearly seen 10dB -
20dB above side lobes.

5.3 Emitter and Receiver

Next we demonstrate a Si based NPA fabricated in a CMOS compatible process with continuous, fast

(1 OOkHz), wide-angle (51 ) beam-steering suitable for applications such as low-cost lidar systems. The

device demonstrates the largest (51 ) beam-steering and beam-spacing to date while providing the ability

to steer continuously over the entire range. Continuous steering is enabled by a cascaded phase shifting

architecture utilizing, low power and small footprint, thermo-optic phase shifters. We demonstrate these

results in the telecom C-band but the same design can easily be adjusted for any wavelength between 1.2-

3.5 pm.

5.3.1 Introduction

Si based NPAs have been widely investigated in the last few years (6), (65), (96), (97) for

applications in many fields including holographic video displays, optical communication systems, and

low cost lidar systems. In particular, low cost chip-scale lidar can, in principle, dramatically enhance

accident avoidance systems in the automotive industry (86), (98), (99), (100). Yet, automotive

applications impose constraints that are challenging for NPAs. While two-dimensional beam steering is

usually not required, high-speed continuous beam steering is often necessary. Architectures mentioned in

(6), (96), (97), (101), (102) utilize lookup tables (LUTs) to determine the required signal for every beam

angle. For continuous steering in such systems, a delay is required for the phase shifters to stabilize at

every step of the sweep, substantially increasing the time of the sweep by the product of the number of
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angular steps required and the associated relaxation time for each step in angle. With the architecture

given in (28), such a delay is not required, but the power needed for steering increases as the square of the

number of antennas thereby restricting the scaling of the array. More importantly, for efficient, large-

angle, and low cross-talk operation, a large angle between the different optical orders is necessary.

Despite the substantial progress in NPAs, current systems can only steer across a maximum of ~24' (96),

whereas, autonomous vehicle applications typically require scan angles exceeding 45'.

Here we demonstrate a high-speed, low-power and wide-scan-angle NPA. The array is based on a

novel phase shifting architecture. The approach utilizes 32pm long grating based antennas, fed through

evanescent field waveguide couplers from a bus waveguide with directly integrated thermo-optic phase

shifters (36), (38). The demonstrated NPA is continuously steerable over a 51' angular range with a

10.6V signal, an average power consumption of ~18mW/antenna and a 3dB cutoff speed of 1 OOkHz. We

operate this array at the eye-safe 1550nm wavelength, but the design can easily be converted to work at

any wavelength between 1.2-3.5pm allowing for tens of thousands of lidar systems to work together

without interfering, an important feature for accident avoidance applications.

5.3.2 Design

As stated above, when designing a NPA, pushing the side lobes (or orders) farther apart is extremely

important. Side lobes radiate power in undesired directions that would otherwise go into the main beam

and thereby increasing the probability of crosstalk between different ports while reducing the gain of the

NPA antenna. The presence of side-lobes also indicates a narrowed steering angle since there is no benefit

in steering beyond the spacing of two consecutive beams. We define the beam spacing, Aq5, as the angle

between the fundamental (emitting straight forward) and the next order lobes. This angle can be derived

by applying the first-order constructive-interference condition on the array antennas with all of the

antennas emitting at the same phase, and it is related to the antenna pitch, d, by

sin(AO) = - Eq. 5.13
d

where kis the laser wavelength (see Appendix A ). Thus, increasing the angle between two

consecutive lobes requires narrowing the antenna spacing. Unfortunately, since the antenna spacing needs

to approach a half-wavelength to achieve the full 1800 steering range, approaching this range prevents

other components from existing between the antennas (e.g. preventing phase shifters as in (6), and/or

waveguides to different antennas as in (24)). Given that Si photonics is inherently two-dimensional,

extracting other components from between the antennas limits the array to one dimensional electrical

steering. In the longitudinal direction, i.e. along the antenna waveguides, the emission angle of the Nh

order ON, in air, is given by (103)
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NAsin(ON) ~~ -ef Eq. 5.14

where neff is the waveguide effective index and A is the grating period. Since, in our case, X/A = neff

> 1 only the first order exists in the longitudinal direction (see Fig. 5.7(a) for the definition of angles).

The cascaded phase shifting architecture shown in Fig. 5.6(a) combines the splitting and phase

shifting stages described in Chapter 1, and therefore enables continuous steering using one input signal.

By driving all of the cascaded phase shifters with the same voltage, a constant phase difference between

consecutive antennas is developed, enabling continuous steering. This is different from earlier designs

mentioned above. In (6), (96), (97), (101), (102), a look up table (LUT) and specific set of signals are

needed for every angle of steering making a continuous steering very slow for the relaxation required

from the phase shifter. In contrast, in the cascaded phase shifting architecture, an electrical power signal

is linearly translated to the beam angle, therefore the cutoff steering frequency is equal to the phase shifter

cutoff frequency allowing for high speed steering. Compared to the architecture shown in (28) our design,

regardless of the size of the array, requires equal power for all antennas and is easily scalable to larger

arrays. As a consequence, the cascaded phase shifting architecture enables continuous and high-speed

steering with low power consumption.

(a) input waveguide Phase trimmers (b)

cascaded phase phase phase - antenna
shifters shifter shifer,

phase *j phase -antenna
shifter shift er

phase phaseane a
shifter shifterate a

phase phase - _nen
shifter shifterate a

..- Ephase
shifter

Fig. 5.6 Architecture and phase shifter: (a) The architecture of the NPA showing the cascaded phase shifting drawn
compatibly with Fig. 5.8(a). The red lines show the waveguide paths and the redundant phase trimmers were drawn to

illustrate the components shown in Fig. 5.8(a). (b) A schematic of the phase shifter showing the intrinsic waveguide (red),
the lightly doped heater (blue), the high doped Si wires contacting the heater (purple) and the metals and contacts

(gold/brown).

Phase shifting is achieved using the thermo-optic effect in silicon in which a part of the waveguide

was doped to form a resistive heater. To achieve electrical contact to the heater elements integrated in the

waveguide, we use an S-shaped adiabatic bend, broadening the waveguide width from 400nm to I gm in

the middle of each curve and back to 400nm. This type of bending and broadening pushes the mode away

74

Chapter 5 Chip Scale Lidar System



from the inner part of the curve, allowing electrical contacts to be made with minimal scattering losses

(36), (38). Such an S-shape structure also allows for a larger phase shift in a small footprint. Additionally,

the use of highly doped, zigzagged, silicon lines enables electrical contacting to the waveguide without

melting the metal-to-Si contacts at the waveguide's high temperatures. Fig. 5.6(b) shows the phase shifter

design where intrinsic, low, and high doping levels are shown as red, blue, and purple respectively.

COMSOLTM simulations show that the high temperature shift applies not only to the doped volume, but

flows quickly along the waveguide, thus enabling larger phase shifts. Finally, by directly heating the

waveguide, which has a small volume and low heat capacity, we are able to reduce the total heating

energy required for a given phase shift thus allowing for more efficient, high speed phase shifting. Ref

(36) shows a single phase shifter of this type to have a time constant of T-2.2ptsec. In order to calculate

the 3dB cut-off frequency f3dB of the steering resulting from this phase shift time response, we compare

the absolute value of the Fourier transform to 1/2

1 1

1+=j 2 f 3 dBT 2 Eq. 5.15

Since the angular response is linear with phase, we do not need to square the Fourier transform as is done

when a power cutoff frequency is calculated. The 3dB cutoff frequency of this phase shifter f3dB is,

following Eq. 5.15,

f3dB = -- = 125kHz. Eq. 5.16
27TT

More detailed elaboration on the phase shifters (and couplers) is given in Sections 2.2 and 2.3.

When a large aperture is needed, for diffraction or energy collection reasons, the one dimensional

characteristic of the array forces long optical antennas to cover the necessary aperture size. The antenna

gratings were designed using a shallow etch on the sides of the waveguide. In this manner, the

interleaving of shallow etched and fully etched silicon regions can be controlled very accurately enabling

infinitesimal perturbations to be imposed at the antenna input and continuously stronger perturbations as

the light propagates deeper in the antenna so as to ensure uniform power extraction from the decaying

mode amplitude. This extraction has to meet an equation similar to Eq. 2.9 but instead the extraction here

is continuous and has units of part per pm:

A array I(x)
E xt(x) = en5.17

Pend + Aarray fx I(x)dx

where I(x) is the global near field intensity emitted from the array at point x along the antenna to all

directions, Aarray is the pitch of the array between antennas so AarrayI(x) is the power extracted from

the antenna per unit length and Pend is the power left to be disposed at the end of the antenna. For flat
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intensity design of antenna and assuming negligible power is left to be disposed at the end of the antenna,

Eq. 5.17 simply becomes

1
Ext(x) = Eq. 5.18

3D FDTD simulations (see Appendix A ) were used to determine the grating strength (width of shallow

etches into the waveguide) and the pitch along the emitter waveguide. Fig. 5.7(a) shows a section of the

antenna simulated between two adjacent antennas with flux monitors for up/down emission, transmission

and reflection. A number of simulations were done to analyze the power extraction from the waveguide as

a function of perturbation strength and a fit to the equation Ext(W) = aWb, where W is the etch width

and a and b are parameters, was made. Fig. 5.7(b) shows the extraction required per pm at a certain

distance from the end of the antenna (L - x) together with (Fig. 5.7(c)) the extraction as a function of

perturbation width. The 100p m point is given as an example with a needed 0.01/pm (-20dB/pm)

extraction and corresponding perturbation width of 33nm. Using Eq. 5.18 and the fit to the FDTD

simulation results, the grating strength was adjusted to ensure uniform intensity of emission along the

antenna length. In addition, by looking at the phase change along the grating section, we tuned the grating

pitch, for each strength, to minimize aberrations and ensure a collimated beam. Fig. 5.7(d) shows the

simulation results together with a linear fit used to determine the specific pitch at each strength. In our

100pm example, the pitch at this point needs to be 71 Onm. These FDTD simulations also reveal minimal

coupling between adjacent antennas even when antenna waveguides are placed as close as 1 pm apart

(1.4pm in pitch).
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Fig. 5.7 Antenna design: (a) An FDTD simulation of a small section of the emitters showing the flux monitors used for
calculating the amount of power extracted from the waveguide per unit length. An illustration of lateral, q5, and

longitudinal, , angles is added at the top. (b) The required extraction from antenna per pm as a function of distance from
the end of the antenna, (c) simulated extraction values and (d) simulated required grating pitch as a function of shallow etch

width. The red line in (c) represents a fit to the equation Ext = a * Wb and the red line in (d) represents a linear fit.

As a result of this gradually increasing perturbation design, the forward/backward symmetry of the

antenna is also broken allowing for higher coupling efficiency between the waveguide propagating mode

to the emitted free space mode. Unfortunately the up/down symmetry in our design is not efficiently

broken and FDTD simulations show that about half of the light emits in the downward direction.

Considering this and power loss to side lobes, the total efficiency was estimated. It is important to note

here that in addition to the free space expected side lobes, discussed in Eq. 5.13, there are slab modes that

can be excited by the NPA. In other words, the condition for no side lobes inside the SiO2 cladding

requires even smaller antenna pitch. Since the refractive index of the SiO2 layer is 1.445, a 2pm pitch

almost supports an additional slab mode which appears with the slightest steering angle. Thus, the total

number of modes emitted from the array is -8 (4 up and 4 down) and the single mode efficiency is

estimated to be greater than 10%.
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5.3.3 Fabrication

The array was fabricated in a 300mm CMOS compatible foundry using 193nm optical immersion

lithography on a silicon-on-insulator wafer with ~lx10 5 cm-3 p-type, 220nm thick silicon on a 2pm thick

buried oxide. The process included a deep (220nm) etch and shallow (11 0nm) etch to define the silicon

layer, low (2x10 18 cm-3) and high (~10 20 Cm-) n-type doping levels, two layers of copper and aluminum

metal interconnects and their via contacts to the silicon layer. The phased-array structure was formed by

combining the aforementioned components in such a way that the antenna spacing is minimized, and thus

the beam spacing is maximized. By placing sixteen, 32pm long grating-based antennas described earlier,

with a 2pm pitch, a 32pm x 32pm array was created. A Scanning Electron Microscope (SEM) image of

the fabricated array can be seen in Fig. 5.8(a) while the inset shows how the phase shifters are integrated

in the cascaded architecture. A close-up on the individual phase shifter can be seen in the false-colored

SEM in Fig. 5.8(b) showing its different doping levels as red, blue, and purple representing intrinsic,

medium, and high doping levels respectively. An optical path of length ~1.5pm, average width of

~0.75ptm and thickness of 0.22pm, medium doped, yields a total resistance of ~6.2kQ per S-curve. The

two curves, connected in parallel in each phase-shifter create heating of around 500'C and change the Si

refractive index by ~3.2% (104) with 10.6V applied. Fig. 5.8(c) shows two close-up views of the gratings,

at the beginning and end of one antenna, demonstrating the weak and strong perturbations mentioned

above respectively. In agreement to Eq. 5.13, a 510 beam spacing in the lateral dimension was achieved

and in agreement with Eq. 5.14 no additional beams were observed in the longitudinal direction.
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I

Fig. 5.8 Fabrication: (a) A SEM image of the array showing the whole device and another SEM image (inset) magnifying

the first two cascaded phase shifters. (b) A false-colored SEM of a single phase shifter illustrating the intrinsic waveguide

(red), low doped resistor (blue) and high doped Si wires (purple). (c) SEM images of the first and last antenna gratings

showing the difference in grating strength along the emitter. All SEM images were taken after removing the SiO2 cladding.

5.3.4 Experimental Results and Discussion

In order to measure the far field of our NPA we used the system illustrated in Fig. 5.9(a). A laser with

a cleaved fiber and polarization controller were coupled to the chip and the optical power emitted from

the array was then captured by an objective lens with declared 0.4 NA at the visible range. A dichroic

mirror was then used to split the light to a visible arm, used for fiber and probe alignment, and a Near

Infrared (NIR) arm, used for signal monitoring. While the visible arm was focused straight into the visible

camera, the NIR arm was built as a bifocal system where, on the second stage, a lens was placed in one of

two position points to allow either near field or far field recording. The red lines in Fig. 5.9(a) show three

NIR beams propagating though the optical system. There are three red lines in the figure, two solid ones

showing the focus of near field image and a dashed line showing a path with similar k vector to one of the

solid lines and how it is being focused on the NIR camera when the lens is in its far field position.

Fig. 5.9(b) shows a 3D intensity plot of the beam (inset) and a specific plot of the spot's intensity cross

section as a function of 0 and p. The far field angular response of the camera (pixels/degree) was found

using the set of zeros of the intensity-vs.-4 curve and the lens was found to have an effective NA of 0.32

at a 1550nm wavelength. The far field Full Width at Half Maximum (FWHM) spot size was measured to

be 2.46' in the 0 (longitudinal) direction, which is exactly the diffraction limit for a 32ptm rectangular

aperture. In the 4 (lateral) direction, the FWHM of the beam was found to be 2.67', only slightly more
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than the diffraction limited value. Fig. 5.9(c) shows the beam steering angle as a result of all-optical

heating in the waveguide. The steering effect in our experiment was much less than one camera pixel and

the use of strong interpolation (x50) and correlation between images was necessary to produce this plot.

Although this curve is expected to appear linear at low powers (ohmic heating from doped regions), it

looks like the linear component is negligible and the dominant component is related to two photon

absorption and thermal relaxation. The fitting curve's second order component is found to be 0.35x 10-3

deg/mW 2. Still, at 12mW the steering is much less than the beam width (0.05' only). Even when ramping

the optical power to 100mW (well beyond the non-linear limit of a common Si waveguide), the

extrapolated resulting steering is not expected to exceed 40 which is well within the steering range and

can be easily electrically corrected.
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Fig. 5.9 Experimental setup and beam analyzing: (a) A drawing of the experimental system with two arms: a, short, visible
arm and a, long, bifocal, IR arm with secondary lens which can be displaced to shift between far field and near field IR

images. The red lines denote IR radiation and the blue lines a visible radiation. (b) The NPA far field spot: a 3D plot of the
spot intensity in the inset and a plot of the intensity cross section on the <P and ( directions. (c) A plot of the resulted steering

angle due to input optical power. It can be seen that the steering angle is negligible (less than 0.05) at an optical power of
12mW.
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To characterize the steering, a uniform voltage was applied across all of the cascaded phase shifters

(no voltage was necessary on any of the phase trimmers) through the electric probe shown in Fig. 5.9(a).

Fig. 5.10(a) shows the resulting far field beam, captured with the NIR camera, as it is steered over the

whole beam spacing. The lens having NA of 0.32 at wavelength of 1550nm shows an angular radius of

only 18.7' and, therefore, cannot show more than one beam at a time. However, it can still clearly be seen

that at IIV the next order shows up at the same position where the main beam was at OV bias, which

confirms that a 2n phase shift was achieved.

In order to measure the frequency response of the system, a sinusoidal input steering voltage, with

frequencies much higher than the inverse integration time of the NIR camera, was applied. Such an input

signal enabled us to see the steering as a steady line where the steering amplitude is indicated by half of

the line length. The inset of Fig. 5.10(b) shows example images at 1kHz, 10kHz and 50kHz and how the

steering angle reduces with frequency. The normalized frequency response of the array was measured vs.

frequency by comparing the steering amplitude with the steering amplitude at low frequencies.

Fig. 5.10(b) shows the normalized steering amplitude as a function of steering frequency. The 3dB cutoff

operation frequency for continuous steering was found to be ~100kHz and the maximal steering speed up

to 5x106 degree/sec. We attribute the 20% reduction of the 3dB cut-off frequency to the proximity of

phase shifters in series which limits the cooling mechanism to a two dimensional plane rather than all

directions.
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Fig. 5.10 Steering experiment: (a) Far field images of slow steering show steering throughout the whole beam spacing. (b)
Normalized frequency response of the NPA showing the 3dB level at -100kHz with the inset illustrating the method we

used to measure that frequency response. It shows actual, high speed, steering images at different frequencies and how the
amplitude reduces with frequency. The white circles in the images show the 0.32 numerical aperture of the imaging system

(24 in radius).

In conclusion, we demonstrate a high-speed silicon based NPA with, to the best of our knowledge, the

widest scanning range (51 ) achieved to date. This one-dimensional phased-array provides continuous,

high-speed beam steering suitable for lidar applications. In the longitudinal dimension, several arrays can

be implemented on the same chip with different grating periods in order to generate several scanning

planes. This method of repeating emitters in order to generate 2-D scanning is common in lidar systems

(e.g. Velodyne lidar HDL-64E (105)). Nevertheless, (96), (24) suggest longitudinal steering by sweeping

the wavelength. This is possible but also points to another method that can be applied; by driving a NPA

with a spectral comb, multiple beams can be emitted simultaneously to achieve 2-D scanning. The design

can be easily modified for different wavelengths within the I.2-3.5pm range. More importantly, this NPA

was fabricated in a standard 300mm CMOS fabrication facility using a custom Si photonics process. As
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such, the device can be cost-effectively mass produced to serve numerous applications including

automotive accident avoidance technologies.

5.4 Nanophotonic Lidar

The next step is a nanophotonic lidar demonstration. This includes combining the FMCW ranging

with a large NPA to enable both steering and detection of a non-retro-reflecting target without external

optics. In order to do so, we need to design our NPA with a larger aperture. For final system resolution

requirements of less than 0.5m at 1 00m range and assuming a diffraction limited system, we need an

aperture size of several hundred microns. This large aperture will not allow for many splits and variations

on our limited chip area. Therefore, we assess the lateral scale up to be easier due to its coupler based

architecture and scale up only the longitudinal dimension at this point. A Si photonic demonstration lidar

for short range (~1m) ranging that can work with transmitted power of about 1 mW and with a reasonable

aperture size, was designed here and preliminary results of the beam shape are shown.

5.4.1 Design

Fig. 5.11(a) shows the architecture of the designed photonic system with its main components. One

SSB and two Ge detectors similar to that in the last section were placed in the design for frequency

control and balanced detection. The balanced detection is extremely important to eliminate the LO power

fluctuations from entering spectral noise to the analyzed signal. 10% and 50% couplers were used to tap a

small amount of light out of the emitted beam as a LO, and for beating the received signal with the LO.

NPAs were placed as an emitter and a receiver but with some changes compared to the ones from the last

section. As seen in Fig. 5.11(b), the direction of the cascaded phase shifting was flipped to reduce the

additional length between sequential antennas and to lower aberrations resulting from fabrication

fluctuations. In order to demonstrate the large aperture in the longitudinal direction of the antennas,

512pm long antennas were designed with a similar method explained in Section 5.3.2 and shown in

Fig. 5.7. Phase shifters were redesigned with larger radii to further reduce bend to waveguide losses. New

phase shifter optimal dimensions were set to be 3.0pm on the outer radius, the inner ellipse size was

found to be optimal at ra = 2.5ptm with rb = 2.6tm and the ellipses offset was found to be optimal at Aopt

0.9im. Using this design we achieved 0.5% loss per curve which allows larger number of antennas to be

implemented in a cascaded phase shifting manner. We also add a linear cascaded phase shifter which is

based on a long, single side, ridge waveguide with contacts on its ridge side and evanescent couplers on

the full etch side. This cascaded phase shifter architecture allows coupling to large number of antennas

with no bend losses but is also area consuming for the long waveguide section it requires between

sequential antennas. Using these components, we drew different emitter NPAs with 22 antennas spaced

2pm and 1.5ptm in pitch. The receiver antennas were drawn the same way as their emitters but with pitch
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larger by 20% in order to shift the receiver side lobes from the emitter side lobes and avoid range

measurements in unwanted directions. For a better working point, and lower loss, the two Mach-Zehnder

Modulators (MZM) in the SSB were designed to work in push-pull and depletion mode. As shown in

Fig. 5.11(c), while the center probe of each MZM was connected to a RF probe signal pad, the top and

bottom rails of each MZM were connected to DC probe pads in order to receive positive and negative

rails respectively. The RF ground probe pads were then connected through a metallic comb capacitor, in

the two metal layers, to the rails to allow RF ground to reach the MZM. The full design drawing is shown

in Fig. 5.11(d). The RF (GSGSG) probes are seen at the bottom left of the image near the input of the

device and the DC probe pads with MZM rails, detectors' contacts and steering input signals are seen at

the top of the drawing.

(a) (b)
RF sweeping On chip system input

signal I - - - - % --- - - - - ---- waveguide antenna10% coupler
laser signal SBEmitter phase _______________

pahasisaedB shifter antenna

Balanced array phase

detection V shifter t

Electric Detector 1
spectrum Receiver (c) DC V +> phase
analyzer Detector 2 phased I - hifter

J_ array

4 port 50% coupler - ~ -

DCV(.)

(d) SSB Ge Det. Rx

Comb CapW

Fig. 5.11 On chip lidar design: (a) On chip components, (b) better cascade phase shifting for less aberration in large arrays,

(c) a MZM arm was wired and (d) a drawing of the designed system showing the main parts of it with metal in green and Si
in purple. The center of the SSB was taken off the picture for its uniform long pattern. RF Gnd. - RF ground, Comb Cap. -

metal comb capacitor, Ge Det. - two balanced detectors, Tx - transmitter and Rx - receiver.

5.4.2 Fabrication and Preliminary Experimental Results

The device was fabricated in the College of Nanoscale Science and Engineering (CNSE) from a Si on

insulator (SOI) wafer with 2pm buried oxide (BOX) and 220nm Si layer. This layer was fully etched to

form the components and partly etched (110nm deep) to create the gradual increasing strength gratings

and for side contacts on the SSB waveguide which was designed as a ridge waveguide. High, n' - 1020

cm , and low, n = 2x10" cm-3, n-type doping levels were applied to form the phase shifting and SSB

components, and a high p-type doping, p+ - 1020 cm , was applied on the Si layer under the Germanium

(Ge) detectors. A Ge layer was deposited directly on the p-type Si with gradually increasing dopant levels

84

Chip Scale Lidar SystemChapter 5



to form the p-n junction Ge detector. Two layers of metal with Si contacts and via were placed to allow

contact pads to control and measure the device. Temporal issues with the focus of the opto-lithography

machine in CNSE produced high losses in the waveguides and disabled us from a lidar demonstration but

early results of near field and far field are shown here.

Fig. 5.12(a) shows a 3D plot of the far field intensity and Fig. 5.12(b) shows the cross-sections of

intensity in the lateral and longitudinal directions separately. The ripples on the lateral direction are a

result of the reflection of the down emission from the bottom of the Si handle. These reflections can be

reduced by roughening the bottom of the chip or otherwise canceling its reflection. On the lateral

dimension, the expected diffraction limited FWHM of the spot is 1.79' - about the same as the measured

far field spot size. On the longitudinal direction, on the other hand, the spot size is 0.34' while the

expected diffraction limited spot size from a 512pm antenna is just above 0.150. While this spot size is

about twice the expected size, it is still the smallest known to us produced from a Si photonic antenna.

One more issue is seen in the near field. The near field intensity along the antenna is not uniform as

designed but instead decays along the antenna direction. Looking at our design again, we attribute both

issues stated here to high fabrication sensitivity to our antenna design method. While the method of ridge

etching small gratings on the side of the antenna allows for very small perturbations, small exposure

differences between the ridge etch and full etch masks or small fluctuations in shallow etch time/depth,

can cause small changes in extraction levels of light from the waveguide. This in turn, for a long antenna,

accumulates to extract the light from the waveguide before the antenna ends, effectively making a smaller

antenna. In addition, these small fluctuations cause aberrations on the emitted light along the antenna

since the pitch is no longer set for the fabricated grating strength. In order to correct this, in our next run

we designed the antenna with small full etch gratings on the side wall of the waveguide. This full etch

grating can be as small as the mask resolution (Inm in our case). While the opto-lithography spot size and

minimum feature size are much greater, than this resolution, small displacement in side walls does

translate to the waveguide structure. This method should solve the issues stated above, since using the

same mask is not affected by exposure fluctuations, and by being a full etch, not sensitive to etch time.

Full etched side wall grating antennas can provide accurate, practically infinitesimal, perturbation to be

used in long optical antennas.
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Fig. 5.12 Far field spot analysis of a long NPA: (a) a 3D image showing the two dimensional far field intensity. The far field
intensity along the longitudinal, 0, and lateral, V, direction.

5.4.3 Summary

We have shown a design for an on-chip lidar demo system and its preliminary result. Although some

fabrication and antenna issues are still to be solved, this work is a work in progress and important lessons

have been learned. In addition, the ranging method of FMCW was demonstrated using some of the

components in our design. Future work will include several different levels. On the immediate scale,

fabrication issues will be solved and a short range lidar demonstrated is expected. As a second stage, a

passive run is planned to test the ability of designing a large diffraction limited phased array and an active

run is designed to test multiple receivers as well as other methods of gaining more capabilities from one

lidar design. Combining these two abilities will clear the way for demonstrating a photonic lidar for up to

tens of meters ranging. An on-chip laser source (87), (88) can also be implemented and the photonic chip

can be integrated to a CMOS electronic chip (89) for SSB driving, signal processing and frequency

analyzing but these are considered out of the scope for this work. Designed and fabricated right, NPA

based lidars will impact many fields in the near future.
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Chapter 6

6 Summary

Si based Nanophotonic Phased Arrays (NPAs) are indeed strong tool for cost reduction of lidar

systems but they can serve in many more applications that benefit from their low cost, high robustness

and easy interface with CMOS technology. Here we briefly show two other applications where NPAs can

make a large contribution. The first one is in the holographic application - actively tunable NPAs can

produce dynamic holographic images. The second is to produce a tunable optical angular momentum

beam using a unique architecture of NPA.

6.1 Other Practices for Nanophotonic Phased Arrays

6.1.1 Holographic Displays

Until now, image information has generally been stored and transmitted through the intensity of

individual pixels. In contrast, NPAs open up possibilities for imaging as well as projecting. Using a small

NPA to replace the conventional pixel (~100pm x 100pm in size), the intensity only information,

traditionally emitted from that pixel, can now be replaced with a multi-directional intensity map (Intensity

per k vector). This ability of phased arrays was demonstrated in (6) and further elaborated in (106) to

create a complex intensity pattern in k space. The intensity pattern in k space can also be called the far

field image of the array and can be used to generate a 3D representation (hologram) of any object.

Fig. 6.1(a) shows how a point source can be projected in front of such a screen. A viewer observing

the screen from any angle will see a floating point source since the light that reaches the observer eye will

always pass though the same point in space. Shifting from a point source to a hologram of an object, we

can represent the object by a large number of individual point sources. Then, by tuning each phased array

to illuminate all point sources (some pattern in its far field), we create a hologram of the desired object for

the observer of the screen. Fig. 6.1(b) shows far field images of 9 pixels, corresponding to their locations

on such a screen, designed to create a hologram of a pyramid. It can be seen how each pixel's far field

pattern is designed to show the pyramid from a different angle.
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Fig. 6.1 Holographic principle: (a) Pixels in a screen emit light in a single beam each to illuminate one point in space. This
point becomes a hologram of a point source floating in space. (b) Nine computed far field images of 32x32 emitter phased

array pixels designed to emit a hologram of a pyramid.

In this section we discuss current work being carried out to design a screen of phased arrays as

individual pixels in the visible range (X=635nm) that will produce a hologram in front of or behind the

screen. We describe a 4pm pitch unit cell as part of a 2D NPA (with similar power splitting scheme as in

Chapter 1 and Fig. 4.1) and how it is used in two separate tasks needed to achieve the aforementioned

functionality. The first task is to create a passive screen of 32x32 phased array pixels, each with 32x32

antennas that will produce a hologram demo. For this task we control the phase by small shifts in the

position of the unit cell along the row bus waveguide. This task is important for demonstrating the ability
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to create a hologram from a set of far field emission patterns. The second task is to demonstrate an active

visible phased array, with no more than 16x 16 unit cells. This task is important in order to demonstrate

visible spectrum phase shifting on a small array that can be drawn with many variations on a small chip

area.

Both far field patterns and active phase control were demonstrated at a wavelength of 1550nm (6),

nevertheless, designing a phased array for the visible spectrum includes some new challenges. First, the

shorter wavelength (on the order of hundreds of nanometers), requires further reduction in the unit cell

size. This limits the available area for coupling, phase shifting and emitting the light. Second, the use of

Si as a strong waveguiding material is no longer possible due to the high absorption in the visible

spectrum. Furthermore, the strong thermo-optic effect in Si which led to a small footprint phase shifter

can no longer be used here. In order to address these two issues (space and waveguide material) we

combine two approaches. Implementing phase tuning of the emitted light above the optical antenna, takes

out a large component from the unit cell area and eliminates the need for a strong phase shifting effect in

the waveguide. Doing so allows us to substitute the use of Si waveguide with a Si3 N4 waveguide which is

transparent throughout the entire visible range. Si3N4 as a waveguide material was chosen mainly for its

compatibility with CMOS fabrication processes and facilities. The active phased array is designed to test

several methods of phase shifting. The main methods rely on liquid crystals (LCs) and can be achieved

either by direct application of LCs on top of the chip or application of LCs in trenches in the cladding

SiO2 of the chip. When applying LCs on top of the chip, we use the top Aluminum (Al) layer in our

platform as bottom separated electrodes per pixel and an Indium Tin Oxide (ITO) electrode deposited on

a glass substrate as ground electrode. The Al electrodes are shaped as a rectangular aperture in order to

allow transmission of the emitted antenna radiation. As a different option, we use trenches reaching

200nm from the Si3N4 layer in our platform to accommodate ~-6pm optical path of LC volume. Two

metals and via layers are used to apply a horizontal electric field on the LC.

A challenge presented by the use of Si 3N4 waveguides is the low index contrast between the

waveguide n, = 2.01 and its cladding material SiO2 ne1 = 1.457 (107). This produces a less confined mode

in the waveguide, creates loss in waveguide bends and makes it harder to design short and strong grating

antennas. Fig. 6.2(a) shows our unit cell design as part of a 2D 8x8 phased array. It can be seen in this

image how we shift the bend section with respect to the straight section in order to better match the

straight propagating mode with the curved waveguide mode and reduce losses. In addition, it can be seen

how we extend the grating region to the outer side of the bend in order to emit some of the wave lost in

the bend. The figure also shows that in order to enhance coupling to free space from the low index

contrast Si3N 4 grating we add small staggered Si arches under the Si3N4 gratings. These Si arches do not

add extensive loss since their interaction with the light is extremely short and they are staggered with
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respect to the Si3N4 gratings in order to break symmetries as explained in Section 2.3. In addition, the first

Si grating is ridge etched, again, in order to break forward backward symmetry. The test structure

consisting of 8x8 antennas was fabricated and tested to produce the preliminary results of near field and

far field images shown in Fig. 6.2(b) and (c) respectively. The far field image shows the 9' separation

expected from a 4ptm pitch phased array and a spot size that is about 10, the diffraction limit of such

array.

_ _ _ _ w~(a) r

grating

Shallow
etched Si

Fig. 6.2 Visible phased array design and preliminary results: (a) a unit cell design as part of the 2D architecture. The use of
waveguide shifting before the bend to reduce bend loss, and the use of Si gratings to enhance emission are seen in the

picture. (b) Near field and (c) far field images of the phased array, The spots in the far field are 9* apart with widths of -1*
FWHM which is close to the diffraction limit of a 32pm x 32pm phased array.

By comparison with other holographic approaches such as the metasurface antennas (73), the NPA

allows separate control over the phase of light emission and on-chip single-point excitation of the

nanophotonic antennas, enabling truly arbitrary holograms to be generated entirely on-chip for the first

time. We show here a design that, together with the right phase shifting mechanism (e.g. LCs), can

produce a true holographic image.

6.1.2 Continuously Tunable Optical Angular Momentum

An optical vortex, a beam with non-zero optical orbital angular momentum (OAM), is a beam with

phase that is changing with an azimuthal dependence E( p) oc e~-M' where I is the angular momentum

quantum number and p is the azimuth angle around the center of the beam. It is important to note here

that 1 is not limited to be an integer (108). OAM is used in a variety of fields from communication (109),

(110) to optical quantum information (111). Some applications, like optical forces for atom and molecule

manipulation (112), requires continuously tunable optical angular momentum (i.e. non-integer 1 number).

We propose and demonstrate here an architecture of an on-chip NPA that produces a free space tunable
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angular momentum beam. This system, being so miniature and cost effective in mass production, opens a

vast amount of opportunities for on-chip laboratories and cost reduction of complex communication and

encoding systems. This work was published in detail in (20) and is overviewed here only as an of

example of one more application available using NPAs

In order to design this tunable angular momentum NPA, we arrange the array of antennas in a circular

manner and feed them using a cascade phase shifting bus waveguide on the outer circumference of the

device. Fig. 6.3(a) and (b) shows the architecture of the device and the design of a single unit cell

respectively. The coupler and phase shifter components, though not exactly the same as described in

Chapter 1, are built on the same principle and do not have any major difference from the described above.

The antenna is exactly the same as been used in Chapter 1.

Being a ring of N antennas oriented in different direction, p, around the circle, the far field intensity

and phase of this NPA is not completely intuitive. Assuming the far field of a single antenna is linearly

polarized in the lateral direction, the far field of the nth antenna is

En(r, 0, p) = OnEO (r, 0, p - pn) Eq. 6.1

where r and 0 are the radial and polar coordinates, the polarization of each antenna is changing with n

and pointing to the - direction and EO (t, 6, Vp) is the field intensity scalar function in far field of a non-

rotated antenna. From Eq. C.2, the total array radiation now is

N

E(r) = En(r) exp(-j(kr - rn + On))

n= N Eq. 6.2

= En(r) exp(-j(ksin(6) cos(p - Pn) + nAip)).

n=1

Compared to Eq. C.2, the single antenna field was inserted in to the sum since every antenna has a

different far field contribution and an was omitted since we can set an = 1 for our case. k = 27/A is the

wave number, and the nth antenna phase is /n = nAL where AO is the phase difference between adjacent

antennas controlled by the phase shifters. Since the antennas are equally distributed around the circle,

Pn = -2wn/N, where the (-) sign is for the counter-clock-wise order of the antennas. It is easy to see

that A/ = -27rl/N which leads to

N

E(r) = En(r) exp(-j(ksin(6) cos(p - Vp) - pnl)). Eq. 6.3
n=1

Since the polarization of each En is different, and at 6 # 0 each antenna contribute with different phase,

the far field, the far field of this array is a circular polarized with different phases depending on the cp
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position. This equation gives the theoretical helical far field of the array and is used later in the text to

simulate the array response and compare it with our experimental results.

The device was fabricated in the College of Nanoscale Science and Engineering on a Si on insulator

(SOI) wafer with 2ptm buried oxide (BOX) and 220nm Si layer which was fully and partially etched to

form waveguide and antennas. High and low n-type doping levels of ~ 1020 cm- 3 and 2x108 cm-3 were

applied to form the phase shifting Si leads and resistive sections respectively. Two layers of metal with Si

contacts and vias were placed to allow contact pads to control the heaters. As seen in Fig. 6.3(a), all phase

shifters were operated with a single voltage which allows a simple operation. Fig. 6.3(c)-(e) show an

SEM of the device, the antenna section and a single phase shifter respectively after dry etching and

removing the oxide cladding.

A B

M n-doing Mtpe2t

M n-doping Metal Contact

C D E

Fig. 6.3 The structure of the continuously tunable OAM generator: (A) A schematic of the proposed continuously tunable
integrated OAM generator, consisting of N unit cells placed concentrically along a silicon bus waveguide that forms an open
circle. (B) A schematic of an individual unit cell, consisting of a directional coupler, a directly integrated thermo-optic phase

shifter and a grating-based optical emitter. Scanning-electron micrographs of (C) the fabricated OAM generator using a
CMOS-compatible silicon photonic process, (D) a close-up view of N= 30 optical emitters in the center of the device, and (E)

a close-up view of the integrated thermo-optic phase shifter. Figure courtesy of (20)

In order to test the light emitting from the OAM generator we use the system shown in Fig. 6.4. Laser

power was split to two fiber arms with polarization and power control on each arm. The first arm (90% of

the power) was used to feed the chip while the second arm (10% of the power) was used to create a
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reference beam to interfere the OAM beam with. It is important to note here that an OAM beam intensity

alone is ring shaped and does not give the complete angular momentum information in its helical shape

without looking at its phase information. This can be extracted by interfering the OAM beam with a

circular polarized reference beam to create the line fringes of constructive and destructive interference.

Preferably, the reference beam's phase front is not planar but spherical to give create the spherical

interference lines of helical shape that differs between its positive and negative angular momentum

numbers. The inset in Fig. 6.4 shows how the OAM helical beam interferes with a spherical phase front to

create the spherical shape of constructive and destructive interference. Thus, for the reference beam, no

fiber collimator was used and the fiber end was used as a point source to create the spherical phase front.

The optics on the OAM beam was set to project the far field image of the array on the near infrared (NIR)

camera and a 50/50 beam splitter was used to combine the reference beam with the OAM beam before

projecting onto the camera.
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Fig. 6.4 Experimental setup to identify the OAM state of the synthesized beam: The inset illustrates the interference of the

OAM beam with a spherical phase front reference beam to reveal the helical phase front of the OAM beam from which the 1-
value (positive and negative) can be identified. PC: Polarization Controller, VOA: Variable Optical Attenuator. Figure

courtesyof (20) supplementary material.

For testing the device, different electrical powers were applied on the phase shifters to create different

OAM 1 numbers. The NIR images were then captured and are plotted in Fig. 6.5(a) against simulated
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images calculated using Eq. 6.3. One can clearly see the agreement between the captured and simulated

images. Also, by counting the numbers of spirals in each image, the different OAM states, including the

half states, of the captured beams are clearly seen up to I = +4. Plotting the NPA's electrical power vs.

OAM state reveals the phase linearity per power of our phase shifter design and agrees with the linear

characteristic of the device for OAM state per added phase. Moreover, the non-resonant characteristic of

this NPA and its electric control OAM state releases the need for wavelength control presented in (113)

and allow for a broadband OAM generator.
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Fig. 6.5 Demonstration of the continuously tunable OAM state: (A) The OAM state of the generated vortex beam can be
electrically tuned by the voltage applied on the thermo-optic phase shifter. OAM states from -4 to +4 revealed by the

number of arms and the chirality of the spiral interference pattern with a co-propagating, circular polarized, beam. The non-
integer OAM states ( 1.5, 2.5) have also been demonstrated, showing the beam evolution in between two integer OAM

states. A good agreement between simulation (top row) and measurement (bottom row) has been observed. (B) The
measured power applied on the phase shifter to achieve different OAM states, which increases linearly as the OAM state is

continuously tuned from -4 to +4. Figure courtesy of (20).
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Our device, a tunable OAM generator, and through reciprocity a tunable OAM detector, enables

continuous and wavelength-independent tuning of the OAM state. Already, OAM is impacting a wide

range of applications, and even greater opportunities lie in the promise to integrate our device with other

silicon photonic components and functionalities as well as electronics to realize chip-scale broadband

tunable OAM systems. The device opens up new possibilities to generate complex and reconfigurable

optical beam forms using chip-size, silicon photonic circuits.

6.2 Parting Thoughts and Future Work

It is clear now that NPAs are expected to create a large impact on number of fields. The ability to

produce a free space arbitrary beam shape will enable new methods in communication, holography, and

imaging. The ability to control a beam's angular momentum has the potential to affect information

systems, communication and nano-synthesis of materials or biological substances. This large number of

applications and fields where NPAs can make an impact was produced in only several years since first

devices were demonstrated, and the field is still in its infancy. The largest expected impact of these

devices is not in its new capabilities but the ability to produce a robust, chip scale, system at an affordable

price. Being CMOS compatible, NPAs and the systems that they will enable are going to be cost effective

to implement in massive numbers.

Part of the systems in which the cost reduction plays a crucial role are lidars. The ability to measure

distances up to a hundred meters or more with sub-meter resolution and independence of day light or

background is a game changer in autonomous systems and self-driving cars specifically. Moreover, the

number of applications that can benefit from such low cost range mapping range from cellular sensors,

through robotic vacuum cleaners to console games to low end security systems and many more.

When designing a compact lidar system, the limitation on the aperture size plays a crucial limit on

power collection and SNR budget which strongly limits range and performance of the system. The natural

solution for such a limitation is the use of coherent detection which enables low power signal

transmission, shot noise limited signal detection with, low cost, reasonable dark current detectors and

almost complete immunity to background light. Si based nanophotonics is the natural platform for such

systems. Its single mode waveguide characteristic supports, and is necessary, for coherent detection; its

integrated Ge detectors are suited for the required signal detection. Furthermore, its ability to integrate

with CMOS electronics allow for more data analysis on chip and, maybe most important, its ability to

steer the transmitter and receiver beams release the need of external, expensive, mechano-optics. Si based

lidars incorporating NPAs are the natural solution for this system and will create a large impact in the

coming years.
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Still, some future work needs to be done and some accomplishments need to be demonstrated before

such systems can be manufactured. First a lidar system employing a NPA needs to be demonstrated. After

this step, first systems will probably start to materialize, but more advantages are yet to come. Flip chip

integration of the photonic chip with an electronic chip will enable on chip data analyzing, driving and

laser integration on the photonic chip will allow for easy packaging with a small laser diode optically

driving the device. Our group is working on both these tasks, as well as other methods to improve the

lidar system, and we are confident that such results are near. Low cost, chip scale, Si based lidars

incorporating NPAs are soon to be presented.
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Appendix: Theoretical Design and Analysis Methods

In order to designs and analyze our components (nanoantennas, couplers and phase shifters), two

methods were used, analytical and numerical. The analytical method is Coupled Mode Theory (CMT)

which was used for developing intuition, defining physical criteria to evaluate the various designs and

understanding the general way a component is working. For exact design parameter choice and evaluation

of each component (efficiency, bandwidth, etc.) a numerical method of Finite Difference Time Domain

(FDTD) was used. For the system design of Nanophotonic Phased Arrays (NPAs) we used the phased

array theory. In this chapter we describe the three methods in more details. We start with coupled mode

theory in Appendix A , shift to a short description of the 3D FDTD method in Appendix A , and finish

with phased array theory in Appendix A.

Appendix A Coupled Mode Theory (CMT)

Coupled mode theory, in optics and photonics, is a strong tool that helps understand linear effects of

coupling between optical modes of different structures placed in proximity. In most cases given in the

literature, this theory is described in space (114), (115). The optical modes are propagating modes with a

2D field distribution and third dimension (e.g. z) dependence of exp(-jflz). In the same way, the

waveguide supporting the modes and the perturbation on this waveguide are assumed to be constant in z.

The coupling mode theory in space, then, looks at the mode evolution along this third dimension (z axis).

Nevertheless, the way to use coupling mode theory for tree-dimensional resonators is by looking at it in

time (29), (61), (62), where the optical modes are defined in 3D and the evolution is looked at in time. In

this section we will describe coupled mode theory in time between bound resonators (i.e. resonators that

their mode is confined in a finite space). Then we explain how to treat unbound (radiating) resonators and

waveguides, show how to calculate their coupling coefficient(s) and develop the case where the coupling

is between a power source (unbound) and a bound resonator with some drop (e.g. drop waveguide).

Chapters in this work, where different formulations of coupled modes theory were used, describe the

difference inside.

Starting from the formulation of (61), (62), in a more general form, we assume N number of bound

resonators with proximity in space such that each resonator weakly perturbs the field of the others, and,

for simplicity, we assume no coupling to other modes (i.e. coupling only between the N specified

resonators' modes). Although in this situation the supermodes of the system may be totally different, one

can still look at the separate independent modes and add a slow amplitude evolution of these modes while
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the energy bounces between them. We then define a coupling coefficient Kik and write the coupling's first

order differential equation:

da= i - a -1 j Kik ak, Eq. A.1
dt Ti 

where ai, oji and Ti are the amplitude, resonance frequency and decay time of the ith resonator

respectively and Kik is the coupling coefficient from the kth resonator to the ith one. The -j in front of the

sum is arbitrary and has been chosen for consistency with the CMT in space (115). 1 ai 12 is normalized to

energy amplitude in each resonator. The decay time Ti of each resonator can be due to radiation (-r),

ohmic losses (-,) or coupling to the other resonators (Te), and is summed this way:

1 11 1
- + + Eq. A.2
T Tr T o T e

We can write Eq. A. 1 in a matrix form

d
d = jMd, Eq. A.3

where

1K1(a),+j- --- -KIN
T1

M7(WN'-.). Eq. A.4

-KN1 ... TN

IN
Then, assuming the vector d dependence in time goes like exp(jwt) we solve to find the eigenvalues

(jw 1 and eigenvectors d of the whole system. We can then use these eigenvectors and eigenvalues to

evaluate how a system with known starting conditions, spanned by the set of eigenvectors, will evolve in

time.

In cases when an unbound resonator is involved, acting like a port to the system (e.g. waveguide or

radiating resonator), a1 is substituted with si which is the mode amplitude normalized to power, and, for

cross coupling between bound and unbound resonators, K is substituted with P (61). Because si is

normalized to power, the time derivative on si is removed, and the mixed equations for one bound and

one unbound resonators are (61)

da ' L a q1.- = O -- a -jPassi, Eq.A.5dt (i
As = sout - Sin = -jysaa. Eq. A.6

where sin is defined only for a waveguide with an input port. For a radiating resonator sin = 0. It is

important to note here that while K has units of [1/sec], p has units of [1/s ] in order to compensate

for the difference in the units of a [ Joule] and s [,Watt].
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In order to calculate the actual value of the coupling coefficient, given a specific layout of two

resonators, we look at the part of the radiation caused by the perturbation on one resonator and coupled

into the mode of the second resonator. Following (62) we define each mode ej in space as the electric

field of that mode with no perturbations existing around it. We can normalize this field either to energy

for the case of a bound resonator with losses

1= fEjeiI2 dv Eq.A.7

where the integration is over all space. Alternatively, as discussed above, we can normalize to power in

the case of a waveguide or radiating resonator

1 = f(e x hi) -da Eq. A.8

where the integration is across one port of the system. I.e. over the envelope of the resonator for antenna

that is exited from the center (no input port), or, on a cross section in the case of a waveguide (both input

and output ports). This way we can define the actual field distribution of each mode as ajej or siej with

Ja12 and Is12 representing the energy and power respectively. Following (62) we look at the case of two

bound resonators, with no loss, and focus at the power exchange between them

d~a11 2
dt = 1 j(12a* a2 - K*2aia*). Eq. A.9
dt (laa

This power can also be presented as the displacement current P caused by mode number 2 in the presence

of, SEa, the perturbation caused by resonator 1

joP = jw6E1 a2e 2  Eq. A.10

and radiate into mode number 1

da1 12 = - (jo P a*e* + c. c)dv = -jwa 2 a* f (6eie2 e)dv + ... Eq. A.11
dt 4 114 1 *d+c..

Comparing Eq. A.9 with Eq. A. 11 we see that

1 r
K12 = - (Se e.* -e2)dv. Eq. A.12

In the case where the fields ej were not normalized, the right equation for K is

11 ( f (6Eje* - e2)dv
K12 - 1 (le12dv Eq. A.13

f Je2 I
2 dvf|e1 |2 dv

For the case of a waveguide or a radiating resonator, p is found to be the same but with the corresponding

normalization.

Considering only two resonators with no loss and conserving the total energy we can use Eq. A. 1 to

write
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d
S=-d(a112 + 1a212) = -](K1 2 aaz -K* 2 aial + K2 1 aia1 - K51 a2a*1). Eq. A.14

Since a, and a2 are arbitrary, we can choose values such that a*a2 = j so Re(K1 2 ) = Re(K 2 1 ) or

ala2 = 1 so Im(K1 2 ) = Im(K 2 1 ). Hence, K12 = K2 1 =K or in the more general case M is symmetric so

Kik = Kki.

Shifting back to the case depicted in (61) with a waveguide feeding a resonator, we can write Eq. A.5

for a resonator, a, with resonance frequency wo, perturbed by a waveguide source sin

- = (O -)a - jiassin, Eq. A.15
dt T

and the waveguide mode leaving the perturbation region is

sout = Sin - jysaa. Eq. A.16
Using the same procedure as in Eq. A. 14 we write the energy balance equation assuming no loss or

radiation from the resonator (1/r = 1/To = 0 -> T = Te) and substituting Eq. A.16

0 = d + |sOut| 2 - lsin| 2 =

dt 2 Eq. A.17
-Isaas*n - P*aa*sin + passina* - p*ss* a) + |psaa| 2 - a|2in s a inTe j

By zeroing Sin it is clear that IPsaIF = 2/e, and by applying a*sin = j and a*sin = 1 it is easy to see

that Psa = Pas Y-

In cases where a frequency other than the resonator resonance frequency is applied (sin = soeJ't)

from the perturbation source, the response of the resonator can be found by looking at the steady state

(a = aoe jt) solution of Eq. A.15:

jPSina = - . Eq. A.18
J ( - wo)+ -

The total power being radiated from the resonator is then

22 4/TeTr2
-a 12 = 1 sin 1. Eq. A.19

Therefore, in order to maximize the power delivery neglecting losses, we find the conditions W = &O and

Te = Tr = 2T. These conditions are generally referred to as frequency matching and load matching

respectively. Substituting these conditions back in Eq. A.19, show that 100% of the energy is extracted

from the waveguide and distributed by the resonator. Still, the load matching condition is sometimes

impossible to achieve. In cases where the resonator is coupled to the waveguide in both directions, for

example, there are two equal coupling mechanisms, 1/re, so that the second condition (load matching)

cannot be met. In this case, the maximum radiated power is only 50% of the source power and is achieved

with re = 2-r-
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CMT assumes shape invariance of the modes and drops second order terms, making it quantitatively

accurate only with weakly coupled modes; however, coupled mode theory provides useful insight even

when modes are strongly coupled. In fact, we define parameters like decay time and coupling coefficients

to evaluate our components, use design methods measuring decay times to understand our coupling

conditions and use eigenmodes calculated through CMT. However, CMT is still approximate; therefore to

ensure accuracy in design, we rely on three-dimensional full field simulations for all quantitative results.
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Appendix B Finite Difference Time Domain (FDTD)

To evaluate the performance of designs of the different components in this work Finite Difference

Time Domain (FDTD) simulations are used. We briefly describe here this method, more details can be

found in (80). This chapter does not intend to show all the details required to create a 3D FDTD

simulation. Instead, we will show the math related to 1 D propagation and discuss the discretization of the

field in time and space. By doing so, we intend to bring the general understanding of this method and the

way it works.

Generally speaking, FDTD takes the material properties (e.g. permittivity), structured in a defined

volume, with an electromagnetic source, and propagates the field in time using Faraday's Law and

Ampere's Law

d(pH)
= -V x E

dt Eq. B.1
d(EE)

d = (V x H -J)dt
where p and E are defined as functions of space and defines the structure of the domain. An initial field

distribution in the volume of the simulation can be defined but, in most cases, it is zero. A 2D source (or

several 2D sources) is commonly used to mimic an input power source. During the simulation, 2D field

distributions at prespecified planes can be kept for later reference. More importantly, at every step of the

simulation, time Fourier integrals of the fields are summed on predefined planes. These Fourier

transforms allow us to apply a short pulse at the source, carrying a broad spectrum, and then separate at

these planes to calculate the different frequency responses of the system. Being a time domain simulation,

the fields, as measurable physical parameters, are defined as real numbers.

The time domain characteristic of the FDTD method allows it to take into account any measurable

effect, even nonlinear ones. By specifying a real measurable characteristic of the media (e.g. polarization,

electrical current or magnetic momentum) and mathematically relate it to the physics of the simulation,

one can add the physical effect into the simulation. For metallic structures in this work, the Drude model

was added to accommodate losses, skin effects and, in general, the imaginary part of the permittivity of

metals. The Drude model is often known for its permittivity solution in the frequency domain

C(W) = E0 I- 
2  P. Eq. B.2

where EO is the high frequency permittivity, a, = Nq 2 /me 0 is the plasma frequency and y =

q2N/meo- is the damping coefficient caused by current resistance in the metal. This equation is originates

from the kinetic equation of electrons under an optical electric field
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qE = m +Y y . Eq. B.3

By integrating this equation once, we get the differential equation for the current in the metallic media

=2 f e 0E(T)d - yJ. Eq. B.4

The current contributes to the electric field through Ampere's Law

dE 1
-- = -(V x H-J). Eq. B.5
dt e

We bring here one example of how the FDTD simulation can accommodate extended physical properties

like metallic media. In other cases, lossy dielectrics (116), (117) or other non-isotropic media (118) were

implemented successfully.

Starting with the Maxwell's equations for static dielectric media (i.e. no currents and static y and E)

we write them in discrete, one dimensional, space and time,

H, (x, t+ -H,(x,t- jEz X+ ,t) -Ez(x - , t

At P AX

H, (x, t + -H, X, t - 1E, (x + ", t) - E, (x - ,t)

At yAX

Ey (x t - E'(x t ) Hz (x + ", t) - H (x - A,t

At

Eq. B.6

E Ax

Ez (x, t +6t - Ez (x, t - 1Hy (X + ,t)-H x- t

At e Ax
After rearranging them we get the propagation in time equations for the electromagnetic fields in one

dimensional space

H(x, t + =Hy (x, t - + Ez(x+ ,t - Ez (x - -E, t)B

Hz x, t +2 =Hz (x, t - A x- Ej [ (x + 2, ) - E (x - 2, t)2 2 /tX 2 2Eq. B.7

E , (xt + A)= Ey (x, t - Hz) -xA +-,tA - Hz (X - -X,t)l

Ez (x, t + = Ez (x, t -- + jt [Hy ( x Hy (x - -, t).

It can be seen from this set of equations that, for the differential nature of the Maxwell equations, E and H

are staggered in time and space so that the simulation method is to compute one field, propagate the time

by At/2, then, calculate the other field and propagate another At/2 to complete a full time step. The

fields are also staggered in space such that each E field can be calculated from the spatial derivative of H

and vice versa.
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Two important issues arise from the quantization of space and time. One is that the continuous space

derivation at point x does not exactly equal the quantitated derivation done in the computational method.

In fact, this inaccuracy grows as the wavelength shortened. It is a general rule of thumb to use Ax-/20.

The second issue relates to the time step; using a time step larger than nAx/c, allows electromagnetic

waves to travel faster than the simulation can keep up with. This, in turn, creates instabilities in the

simulation domain and yields meaningless results. Therefore, the time step must be chosen as At <

nAx/c.

When extending the simulation to more dimensions, we look again at the Faraday's Law and

Ampere's Law for nonconducting static media

dH 1
- = -- V x E
dt Eq. B.8dE 1
-= -V x H.
dt E

It is clear looking at these equations (at the curl operation to be specific) that the time step of Hi falls

between two points of Ej in the k direction and vice versa where i, j and k are the three axis in any order.

This staggered grid was found first by K. S. Yee and is called Yee grid (119). Fig. B.I shows how the

fields are being staggered in space in the Yee grid.
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Fig. B.1 Yee grid: It is shown how the E field and the H field are staggered in space in a way that each field's time
derivative is located between the two spae derivative field locations that affect it. The inset shows a piece of the original
paper (119) from 1966 where K S. Yee breakes down Maxwell's equations to components, shows the field relation and

draws the grid.

Looking at the boundary conditions for the simulation, the simplest thing to do is to set the last points

of the grid in each facet to be the electric field points parallel to the surface and to set these points to

E = 0. This, while very easy to implement, mimics a boundary condition of a perfect conductor and

reflects all waves straight back into the simulation domain. Different methods are also available to create

a boundary with minimal reflections. One of the effective and most implemented methods consists of a

set of Perfectly Matched Layers (PML). By adding a set of layers outside of the simulation domain with

some conductivity to them, we are actually adding an absorptive section separating the perfect conduction

boundary from the simulation domain. Nevertheless, a boundary between a pure dielectric and a dielectric

with conductivity will always have some reflection of its own. In order to deal with that issue, we apply a

(nonphysical) magnetic conductivity, so Maxwell's equations formulate as

dE
V x H = E- -+ oE

dt

dH Eq. B.9

V x E = dH -cr*H .

We then redefine e and th as
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i= e+ /jw
Eq. B.10

It is well known that the reflection of a wave with k perpendicular to the surface depends on the change in

the wave impedance, q = -u1e, so by using the magnetic conductivity we can create a layer that has the

same impedance as any dielectric layer simply by defining

E G
Eq. B.11

There are also ways to adjust this method to a wave reaching the boundary at an angle but they are

considered out of the scope for this appendix.

In this appendix we discussed the basics of the computational FDTD method. FDTD is a powerful

tool that allows us to compute almost any structure with any kind of excitation with high accuracy to

reality. Since it is sometimes computational costly and demand long simulations, it cannot yet be used as

a standalone tool to design large components and systems, but, coupled with CMT which helps gain

general understanding of the components it is a very strong tool.
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Phased arrays are arrays of coherent sources, e.g. antennas, tuned to emit a specific phase patterned

beam. The phase pattern is defined in the near field, but in the far field an amplitude pattern is produced

by the destructive and constructive interference of the multiple antennas. The straight forward way of

computing the far field pattern is by summing the antenna emissions in each direction, and find out how

constructive/destructive is the emission in that direction.

In order to do this sum, we first look at the far field of a general source (single or multiple antennas).

Starting from Equations 5.2.20 and 5.2.21 in (120) we find that the far field of a current source with

current distribution 1(r) is

EL(r) = . e-jkr I ''W'dr' Eq. C.1
41Tr f!

where r is the far field point and the antenna is defined in r' «r. The I sign is to note that this equation

is only for the perpendicular to P elements (@ and 0) of the vectors, while the i element of the electric

field is negligible in the far field. J' could also be written as (fr x J) x P to eliminate the need of defining

EL. From here on we will omit the I sign but still consider r^ - E -+ 0 in the far field. It is easy to see from

Eq. C. 1 that, for N identical antennas with phase 4n and amplitude an placed at points r, in space, we can

substitute r' with r + r" and rewrite (7.31) as a sum of integrals

N

E(r) = EO (r) an exp(-j(kP -rn + On)) Eq. C.2
n=1

EO (r) = - 4irr Jo(r")eikrr' dr" Eq. C.3
M vsingle

where the integration here is done over a single antenna rather than the entire array, and the nh antenna's

current density is Jn = anjo. The subscript of J0 is to note that the current distribution can be normalized

in some way (e.g. so that the sum on a, equals 1). EO was moved out of the sum since it is only a

function of r and not a function of antenna number. Being so, EO gives an envelope pattern to the array

far field that is independent of the specific phase and amplitude arrangement between the individual

antennas; the sum, then, defines the specific far field pattern within this envelope and is usually referred

to as the array factor (AF).

Although for a Si based NPA the antennas are, in general, not represented by current sources, we can

still consider the far field pattern of a single antenna EO (which in far field still holds r - EO -+ 0) and

calculate the array emission pattern using Eq. C.2. In most cases, we can approximate the optical antenna

near field pattern to that of a small aperture illuminated from behind with a flat phase electromagnetic
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wave. Using Fourier optics it is clear that the EO envelope's angular width is inversely proportional to the

size of the aperture or, in other words, to the size of the individual antenna and the number of antennas.

In order to understand some fundamental concepts related to phased arrays we look at a simple

example of a one dimensional optical phased array with antenna spacing D along the - axis and antenna

(effective aperture) size d. For simplicity we also assume uniform power distribution between the N

antennas of the array. The envelope, E0 , far field of a single aperture, is known to be

sin 7 sin(0))
EO (0) 0C ( A Eq. C.4E0(0) rd

T sin(0)
where 6 is the angle from the - axis. The array factor sum, for array phases set to emit a narrow beam in

direction O (on = -nkD sin(0 0 )), becomes from Eq. C.2

N-1 sin (WND (sin(0O) - sin()))
AF = expjnkD(sin(0O) - sin(6)) oc i. Eq. C.5

n=O N sin (A(sin(BO) - sin(O))

Fig. C.1 plots the envelope IEO (6)12 (blue line) and total power response IE(O)1 2 of this one dimensional

phased array for 00 = -20' (green line ) and 00 = 0' (black line). Emission to the latter called the broad

side. It can be seen, from Eq. C.4 and Eq. C.5 and in the plot, that while the aperture size d defines the

envelope of the emission pattern, the array pitch D is responsible for the side lobes position and the total

array size ND defines the minimum beam width or far field resolution.
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asin
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Fig. C.1 Far-field angular response of a one dimensional phased array: This is plotted for wavelength 1.55pm with 16

antennas sized 1pm and pitched 2gm. The blue line represents the envelope of the antenna, and the black and green lines

show the beams when the array is pointing to the broad side direction and 200 to the left respectively. Beam resolution, side
beams spacing and envelope width are specified on the plot.

For creating an angle region of 300 with no higher order interference even when sweeping the main

beam to the edge of this region, we need 60' between the first and second order interferences which

means the unit cell size should be smaller than 0.87 of a wavelength (D/A < 0.87). If we want to clear the

whole emission hemisphere of the array, we need this value to reach half.

Expanding the theory to the two dimensional case, we use two indices to describe the array factor of a

rectangular grid array:

N-1 M-1

AF = amn exp(-j(k -rmn + mn)) Eq. C.6

n=O m=O

For beam steering we can utilze that the two axes are independent and write

Pmn = -(mkDy cos(Ooy) + nkD, cos(Oox)) and f -rmn = mDY cos(Oy) + nD, cos(Ox). It is

important to note that the angles Ox and Oy are not spherical coordinates but the angles from the - and -9

axes respectively as can be seen in Fig. C.2. In spherical coordinates
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t cos(O')
n 

cos(Y) 
Eq. C.7cos(Ox) cos(Oy)

sin(Q) = or
sin(q) cos(p)

where the two options of sin(O) cover for p angles where the other is undefined.

2

Oy Y

X

Fig. C.2 Angle definition: OX and 6y for beam steering from a 2D array

Nevertheless, creating beams in far field is not the only ability of a phased array. The ability to

integrate a large number of unit cells in a NPA within a small footprint opens up the possibility of using

such arrays to generate arbitrary, sophisticated far-field radiation patterns. Using antenna synthesis

through the Gerchberg-Saxton algorithm (121), (122), the phase <Pn of each pixel can be determined in

order to create complex far field patterns and 3D holograms. The algorithmic and design is out of the

scope of this work but the fundamentals and basic designs shown here were created side by side with

complex far field static images and set the path for the design of a holographic demonstration. The field

of NPAs is a rapidly growing field of research and the arrays are expected to make major impact on our

world in the near future.
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