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Abstract

Assessing tIle economic and ecological impacts of climate change illduced by
human activity has become a major activity with a substantial modeling
community. More than 20 climate-economy models have been developed to address
different policy questions. While these integrated models are quite varied, most
share some common assumptions and features. They typically employ a l1ested

structure of neoclassical production functions to represent the energy-economy
system. Technological potential is represented by elasticities of substitution,
exogenous rates of technological improvement, and backstop energ)' prices. Factor
allocation is myopically or intertenlporally optimal. The impact of a carbon tax 011

the energy system at a given time can often be reduced to a simple tradeoff between
abatement costs and emissions (though capital stock rigidities complicate the short­
run piculre in some models). Tl1e major endogenous dynamics of these models
involve capital accu.mulation, atmospheric concentrations of greenhouse gases, and
the ternperature of the atmosphere and ocean system.

These models dra\~ heavily on the energy-economy models of tile 70s and 80s,
which were motivated by· energy security issues and explored the potential impacts
of increasillg energy prices on economic growth. System dyllamics models of that
period shared the same motivation, but sought alternatives to the assumptions of
optimization antl E:tluilibrium. They focused i11stead on disequilibrium dynalnics
and feedbacl~ cOlnplexily, with behavioral decision rules and explicit stocks and
flows of capital, labor, and mon~y.

lnis research builds on earlier system dynamics models of energy economy
interactions, creating a model that tests the implications of a number of feedback
processes that have not been explored in the climate change context. Among t11ese
are endogenous technological challge and boundedly rational decision making, vlith
perception delays and biases. Enetgy requirements are embodied in capital, and
energy production capacity depends on explicit capital stocks. The search for optimal
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policies is decoupled from other decisions, and uses intertemporally fair criteria. T()

enhance the link between this research and other studies, the ITtodel is constructed
so that all appropriate parameterization will recover the neoclassical case found in
models like Nordhalls' DICE (1994).

The principal purpose of the model is to identify the structural features tllat have
the greatest implications for policy, and thus are worth.y of further pursuit.
Experiments \~lith the model illdicate that depletion of oil and gas resources Ilas
critical interactions with climate policy. The inclusion of learning-by-doing and
other path-dependent mechanisms suggests that abatement efforts will be more
effective and should be more stringent than models with exoge11ous technol()gy
forecasts irldicate. Inclusion of delays and biases from structural and behavioral
features of the energy system creates higher long-run emissions reduction potential
but imposes substantial constraints that prevent rapid reductio11S. Fair discQu.nti11g
and consideration of illtangible damages substantially raise the indicated abatement
effort. In both deterministic and uncertain cases, near-term inaction is a poor policy.

Thesis Supervisors: John D. Sterman (chair)
J. Spencer Standish Professor of Management

Nazli Choucri
Professor of Political Science

Edward A. Parson
Assistant Professor of Public Policy
John F. Kennedy School of Government
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Introduction

"If the building blocks are so shabby, is it worthwhile building integrated nzodels at

all? The answer is clearly yes, despite the present weaknesses ofthe nlodefs. The

reason is that modeli11g forces us to reveal our assumptions and changing thoEe
assumptions shows hOlV important they are with respect to the outcome. "

(Toth, 1995)

This dissertation documents and explores a l1ew integrated climate-econoIlly
model, FREE (Feedback-Rich Energy-Economy model), that incorporates several
important features that are currently not addressed by other models. These include:

• a disequilibrium energy-economy system, with adjustment and perception
delays, embodiment of energy requirements in capital, and resource
depletion,

o inclusion of endogenous technological change and other positive feedback
effects which may lead to lock-in of the energy-economy system to
particular supply and end-use technologies,

• explicit behavioral rules, rather than myopic or interternporal
optimization, for decision making,

• separation of the search for optimal social polic;.es from savings, factor
allocation, and other decisions, and

• arl equitable approach to the valuation of impacts across time.
The purpose of this study is not to identify optimal policies under a central scenario
assumed to be correct. Instead, it identifies the policy implications of the structures
above, so that further research Il1.ay be better targeted and policy makers lnay become
aware of blind spots in current analyses.

These features were selected on the basis of a detailed inventory of the feedback
structure alld simulation methods of other integrated Iriodels. Collectively, they
represent an alternative approach to important aspects of integrated modeling,
synthesizing ideas from system dynamics, evolutionary economics, and be11avioral
decision theory.

To facilitate exploration of these ne\v structures, other aspects of the m.odel are
kept simple. The model contains no regional or sectoral disaggregation, and uses
relatively simple biogeophysical models. With appropriate parameters, the model
may be reduced to a form which behaves Inuch like simpler neoclassical models.

Background
The climate change debate has spawned more than 20 integrated climate­

economy models (Dowlatabadi 1995; Parson and Fisher-Vanden 1995). The
motivation for these models is the need to identify an efficient distribution of the
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burdens of climate change or efforts to avoid it. Ihe ultimate goal is to allocate effort
efficiently:

• over time,
• across regions,
• among greenhouse gas abatement, adaptation, aIld possibl), geoengineering

options,
• between energy supply al1d energy cOllservation options,
• with the most efficient economic and regulatory instruments, and
• with a healthy appreciation of the uncertainties involved.

A diverse set of models has developed around various subsets of tlle questiOJ1S
above. Modelers are continuously improving the representatioll of biogeopllysical
cycles, adding regional and sectoral detail, testing new policy instruments, and
developing better numerical methods for model analysis.

The Standard Paradigm

In some '\Jvays, though, most integrated models are con\'ergent. This is
particularly 'evident (and potentially troublesome) in their social and economic
systems, whf2re there is probably more strucrural uncertainty than in the physical
systems of climate or greenhouse gas cycles. Most of these similarities can be
attributed to the roots of integrated m(,dels in the economic tradition of energy
modeling. Specifically, most integrated models share the following attributes, at
least in their central scenarios:

e discount rates on utility or cost and benefit flows that give a higller weight
to the welfare of current generations,

• exogenous papulation,
• exogenous rates of economic growth (in cost-benefit models) or factor

productivity (driving economic growth in general equilibrium models),
• autonomous energy efficiency improvement or carbon intensity reduction,
• exogenous evolution of energy technology,
• consumer and producer optimization with full information and,

frequently, perfect foresight,
• rapid equilibration of factor inputs to production, and
• general exclusion of positive feedback mechanisms in the eCOnOm)f (otller

than capital stock grOWtll).

Obviously, not all integrated models fit the tharacterization above perfectly. Of
the well-known models, the DICE model (Nordhaus 1994) is probably tIle purest
example of the standard paradigm. In the central case of the DICE model,
assumptions about discounting, rationality, exogenous population growth and
technological change, limited potential for greenhouse gas abatemeIlt, low
susceptibility of human systems to climate interference, and an optimistic model of
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the carbon cycle combine to suggest that little should be done to limit climate change
(Fiddanlan 1996).

Other llltegrated models depart from the standard paradigm in a variety Gf ways.
Cline (1992), for example, favors lower discount rates. Grubb (1995) explores the

possibility that the costs of greenhouse gas abatement are partially inlpermanent
adjustrnent costs. The rCAM model (Dowlatabadi and Ba111994) incorporates Inany
distributions of uncertain parameters elicited froin experts, thus attempting to
represent the diversity of opinion in \'arious disciplines.

Many of the shortcomings of the current hweatrnent of social, econonlic, and
energy interactions are widely recognized. Long-term trends of population growth
and technological change in particular are often cited as key areas for future
improvement of models (Grubb 1993; Parson 1995). However, important structures
appear to be neglected. Tne consistent exclusion of selected feedback loops may
expose integrated models to biases in their conclusions. The FREE model
reexamines some of the assumptions embedded in current models in order to assess
their impact.

Technological Change

One effect that is consistently excluded from integrated models is tIle
endogenous evolution of energy technology through deliberate research alld
development and the accumulation of production experience. This creates a
positive feedback loop. Production of a new energy source generates experience,
which contributes to cost reducing technical improvementsw As costs fall, demand
for the new energy source rises, leading to greater production and accumulation of
experience.

Several common objections to the inclusion of endogenous technology are
technical. Growth tlleory and energy system modeling have a strong orientation
toward optimization. Endogenous technology introduces the possibility of nlultiple
optima, making models analytically intractable and making identification of
optimal decisions more difficult. Models with endogenous technological change
appeal to an additional, unobservable state variable and thus obtain greater realism
at the expense of statistical tractability as well. Howeveri it is misleading to describe
technology as an unobservable; it might better be termed an HunObSeI\ledn variable.
Many indicators of technology, like R&D expenditures or thermal rower statioIl
efficiencies, are directly observed, but, with a few exceptions (Watanabe 1995.:
Messner 1996), have yet to be integrated into a macro-level framework.

Because the evolution of technology is not well integrated into econonlic tlleory,
existing models instead treat technology as an autonomous trend infltlencing
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energy efficiency or production costs, omitting the positive feedback loop from
learning. To compensate for this omission, modelers perform sensitivity
simulations across a range of technology forecasts. This leads to an understatement
of the response of the rnodel to policy interventions like a carbon tax. A more
productive approach is to implement and test altenlative causal theories of the
evolution of technology. One such theory-Iean1ing curves-is explored in this
work.

Adjustment Constraints

Just as the focus on optimization has excluded endogenous technological
progress, it also excludes the need for and possibility of incorporating other forms of
dynamic complexity, such as delays in the perception of market conditiori.s or tIle
construction of new capital, which are ofter1 regarded as 'bells and whistles"
(Nordhaus 1992). F'or the most part, integrated models have flexible short run
production structures, and the costs of reducing greeIlhouse gas errlissions
represented neglect adjl1stment constraints (Nordhaus 1994; Grubb, Chapuis et al.
1995).

A few integrated IP.odels already L,corporate some key structures, such as a plltty­
clay production structure with capital vintagiIlg (Yang, Ecl<aus et al. 1996). However,
these models still assume instantaneous equilibration of the economy. 111is implies
that delays in capital construction, labor mobility, acquisition of financing, and
changing the energy intensity of new capital have zero duration. By COlltrast, system
dynamics nlodels of energy economy interactions typically incorporate the
structures that create these delays (Sterman 1981). The FREE model, wllile it neglects
labor and money flows, does incorporate delays in capital construction and adjusting
the energy intensity of ne\\' capital.

Behavioral Decision Mal{~ng

Adjustment constraints and endogenous technology increase the complexity of
the problems markets and agents would have to SUrITIOllnt to achie\te optirnality,
reducing the plausibility of optimization as a behavioral assumption. One way out
of this dilemma is to assume that agents have high discount rates or limited
horizons, so that their ability to solve intertemporal problems is flot so implallsible.
However, this arproach in turn introduces new problems with ethics and eqtlity.
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According to Silverberg & Verspager\,

"the rejection offully optimizing behavior as an explanation ofecono1nic activity

does Izot single out any precise alternative as a tJ,eory ofboundedly rational

behavior. It is probably for this reason-the absence ofan operationalizable

alternative based on 'first principles'-that economists continue to cling so

tenaciously to the standard paradignz." (Silverberg and Verspagen 1994)

Of course, this becomes in part a self-fulfilling prophesy. The assumption of
optimization appears more attractive than competing altemati'\'es in part because its
dominance ensures that it is better articulated and accumulates a larger body of work
(Sterman 1985).

In fact there are well-tested alternatives to the assumption of optimization.
Decisions in the FREE model adhere to a set of principles advanced ill the system
dynamics literature:

• Stocks and flows mllst be explicitly represented.
• Desired states (goals) and actual states must be distin(~llislzed.

• Only information actllally a~oailable to decisir)nmakers sizollld be
used.

• The policy strllctllre for achieving the desired states in tile systel11
ShOllld correspond to managerial practice.

• The model ShOllld be robust under extreme C011ditiol1S.

(Senge 1978)

Decisions makers in the model behave in an intendedly rational fashion, using
heuristics of anchoring and adjustment, adapti\'e expectations, trend extrapolation,
and gradient search or hill-climbing in order to improve economic perfornlance
(Forrester 1961; Simon 1979; Sterman 1980).

Contributions to Integrated Modeling

This research makes a number of contributions to the practice of integrated
modeling. The survey of existing models led to the replication and verification of
models and results by several authors. These models are now available in a
common simulation language, allowing other researchers to explore them easily. In
the course of replicating existing models, a number of weaknesses in simulatioll
methods were discovered. These weaknesses could be easily avoided by adherence to
a few basic modeling practices, described in the conclusions to the Feedback
Structure in Integrated Models chapter.

The FREE model identifies some of the feedback mechanisms, not yet
incorporated in other integrated models, that are most sensitive and deserving of
further investigation. These are explored in the Policy Analysis chapter of this
document. It links existing system dynamics work in energy and macroeconomic
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modeling to climate change policy, and demonstrates the importance of key features
of the system dynamics approach to the formation of policy over very long time
horizons.

The FREE model is feedback rich, yet computationally tractable. It is easy to
perform extensive optimization and uncertainty analysis with the model. FREE v/ill
facilitate the reexamination of the conclusions from simple models like DICE or
Connecticut/YORE in a more realistic context (Nordhaus 1994; Yohe and Wallace
1996).

Contributions to Policy

The FREE model informs policy by identifying heuristic control measures (such
as a carbon tax rule) which are robust to structural and parameter uncertainties.
Perhaps more importantly, experiments with tIle model suggest several possible
biases in current analyses of climate policy, of which policy makers should be aV/are.

In the future, the model can serve as the basis for the creation of a IJpolicy flight
simulator", whictl will enable decision makers to explore the dynamics and
structural uncertainties of the climate change issue experientially.
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Feedback Structure in Integrated Mode~s

This chapter reviews six climate··economy and energy-economy models, with
particular attention to simulation methods and. feedback structure. These models
address a disparate set of questions about cliInate change, but share m.any common
features. All represent the economic driving forces of emissions and the tradeoffs
between emissions and abatement costs. Most also ll1clude climate cllange impacts.
While the models on the whole are very different, there are many similarities in
the representation of individual subsystems, The FREE model is included in a
portion of the comparison, and is described in detail in. the following chapters of this
do{:ument. For a detailed overview of many integrated models, see Parson and
Fisher-'1anden (1995).

Prior model comparisons have foc'used on regional and sectoral aggregation and
conspicuous paramttric assumptions like energy conservation or substitution
potential and rates of autonomous energy efficiency improvement (Beaver 1993;
Dowlatabadi 1995). In models of similar structure, information about parameter
choices provides a very economical way to interpret variatio11S in model
conclusions. However, the structural differences among the models are more
important than the parametric differences. Since feedback structure determines the
sensitivity of a model to particular parameters, this review instead attempts to
inventory some of the underlying feedback structures in order to assess their
similarity across models.
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Table 1: Model Purposes

Model

DICE

Connecticut/
YOHE

TIME

Hatlebakk/
Moxnes

IeAM 2.1R

NICE

FREE

Purpose

Identification of optimal emissions reduction
trajectories, valuation of information, and
policy evaluation under uncertainty.

/I ••• to investigate the relative merits of
hedging over the llear term against the
chance that atmospheric concentrations of
carbon dioxide will be limited as a matter
of global policy." (Yohe and Wallace 1996)

Generation and evaluation of energy sector
scenarios.

Basis for a simulation game investigating
misperceptions of feedback in climate
change policy.

Assessment of uncertainty, including
implications for different regions and
interest groups.

Critique and extension of DICE.

Investigation of implications of bounded
rationality, embodied energy requirements,
depletion, and endogenous energy
technology.

References

(Nordhaus 1992; Nordhaus 1992;
Nordhaus 1994)

(Nordhaus and Yohe 1983; Yohe and
Wallace 1996)

(de \Tries 1995; de Vries and van den
Wijngaart 1995; de Vries and
Janssen 1996)

(Hatlebakk and Moxnes 1992)

(Dowlatabadi 1993; Dowlatabadi
and Ball 1994)

(Fiddaman 1995; Fiddaman 1996)

(this document)

For purposes of this comparison, it was useful to represent each of the models ill
a common simulation language. Vensim was chosen for its flexibility in
representation of continuous or discrete time, graphical interface, and ability to
perform causal tracing, optirrlization, and sensitivity analysis (Ventana Systerrts
1994). Three of the models (DICE, Connecticut/YOHE, and Hatlebakk/Moxnes) were
replicated manually in Vensim from published differential equations, with some
assistance from the authors in the case of Connectict~t/YOHEand
Hatlebakk/Moxnes. The Tllv1E model was obtained in STELLA/ithink format (I-ligh
Performance Systems 1996) and translated by software to Vensirn. ICAM was
obtained in DEMOS (Maxwell 1996) and partially translated to Vensim by a mix of
software and manual labor. The NICE alld FREE models were created by the author
in Vensim.
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Table 2: Imple1nentation Notes

Connecticut/ Vensim
YOHE

TIME Vensim (translated by
software)

Hatlebakk/ Vensim
Moxnes

ICAM 2.1R Vensim (translated by
software)

NICE Vensim

FREE Vensim

Model

DICE

Language

Vensim

Sources

Published equations and
GAMS code (Brooke,
Kendrick et al. 1988)

Published equations and
correspondence with
author

Draft model provided by
H.].M. de Vries

Published equations and
correspondence \vith
authors

ICAM 2.1r code in DEMOS

Original model

Original model

Replicatioll of ()ulput

Exact

Imperfect (revisions
pending)

Exact

Exact in deterministic case
(omits stochastic
elernents)

Suitable for causal tracing
only

Exact

Exact

Simulation Method

All of the models considered are treated with numerical methods~ While it is
possible to gain some insight from analytical models similar to DICE (see for
example Chao 1995), in general integrated models are too complex to yield closed­
form solutions. Simulation attributes for each of the models are summarized i11

Table 3.

Each of the models has a nOlninal time horizon from the present to roughly
2100, though Hatlebakk/Moxnes, DICE, NICE, and FREE are simulated for longer
periods (typically 400 years) for optimization purposes. The TIME model stands Ollt

for its exceptionally long historical period, 1900 to the present, over which it
endogenously generates many observed behaviors of the energy system.

The DICE, Connecticut/YOHE, and ICAM models are simulated in discrete time,
while TIME, Hatlebakk/Moxnes, NICE, and FREE rUIl in continuous time. In
principle, there is no difference between a discrete time simulation and a
continuous simulation using the same solution interval and Euler integration.
However, the choice of discrete time has potentially troublesome practical
implications. Stock and flow relationships are obscured. One-period delays are
implicitly infinite-order, which may lead to unrealistic oscillation and instability.
Parameter values have embedded time units, so it is difficult to change tlle time
interval after the model has been implemented. Continuous time models are also
subject to several implementatio11 problems. These difficulties may lead to errors
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with serious policy implications, so the implementation of botl1. types of models is
closely scrutinized.

Table 3: Simulation Characteristics

Model Type Time Horizon Interval Original Language

DICE intertemporal discrete 1965-2100· 10 years GM1S
optimization

Connecticut/ myopic discrete 1975-2100* 5-10 years SuperCalc
YOHE optimization

IDvlE de~~rministic continuous 1900-2100 < 1 year (Euler STELLA/ ithink
simulation integration)

Hatlebakk/ stochastic continuous 100+ years < 1 year (Euler STELLA/ithink
Moxnes simulation integration)

ICAM2.1R stochastic discrete 1975-2100 5 years DEMOS
simulation

NICE deterministic continuous 1965-2100· < 5 years (Euler Vensim
simttlation integration)

FREE deterministic continuous 1960-2100* .125 year (Euler Vensim
simulai:ion integration)

*Simulated over a longer period for optimization purposes.

Discr$te Time Models

In the DICE model, discrete time is apparently chosen mainly because the
simulation language, GAMS, is rooted in discrete time. Since most time constants ill
the model (roughly SO years for population growth, 120 years for CO2 storage, and 50
years for ocean,'atmosphere heat transfer) are. long with respect to the IO-year time
period, the discrete representation is a good approximation of the continuous case.
However, for the capital stock, with a lifetime of 10 years, this is not so. Because the
model is simulated V\Tith a time step of 10 years, Nordhaus corrects the capital life to
account for compounding, using instead a fractional depreciation rate of 65% per
decade. This is what one would expect if depreciation were the only factor
influencing capital, in which case Eq. 1 may be compounded to yield Eq. 2:

K(t+l) =K(t) - o*K(t) = (1- 8)*K(t)

K(t+n) = (1- 8)n*K(t)

Eq.l

Eq.2

K =capital 8 = depreciation rate

If 0 = 10% per year and n =10 years, K(t+l0) =.3S*K(t). However, in the mod.el capital
has an inflow of in,'estment as well as an outflow of depreciation, and the two may
not be compounded iI1 isolation from one anotller. ACCQUllting for investment,
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K(t+l) = I(t) + (1- o)*K(t) Eq.3

I = investment

Nordhaus assumes that Eq. 3 may be translated to Eq. 4-a false assumption unless
I(t) =0, which is not the case:

K(t+n) = nI(t) + (1- o)n *K(t) Eq.4

The appropriate way to correct for compounding in this case would be to use a
shorter time interval. Nordhaus' correction yields all effective lifetime of capital of
15.38 years, not 10 years. FortuIlately in this case, this is still a reasonable value, and
their are no negative implications for policy judgments made with the model.

Another thing to notice about Eq. 3 is that, for consistency, K and I rrlust have the
same units ($) and 8 must be dimensionless. Investment thus represep.ts the
accumulation of investment over the IO-year tilne interval. Similarly, () represents
the produ':t of the fractional depreciation rate (l/year) and the time interval (years) 0

This obscures the fact that capital is a stock with units of $ that accumulates the
flows of investment and depreciation, which have units of $/year, and requires the
parameter () to be changed if the time interval changes. This makes it difficult to
verify the numerical accuracy of tile simulation by varying the time period.

Nordhaus' equation can be restated in continuous time using either differential
or integral notation:

dK/ dt = I(t) - o*K(t) Eq. 5

K(t) = f(I(t) - <5*K(t»dt Eq.6

In Eq. 5 and Eq. 6, K has units of $, I has units of $/year, and 8 has units of l/year.
This makes the stock-flow distinction explicit and allows the solution i11terval to be
changed without adjusting o.

The Connecticut/YOHE model is similar to DICE, in that it is essentially a
continuous time model expressed in discrete terms. Connecticut/YOHE sllares the
stock-flow and dimensional consistency issues of DICE (compare Eq. 9 and Eq. 3). In
addition, a dis.crete delay in factor allocation introduces an additional problerr\.

Output in a given period is a function of technology, climate damages, capital,
labor, and energy (Eq. 7). The capital input adjusts so that the marginal product of
capital and the capital cost (r + 0) are equal (Eq. 8). Investment occurs at the rate
necessary to replace depreciation and augment the previous period's capital stock to
the currently indicated level (Eq. 9).

(
. )( 1- y)

yet) =A n(t) K(t)Y L(t)d(t) E(t) (1 - d(t»

23



K(t) =y Y(t- 11
r+o

I(t)=K(t)-K(t-l)+oK(t-l)

Y = output
A = technology
Q = climate effects
K = capital
I = investme11t

L = labor
E =energy
d = labor share
r = capital share
8 = depreciation rate
r = interest rate

Eq.8

Eq.9

Notice in Eq. 8 that the optimal capital level depends on Y(t-1), not Y(t). This
means that the capital input lags its true optimal value by one period. 'Nith a tiole
period of 5 years and 3% /year growth in output, capital ll1pllts will be about 150/0
below their optimal value. This is more obvious if one reformulates Eq. 8 and Eq. 9
in continuous terms:

'Y Y (t)

K(t) = Po
r+

dY (t) Y(t) - Y (t)
P P
dt 1:

dK (t) K(t) - K (t)

P P -
dt t

K(t) - K (t)

I(t) =0 K(t) + P
t

Eq.l0

Eq.l1

Eq.12

Eq.13

8 = depreciation rate
t' = time C011stant

Y = current output
Yp = previous outpl-lt
K = current capital
Kp = previous capital

In Eq. 10, the current indicated capital level is a ftnlctioll of a previous value of
output, Yp . Yp adjusts to the current output with a time constant of 't, equal to the
discrete time interval (Eq. 11). The previous value of capital, Kp, adjusts in a similar
fashion (Eq. 12). Investment is now clearly a flow with units of $/year (Eq. 13). Note
that in Eq. 11 and Eq. 12, the adjustment processes are first-order, while a truer
representation of the discrete delay in Eq. 7-Eq. 9 would be provided by an infinite­
order delay structure. High-order delays are generally unrealistic in highly aggregate
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models (Forrester 1961). Perhaps more importantly, the delay 't, which is concealed
in the discrete time representation, has no clear behavioral or structural basis4

The lag in capital formation imposed by the discrete time formulation implies
that an investment subsidy is necessary to restore efficiency. More importantly, the
same treatment is applied to carbon and noncarbon energy inputs. Because carbon
energy inputs lag their true optimal value by one time period, in the absence of
depletion and climate damages, a negative carbon tax would help to restore
efficiency by boosting carbon energy inputs closer to their true optimal level. Ceteris
paribus, this biases the optimal tax level downward unrealistically. Tllis is a very
serious problem if the model is used to identify optimal carbon taxes. In Yohe's
investigation of the cost of meeting carbon constraints under uncertainty, this biases
the results in favor of preparing for higher carbon constraints by taking less action at
present.

There are three ways to resolve this problem. One is to shorten the discrete time
interval (equivalent to reducing'! in the continuous case) until the error is
negligible. This is simple but slows simulations COl1siderably. A more attractive
solution would be to solve directly for the optimal capital level in Eq. 7, without
using lagged output. If the production function were more complex, this might be
impossible. In that case, extrapolation could be added to the continuous verSiOI\ of
the system (Eq. lO-Eq. 13) in order to eliminate the steady state error involved in
following the growth trend.

DEMOS, the language in w11ich the ICp.M model is implemented, is also
fundamentally rooted in discrete time. Time is treated like an array subscript, so that
it is possible to refer to values of variables at previous time periods. The lack of an
explicit state variable construct requires additional caution on tile part of the model
builder in order t() preserve stock-flow distinctions and ensure dime11sional
consistency. This is particularly important for the ICAM model, as it is much larger
and more complex than DICE or Connecticut/YOHE. Identifying state variables for a
translation of the ICAM rnodel to continuous time is an arduous task.

The ICAM model provides an example of a correct but confusillg treatment of a
compounding problem. In ICAM, latitudinal ITlean temperature T(t) adjusts in
response to radiative forcing R(t) according to:

T(t) = a T(t- 1) + ~ R(t) Eq.14

T = temperature
R = radiative forcing

a = fractional temperature
adjustment rate

b = radiative forcing coefficielzt
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Because Eq. 14 is written for a I-year time step, while ICAM uses a 5 year time step,
Eq. 14 is adjusted for compounding and variation in R(t) over the interval to yield:

(

5 ( 5 6) J Eq. 15
T(t) =<X

5
T(t - 5) + J3 R(t) \ ~: ~ a 1 - ; ~a ; 5 a

..... 113 R(t- 5)a (1- 60. 5 + 50. 6 )
15 2

I-a

While this equation is apparently correct, it is not at all transparent to model
consumers. It would be far clearer to represent the model in continuous terms and
use an appropriately short integration interval. This approach would also avoid t11(~

inconsistency of correctirlg for integration errors in some equations but 110t others.

Since the compounding correction is applied in only a few places in the olodel,
all other time constants in the model are constrained to be longer than the 5-year
time interval. While this is not a problem in principle, jt appears tllat there ar~

some feedback loops in the ICAM model which lmrealistically cascade several
discrete delays of identical length. An example is the climate damages feedback loop
(Figure 1). This is a negative feedback loop, by which climate damages restrict output
(GNP). It is unclear why there must be two discrete delays around this feedback loop,
or why the delays would have identical five-year periods and infinite-order
distributions.

Figure 1: ICAM Climate Damages and GNP

Gnp

---~Cc losses

Economic trends

Gnp = ... IF_THEN_ELSE( Economic_trends/Un_region-pop<200, 200*Un_region.....,pop,
Econonric_trends))
GNP; same as Economic Trends but with a lower limit.

Cc_losses =... Gnp [Time-l] * Bounded_1M
Market Impacts of Climate Change

Ec::>nomic_trends = "" {Economic_trends [Time-l] - (Dead_weight_tax[Time-l] +
Dead_weight_energy[Time-l] + Cc_losses[Time-l])) * Econ-pop~r

Indicated GNP

InesseIltial parts of the formulation have been omitted for clarity. See Notation sectiolll page 351
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Another structure used several times in IeAM is a combination of a discrete
derivative and integration (Figure 2). The first thing to notice about this structure is
that there is no obvious way to map the variables onto state variables, because each
employs a mix of current and delayed inputs.

Figure 2: [CAM Oil Demand Price Response

Change_in_5
Change_in_3 ---~~."

Change_in_3 = ... (oil-price-oilJ)rice [Time·-l] ) / oil-price [Time-l]

Fractional Change in oil Price

Change_in_5 = .'.. Table (It",,--fuelsl) (
Change_in_l,Change_in_3,Change_in_4,Change_in_2)

Change in Fuel Prices

Theoretical_demand = ... Sum ( {F_lr_fuel_su* ( ( (Change_in_5 [Time­
3]+Change_in_5[Time-2])+Change_in_5[Time-l])+Change_in_5)),F_fuelsl)/4

Theoretical Demand Response

Inessential parts of the formulation have been omitted for clarity. See Notation section) page 35.

Change_in_3 computes the fractional rate of change of the oil price.
Change_in_5 aggregates the oil aIld other fuel price changes to create a vector.
Theoretical_demand then calculates the demand response to tlie price changes.
Theoretical_demand responds to the price change with lags of 0; J. f 2.. and 3 periods.
This is essentially a partial adjustment process, in which the response to a price
change is spread over time, rather than occurring instantaneously. The distribution
of the response-a linear transition-is somewhat odd, though.
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~igure 3: Adjustment to Price Changes

Price

Demand
(ramp)

Demand
(exponential)

o 5 10 15

Year

20 25 30

Eq.16

Eq.17

In ICAM, the demand response to a price increase (top) occurs in fOUf equal-sized steps (middle). In
continuous time, a more conventional and realistic distribution would be a first order exponential
adjustment (bottom).

In the absence of information with which to estimate the delay order (Hamilton
1980), a more conventional and less cumbersome way to represent this effect, e\ren
in discrete time, would be a simple first-order adjustment process:

D* = f(P)

dDI dt =(D*-D)/ 1:

D * = equilibrium demand P =oil price
D = actzlal demand 7: = demand adjllstment time

In this case, demand decays exponentially to its new equilibriuIn level. This
formulation of the price response has a more realistic distribulioIl and is easier to
understand.

Continuous Time

Continuous time models are also subject to several common problems and
limitations. In general, the behavior of a continuous time model should be
independent of the time interval and integration method used to simulate it. For
accurate integration, the time interval of the simulation must be significantly
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shorter than the shortest time constant in the model. In models witll oscillatory
behavior, higher-order integration methods are necessary to prevent integration
error from amplifying the oscillation. This precludes the use of discontinuous
relationships (e.g. IF ... THEN logic) in the modeL Fortunately, it is eas}' to verify the
sensitivity of model results to tIle integration method by experimentation with
reduced time steps and alternate integration algorithms. None of the contin.UOUS
time nlodels re\liewed displays such sensitivity.

If a continuous time model contains dimensionally inconsistent equations, there
may be hidden time constants. A t)rpical example is found in the thermal electric
g~neratlon capa~ity ordering process of tIle TIIvIE model:

DesEICapOrd = MAX(O, (ExpReqEICap-ActPlusUCElCap)+E1CapDepr) Eq.18

DesEICapOrd = desired electric capacit!1 o1·det rate
ExpReqEICap = expected required electric capacity
ActPlllsUCElCap = existing electric capacity
EICapDepr = electric capacity depreciation rate

In Eq. 18, DesElCapOrd is the desired rate of capacity ordering (M'N/year). Orders
replace depreciation (EICapDepr, MW/year) and adjust the capital stock
(ActPlusUCEICap, MW) to the expected required level (ExpReqEICap, MW). To
make tltis equation dimensionally consistent, one lnust recognize that t11e stock
adjustment componerlt of orders involves an implicit time constant, the time to
correct capacity (Tee), with a value of 1 year:

DesEICapOrd = MAX(O, (ExpReqEICap-ActP!usUCEICap)/TCC+EICapDepr) Eq.19

Tee = time to correct capacity

All time constants or delays in a model ought to have an operational basis and be
subject to sensitivity testing, but implicit time constants like this escape scrutiny.
There could be policy implications if electric capacity were far from its required
level, in which case there would be a large and potentially disruptive pulse of
investment due to the short time (1 year) over V\,hich the capacity discrepancy is
corrected.

Another difficulty with continuous models involves the representatioll of
feedback loops with short time constants. One may' include the feedback loop, and
accept the degradation of speed that occurs because of the short simulation time stelJ
required. Alternately, one may solve for eqttilibrium in the subsysteln witll short
time constants, and use only the equilibrium relationship in the rnodel.

GeIleral equilibrium models like EPPA (Yang, Eckaus et al. 1996) ta.ke the latter
approach. Within each solution interval, the model converges to an equilibrium in
WIDell production and consumption flows balance and prices and marginal prodl1cts
are equal. The processes that bring the economy into equilibrium are effectively
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instantaneous. This implies that all constralllts to market adjustment are short with
respect to the 5-year solution interval. TIle FREE model, which has distinct long­
and short-run production structures similar to EPPA's, instead includes the
equilibration processes explicitly, with time constants of as little as 1/4 year,
necessitating a simulation time step of at most 1/8 year.

Complexity Metrics

The complexity of the models reviewed varies enormously. While there are
many dimensions along which complexity may be evaluated, this study 1001<5
particularly at feedback complexity. Feedback conlplexity refers to the richness of the
endogenous feedback structure of the model. Models with a hi"h degree of feedbn.cl<

complexity are more likely to generate surprising behavior. They are also more
difficult to work with because it is hard to interpret changes in beha\rior. Simple
models are easier to understand, but if there are many omitted feedback loops, policy
conclusions may be biased.

There are three major determinatlts of feedback complexity: the system order, tIle

richness of the structure connecting the state variables, and the nonlinearity of the
model relationships. By these measures, a decision tree \·vith thousands of branc11es
would be considered simple, since it contains no state variables or feedback.

For this comparison, each model was replicated in Vensim. The use of a
common language eliminates one possible source of spurious ,'ariation in the
measurement of complexity. The DICE and COllnecticut/YOHE models were
converted to equivalent continuous representations \vith first-order stock
adjustment processes replacing the discrete delays. For ICAM, this full translation
was excessively arduous, so the model structure was translated as a directed graph,
allo\ving exploration of the model structure btlt not siml1lation.

The system order was nleasured by counting the state variables (stocks) in the
system. The richness of the feedback structure can be measured by counting the
feedback loops in the model. While it would be simplest to do all exllausti-ve count,
this proved impractical because of software limitations and the very large number of
loops possible in some models (Kampmann 1996). Instead, the number of feedback
loops influencing a few key variables is reported in Table 4. Wllile tile degree of
nonlinearity of model relationships is important (determining the potential for
shifting dominance of feedback loops), no practical measure for this system attribtlte

was found.
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Table 4: Complexity Metrics

Model Equations l State Search Feedback loops involving...
Variables2 Space3

GDP Oil or Total CO2 in
Fossil Fuel Energy Atmosphere

Price Prod'n

DICE 170 4 80 2 2

Connecticut 180 6 2 7 8 10 2
/YOHE

TIME 1420 -100 thollsands4 tho\1Sand54

Hatlebakk 1005 9 5 4
/Moxnes

ICAM 2.1.R 700 high "'I .. "("'I 409 711 75.l..LVU

NICE 300 9-216 4-22 153 136 108 83

FREE 650 94 1-4 2922 12246 5449 291

1. From this author's implementation in Vensim, which may differ substantially from tIle original
model specificatioll. The count includes minor parameters and exogenous variables. Variables with
multiple array subscripts count as a single equatiol'\ in some cases, so tile cOlnplexity of ICAM, NICE,
and FREE is understatec.

2. Cumulative discounted utility and state variables with completely exogenous behavior, like
population and teclmology in DICE, are excluded.

3. Dimension of search space for policy optimization runs.
4. Exceeds capacity of loop-finding software.
5. Omits several stochastic processes in the original model.
6. Order depends on carbon cycle implementation; lower figure is with first-order DICE carbon cycle.

There are several interesting features in Table 4. First is the extreme feedbacl<
complexity of TIME, ICAM, NICE, and FREE, which each have hundreds to
thousands of feedback loops influencing key variables. This is particularly striking
for the NICE model, which is conceptually very similar to Connecticut/YOHE, but
has an order of magnitude more loops due to a richer representatiorl of behavior itl

factor allocation and a more complex carbon cycle. In general, the coupling among
variables in greenhouse gas cycles and climate systems appears to be much looser
than the coupling among variables in the energy-ecol10my systems.

One thing to 110te about the DICE model (and other intertemporal optinlizatiol1
models) is that, while the system description is 4th order, tlle system of equations for
the optimization problem is 8th order, because each state variable has a co-state
variable in the Lagrangian. These co-state variables, representing tIle shadow prices
of the state variables, create additional feedback links that effectively carlY
information from the future back to the present.
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Table 5: Aggregation

Model Regions Economic Energy Sources Energy Greel1hou~

Sectors Carriers Gases

DICE 1 1 1

Connecticut/ 1 1 2 ] 1
YOHE

mvm 1 4 6 5

Hatlebakkl 1 1 1
Moxnes

ICAM 2.1R 7 1 4 1 4

NICE 1 1 3 1 1

FREE 1 1 4 4 1..
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Table 6: Representative State Variables

Model Economy EIlergy GHGCycles Climate
DICE capital abnosph~riccarbon surface ocean

~emperature

deep ocean
tenlperatl1re

Connecticut/ capital cumulative carbon atmospheric carbon surface ocean
YOHE output fuel production temperahlre

deep ocean
temperature

TIME capital (4 sectors) ~ergy resources
embodied energy energy reseIVes

requirements energy producing
irreversible price- capital

induced energy capital under
efficiency construction
adjustments translnission and

distribution
capital

energy technology

Hatlebakk/ capital adapted tax level atmospheric carbon temperature
Moxnes natural resources reversible adapted

emissions temperature
irreversible

emissioru3
ICAM 2.1R cumulative energy atmospheric carbon multiple

production (5th order) temperature
partial price methane rrtodels

adjustment NOx (typically 1st to
sulfate aerosols 3rd order)

adaptation
NICE capital cumulative energy atmospheric carbon surface ocean

production surface ocean carbon temperature
energy intensity of deep ocean carbon deep ocean

capital (10th order) temperature
biomass carbon adapted

temperature
FREE capital energy producing annosphericcarbon surface ocean

embodied energy capital surface ocean carbon temperature
requirements capital under deep ocean carbon deep ocean

embodied AEEI construction (10th order) temperature
energy price relative return biomass carbon adapted

perceptions perceptions temperature
relative return cumulative energy

perception production
energy teclmology
energy prices
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Notes to Table 6. The stock of cumulative discounted utility, in\plicit in the objective function of most
models, is omitted here. Similarly, state variables with completely exogenous behavior, lil<e
population and technology in DICE and other models, are excluded... The ICAM economy is drivell by
exogenous growth forecasts, but does contain significant feedbacl<. However." it is difficult to map the
model structure onto state variables.

Nonlinearity

Wllile it is often convellient to work with linear models, the world is
fundamentally nonlinear. Nonlinearities in model relationships allow sllifting
dominance of feedback loops (Richardson 1995). Shifting dominance can carry a

system into new bellavior modes which are unexpected on the basis of past
behavior. It is important to lCt"'~'Cserlt these nonlinearities, as the long time scale and
complexity of tile climate problem may tal<e the global system into behCtvior modes
which are far from today's world. All of the models reviewed here employ many
nonlinear relationships. Typical examples include Cobb-Dotlglas and CES
production functions, the logarithmic effect of CO2 on radiative forcing, and
quadratic or cubic climate damage functions.

One area in which several models make questionable assumptions of liIlearity is
the carbon cycle. Physical models of the carbon cycle incorporate man}'
nonlinearities in the uptake of carbon from the atmosphere that cause the uptake of
carbon to increase less than proportionally to the atnl.ospheric carbon concentration.
Yet the carbon cycles in DICE, Connecticut/YOHE, and ICAM are linear structures, in
which the uptake of carbon is strictly proportional to the atmospheric concentration,
regardless vf how high it becomes. See the sections on the carbon cycle below (page
55) and in the FREE model description (page 114).

From a methodological perspective, problematic nonlinearities can arise from
discrete changes or discontinuities in model relationships. These discontinuities
typically arise in several ways. Logical statements (i.e. IF...THEN....ELSE) call generate
output that is a discontinuous function of the input. MIN and MAX statements
produce discontinuities in the slope of a relationship, as can lookup tables. There are
two major effects of these nonlinearities. First, discontinuous changes in variable
values introduce high frequencies which may trigger unrealistic oscillations or
other behaviors. More importantly, discontinuities can produce rapid and strong
shifts in loop dominance and model bellavior,. which are difficult to understand and
are likely to be unrealistic in models at the high level of aggregation required by the
clinlate change problem. The ICAM depletion sector (page 51) provides an example
of unrealistic nonlinear behavior from discontinuous functional forms.
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Feedback Structure

The following section presents selected feedback structures from the models
reviewed, with particular attentior.. their treatment of key processes lil<e capital
~ccumulation, resource depletion, emissions adjustmellt, the carbon cycle, and
climate dynamics. Since the DICE model is simple, well-knoY/n, and easy to
understand, it is used as a point of reference for the comparison.

Notation

Where t:'0s~~ble, the system dynamics stock-flow diagranl C~ll v entions are used
to f-:,:,sent system stluctllre (Morecroft 1982). Stocks (AI are system state variables,
indicated by boxes. Stocks integrate flows (rates of change or derivatives),
represented by pipes (dX). Auxiliary "ariables ():~) are used to break the flow
equations into manageable segments with a clear rneaning. All feedback loops must
contain at least one stock.

Figure 4: Stock-flow Diagramming Convention

dX

y

x
X(t) =JdX*dt + X(O)

dX =f(Y(t))

Y(t) =g(X(t)

Stocks (state variables) are indicated by boxes. Flows (rates of change of state variables) are indicated
by pipes. Clouds indicate that the source or sink of a flow infinite aIld therefore has no impact on tile
model system.

In the IeAM and Connecticl1t/YOHE models, it was not always possible to ad.here

to this convention, so an alternate notation is llsed. For normal causal links, the
notation is conventional:

Y(t) =f(X(t))

For links in which the output variable is a function of tIle input with a discrete
delay, a box is placed on the arrow, indicatillg the implicit integration:

X--O~y Y(t) = f(X(t-l))

All feedback loops must contain at least one discrete delaJT.
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A circle on a causal link indicates a discrete derivative, in which Ute output is a
function of the difference between the current input and the input from tile
previous period:

X-0 -+ Y Y(t) =f(X(t)-X(t-l»

DICE

The DICE medel's causal structure is simple enough to be represented on a ringle
diagram: thus ~t serves as a useful starting point (for a more detailed C11tiquE:. of th~

DICE model than is presented here, see Chapman, Suri et al. 1995; Fiddaman 1995;
Costanza 1996; Fiddaman 1996). The model ':an be ~ubdivided into three major
subsystems: the economy, th~ carbon cycle, and climate.

Figure 5: Structure of the DICE Model

Positive feedback or Reinforcing loops are labeled R#, while negative feedback or BalaIlcing loops are
labeled 81.

The DICE model uses a simple first-order capital accumulation structure, with
two feedback loops: capital accumulation through reinvestment (Rl) and
depreciatioll (Bl). Output is influenced by capital and exogenous inputs of
population and factor productivity, emissions abatenlent costs, and climate damages
(which creates another negative loop, B1).
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'!..igure 6: DICE Capital Accumulation and Depreciation
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The DICE carbon cycle is a linear first-order structure. Emissions accumulate in
the stock of carbon in the atmosphere and mixed layer of the ocean. With a delay,
long term storage processes restore the atmospheric carbon concentration to its
preindustrial level. Three features of this system are worth noting. First, there is an
implicit flow of carbon, parallel to the anthropogenic elnissiorls flow, which
represents short-term storage processes. The capacity of this short-term storage
process for emissions uptake is infinite. Second, the long-term CO2 storage flow is
also unconstrained by carbon sink limitations. Third, the uptake of carbon is linear
with respect to emissions (in the short run) and atmospheric concentrations (in the
long nm), so the response of the system to an instantaneous pulse of carbon
emissions is the same whether the pulse contains 1 or 100 gigatons of carbon.
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Figure 7: DICE Carbon Cycle______________________..- .......--.-.r_~ ___
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Implicit structure of thp DICE carbon cycle. Emissions flow into Ule atmosphere. A fixed portion (360/0)
is immediately stored in the surfac~ ocean or ~~,~~phere.Over the longer term (with a 120 year time
constant), carbon is stored in the deep ocean.

The ~limate model in DICE is a linear second-order systen1 (Nordhaus also tests a
first-order model). Radiative forcing warms the atmosphere and surface ocean.
Some heat is rerediated (loop B1) and heat is slo,vly transferred to the deep ocean
(loops B2 and B3). Climate damages are a quadratic function of atmospheric
temperature"

Figure 8: DICE Climate System
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In addition, the DICE model uses an identical second order structure to represent
exogenous exponential growth (at diminishing rates) for population, factor
productivity, and carbon intensity of output:

Figure 9: DICE Exogenous Drivers

The objective function of the DICE model (also used by many other mod.els) also
involves some implicit stock-flo\\" structure (Figure 10). Discounting is a first-order
exponential decay process. The accumulation of discounted utility is a pure
integration.

Figure 10: DICE Discounting and Utility
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Production and Capital Accumulation

Connectlcut/ YOHE

The production function of Connecticut/YOHE is similar to that of DICE, with
the addition of an explicit energy factor. liowever, the feedback stnlcture governing
factor allocation is somewhat different. The capital input to production is a functioI1
of the previous period/s Olltput, creating a positive loop of capital accumulation
with a discrete delay (Rl). Similarly, inputs of carbon and non-carbon energy depend
on the pre',ious period/s output, creating two more positive loops (R2 and R3).
Investment replaces depreciation on the previous period's capital, and adjusts the
previous period's capital to the current period's indicated level. Since investment is
decollpled from output, it is possible in extreme conditions for the indicated rate of
investment to exceed output, leading to negative consumption. The same can be
said of energy inputs. Fortunately, this does not occur under normal conditions.

Figure 11: Connecticut/YOHE Capital and OZltput
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Hatlebakk/ Moxnes

In the Hatlebakk/Moxnes model, capital accllmulates and depreciates as in DICE.
In addition, there is a negative loop of natural resource depletion (B2). This
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introduces diminishing economic growth, much as the exogenously diminishing
factor producti1'ity input in DICE does. TItis reduces pressure on the climate system
from economic growth.

Figure 12: Hatlebakk/Moxnes Capital Accunzulatio't and Depletion
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ICAM2.7R

In ICAM, output (GNP) is driven by exogenous population and per capita
incom.e forecast~, with adjustments for climate change losses and deadweight losses
from energy expenditures and taxes. These losses create negative feedbacl< loops (B2
and B3); increasing GNP requires increasing production of energy, causing greater
losses due to energy and tax expenditures, reducing GNP. Similarly, increasing GNP
leads to increasing climate losses, reducing GNP (loop BI).
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Figure 13: [CAM OUtpZlt
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NICE

In the NICE model, capital accumulates and depreciates as in DICE. In addition J

the growth of capital requires additional inputs of energy services, creating a
negative loop (as energy expenditures reduce net output available for investment)
and a weak positive loop (as increased energy inputs contribute to prod~uction).
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Figz~re 14: NICE Capital Accumulation and Output
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Investment

Corlnecticut/YOHE

In Connecticut/YOHE, investment adjusts in order to eqilate the marginal
product of capital, net of depreciation, with the interest rate (see page 23 and I~igure

11). In addition, the interest rate adjusts according to the optilnal growth path
criterion of tlle Ramsey model (see page 76). This creates an additional pair of loops
(one positive, one negative) which govern capital accumulatioll.
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Figure 15: Consumption-based Interest Rates
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NICE

The NICE model includes a simple behavioral savings rtlle, which may be
substituted for the optimal investment allocation of the DICE model. The fraction of
investment devoted to output is an increasing function of the ratio of the marginal
product of capital, net of depreciation, to a normal return or interest rate. This
creates two additional feedback loops governing the capital stock (R2 and B2).
Because output grows less than proportionately to the capital input, the negativ'e
loop dominates; increasing capital lowers the marginal product of capital, reduciIlg
investment, and slowing the increase of capital. While this rule can be
parameterized to match the optimal investment behavior of tIle DICE model almost
exactly, it does not in general allocate investment optimally O'ler time. Also, this
rule is subject to steady-state error; it does not guarantee th~t the nlarginal returll to
capital eventually reaches the normal return in equilibriuln.
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Figure 16: NICE Investment Rule
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Hatlebakk/Moxnes

The Hatlebakk/Moxnes model does not contain an energy sector per se. Instead/
emissions are driven b}-" economic output and the level of emissions intensity, as in
DICE. Emissions intensity is separated into two components# which adjust with a
delay (loops BI and B2) to the desired emissions intensity (influenced t,y tax policy).
One component, reversible emissions, adjusts down or up as th.e tax is increased or
decreased, respectively. Irreversible emissions, on the other hand, adjust downward
only. Thus emissions are "sticky" downward-some improverrtents induced by a
tax are sustained even if the tax is removed.
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Figure 17: Hatlebakk/Moxnes Emissions
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Hatlebakk/Moxnes

Greenhouse gas emissions abatement ind'uces costs in the Hatlebakk/Moxnes
model, as in DICE. Unlike DICE, a portion of the costs are related to the adjustment
to a new tax level, rather than the absolute level of the tax. Adaptation occurs by
first-order stock adjustment (loop B3).

Figure 18: Hatlebakk/Moxnes Adapt'ive Policy ReSpOtlSe
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Energy

Connecticut/YOHE'

In the Connecticut/VOl-IE model, energy prices are a function of exogenous
technological change and, for carbon-based fuels, depletion and taxes. The depletion
effect creates two negative feedback loops. As cUlnulative carbon fuel consulnption
increases, the price of carbon energy increases, increasing the market share of
noncarbon energy, and reducing the rate of carbon ftlel consumption. Sinlilarly, as
the price of the carbon fuel increases, the average energy price increases,
diminishillg total energy consumption, which also reduces the rate of carbon fuel
consurnption.

Figure 19: Connecticut/YOHE Energy
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The energy sector of the TIME model employs a more detailed model of
resources for fossil fuels, distinguishing discovered reserves from the undiscovered
resource. The structure for oil is shown here. Oil is produced to meet delnand, but
production is constrained by the available resource (B5) and producing capital.
Exploration is undertaken i11 order to maintain a desired reserve/production ratio
(B6 and B7). As cumulative production rises, the productivity of production and
exploration falls, reducing production and discoveries (Bl, B3, and B8).
Accumulated production experience leads to learning, which raises the producti\rity
of exploration and production (Rl and R2).
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Figure 20: TIME Oil Production, Depletion, and Learning
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Energy production is constrained by the availability of capital, which is
disaggregated into separate stocks for production and transmission/distribution.
l~nvestment replaces depreciation (loop Rl, exactly offset by Bl) 3nd adjusts the
capital stock to a target level (B2). Transmission and distributioll capital 1S
maintained in a fixed ratio to producing capital, so tIle two stocks have the same
lifetime and iJ1Vestmellt in transmission and distribution capital OCC11fS at a fixed
ratio to investment in producing capital.
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Figure 21: TIME Oil Production and Distributiotl Capital
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Electric generating capacity in the TIME model has a similar structure, but with
an explicit construction delay. Capacity under construction is completed after a delay
(Bl), and installed capacity depreciates with a fixed lifetime (B2). Orders for capacity
adjust the supply line of capital under construction and the stock of existing capacity
to a target level (B3 and B4) and replace depreciation (Rl). Capacity orders are
constrained by the availability of capital for investment (BS).
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Figure 22: TIME Thermal Electric Gel'lerating Capacity
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111 addition to the conventional autonomous energy efficiency ilnprovement
process, TIME includes irreversible price-induced energy efficiency improvements.
When the cost of energy is increasing, energy efficiency improves (B1), but as energy
costs fall, there is no corresponding reduction in efficiency.
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Figure 23: TIME Irreversible Price-induced Energy Efficiency Improvement--------
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ICAM2.7R

The feedback structure of energy pricing in ICAM is extremely complex, so it is
separated here into several components. The model contains four energy sources
(coal, oil, gas, renewable) with generally parallel structures. The structures for oil are
presented here.

One component of oil pricing in ICAM is depletion and scarcity. As oil
production grows relative to remaining reserves (the realized resource less
cumulative production), tIle oil price rises due to scarcity, diminishiIlg production
through several mechanisms (loops BI and B2). Rising oil prices induce oil
discoveries, which in turn cause oil prices to fall directly (loop B3) and indirectly by
reducing scarcity (loop B4). Exhaustion of oil reserves constrains oil production to
zero (loop B5). However, oil discoveries will normally prevellt this from occurring,
as discoveries exactly offset production (loop B6).
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Figure 24: ICAM Oil Production, Depletion, and Price
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While tile feedback structure of the depletion mechanism is plausible, its
behavior is not (see Figure 25). Simulation of the depletion mechanism separated
from the rest of the model indicates that price and production change in a highly
discontinuous faahion. Inspection of the equations shows that prices respond to t,,,,o
logical conditions:

• \A/hen the r(~serve-productionratio falls below 15, prices rise at a constant
fractional rate.

• If discoveries increase reserves, prices fall at the same constant fractional
rate.

WIlen discoveries are possible at all, they are available in infinite quantity. If
depletion constrains production to zero, there is no feedback to the economy, except
through price.

The flawed depletion structure severely limits the ability of the ICAM model to
realistically consider the implications of depletion. The robustness of this structure
could be greatly improved by substituting a continuous extraction cost function for
the discrete priclllg logic above. In addition, it is essential to ensure that extreme
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conditions·-such as zero oil production-propagate through the model in a
reasonable fashion.

Figure 25: ICAM Oil Price and Productiol1 Behavior
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Trajectories are shown with and without replenishment of oil reserves by new discoveries. Oil demand
(and thus production) is driven by a 3% /year growth trend and responds to price with an elasticity of­
1.5 and a 4-period distributed lag.

The oil and energy demand mechanisms through the economy also create
several equilibrating mechanisms (Figure 26). Rising oil prices reduce the market
share of oil, diminishing demand and reducing price pressure from scarcity (loop
Bl). Rising oil prices also reduce production pressure through several aggregate
mechanisms. Rising oil prices contribute to rising aggregate fuel prices, leadil1g to
reduced energy demand through an energy price elasticity effect (loop B2) and two
economic growth effects (loops B3 and 84). The economic growth effect in loop B3 is
not reflected in actual economic growth, and the tvJ'O loops have different delays. It
is unclear why loops B3 and B4 could not be combined. Finally, rising aggregate
energy prices also induce energy efficiency improvem'~nts (loop B5).
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Figure 26: [CAM Oil and Energy Demand

NICE

The energy system of the NICE model is very similar to that of the
Connecticut/YOHE model. There are hvo major differences. First, aggregate energy
demand adjusts to energy price changes with a delay ratJ1er than insta'ntaneously.
The delay is due to the time reqtlired to adjust the energy intensity of the capital
stock (loop B2). More importantly, cumulative productioll of energy leads to
learning as well as depletion. This creates a set of positive feedback loops for each
energy source (Rl and R2). As the production of an energy source increases,
cumulative production C'nd learning increase, causing unit costs and price to fall~

This increases the m.arket share and production rate of that ellergy SOllfce. Similarly,
learnulg reduces aggregate energy prices, leading to increased aggregate energy
demand, greater production, and more learning. These learning loops create the
potential for the energy system to lock-in to energy sources that accumulate an early
advantage in production.
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Figure 27: NICE Energy Intensity atld Prodllction
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Hatlebakk/Moxnes

The Hatlebakk/MoXlles model aggregates all greeriliouse gases (GHGs), rather
than treating CO2 alone. The GHG structure is very similar to the carbon cycle of the
DICE model; it is also linear and first order. The major difference is that all
emissions are initially resident in the atmosphere. Thus the time constant of the
GHG assimilation process represents the average time constant of both long and
short term storage processes.
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Figure 28: Hatlebakk/MoXl1es GHG Cycle
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The ICAM model uses a higher order linear structure to represent the carbop,

cycle. Emissions are partitioned into five cOITI.partments, each of vvhich has a
different (first-order) time constant for storaf.~e. The time constants range fronl 1.2 to
1000 years. The Inodel is derived by Clloosinf5 the parameters of this strtlcture to best
fit the 2xC02 response of a more complex, FJhysically explicit carbon cycle Inodel. The
rate of storage of carbon depends on the at1.nospheric ~oncentrations in a strictly
proportional fashion, and there is no sink constraint to carbon uptake. The ICAM
model also incorporates simple first ordet" linear models for N20 and Methalle.

Figure 29: ICAM Carbon Cycle
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NICE

The carbon cycle in the NICE model is a reduced form version of tllat in FREE, in
which the atmosphere and mixed layer of the ocean are assumed to equilibrate
quicl<ly, so that tIle two stocks may be aggregated. It is similar to several other simple
physical models (Oeschger, Siegenthaler et ale 1975; Goudriaan and Ketl1er 1984;
Rotmans 1990). The sjTstem is 12th order (\Jv~ii.il stocks of carboll in the atmosphere
and surface ocean, biosphere,.. and 10 layers of the deep ocean). There are two Inajor
differences between this structure and the carbon cycles of DICE, Hatlebakk/Moxnes/
and ICAM. First, the uptake of carbon by the ocean and biosphere is constrai11ed by
the capacities of these sinks. Secolld, there are f\onlinearities ill ocean cllemistry and
primary production that cause the uptake of carbon to increase less than
proportionally to the concentration of carbon in the atmosphere.

Figure 30: NICE Carbon Cycle
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,Yatlebakk/Moxnes

The Hatlebakk/fvloxnes model uses a simple, first-order climate systeIn, ill Wllicll

tIle actual temperature adjusts to the equilibrium temperature with a first-order
delay. The equilibriunl temperature is a furlction of the atmospheric GHG
concelltration, derived from the equilibriunl solutioll to a higher order model.
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Climate damages are a function of the absolute tem.perature change, as in DICE, and
of the difference between the current temlJerature and the temperature to which
human and natural systems are adapted. i\daptation occurs vlith a first-order delay..

Figure 31: Hatlebakk/Moxnes Climate and Te111perature Adaptation------_-..
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The ICAM model also uses a first-order climate model, \vhich is ftlnctionally
equivalent to that of the Hatlebakk/Moxnes model (see also Eq. 14). The m~an
temperature in each latitudinal band adjusts with a delay to its equilibrium value,
given radiative forcing. ICAM contains a more detailed representation of radiative
forcing than other models, including representation of sulfate aerosols and clouds.
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Figure 32: ICAM Climate
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The model of climate damages in ICAM includes several unique loops.
Increasing GNP increases losses from climate damages, which reduces GNP (loop
Bl). Falling GNP increases the share of agriculture in output, increasing
vulnerability to market impacts and climate change losses, further decreasing GNP,
creating a weak positive loop (Rl). Market impacts may be reduced by adaptive
responses (loop B3), which are initiated only after impacts have exceeded a
threshold for perception and action (loop B2).

Figure 33: ICAM Climate Damages
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Conclusions

Thomas FiddalnalJ Feed/Jack COll1plexity in Integrated CliTlJale-Ecouonty Models

This survey, and other model comparisons, reveal that a 11umber of parallel
approaches have emerged for describing parts of the climate-energy-economy
system. Among the most convergent model elements are the carbon cycle and
climate subsystems. Three representations of the carbon cycle are common-·first
order linear strllctures (as in DICE and Hatlebakl</Moxnes), weighted sums of first­
order delays fit to complex physical models (as in ICAM), and 'physical models of
varyil\g complexity (as in NICE). The climate system is generally modeled by a low­
order linear system, which can be regarded as a lagged adjustment of temperature to
an equilibrium value determined by radiative forcing ..

Production structures commonly consist of variants of the Ramsey growtll
model (Ramsey 1928), with nested neoclassical production functions describi11g the
technical frontier. Debate over the economic costs of greenllouse gas abatemeIlt has
often focused on a few key parameters, such as the rate of autonomous eIlergy
efficiency improvement or the elasticity of substitution, that conveniently
summarize much of the behavior of this type of model.

Certain generic problems, like irreversibility in emissions abatement, l1ave been
widely discussed, but have not yet become subject to any commonly accepted
formulation. Hatlebakk/Moxnes and TIME incorporate irreversible price-induced
emissions reductions, but in rather different forms. Adjustmellt costs receive a
variety of treatments as well, including first order adjustment processes in
Hatlebakk/Moxnes and rate-dependent costs (Grubb, Duong et al. 1994; Grubb,
Chapuis et al. 1995). The basis for adjustment costs is more explicit in conlplex
models like EPIJA and Global 2100 (Manne and Richels 1992; Yang, Eckaus et al.
1996), which incorporate putty-clay production structures and capital vintaging, btlt

these models still assume tllat new capital vintages are fully flexible.

Some issues have received rather lopsided treatment in models. While there is
an extensive literature documenting the debate over the potential for energy
efficiency improvements (Wilson and Swisher 1993; Huntington 1994), only the
TIME model takes tIle side of those who argue that substantial costless or negative
cost emissions reductions are available (Lovins and Lovins 1991). The arguments
around the energy efficiency gap focus on the efficiency of markets for energy
consuming or conserving products. There is also substantial disagreement over tIle
performance of decision makers and markets in general. Here, a wider range of
assumptions are en1bedded in models, from perfect foresight (DICE) to myopic
optimization (Connecticut/YOHE, among others). Still, no models take an explicitly
behavioral perspective, incorporating the systematic biases, long delays, or other
imperfections in perception and action that are especially likely to arise witll
problems of global scale and long time horizons.
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One common feature of most models is the use of exogenous forecasts for factor
productivity, population, autonomous energy efficiency improvement, and energy
production technologies. While there are good reasons for the exogenous treatment
of these variables, it is also clear that each represents a possible set of eXCltlded
feedback loops which may affect policy conclusions significantly. Estill1ates of the
autonomous ellergy efficiency trend, for example, probably include many feedback
processes related to environmental or cost issues which should properly be
endogenous.

While the consequences of various model structures and parameter choices have
received considerable attention, the cOllsequences of simulation Inethod choices
have received much less. This survey reveals an alarming number of weaknesses in
the representation of dynamics, some of which have serious policy iluplications.
Fortunately, adherellce to a few basic principles and practices would. elilninate most
of these problems:

• Models should be described alld implemented in continuous time. This
does not preclude the inclusion of discrete or stochastic events, and
facilitates many of the other tests described below. If it is necessary to use
discrete time (i.e. for optimization purposes), models should at least be
prototyped in continuous time.

• The accuracy of numerical integration should be checked by simulating
models with different time steps al\d integration methods. For fast
dynamics, appropriately short time steps or equilibrium solutions should
be used.

• Stock-flow distinctions should be rnade clear and model variables ShOtlld
have a clear operational meaning (Senge 1978).

• Dimensional consistency must be verified. This provides an important
formal check on model structure and helps to ensure ti1at niodel
relationships do not contain hidden time constants.

• Basic tests should be performed to ensure the robustness alld correctness of
model formulations. It is important at some time to actually 1001< at the
behavior over time of every variable in a model, in order to ensure that
tile output is plausible given the inputs. Models should be tested to ensure
that they converge to plausible equilibria and behave appropriately when
subjected to test inputs like step or pulse functions (Forrester 1980; Barlas
1989).

• In complex models, partial model simulations can be used to verify the
performance of subunits before integration into a full model (Homer 1983).

• Optimization and sensitivity analysis are tlseful tools for discovering
model flaws. However, models should pass the other dynamic tests above
before extensive optimization or sensitivity analysis is performed for policy
evaluation.

These principles apply regardless of one's position on various contelltiollS issues
like the choice of optimization vs. bounded rationality or the top-down/bottom-up
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debate. Modeling software can greatly facilitate (or impede) the use of these tests;
there is clearly room for considerable im.provement in the tools available to
integrated modelers.

As in the natural sciences, confidence in a model can be greatly enhanced by
independent replication. While there were some difficulties involved in replicating
the models reviewed, in general the quality of model documentation is Inucll
improved over earlier eras in global modeJ.ing (Meadows 1982). The ready
availability of models in electronic form is especially helpful and should be
encouraged.

62



Model Description

This chapter describes the assumptions, structure, alld key parameters of the
model developed for this research, FREE (feedback-Rich Energ)T Economy mOliel).
Because the model is quite large, only selected important equations are presellted
and disctlSsed. Users should refer to the model documentation in the apperldices
where greater detail is desired.

Time Horizon
The nominal time horizon of the model is 1960-2100. However, for optimization

purposes, runs are typically extended to 2300 ill order to reduce horizon effects. 'fhe
historical period of the model is relatively long compared to most, whicll typically
replicate only a decade of two of history. While it was not the purpose of this study
to estimate model parameters frorn data, the comparatively long historical period
provides a useful test of model behavior.
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Figure 34: Integrated Model Time Horizons

TMGEfS

1900 2000

Term

Fower

2100

Year

Lifetime

Atmospheric Lifetime of 002

2200

1

2300

Adapted from Dowlatabadi (1995). Note that these are reporting time horizons, and sonle models
(including DICE and the FREE model) are simulated for longer periods when optimizing.

Boundary

The FREE model represents the global energy-economy systeln and, in a more
limited fashion, global biogeophysical processes. The great majority of structure in
the model is endogenous. Generation of economic output, investment, energy
supply and demand, depletion, and energy technology development are tightly
coupled to one another. The carbon cycle and climate are also fully endogenous, but
are coupled to the rest of the model somewllat more sparsely. Carbon artd energy tax
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policies are formulated as endogenous feedback control rules, rather than exogenous
inputs.

Several exogenous variables drive the model behavior. Population, factor
productivity growth, and autonomous energy efficiency iInprovement are all
exogenous, as in other models. Cost-reducing energy production technology is
normally endogenous, but rna}' also be specified as an autonomous process for
testing purposes. Since the model focuses on the energ}'-econonlY system,
nonenergy emissions of CO2 and radiative forcing from other greenhouse gases are
treated exogenously. Over the historical period (1960-1990), prices for coal, oil, and
gas are given exogenously, as replicating the OPEC period endogenously would be
difficult, to say the least. Thereafter prices make a five-year transition to their
endogenously generated values.

The use of exogenous variables severs feedback loops which may have ilnportant
policy implications. This occurs in several areas in the model. If population growth
and factor productivity improvement are dependent on increasing wealth, the
model understates the importance of favoring current economic output over future
welfare. On the other hand, to the extent that emissions of nonenergy CO2 and other
greenhouse gases are coordinated with energy production and eCOll0mic activity, the
model understates the need for current abatement. The impact of omitted feedback
in energy technology developmeIlt is explored in the Policy Analysis chapter.

For simplicity, many features have been omitted from the model. There is no
regional or sectoral disaggregation (except in the energy sector). Non-energy natural
resources are ignored. While the energy sector includes several distinct energy
sources, energy conversion activities (such as the generation of electric power from
thermal fuels) are omitted. A number of economic structures that contribute to
disequilibrium are omitted, such as sectoral labor pools and cash reserves.
Inventories and backlogs are omitted (except for a brief energy delivery delay), as
they equilibrate very quickly relative to the model horizon.
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Table 7: Model Boundary

Endogenous
Economic output

Consumption

IIlterest rates

Investment

Embodinlent of energy
requirements in capital

Energy prices

Energy production

Energy technology

Depletion

CO2 Emissions

Carbon Cycle

Abnosphere and ocean
temperature

Climate damages

Exogenous

Population

Factor productivity

Autonomous energy efficiency
improvement

Oil/gas and coal prices (1960­
1990)

Nonenergy CO2 emissions

Greenhouse gases other than
CO2

Excluded

Labor mobility and
participation

Money stocks and monetary
effects

Non-energy resources

Regional disaggregation

Sectoral disaggregation (other
than energy)

Fossil-fired electric power
generation

Inventories and backlogs

The model can be divided into a number of subsystems with relatively sparse
interactions with the remainder of the model. Figure 35 illustrates the sector
boundaries, and each sector is described individually in the following sections.
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Figure 35: Sector Boundary Diagram
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Shaded sectors incorporate substantially new structures; other subsystems are con"~entionalor very
simple.

Much of the macrobehavior of the model arises from the feedback structures
shown in Figtlre 36. The reinforcing process of capital accumulation drives
economic growth (augmented by exogenous population and factor productivity
growth). Economic activity requires energy input; which leads to carbon emissions.
Emissions increase the concentration of CO2 in the atmosphere, causing
tenlperature to rise. As the global temperature rises, climate change danlages reduce
economic output and divert it from other purposes. The energy and economy
sectors interact through the exchange of goods for energy. vVithin the energy sector,
learning and depletion drive energy production costs. Carboll taxes raise energy
prices in response to increasing CO2 emissions and atmospheric cOllcentratio11s.
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Figure 36: l\llajor Feedback Processes
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Sources of Structure

The FREE Glodel draws on a number of preceding models for elements of its
structure. Since the principal purpose of this study is to explore the energy-economy
system, the DICE model was a convenient source of structure in other areas, such as
the climate system (Nordhaus 1994). Nordhaus' subsystems are simple, well­
documented, and widely understood. Using them allows in1plications of the energy­
economy model to be compared with Nordhaus' results in a common
biogeophysical context.

The energy-economy systems in the nlodel draw heavily on Sterman's energy­
economy model and the System Dynamics National Model (Senge 1978; Sterman
1980; Sterman 1981). In general, the structures for capital investnlent and
embodiment of energy requirements in capital have been closely copied, while most
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other disequilibrium features of these nlodels have been omitted. The energy sector
also draws heavily on my prior construction of an energy system for tIle DICE model
(Fiddaman 1995; Fiddaman 1996).

While the DICE carbon cycle model is preserved for comparison purposes, an
alternate carbon cycle model is also provided. This subsystem incorporates the
carbon uptake mechanisms of the IMAGE-l.O and Goudriaan & Kettner models
coupled to a simpler eddy-diffusion ocean and two-level biosphere (Oeschger,
Siegenthaler et al. 1975; Goudriaan and Ketner 1984; Rotmans 1990).

Welfare

The welfare sector provides a single indicator of social welfare for use itl policy
evaluation alld optinlization. It provides no direct feedback to the rest of the model.
Because the objective function for policy selection is decoupled from investment,
interest rate, and energy allocation decisions in the the model, it is possible for
behavior to be inconsistent with social welfare maximization. This is more realistic
than the typical assumptions of intertemporal optimization :..nodels, but makes
policy evaluation more challenging. The optimal carbon tax may be affected not
only by climate change considerations, but also by other market failures. Insufficient
valuation of nonrenewable resources may bias the tax considerably (see tile Policy
Analysis chapter). Consumption and savings decisions may be suboptimal from an
intergenerational perspective, suggesting the imposition of an in.vestment subsidy
(see Interest Rate section below).
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Eq.20

Figure 37: Welfare Sector
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The measure of social welfare is the conventional concept of cunlulative
discounted utility (Eq. 20), in which the utility of a representative illdividual is
weighted by the population and a discount factor for pure time preferel1ce.

CDU =~ e(-p t) L(t) U{t) dt

CDU = cllmulative discOllnted L = poplliation
utility U = utility of representative

p = rate of time preference individual

Generations with larger populations receive greater weight in tIle calculation of
social welfare. If the rate of time preference is positive, the utility of fttlure
generations receives a diminishing weight in the calcl1lation of cumulative welfare
as time progresses (Figure 38).
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Figure 38: .Effect OJ4 Discounting for Pure Time preference
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With p =0, the ,velfare of all generations is weighted equally. For p = .01, the relative weigllt declines
by half in 69 years, while for p = .03, it declines by lla1f in DIlly 23 years.

The utility of a representative individual depends on the consumption of goods
and intangible environmental services (Eq. 21). Goods and environmental services
are aggregated by a Cobb-Douglas production function (Eq. 22).

Ecl l - 9) _ 1 Eq.21

u= 1-9

Eel = equivalent consumption
index

(
c )0 (S)<1-Q )Eel= - --

c S
o 0

c = consumption per capita
Co = reference consumption per

capita
S = environmental services

s=s D
o n

(J = rate of inequality aversion

So = reference eflv;ronmental
services

!l = share of consu1nption In
utility

Eq.22

Eq.23

Dn = intangible (non-market) climate da1tlage effects

Environmental services are assumed to be available in a fixed per capita quantit)'
regardless of the population. This is an optimistic assumption, as it ignores effects of
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Eq.24

crowding or resource degradation, except as caused by climate change (see In·~pacts

section).

Normally, Q ::.: 1 in Eq. 22, so an indiv"idual's utility is assumed to be ptlrel)' a
functioll of consumption. In that case, Eq. 22 reduces to the more conventional Eq.
24. If e = I, utility is logarithmic.

(tl l

-

9

) -I

u= 1-9

If Q < I, environmental services playa role in welfare creation. Because they are
available in fixed supply, their importance increases as wealth (consumption per
capita) increases. Thus the willingness to pay to avoid climate effects tllat damage
the environment increases as wealth increases.

With this formulation, the marginal utility of an additioJlal unit of
consUIIlption declines lNith increasing wealth, so that an equivalent increase in
cons'umption yields more utility for a poor individual than for a rich one. With
higher values of 8, dilninishing returrlS set in more rapidly (Figure 39). Note that
setting Q '* 1 changes the effective rate of inequality aversion on consumption.

Figure 39: Effect o.f Inequality Aversion
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For e =1, utility is a logarithmic function of consumption per capita. For e > I, marginal utility
diminishes more quickly as consumption increases.

Models tlSing this discounting framework, like DICE, often choose a positive rate
of time preference of about 3% and a rate of ineql1ality aversion of 1 (Nordllaus
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1994). Because such models typically assume that growth rates of population and
economic output decline to near zero in the next century, the flow of discOl1nted
utility inevitably declines to zero as well. This means that the welfare of fut~lre

generations is of little irnportance for the formulation of climate change policy.

The primary motivation for this parameter choice is correspondence with
observed rates of investment and return (Manne 1994). This is a poor basis for the
choice of parameters, as the model of behavior used to make this choice assunles
perfect foresight and neglects structure (such as demographic disaggregation) that is
extremely important in real-world savings decisions. Intergenerational allocation of
resources is not part of a consumer's normal decision making process, so markets do
not adequately reflect intergenerational issues (Schelling 1995)~ Additionally, many
economists and philosophers reject pure time preference on ethical grounds
(Ramsey 1928; Cline 1992).

The central scenario of the FREE model uses an alternative set of paralneters.
The rate of time preference is set to 0, so that the welfare of all generations is
weighted equally. The rate of inequality aversion is set to a higher value (2.5), so that
the needs of current (poorer) generations are of greater urgency. In this case, the flow
of discounted utility does not decline, even if population and economic growth
cease (Figure 40).

Figure 40: Utility Behavior
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This parameterization creates some practical problems. It requires a IOllger
simulation time horizon in optimization runs, for example-an expected
consequence of increased COllcern for the future. However, it is clearly worthwhile
to investigate climate policy on an intergenerationally fair basis. There are several
possible interesting extensiOIls of the model along these lines, perhaps incorporating
alternative approaches to discounting (Rothenburg 1993; Becker and Mulligan 1994).

Table 8: Welfare Parameters

Parameter

Rate of Time Preference
Rate of Inequality Aversion
Share of Consumption iIl

Utility

Population

Alias

p
e
n

Value Units

o l/year
2.5 dIlU'J

1 dmnl

Population in the model is exogenous. The population structure is borrowed
from the DICE model, with one refinement. Population is a stock, which grows o\rer
time at a diminishing population growth rate. In the DICE model, the rate of
population growth dimiIlishes at roughly 2% per year. This rate of change is
inconsistent with the 1% rate of decline observed over the model's historical period
(1960-1995). Therefore, the rate of decline of the population growth rale is separated
into a historical value and a forecast value.
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Figure 41: Popzllation Sector
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While a more detailed population sector was beyond the scope of this project, it
might be desirable for several reasons. Age disaggregation into at least a fourth-order
aging chain would reveal that there are important demographic consequences of the
rapid decline in population growth rates, which may be inconsistent with the
savings and factor productivity assumptions in the model. If increasing wealth is an
important determinant of decluling population growth rates, tllen policy choices
would be biased towards increasiIlg current consumption.

75



D-4681 Thomas Fiddaman Feedback eo,nplexity in IrltegJ'att!d Climale-Ecollolny Models

Figure 42: Populati~~~,__:-., . _
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(Weyant 1995; World Bank 1995)

The assumption of a relatively rapid decline in population growth rates
significantly reduces pressure on the climate system. If population rises to a
significantly higher level than forecast, the economy grows larger, pressure on tIle
climate system is greater, and the welfare of future g"enerations is more important
(Fiddaman 1995; Fiddaman 1996; Kelly and Kolstad 1996).

Table 9: POplllation Parameters

Parameter

Initial Population
Initial Population Growth

Rate
Historic Population Growth

Rate Decline Rate
Forecast Population Growth

Rate Decline Rate

Interest Rate

Value Units

3.041e9 people
.0224 l/year

.01 1/year

.02 l/year

Notes

(World Bank 1995)
Calibrated to World Bank

data
Calibrated to World Bank

data
Calibrated to EMF-14

scenario (Weyant 1995)

Investment decisions for the goods and energy producing capital 8tocl<5 balance
the prevailing rate of interest against the marginal product of capital, net of
depreciation. Thus the interest rate in the model is the key determinant of the
balance between cOllsumption and investment.

76



Eq.25

In intertemporal optimization models, investment is determined in order to
maximize social welfare. While this olay be attractive as a norrrlative policy, it is n(~t

a plausible description of actual behavior, as decisions made in this way assume
perfect knowledge of the future and of system structure.

The system dynamics litereature provides a number of alternative behavioral
models for investment and interest rate determination. Implementation of these
theories would increase the model complexity significantly. A disaggregated
population structure and explicit accounting of money flo\vs might be required, for
example. Since investment behavior is not really the focus of this work, an
alternative structure was sought, whicll remains close to the neoclassical,
intertemporally optimal case, but uses only information plausibly available to
agents.

One possibility is to convert the equality describing the optimal consumption
path in the Ramsey model (the intertemporal optimization model at the heart of
DICE and other models) into a behavioral heuristic (Ramsey 1928). Along the steady­
state growth path in the Ramsey model, the real interest rate is equal to the sum of
the rate of pure time preference and the product of the rate of inequality aversion
and the fractional rate of growth of per capita consulnption:

(:c(t))e
c

r= c(t) + Pc

c = per capita consumption Be = rate of inequality aversion
r = interest rate Pe = rate of time preference

Agents can implement this insight by measuring the rate of consumption growth
and adjusting the interest rate accordingly. The Comtecticut/YOHE model
apparently implements such a rule, though it is not docunlented with the model
(Yohe 1996).

While this is a useful description of the optimal growth path, it is a poor decision
rule for discovering that path. It tends to be oscillatory or unstable for some
plausible parameter values, particularly when subjected to external shocks. When
one examines the feedback structure this decision rule creates, it is apparent why
this is so (see Figure 15). Since consumption is a function of both output and tIle
interest rate, the rate of change of consumption depends on the growth rate of
output an.d on the rate of change of the interest rate. Thus, if an external shock
reduces output, consumption falls, and the interest rate falls. Investment rises in
response to lower interest rates, leading to a further decline in consumption. This
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positive loop is ordinarily dominated by other loops, but can lead to catastrophic
collapse of the economy under many conditions.

This model avoids this problem by exploiting the fact that, in steady state, the
growth rates of consumption and output must be equal. The growth rate of output
per capita, rather than consumption per capita, is used to determine the interest r3te.
In disequilbrium conditions, this means that the component of the rate of change irl

consumption dl1e to changes in investment is neglected, elimil1ating the positive
loop. This leads to stable behavior for a wide range of parameter values.

Figure 43: Interest Rate Sector
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rfhe actual value of output per capita is perceived only with a delay, and the
trend in output is established over a long historical period. This reflects the fact tllat
changes in savings involve long delays both to filter short term economic
fluctuations and because behavior patterns are slavl to change.
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The parameters of Eq. 25 normally used to describe consumer (or investor)
behavior embody the typical assumptions of logarithmic utility and a 3% per year
rate of pure time preference. While time preference may be unethical in an
intergenerational context, it is likely and sensible for it to playa role in an
individual's consumption and investment decisions (Schelling 1995). If the social
welfare function used for policy evaluation uses a lower rate of time preference, it
may be optimal to implement an investment subsidy, among other policies. This
may bias the apparent optimal carbon tax, though it appears that carbon taxes and
investment behavior are relatively insensitive to one anotller.

The model also provides the option of using a constant (exogenous) interest rate,
as in most cost-benefit analyses. However, a constant interest rate is only consistent
with the typical model outcome of declining economic growth rates if pure tirrte
preference is high and inequality aversion is low.

Table 10: Interest Rate Parameters

Consumer Discount Rate Pc

Consumer Inequality Aversion 8c
Output Perception Time
Output Trend Establishment

Time

Parameter

Constant Interest Rate

Alias Value Units Notes

.055 l/year Not Ilonnally active.
(Weyant 1995)

.03 l/year

1 dmnl Logarithmic utili ty.

5 years
20 years

Goods Allocation

The goods allocation sector distributes economic output among energy
production requirelnents, investment requirements, and consumption. The short­
term variable costs required for energy production have first calIon output. Then,
investment requirements are deducted, and the residue is allocated to consunlption.

Figure 44: Goods Allocation
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For robustness under extreme conditions, the actual input of goods and services
to energy production and investment is constrained to be less than or equal to the
quantity actually available. In practice, this constraint is never binding.

Goods Production

In the long run, the goods production sector is structured mllch like other
economic and system dynamics models, with a nested structure of CES and Cobb­
Douglas production functions:

Figure 45: Long-run Production Structure
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The major feature that differentiates tIle production structure of the FREE model
from that of other small climate-economy models is that energy requirements are
embodied in in the capital stock. That is, once capital is constructed, it is only
possible to adjust its energy intensity along a more restricted (i.e. lower elasticity)
production function. This reflects the fact that, in the real world, energy
con:=:umption depends on the energy requirements of durable products like
automobiles, machinery, and homes. For example, once an automobile rolls off the
assembly line, there is little that can be done to alter its fuel efficiency, so cllanges in
fuel consumption must be acheived largely through changes in driving patterns.
Models like DICE, by contrast, assume that gas-guzzling full-size pickup tnlcks can
be immediately and costlessly converted to fuel-sipping subcompacts.
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Embodiment of energy requirements in capital allows one to distinguish
between the costs of suboptimal capital utilization during a transition to a different
energy system and the true long-run costs of that system. It also allows the long-run
elasticity of substition among energy supply technologies to be realistically high,
without generatirlg unrealistic short-term behavior, because the substitution
induced by price changes takes effect only gradually, as tIle capital stocl< is replaced.

Figure 46: Long VB. Short-run Production Fllnctions
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A decrease in energy prices from P to P' promotes limited substitution of energy for capital in tIle short
run (A to C), but a much larger change in the long run (A to B).

Output

Output is generated by a Cobb-Douglas production function between the sl10rt­
run capital-energy aggregate good, labor, and technology (Eq. 26). Labor participation
is assumed to be constant; households thus make no substitutions between illcome
and household labor input or leisure time. Also, the labor intensity of capital is
flexible, so that tl,ere is always full employment. VariatiollS in productivity from
climate damages or changing energy prices thus lead instantalleously to variations
in the wage.
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Eq.26_ (.f-)a. [EL)( 1 - a )
Y- Y TD L KO

o m 0 , 0

Y = gross output Lo = initial labor
y 0 = reference gross Olltput KG = operating capital
T = factor productivity K0 0 = reference operating capital
L = labor a = value sllare of labor

In the standard scenario, output closely replicates historical GOP. Over the future
horizon of the model, output growth is calibrated by adjusting the rate of factor
productivity growth to correspond roughly with the EMF-14 scenario. To achieve
this fit, the factor productivity growth rate must fall to .75% per year-half its lllitial
value of 1.5% per year.

Figure 47: Gross Output
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Table 11: Output Parameters

Parameter Alias Value Units Notes

Value Share of Labor
Reference Output

a.

YO
.7 dmnl

6.124e12 $/year Model is denominated in
constaI1t 1990 dollars.
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Factor Productivity

As ill. other Inodels, factor-neutral improvement in productivity is an important
driver of economic growth. Factor productivity grows at an exogenous fractional
rate. The growth rate itself declines exogenously to a constant asyrrlptotic value.

Figure 48: Factor Productivity
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If the asymptotic growth rate is zero, technical progress eventually ceases, as in
the DICE model. If it is nonzero (as in the standard scenario of the FREE model),
factor productivity improvement continues to drive economic growth.
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Figzlre 49: Factor Productivity
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Table 12: Factor Productivity Parameters

Parameter V,lue Units Notes

Initial Factor Productivity .015 l/year (Nordhaus 1994)
Growth Rate

Factor Productivity Growth .01 l/year (Nordhaus 1994)
Rate Decline Rate

Asymptotic Factor .0075 l/year Calibrated to EMF-14
Productivity Growth Rate scenario (Weynnt 1995)

Short-run Production Structure

In the SllGrt run, the utilization c,f capital is varied in response to cllangirlg
energy prices. If energy price:] are higher than the values for whicll the capital stock
vIas designed, utilization falls, as onl.v the most efficient capital is operated.
Operating capital is a fun.ction of the normal capital-energy aggregate, tIle actual
input of the aggregate energy good., and the normal aggregate energy reqtlirerr\ent of
capital (Eq. 27). The short-run value share coefficient for energy irlpllts is cllosen
such that the short-rlln production function is tangent to the I011g-run production
function (r ~q. 31) at normal utilization of capital.
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p

( )

Ice sr
KO =KN ~ + (1 - ~ )~ ,

sr, sr EN

KN = normal short-run capital­
energy aggregate

EI = actual aggregate energy input
EN = normal aggregate energy

input

a-I
p=--

(J

Psr = ·oaille share of capital in
short-rull capital-energy
aggregate

Pke,sr = short-rlln capital-energy
Sllbstitution coefficient

Eq.27

Eq.28

p = substitution coefficient a = sl4bstitution elasticity

Similarly, the short-run aggregate energy good is a function of tIle actual
delivered energy input for each source and the energy requirements embodied in
cafJital (Eq. 29). Again, the short-run value share coefficients for energy sources are
ChOSe!l such that the short-run production function is tangent to the long-run
production function (Eq. 32) when the normal mix of energy sources is used.

EI=EN ~ y.
~ l,sr

I

ED
i

ER
i

p
e,sr

Eq.29

ED; = energy delivery rate
ERi = embodied energy

requirement
i = Sllbscript for energy sources

Yi,sr = vallie slzare of energy
sources in short-rull aggregate
energy prodllct

Pe,sr = sllort-run energy
substitution coefficient

Energy ordered is delivered by the energy sector with a one-quarter delay,
provided that the energy sector's capacity conntraints are not binding (see below).
Energy orders are determine,i by adjusting the current energy delivery rate for tl1e
Ctlrrent price and marginul product of energy.
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r
M

..,

EO =ED i,sr
· · J>
I I \. i

Eq.30

Pi = perceived energy price
1] = energy order adjust1nent

coefficient

EO i = energy order rate
ED i = energy delivery rate
M i sr = short-run marginal

product of energy

Long Run Production Structure

1be long-run production functio11 is similar to the short-rtln structure.I with t11~

exception that elasticities of substitution between capital and the aggregate er\ergy
good and among energy sources are higher.

Eq.31

KN = normal capital-energy
aggregate

KN0 = reference capital-energy
aggregate

K = capital
Ko = reference capital
EN = normal aggregate energy

inpllt

El'J0 = refere11ce aggregate e11ergy
input

A = embodf~d aulonOlnOllS
energy efficiency improvelnent

f3 Ir = long-rull vallie share of
energy

Pke,lr = long-rlln capital-el1 l?1gy
substitution coefficie11t

EN=EN
o

ER
i

ER
i,O

p
e,lr

(p:,lr J
Eq.32

ER i = embodied energy
requirement

ri,lr = value share of energy SOllrce

Pe,!r = long-run energy
substitution coefficient
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Table 13: Production StrlJcture Parameters

Parameter Alias Value Units

Long Rtul Capital-Energy O'ke,lr .75 dmnl
Substitution Elasticity

Long Run Inter-Energy O'e,lr 2 dmnl
Substitution Elasticity

Short Run Capital-Energy O'ke,sr .1 dmnl
Substitution Elasticity

Short Run Inter-Energy O'e,sr .2 dmnl
Substitution Elasticity

Notes

Behavior may lower
effective long-run elasticity.
See Energy Requirements
section for details.

Eq.33

Capital

Capital for goods production increases with investment, and is discarded after a
fixed average lifetime (Eq. 33). There is no v~ntaging of capital, so the depreciation
process behaves like a first-order exponential decay.

K(t) = ~ I(t) - 0 K(t) dl

K = capital
I = investment rate

8 = fractional depreciation rate

Eq.34

Capital orders respond to three pressures (Eq. 34). Orders first replace depreciation
(loops Bl alld Rl in Figure 50). They also correct the gap between desired and actual
capital over the capital correction time (loop B3). The desired capital stocl< is
anchored on the actual capital stock and adjusted for the relative cost and marginal
product of capital (loops B2 and R2, Eq. 35). Finally, orders augment the capital stock
in order to anticipate growth in output (loop R3); otherwise capital would
continously lag its optimal value.

1= MAX(O,BK + D~: K + KGJ

DK = desired capital
'k = capital correction time

KM
DK=-_k

r

M k = margil1al product of capital

G = perceived fractional growth
rate of outpllt

r = interest rate
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Figure 50: Capital
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Loop B2, profit-driven capital s~ock correction, is the only loop that exists in
general equilibrium models. This is unrealistic, as firms and consumers do not
Inake decisions on the basis of current returns alone and cannot installtaneously
perceive the marginal product of capital. While the profit feedback loop 1.8 sufficie11t
to control the capital stock when the model is simulated to equilibrium at each time
step, it performs poorly if used in isolation in a disequilibrium model.

Table 14: Capital Parameters

Parameter

Capital Lifetinle
Time to Correct Capital

Alias VallIe Units

15 years
4 years
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Energy Requirements

Energy requirements for each source are embodied in the capital stock (Sterman
1981). Energy requirements are tracked separately for each of tile four sources, under
the assumption that they have sigllificantly different carriers (i.e. solid fuel vs.
electricity) and tl1us are not highly substitutable in the short run. The capital stock is
not subdivided into vintages; all ages are assumed to be well-mixed.

The assumptions of perfect mixing and distinct ellergy carriers are somewhat
restrictive. Larger models like EPPA (Yang, Eckaus et al. 1996) typically maintain
separate vintages for each discrete time step and include a near-perfect substitute for
each major fuel. The practical difference between the two approaches arises only
when there are extreme changes in energy costs, as might occur if depletion of oil
and gas were to happen ver}' suddenly. In a model like EPrA, this would lead to
immediate substitution of backstop fuels for oil and gas, and the use of older capital
vintages would be discontinued. Capacity utilization in new and recent capital
vintages, whicll would be better adapted to the new costs, could remain high,
though. In the FREF model, by contrast, utilization across the entire capital 8tocl(
would have to fall, and the short-rull transition to backstop fuels would be limited.

The rates of installation and discard of energy requirements are co-flows with
capital investment and discards. In addition, retrofits adjust the energy
requirements of existing capital to the current planned energy intensity of new
capital. Retrofits thus function like an accelerated rate of capital discard, witll costless
replacement.

r-

ER (t) =IN (t) (I(t) + E K(t)) - (8 + E) ER (t) dt
i ~ i i

Eq.36

ER j = energy requirelnent
N i = planned energy intensity of

new capital

I = investment rate
G = fractional retrofit rate
8 = fractional discard rate

In reality, retrofits are not free, and the rate of retrofitting varies according to t11e
relative cost and the potential savings gained by retrofitting a unit of capital. When
the energy intensity of the existing capital stock is far from the planned energy
intensity of new capital, the potential savings are large, and retrofits are
implemented rapidly. However, these effects are neglected, and retrofits are not
normally active in the standard scenario of the model. Retrofit potential is captured
instead ill the short-run substitution elasticity.
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Figure 51: Energy Requirements
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The energy requirements of new capital are determined by anchoring to the
existing energy intensity of capital, and adjusting for the price of each energy source
relative to its marginal product in the long-run production function. "fwo delays
influence this process. First, it takes time to form expectations of future energy prices
(energy forecasts may also include extrapolation of past trends). Second, it takes time
to incorporate the desired energy intensity into planned products.

N(t) =
i

ND(t)-N(t)
i i dt

't
n

Eq.37

Til = energy intensity plan11ing
delay

N j = planned energy intensity of
new capital

ND i = desired energlJ intensity of
new capital

The energy intensity adjustment has two components: an adjustment to the
aggregate energy intensity (loops B2 and B3 in Figure 51), and an adjustment to the
relative shares of individual energy sources (loop BI). Each adjustment process
operates by anchoring to the current energy iIltensity (loops Rl and R2), and
adjusting for the relative price and marginal product of energy.
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ND =N AEDS
i T i

NT = total energy intensity of
capital

LERj
iN=--­

T K

AE = aggregate energy intensity
adjustrrlent

D Si = desired share

Eq.38

Eq.39

ER; = energy reqllirement K = capital

The first component, the adjustment to aggregate energy inten.sity, compares the
marginal product of the aggregate energy good to the aggregate price of energy from
all sources. This is, in effect, a decision about total energy efficiency-the insulation
thickness in homes, or the balance of public trarlsport vs. private automobiles.

(
0) cr ) Eq.40

Al ke,Ir

AE= T
p

T

M l' = long-run marginal product (}) = energy intensity adjustment
of aggregate energy coefficient

PT = perceived aggregate energy Gke,lr = long-run capital-energy
price Sllbstitution elasticity
The second component, adjustment to the relative shares of individual energy

sources, corresponds to decisions about fuel switching---gas vs. electric appliallces, or
coal-fired electric vs. solar water heating.

AI
i

DS =---
j L AI,

. J
.I

.AI; = adjzlsted energy intensity i,j = subscripts for energtJ sources
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( CO ere, lr)

ER
i

AI =---------
i K

Eq.42

M i,lr = long-run marginal product liJ = energy intensity adjustment
of energy coefficient

Pi = perceived energy price ae,lr = long-run inter-el1er~J

substitution elasticity
If the ellergy intensity adjustment coefficient in Eq. 40 and Eq. 42, ro, is set equal to

I, the model ·will behave like a general equilbrium model with a putty-clay
structure. In this case, a change in energy prices results in an immediate adjustment
of the energy intensity of new capital (neglecting perception and planning delays) to
its optimal value.

Figure 52: Energy Intensity Adjustment
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Response of embodied energy requirements for oil to a step increase in oil prices for (0 =1. 1ne expected
oil price overshoots the actual oil price significantly, due to extrapolation of the price trend. Desired
energy intensity rapidly adjusts to the new, lower optimal value given expected prices, and then
relaxes slightly upward as the expected price overshoot diminishes. The planned energy irltensity of
new capital lags desired energy intensity by the time required to change the product mix. The energy
inteIlsily embodied in the capital stock adjusts more slowly, as the capital stock is replaced. COffilJare
with Figure 53.
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If (0 = I, the long-run interfuel substitution elasticity must be less than 1 in order
for the model to behave realistically when subjected to shocks like the OPEC oil
price increases. But in the CES production structure, a substitu.tion elasticity of less
than 1 implies that economic output must be zero if any fuel is eliminated from the
energy mix. This is clearly 110t the case in reality, and llse of such low elasticities
leads to a model \vhich is not robust.

In add~tion, consumers and firms do not knO\V the true long-run production
function of the economy; they must climb local gradients to improve perfornlance.
In the case of energy, which represents a small fraction of total output, these
gradients are likely to be perceived weakly. More importantly, these gradients are
biased toward the energy characteristics of existing capital by path-dependency
effects. For example, the productivity of investment in a particular transportation
mode is influenced not only by the long-run optimal tra11sportation mix, but also by
the infrastructure built up around the current transportation mix (Hourcade and
Chapuis 1994).

Figure 53: Constrained Energy [rltensity Adjustment
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Response of embodied energy requirements for oil to a step increase in oil prices. ro = .33, so the effective
adjustment in the energy intensity of new capitall'las one-third the magnitude that one would expect
given the long run capital-energy and interfuel substitution elasticities. Prices and price expectations
are the same as in Figure 52. Desired energy intensity now adjusts much more slowly, as it is biased
toward the embodied energy intensity of capital, which changes only as capital is replaced. Compare
with Figure 52.
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Considering behavior, robustness, and path dependency arguments, it seems
likely tilat the adjustment of the energy intensity of new capital toward the
economy's true long-run production frontier is I\ot instantaneous; that is, ffi < 1. In
this case the adjustlnent of the energy intensity of the capital stocl< to its long-run
optimal value is substantially slower (see Figure 53).

Since prior estimates of elasticities rely on models with substantially different
structures from that presented here, the model was parameterized by first setting the
capital-energy and interfuel substitution elasticities crlr to plausibly high a priori
values and then using ro to calibrate the model to historical data. The resulting
values for the true long run substitution elasticities are at the lligh end of the range
found in other models (Table 13), while the effective response of the new capital
adjustment process is at the 10\\T end (Nordhaus and Yohe 1983; Burniaux, Nicoletti
et al. 1992; Manne, Mendelsohn et al. 1995; Yang, Eckaus et al. 1996; Yohe and
Wallace 1996). The balance between behavioral «(0) and structural (0-) factors in the
determination of substitution potential is a crucial area for sensitivity analysis.

Table 15: Energy Requirement Parameters

NotesParameter Alias Value Units

Energy Intensity Adjustment 0) .33 dnml
Coefficient

Energy Intensity Adjustment t n 4 years
Time

Sum of perception and
implementation delays in
Sterman (1981)-----

Autonomous Energy Efficiency Improvement

Like energy requirements, autonomous energy efficienc)l improvements (AEEI)
are embodied in the capital stock. Ihe AEEI of new capital adjusts exponentially to a
nonzero asymptotic value. The energy intensity of capital has practical and
thermodynamic lower limits, so AEEI cannot reach zero. As capital is installed,
discarded, or retrofitted, the average AEEI embodied in the capital stock adjusts as a
co-flow.

~ AEEI(t) (I(t) + E K(t)) - (3 + E) A(t) dt
A(t) - ------K-(t-)------

Eq.43

A = average embodied AEEI of
capital

AEEI = autonomOl-lS energy
efficiency improvement level
of new capital

K = capital
I = investl1zel1t rate
£ = fractional retrofit rate
8 = fractional discard rate
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AEEI(t) =r(X (AEEI - AEEI( t)) dt
~ a 00

AEEloo = asymptotic energy
efficiency improvement level

aa = fractional autonomous
energy efficiency ilnprovement
rate

Eq.44

Figure 54: Embodied Alltonomous Energy Efficiel1cy Improvement
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Figure 55 shows the behavior of autonomous energy efficiency improvement.
The average embodied AEEI declines at the same rate at the AEEI of new capital, but
lags it by about 10 years. If the capital stock is in equilibritlrn, with investment just
replacing depreciation, the embodied AEEI lags tIle AEEI of new capital by the capital
lifetime, 15 years. If investment grows rapidly, the lag is shorter, as most of the
capital stock consists of recently-installed capital with characteristics close to t11e
AEEI of new capital. With no investment, the embodied AEEI remains constant,
even though the potential AEEI of new capital continues to improve.
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Figure 55: AutonomOllS El1ergy Efficie1lcy Improvement Behavior
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Under normal conditions, when the fractional autonomous energy efficiency
improvement rate is low and the rates of growth and turnover of capital are
relatively constant, the AEEI in this model does not behave significantly differently
from the unembodied AEEI in simpler models. Differences arise mainly in extreme
conditions, \vhen investment rates change dramatically, for example.

Table 16: Al-ltonomous Energy Efficiency Improvement Parameters

Parameter Alias Value Units Notes

Autonomous Energy Efficieny u a .005 l/year Lower bound of typical
Improvement Rate range (Beaver 1993)

Asymptotic AEEI AEEIoo .1 dmnl (Gilli, Nakicenovic et al.
1996)

Energy
The energy sector produces energy to meet orders from the goods producing

sector. In the short run, energy producing capital is fixed, and the el'lergy sector
varies production by adjusting the rate of variable (goods) inputs to set capacity
utilization to the required level. In the long run, the energy sector adjusts its
capacity by varying the capital stock ill reponse to production pressure and profit
incentives.
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There are two types of energy sources: nonrenewable fossil fuels, and noncarbon
renewables. Nonrenewables are disaggregated into coal (and other solid fuels) and
an oillgas composite. Nonrenewable fuels are subject to increasing production costs
as resource stocks are depleted, and have an upper limit to the rate at which the
remaining reSOltrCe can be depleted. There are two noncarbon sources - h.ydro and
nuclear electricity, and new renewables like biomass liquid fuels or wind electricity.
Renewable energy sources have an upper limit to their production rate, as tllese
resources are limited by flows like th.e flux of incoming solar radiation.

Hydro and nuclear electricity are aggregated, though they actually have
substantially different characteristics. Hydro electricity is subject to dilninishing
returns to expallsion as the best sites are exploited, while nuclear power could be
available at a relatively constant marginal cost. Hydro is truly renew'able, while
nuclear fuel resources are depletable (though they are large if breeder technology is
used). The two sources are aggregated as a matter of convenience because they have
the same carrier.

This is not a problem if further expansion of nuclear power generation is
politically constrained, so that the marginal cost of expansion of the hydro/nuclear
aggregate is determined by limited hydro resources. This is the case in the standard
model scenario. Similarly, if nuclear potential is unlimited, this can be simulated by
raising the resource constraint for hydro/nuclear to a very high level, in whicll case
the marginal cost of supply would be nearly constant. To simulate other,
intermediate cases would require disaggregation.

Figure 56: El1ergy Production
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In the long run, production capacity is determined by the supply of producing
capital for each energy source. In addition, tecllnology augme11ts the effectiveness l1f

intensive inputs (goods and capital) and depletion c.nd saturation effects limit
productivity in t!\e nonrene'\vable and renewable sectors, respectively.

EP =EP
;,0

r·.. \.

a
i, r R

i,O

P
i, r

p

+ (1 -a. ) Ell. i, r
I, r I

(p :,r J
Eq.45

EP i = energy production Ell; = effective input intensity
Ep i,O = initial elzergy production a i,f = resource share
Ri = reSOllrce remainil1g Pi r = resource substitution
Ri,a = initial resource remaining , coefficien t

The coefficient a is chosen SllCh that there is an upper limit to the rate of energy
production, representing the minimum time required to extract the remaining
resource (for nonrenewables) or the maximum resource flux available (for
renewables).

a =
nonren, r

R
i,O

1" EP
r ;,0

a =
rene\v, r

R
i,O

EP
i~ 0

Eq.46

Tr = nzininlllm time to deplete resource

The effective input intensity represents the relative effort devoted to resource
extraction. It depends on tIle level of technology and capital and variable (goods)
inputs to prod1J.ction.

p

(
KE. I i,kv

Ell = TE - I J· ·lKEI I · 0
I,

TE = energy techl1010gy
KE; = capital
KE;,o = il1itial capital

V
i

V
i,O

( 1- P )
i, k'V

Vi = variable (goods) input
V i,U = initial variable inpll t
fJi,kIJ = capital share
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This formulation implies that there are limits to the rate of productioll of el1ergy.
In the sllort rlln, capital and the resource endowment are fixed, so the energy sector
can only vary its output by varying the il1tensity of variable (goods) inputs. Since the
elasticity of substitution between resources and other inputs is less t11an I, ellergy
productio11 has an upper limit as variable costs approach infinity. Since infinite
variable costs are unrealistic, the variable inputs are constrained by limitirlg
schedtlled production to the minimum of orders or a maximum production rate,
determined by a n1aximum practical rate of variable input.

Figtlre 57: Energy Short-run Supply Curve

Upper Limit with Infinite Inputs

Practical Upper Limit

432

Variable Cost

1o

1.4

1.2

1.....-----mr

0.8

0.6

0.4

0.2

Energy Production

Normal Energy Production

Normal Variable Cost

Because the illputs to energy production are capital and goods: an importallt
positive feedback loop is excluded. Energy' production is itself a capital- and energy­
intensive activity. rfhis means that if the price of er\ergy increases, the cost of energy
production increases, contributing to further increases in energy prices. A more
complex specification of the energy sector, which included energy and labor factors,
would capture this effect.
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Table 17: Energy Production Paran1cters

Parameter

Capital Sltare
(nonrenewable)
(renewable)

ReSOllrce Elasticity
(nonrene'wable)
(renewable)

Minimum Depletion Time
Initial Resource

(coal)
(oil/gas)
(hydro/nuclear)
(new)

Alias

Pi,kv

Pi,r

Value Units Notes

.6 dmnl (Sterman 1981; International

.8 dmnl Energy Agency 1992)

.7 dmnl Calibrated to yi~ld

.5 dmnl appropriate depletion
profiles.

20 years

3e14 GJ EMF-14 assumptions
3.05e13 GJ (Weyant 1995)
1.28el1 GJ/year (Goldemberg, JohaIlsson et

1.ge12 GJ/year al. 1987; IIlternational
Energy Agency 1992;
Schipper Cllld Meyers)

Depletion

In t11e long run, Eq. 45 implies additional limits to production from depletion
and saturation. lne depletion effect represents the diminishing productivity of
nonrenewable energy production as the resource remaining declines. The
opportunity cost of resource depletion is treated as an externality, so the resource
depletion path will be suboptimal unless resource owners (typically governments)
intervene to restore efficiency by imposing a depletion tax, for example. The
saturation effect represents the increasing marginal cost of supply for both
renewable and nonrenewable energy production as the intensity of effort directed at
extracting a fixed resource endowment increases.

In Eq. 45, as the fraction of the initial resource endowment remaining declilles to
zero, energy production also declines to zero. This must be the case, since there can
be no production when there is no resource. For a given extraction effort (constallt
technology, capital, and variable inputs), the rate of energy production declines as
the resource remaining declines (Figure 58). This creates a negative feedback loop
(Bl in Figure 59). As the resource remaining declines, the rate of energy productiol1
decreases, reducing the rate of decline of the resource.
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Figzlre 58: Oil Depletion Effect
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Figzlre 59: Nonrenewable ReSOllrce Depletion
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Even if the resource endowment remains fixed, there are diminisJling retllrns to
energy production effort. For renewables, sites with the highest wind, solar, or 11ydro
potential or the most conventient locations are exploited first. For nonrenewables,
field pressure gradients or mine congestion liolit the extraction rate, causi.ng
diminishing returns to additional extractioll effort.
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Figzlre 60: Hydro/Nuclear Saturation Effect
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Energy Capital

Energy capital stocks, like the goods production capital stock, adjllst in response
to production pressure, profit, and growth. Unlike the goods producing sector, the
energy sector also includes a significant capital construction delay.

Capital depreciates with a fixed lifetime (Eq~ 48 al1d loop Bl in Figure 61).
Similarly, capital under construction is completed after a fixed delay (provided
sufficient investment goods are available; a constraint \\,hich is not normally
binding and is omitted from Eq. 49 for clarity).

KE (t) =
i

KC (t)
i

't
C

8 KE(t)dt
i i

Eq.48

KE; = energy capital
KC; = energy capital tinder

cons trliC tion

KC(t)
i

KC (t) = EKO (I) - dt
i i t

C

EKO; = el1ergy capital order rate

'rc = capital constrllctiol1 delay
0; = e11erglJ capital lifetilne
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Figtlre 61: Energy Capital
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Orders for capital replace discards (Rl) and adjust the capital stock and supply
line of capital under construction to desired levels (B2 and B3). The desired capital
stock, Eq. 51, is anchored to the current capital stock (R2), with adjustments for the
relative price and marginal productivity of capital (B3) and for production pressure.
The desired supply" line of capital under construction, Eq. 52, is the quantity required
to ensure that the conlpletion rate of capital (B4) is Sllfficient to replace discards aI1d
to provide for growth in orders (R3 and R4).

DKCj(t) - KCj(t) DKEj(t) - KE (t) I
EKO(t) =MAX 0,8 KE(t)+-----+ + KE.(()GE.(t)J

i itt I I
kc k

Eq.50

D KC i = desired energy capital ulzder
co ns t rll ct ion

D KE i = desired energy capital
7.k = time to correct capital

fkc = tinle to correct capital under
construction

GEi = perceived groloth rate of energy
orders
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DKE =
i

KE M EO
l i, k i

rlVEP
l

Eq.51

Capital construction costs are overnight costs. In other words, no physical inputs
from the goods producing sector are required until the moment construction is
completed. In addition, the rate of capital completion is normally unconstrained by
capital goods availability, since there is no explicit capital goods producing sector.

Table 18: Energy Capital Parameters

Technology

While depletion and saturation increase costs in the erlergy sector, technology
reduces them. Two representations of technology are incorporated in the model, as
well as a cost-reducing effect of scale economies. The cost reduction frool all three
effects is subject to a lower bound, implying that tllere are some irreducible costs of
energy production (Eq. 53). It is also possible to drive energy technology witll data
from another simulation (not shown here).

jj

l'

Notes

(Sterman 1981; International
Energy Agency 1992)

(Sterman 1981)
(Sterman 1981)

20 years
20 years
40 years
30 years
10 years
4 years

4 years

Value Units

Eq.52

EOi = energy order rate
NEP i = norrnal energy production

rate

Alias

Mi,k = 1narginal product of el1ergy
capital

r = interest rate

DKC. = KE. (8. + GE.)'t
kcI I I I

Parameter

Capital Lifetime
(coal)
(oill gas)
(hydroInuclear)
(new)

COIlstruction Delay
Capital Correction Time

Supply Line Correction Time
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1
TE

i
= ----l---L-L--

LL + i
i ET v AT (l - v) S

i i l

Eq.53

A T; = uZlton0t1l01lS technology
S i = scale economy effect
v = !ractiun of techl10logtj

endogenous

TE; = energtj technology level
LL i = lower limit to cost

redzlctions from technology
ETi = endogenous technology

(learning cllrve)

Endogenous tecllnological change is implemented as a standard learning curve,
with cltffiulative investment in energy capital as its input. While it is more
common to use cumulative production, investmellt was chosen as the driver in
order to make it easier to implement an explicit research and development sector in
the future. While there are good arguments for either choice, in practice investnle11t
and production experience are highly correlated, and it is difficult to determine
which is actually the more relevant input to technological improvemellt. Arrow's
original formulation of the learning curve was based on cumulative investment
(Arrow 1962).

C
i

ET=p In-
Z• t C

·0I,

C i 0 = initial cumlliative
'investment

C i = cumulative investment

C(t)=rI(t)dt
i ~ i

Pt = learning curve coefficient

Eq.54

Eq.55

Ii = energy invrstlnent rate (=energy capital cot1lpletion rate)

The conventional technology treatment involves an autonomous exponential
improvement in technology (Eq. 56). The scale effect (Eq. 57) is not really a form of
technology per se, bl1t is included here as it may be treated a112.1ogously. The bellefits
of scale economies are assumed to accrue to the industry as a whole, so they are an
externality for any individual firm.
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Eq.56

Eq.57

KE
i

Si= KE
i,O

at = fractional auton01tlOllS energy technology growth rate

y
s

KEi = energy capital
KE i,O = initial energy capital

Figzlre 62: Energy Technology

Ys = scale coefficient

Energy Learning Rate

Table 19: Energy Tecllnology Parameters

Parameter Alias Value Units Notes

Fraction of Technology v 1 dmnl
Endogenous

Learning Rate Pt .8 dtnnl (Argote and Epple 1990;
Christiansson 1995;
rvIessner 1996)

Technology I.lower Limit
(coal) LLi .1 dmnl
(oil/ gas) .1 dmnl
(hydro/nl1clear) .1 dmnl
(new) .01 dmnl

Pricing

The ellergy sector posts prices to the goods producing sector. The price to to tile
goods producing sector consists of the price paid to energy producers plus taxes,
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distribution charges, and depletion rent (Eq. 58). The producer price adjusts to the
desired price level with a short delay (Eq. 59).

p = PP + Jl + D + T Eq. 58
iii i i

Pi = ener~:I price
PPi = producer price
J.l i = depletion rent

IP (t) - PP (t)

i i dt
L

P

D i = distribution cost
Ti = total taxes

Eq.59

EO; = energy order rate
NEP i = energy production at

normal capacity utilization
Yd = weight to demand pressllre

[Pi = indicated prOd'ilCer price 'rp = price adjustment time

The desired producer price is anchored to the current price and may be adjusted
for effects of short term marginal costs (as in general equilibrium models), average
costs, production pressure, and tIle short term marginal productivity of energy in
goods production. Norma.lly, not all of these factors are active.

y y Y
d

Eq.60

AC
a Me m

EO

IP =pp
i i i

i i pp pp NEP
i i i

A C i = average cost of energy
production

Ya = weight to average cost
Me i = marginal cost of energy

production
rm = 'lveight to marginal cost

True marginal cost pricing is somewhat unrealistic in this setting, because short
run marginal costs are volatile and it is difficult for energy producers to know true
marginal cost. The average cost pricing rule provides an attractive alternative. By
this rllle, producers allocate fixed costs across normal production to calculate an
overhead, add average short term variable costs, and correct for supply and denlal1d
pressures. In equilibrium, this rule sets the same price as marginal cost pricing, and
has the advantage of greater stability and reliance on readily available information.
Utility regulation generally sets electricity prices on an average cost basis, and there
is evidence for average cost pricing in coal contracts as well Ooskow 1987).
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Figlire 63: Energy Pricing
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While variations in the weights to various factors influencing price do affect
model behavior, experiments indicate that policy conclusions are relatively
insensitive to the pricing nlethod chosen.

Table 20: Energy Pricing Parameters

Parameter Alias Value Units

Price Adjustment Time 'tp 1 year
Unit Distribution Costs D· 0 $/GJ1

Initial Producer Price
(coal) 1.278 $/GJ
(oil/gas) 1.297 $/GJ
(hydro/nuclear) 6.648 $/GJ
(new) 60 $/GJ

Weight to Average Cost Ya 1 dmnl
Weight to Marginal Cost Ym 0 dmnl
Supply/Demand Coefficient Yd 2 dmnl

Policies

The model incorporates three tax policies that influence energy prices. A
depletion tax may be applied to the nonrenewable energy sources. An energy tax
Inay be applied to all sources equally. A carbon tax may be applied to the
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nonrenewable energy sources. The model also allows for several other policy levers
(investment subsidies or taxes for example), but these have not been implemented
to date.

Carbon and Energy Taxes

The carbon tax is a simple control he"uristic with a constant term and inputs from
the perceived rate of CO2 emissions and the atmospheric concentration of CO2 - A

constant energy tax (i.e. BTU tax) may also be applied to all sources. Both are subject
to an implementation delay, modeled as a first-order adjustment process.

T =E T + T Eq. 61
i ice

T i = total tax
Gi = carbon content

T (1) =
e

DT (1) - T (1)

e e dt
't
t

Tc = carbon tax
Te = energy tax

Eq.62

DTe = desired energy tax 'I = tax implenlentatiol1 ti,ne

T (t) =
c

DT (1) - T (1)

C C dt
't

t

Eq.63

DTc = desired carbon tax

T ETC
1 2 a

DT =T +--+--
c 0 E Co a,O

TO = carbon tax COl1stant
Tl = carbon tax emissions

coefficient
T2 = carbon tax concentration

coefficient

E = CO2 emissions rate
Eo = referel1ce emissions rate
Ca = atmospheric CO2 content
Ca,o = reference atmospheric CO2

con tell t
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Figure 64: Carbon Taxes
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In carbon tax optimization runs, optimal values cf the carbon tax constant and
the coefficients on emissions and atmospheric concentration are sought. This differs
somewhat from the typical approach, in which the optimal tax is represented as a
vector of points over tilne. The disadvantage of this simplified representation is that
the tax trajectories achieva"ble by this rule may not include the true optimal tax
pattern. TIus is of limited concern, as the structure is quite flexible, and complex tax
trajectories wo·uld be difficult to implement anyway. The significant advantages of
this approach are that the search space for optimal policies has low dimensionality
and that the resulting policies can be iIlterpreted in terms of emissions and
concentration constraints. Figure 65 illustrates a number of representative tax
trajectories.
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Figure 65: Representative Tax Trajectories
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Carbon tax trajectories from 20 Monte Carlo simulations of the model, with Latin hypercube sampling of
the carbon tax constant (Tt ) and concentration (Tz)coefficients ov~r the interval [-500}500] $/tonC.

Table 21: Tax Policy Parameters

Parameter Alias Value Units

Tax Adjustment Time 5 years

Depletion Rent

Sin~e the FREE model has nearly 100 state variables, it is obviously impossible to
develop an analytic expression for an optimal depletion tax that restores
intertemporal efficiency. Instead, a simplification is used. A typical optimal control
formulation of the problem is to maximize the discounted flow of net benefits from
resource consumption (Eq. 65), subject to the state equation for the resource (Eq. 66).
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~ Te(-rt) (U(Q,t)- C(R,Q,t))dt

o

U =utility
C = resource extraction cost
Q = resource consumption rate
a
atR(t) =-Q

R = resource remat11lng
r = interest rate
T = planning horizon

{ 0 :s; R(T), R(O) = RO'}

Eq.65

l~q. 66

Eq.n7

The current value Hamiltonian for the problem is given by Eq. 67.
Differentiating with respect to the control and state variahles and solving for tIle
shadow price of the resource, Il, indicates that efficiency requires charging a
depletion rent, IJ., that drives a wedge between the price of the resource (i.e. its
marginal utility) and the marginal extraction cost (Eq. 68).

J=U(Q,t)-C(R,Q,t)-}J. Q

J = current value Hamiltonian
J.l = shadow price (co-state variable) of reSOllrce

~ = (~ U(Q,t))- (~ C(R, Q,t) J

;j.l(t) =~ r +(; C(R, Q, t) J

Eq.68

Eq.69

Over time, the depletion rent Jl rises at the interest rate - the standard result.
Rising extraction costs will create a countervailing pressure, diminishillg ~, since
the derivative of cost with respect to the resource remaining is negative. 111 the
FREE model, the extraction cost approaches infinity as the reSOltree remaining
approaches zero, and the marginal utility of resource consumption approaclles
infinity as the resource consumption rate approaches zero. This implies tllat tile
optimal depletion program will have infulite duration. Within a finite planning
period, some of the resource ,viII remain unconsumed, so the terminal depletiol1
rent must be zero. This means that the depletion rent will first rise at the iIlterest
rate, th.en decline t.oward zero as extraction costs increase.

This structure is implemented in the model by adding a tax on resource
extraction, which changes according to Eq. 69. Since tIle initial value of the tax, ~(O),

is unknown, optimizatioll is used to discover an appropriate value. Tllere are
several problems with this approach. Since the problem structttre is a simplification
of the full model, the behavior of the optimal tax may be distorted, unless the rest of
the model is already behaving in a fasllion consistent with optimal depletion. More
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Nonenergy Carbon Etnissi'Jns
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<Energy Production>

Energy Carbon Emissions
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t
<Carbon Content>

Total Carbon Emissions
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importantl)', the optimal tax implies an unrealistic degree of foresight and structural
knowledge on the part of decision makers, even in its simplified form.

The depletion tax representation is reasonably robust. Early in the simulation,
when oil and gas consulnption is high, the tax trajectory is relatively insensitive to
small variations in t.he initial tax. Errors grow large only late in the simulation
period, when they are unimportant because oil and gas consumption is near zero.
Experiments with small perturbations to the tax trajectory indicate tllat OIlly tiny
improvelnents in welfare are possible, and that climate F'olicy is insensitive to these
perturbations.

Figure 66: CO2 Emissiol1S

Emissions of greenhouse gases from energy production are endogeno'us in the
model. Emissions from coal and the oil-gas composite good equal the rate of
production multiplied by the carbon content of the fuel. For the oil and gas
composite, the carbon conte11t is the average of the carbon contents of oil and gas,
weighted by resources. Nonenergy (mostly land use) CO2 emissions are treated as all

exogenous forcing, with values drawn from IPee scenarios.



Table 22: Erttissions Parameters

Parameter

Carbon Content
(coal)
(oill gas)

Carbon Cycle

Alias

E'1

Value Units

.0247 TonC/GJ

.0171 TonC/GJ

The carbon cycle sector includes two alternative carbon cycle models. The
simpler of the two is drawn unaltered from the DICE model. This is a first-order
linear structure, in which a fraction of emissions accumulate in the atmosphere in
the short run, and is gradually stored in the deep ocean in the long rUl1 ..

Figure 67: DICE Carbon Cycle
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The FREE carbon cycle (Figure 68) is an eddy diffusion model with stocl<s of
carbon in the atmosphere, biosphere, mixed ocean layer, and 10 deep ocean layers.
The model couples the atmosphere-mixed oceall layer interactions a11d net primary
production of the Goudriaan and Kettner and IMAGE 1.0 models (Goudriaan ancl

Ketner 1984; Rotmans 1990) with an II-layer eddy diffusion ocean based on
(Oeschger, Siegenthaler et al. 1975) and a 2-box biosphere based on (Goudriaan and

Ketner 1984).

In the FREE model, all emissions initially accllffiulate in the atmosphere. As tIle
atmospheric concentration of CO2 rises, the uptake of CO2 by the ocean and
biosphere increases, and carbon is gradually stored. The atmospheric flux to tIle
biosphere consists of net primary production. Net primary production grows
logarithmically as the atmospheric concentratioll of CO2 increases (Wullschleger,
Post et al. 1995), according to:
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NPP=NPP
o

C
a

1+~ In --­
b C

a,O

Eq.70

Ca = CO2 in at11losp1zere
ea,D = reference CO2 i11

atmospl1ere

NPP = net primary prodllctiotl
NPP0 = rejeretlCe net primary

production
f3b = biostimzllation coefficient

Because the relationship is logarithmic, the uptake of CO2 by the biosphere is less
than proportional to the increase in atmosph.eric CO2 concentration. Effects of the
current biomass stock, temperature, and human disturbance are neglected.

Figure 68: FREE Carbon Cycle
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It is worth noting that this forn1ulation is not robust tt) large deviations irl tIle

atmospheric concentration of C()2. As the atlnospheric concelltration of CO2
approaches zero, net primary production approaches mi11US infil1ity, Wllicl1 is 11()t

possible given the finite positive stock of biomass. As the concentration of CO2
becomes very lligh, net primary production can grow arbitrarily large, Wllicll is also
not possible in reality. Neither of these constraints is a problem for reasonable
model trajectories, though.

The Goudriaan and Ketner and IMAGE models (Goudriaan and I<et!ler 1984;
Rotrnans 1990) have detailed biospheres, partitioned into leaves, brancl1es, stenlS,
roots, litter, humus, and charcoal. To simplify the model, these categories are
aggregated into stocks of biomass (leaves, branches, stems, roots) and 11l1mus (litter,
humus). Aggregate first-order time COIlstants were calculated for each category on
the basis of their equilibrium stock-flow relationships. Charcoal is neglected due to
its long lifetime. The results are reasonably consisteIlt with other partitionings of
the biosphere and with the one-box biosphere of the Oeschger model (Oeschger,
Siegenthaler et al. 1975; Bolin 1986).

C (1)
b

C (t) = NPP(t) - dt
b t

b

Cb = carbon in biomass TiJ = biolllaSS residence tin"ze

Eq.71

~ C (t)
b

C (t) =
h 1:

b

C (t)

h dt
t
h

Eq.72

ell = carbon in hlll1Z11S ¢ = Izllnzificatiol1 fractiol1
fir = JIU111US residence time

The interaction between the atmosphere and mixed ocean layer involves a Sllift
in chemical equilibria (Goudriaan and Ketner 1984). CO2 in tIle oceal1 reacts to
produce HCO?- an.d C03=. In equilibrium,
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c =c
m m,O

C
a

C
a,O

(~ ) Eq.73

en! = CO2 in mixed ocean layer Ca = CO2 in atfflosphere
C111,0 = reference CO2 in mixt:d ocean Ca,o = reference CO2 in

layer atmosphere
( = buffer factor

The atmosphere and mixed ocean adjust to this equilibrium with a time COllstant of
9.5 years.

The buffer or Revelle factor, S, is typically about 10. As a result, the partial
pressure of CO2 in the ocean rises about 10 times faster than tile total concentration
of carbon (Fung 1991). This means that the ocean, while it initially contains about 60
times as much carbon as the preindustrial atmosphere, behaves as if it were only 6
times as large.

The buffer factor itself rises with the atmospheric concentration of CO2
(Goudriaan and Ketner 1984; Rotmans 1990) and temperature (Fung 1991). This
means that the ocean's capacity to absorb CO2 dirninishes as the atmospheric
concentration rises. The temperature effect (which is omitted in this model) is one
of several possible feedback mechanism between the climate and carbon cycle.

C
as=s +0 In --o b C

a,O

Eq.74

s = buffer factor Ca =CO2 in at1nosphere
SO = reference buffer factor Ca,o = reference CO2 ill

t5b = buffer CO2 coefficient atmosphere

The deep ocean is represented by a simple eddy-diffusion structure sitnilar to that
in the Oeschger model, but witlt fewer layers (Oeschger, Siegenthaler et al. 1975).
Effects of ocean circulation and carbon precipitation, present in more complex
models (Goudriaan and Ketner 1984; Bjorkstrom 1986; Rotmans 1990; Keller and
Goldstein 1995), are neglected. Within the ocean, transport of carbon an10ng oceall
layers operates linearly. lne flux of carbon between two layers of idelltical thickness
is expressed by:
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m,n

(c - C )e
nz n

F =-----
d 2

Eq.75

FnJ,l1 = carbon fltlX from layer m to e = eddy diffusion coefficient
layer n d = depth of layers

Ck = carbon in layer k

The effective time constant for this interactioll, e/d2.. varies with d, the thickness
of the ocean layers. Table 23 summarizes time constants for the interaction between
identical layers. This model employs a 75 meter mixed layer, five 200 nleter middle
layers, and five 560 meter deep ocean layers. Models with fewer ocean layers
underestimate the short term participation of the ocean in carbon uptake (Oeschger,
Siegenthaler et ale 1975) and must increase uptake by other mea.ns to compensate.

Table 23: Time Constal1ts for Ocean Carbon Transport

Layer Thickness

75 meters

200 meters

560 meters

Time Constant

1.4 years

10.0 }'ears

78.4 years

Figure 69 compares the response of carbon cycle models to a pulse of elnissions
that instantaneously doubles the atmospheric stock of CO2- The response of the
FREE carbon cycle is most similar to that of the GLOCO model (I(eller and Goldstein
1995), a complex physical model. The DICE carbon cycle is a conspicuous ()utlier ill
this comparison - its uptake of emissions is more rapid in the short run aIld more
complete in the long run.
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Figure 69: Retention of 2x CO2 Emissions Pulse
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WIlen subjected to a high emissions scenario, the FREE model stands out from
the others. This is because of the nonlinearity of carbon uptake by the ocean and
biosphere. The DICE, meta-GLOCO, and ICAM models are linear and thus do not
exhibit diminishing carbon uptake rates with increasing atmospheric
concentrations. The modified Oescllger and NICE models neglect changes in the
buffer factor due to changes in the partial pressure of CO2 in the atmospllere, and
thus also underestimate the diminishing marginal uptake of carbon.
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Figure 70: Attnospheric Concentration with High Emissions
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Emissions trajectory is from the DICE model, with no abatement and a constant rate of factor
productivity growth.
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Table 24: Carbon Cycle Parameters

Parameter Alias Value Units Notes

FREE
Biomass Residence Time tb 10.6 years Adapted from Goudriaan

(1984)
Biostimulation Coefficit:nt Pb .4 dmnl (Goudriaan and Ketner 1984)

Buffer C02 Coefficient °b 4.05 dmnl (Goudriaan and Ketner 1984)
Eddy Diffusion Coefficient e 4000 meter2/ year (Oeschger, Siegenthaler et

al. 1975)
Humification Fraction <f> .428 dmnl Adapted from Goudriaan

(1984)
Humus Residence Time 'th 27.8 years Adapted from Goudriaan

(1984)
Initial Net Primary NPPO 6elO Tone/year Adapted from Goudriaan

Production (1984)
Mixed Ocean Depth elm 75 meters (Oeschger, Siegenthaler et

al. 1975)
Reference Buffer Factor SO 10 dmnl (Goudriaan and Ketner 1984)
Deep OCeall Layer Thickness dn

(top 5 layers) 200 meters
(bottom 5 layers) 500 meters

Climate

The climate sector is drawn from tile DICE model without modification. This is a
second-order, linear system, with three negative feedback loops. Two loops govern
the transport of heat from the atmosphere and surface ocean, while the third
represents warming of the deep ocean. Deep ocean warming is a slow process,
because the ocean has such a large heat capacity. If the deep ocean temperature is
held constant, the response of the atmosphere and surface ocean to warming is first­
order.
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Figure 71: Climate Sector
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.Radiative forcillg from CO2 is a logarithmic function of the atmospheric CO2

concentTation. Forcing from other gases is exogenous, using IPee assumptions from
the DICE model (Nordhaus 1994). lne equilibrium temperature response to a
change in radiative forcing is deternlined by the radiative forcing coefficient, K, and
the clitnate feedback parameter, A.
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Ie = radiative forcing coefficient
A = climate feedback parameter

Kin --

T =------
equil AIn(2)

Teqllil = equilibrium temperature
Ca = atmospheric CO2

concentration
Ca,o = preindustrial atmospheric

CO 2 concentration

Figure 72: Equilibrium Temperature Response
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Eq.76

Figure 73 shows the absolute temperature following a pulse doubling of
atmospheric CO2,, lne response is roughly a first-order smoothing of the pll1se

response of atmospheric CO2• The absolute temperature change peak.s at about 1.2
degrees, roughly 50 years after the emissions pulse. The 50 year time constant of the
temperature response corresponds well with the time constants estimated for more
complex models (Schlesinger and Jiang 1990). If the doubling of atmospheric CO2

were sustained, the eventual equilibrium temperature would be 2.9 degrees in this
case. Temperature has a lower peak and decays more quickly with the DICE carbon
cycle.
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Figure 73: Temperature Response to 2x CO2 Pulse
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Table 25: Climate Paralneters

Parameter Alias Value Units Notes

Climate Sensitivity KIA 2.908 DegreesC (Nordhaus 1994)

Radiative Forcing Coefficient K 4.1 watt/meter2 (Nordhaus 1994)

Impacts

Climate impacts on the economy are tile final output of the carbon cycle and
climate subsystems. Climate damages in the FREE model are based on the DICE,
with extensions that allow separate treatment of tangible damages (loss of economic
output) and intangible damages (loss of non-market environmental services) and
provide for adaptation to changing climate conditions (Hatlebakk and Moxnes 1992;
Tol1994).
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Figure 74: Impact Sector

Environmental Setvices per Cap Gross Output
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The impact of damages on output is roughly a quadratic function of the absolute
deviation of the temperature of the ahnosphere and upper ocean from adapted
levels, as in the DICE model (Eq. 77-Eq. 79). The structure of the damage function for
intangibles like environmental services is identical, but may use different
parameters.

1
D(~) = 1 - ----a-

1+8
1

( :r) 2

D = climate damage effect
L1 = deviation from adapted

temperature
L1 r = reference deviation from

adapted temperature

A=IT- Ta I

T = temperatllre of atmosphere
and upper ocean

81 = climate damage scale
02 = climate damage nonlinearity

Ta = adapted temperatl-lre
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T (t) =
a

T(t) - T (t)

a dt
t"
a

'a = adaptation time

The adapted temperature adjusts to the prevailing temperature with a dela)'. l'he
time constant of the adjustment process (the inverse of the fractional adjustillent
rate, <x) represents the time required for built capital and natural systelns to adapt to
changing climatic conditions. Norinally, a = 0 and there is no adaptation, so
damag~s depend on the absolute deviation of tetnperature from preindustrial
levels.

For sinall temperature changes, damages increase quadratically with the change
in temperature (Figure 75). For large temperature changes, losses of outpttt and
environmental services approacll 100%.

Figure 75: Damage Response to Small and Large TemperatlJre Chalzges
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Because radiative forcing is logaritllmic, and damages are roughly quadratic, t11e
equilibrium damage response to a given concentration of CO2 is relatively linear
(Figure 76).
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0.01

0.02

Figure 76: Equilibrium Damage Response
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Figure 77 shows the temporal distribution of damages following a pulse doublir\g
of atmospheric CO2• The response is roughly second-(jrder. Since dam.ages are a
monotonic function of temperature, they pe3k at the same time as temperature ­
about 50 years after the pulse. Because it has more rapid carbon uptake, dan1ages
have a lower peak and decay more quickly with the DICE carbon cycle.
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Fig14re 77: Response of Temperature and Dattzages to 2x CO2 Pulse
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Table 26: Impact Parameters

Parameter Alias Value Units Notes

Climate Damage Scale 81
(tangible)
(intangible)

Climate Damage 82
Nonlinearity

Fractional Adaptation Rate l/ta

.013 dnml
o drnnl
2 dnml

o l/year

(Nordhaus 1994)

(Nordhaus 1994)

No adaptation in base case.
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Building on DICE

This chapter de\lelops the parameterization of the model, building from a
sce11ario that is nluch like tile DICE model to a Rcenario that incorporates a more
complex production structure, behavioral dynalnics, depletion, endogenous
technology, and a realistic carbon cycle. These features are added sequentially, so that
the implications of each for model behavior may be explored. Table 27 contrasts the
assumptions of the beginning and ending scenarios in this exploration. l)aralneter
changes for each scenario are documented in the appendix (page 294).

Table 27: Contrasting Scenario ASsU1nptions

Energy production Low share of capital jn energy
capacity production, rapid capacity

adjustment and short
construction lead times.

Energy technology Static.

Depletion None.

Factor
productivity
growth

Production
structure

Behavior

Carbon cycle

Welfare
evaluation

Scenario A (DICE-like)

Asymptotically zero, so that
economic groV\,th eventually
stops.

Putty-putty, with low to
moderate capital-energy and
inter-energy substitution
elasticities.

Rapid adjustment to optilnal
factor balal1ces.

Linear, with infinite carbon
uptake capacity.

Time discounting of social
welfare.

Scenario J (Standard Run)

Always greater than zero;
growth slows but does not
stop.

Putty-clay, with high long-run
elasticities moderated by slow
behavioral adjustments.

Adjustment to optimal factor
balances, but subject to delays
in perception and action.

Capital-intensive output, with
long construction lead times.

Learning Cllfve.

Limited fossil resources and
renewable energy production
rates.

Nonlinear, with limited
carbon sinl<s.

Intergenerational equity.

A. DICE Scenario

In the first scenario, the model is parameterized in order to behave much like
Nordhaus' DICE model. The energy sector has static prices, and energy supply and
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demalld equilibrate very rapidly. Autonomous energy efficiency improvements
gradually reduce emissions. Population and factor productivity growth eventually
cease, lilniting pressure on the climate systen1.

The static energy sector functions much like the DICE model's emissions
abatement cost curve_ A carbon tax induces rapid interfuel and energ}'-capital
substitution, which leads to lower capital productivity and higher ellergy producti()n
costs. These losses can be compared to the DICE abatement cost curve by testing tIle
equilibrium response of the model to a carbon tax, and plotting the resulting welfare
losses and emissions reductions.

To do this, all exogenous drivers, such as technology ar"d population gr()wtll, are
switched off, and investment is held constant, so that capital stocks and prices are in
eqllilibrium. Carbon taxes between 0 and 400 $/TonC are imposed as step inputs.
The cost of reducing emissions closely approximates that of the DICE model on both
short and long time scales and for a wide range of emissions reductions. This
flexible short run behavior has important policy implications. It reduces the
incentive for near-term abatement under uncertainty, as it is easy to adjust
emissions if needed later.
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Figure 78: Emissions Reduction Costs VB. DICE
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Emissions and consumption are shown as a fraction of baseline (no tax) values. Note that for the DICE
model, losses are normally expressed as a fraction of output rather than consumption, so this figure
assumes a constant savings rate--ordinarily a good approximation. Compare with Figure 95.

Returning to the disequilibrium case, a tax of $100 per ton carbon propagates
rapidly through the energy-economy system (Figure 79). The delay in
implementation of the carbon tax is short, so prices are immediately affected. TIle
price of coal, for example, nearly triples in one year. This leads to imm.ediate short­
run substitution among fuels and between capital and energy. As a result, coal
demand falls off dramatically, reaching its new equilibrium share within a few

years.
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Figure 79: Coal Price and Production
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The energy system responds rapidly to the shift in demand. Beginning in 1995,
there is a brief period of reduced capacity utilization in coal production, but tllis is
essentially over within five years, as the lead times for adjusting capital stocks are
short. Since the costs of energy production are mostly variable, this period of low
utilization has almost no impact on the coal price.
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Figure 80: Coal Capacity Utilization
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Comparing this scenario to data, it is evident that the flexible short-run
emissions response is not consistent with historic energy demand patterns. When
subjected to exogenous energy prices from the OPEC era, the response of fuel shares
and total energy dematld to price changes is excessive. One possible explanation for
this is that the substitution elasticities selected are too high. Scenarios G and I-I (page
142) explore another possibility, though-that structural and bellavioral features
account for the difference.
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Figure 81: Simulated vs. Historical EnergtJ Production
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With flexible production in the short and long term, the simulated response of energy production and
consumption to exogenous coal and oillgas prices is excessive, especially for oil and gas.

B. Continuing Growth

One problem with the DICE scenario i~ that econonlic growth ceases late in tIle
21st century. This assumption is technically convenient for optimizationr but is
hardly consistent with recent technological history. The assumptions of declining
technology and population growth reduce economic output and emissions, so that
there is less pressure on fossil fuel resources and the clin1ate system and less need
for abatement. This is evident when one assumes that the rate of factor productivity
growth declines, not to zero, but to some significant positive level. In this case,
emissions rise to nluch higher levels. In a similar vein, Kolstad (1996) explores the
consequences of population growth assumptions in detail.
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Figure 82: Continuing Technological Progress
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A nonzero asymptotic growth rate or factor productivity leads to substantially greater emissions iIl
Scenario B.

c. Depletion

So far, the energy sector has been static, with constant energy supply costs. Unlike
DICE, most climate-economy models incorporate an explicit energy system, with
technological evoltttion and depletion. In this scenario, adding depletion of
nonrenewable fuels introduces resource life cycle dynamics for oil and gas. Adding
upper limits to the production of renewable energy limits the potential for backstop
energy sources.
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Figure 83: Oil & Gas D~pletion Cycle
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Over the historical period, oil and gas productior~ is the same as in scenarios A and B. With the
introduction of depletion, oil and gas production now peaks within 40 years. A carbon tax delays the
peak by shifting demand to non~arbon fuels and promoting substitution of capital for energy, but the
effect is limited because the tax falls more heavily on coal.

One important consequence of depletion is that the trend in decarbollization of
energy assumed by Nordhaus (1994) and others may e'ventually reverse, as oil and
gas are depleted and energy demand shifts to high-carbon solid and synthetic fuels.
In this simulation, the carbon intensity of energy production does rise significantly,
as coal replaces depleted oil and gas (Figure 84). Ho\\'ever, the rising cost of energy
leads to substitution of capital for en~rgy inputs in production. This decrease in
energy intensity more than offsets the increasing carbon intensity of energy. As a
result, the overall ratio of carbon emissions to economic output falls. With a lower
capital-energy substitution potential and higher interfuel substitution, the opposite
could easily occur.
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Figure 84: Carbon Emissions In!:nsity of Energy and Output
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The emissions intensity of energy equals total energy carbon emissions divided by total physical energy
production in primary equivalent terms. TIle emissions intensity of output equals total energy carboll
emissions divided by gross output of goods and services.

Total carbon emissions thus are lower in Scenario C than in Scenario H, largely
because of the decreasing carbon intensity of output. This reduction in elnissions
comes at a price, though. The carbon intensity of output falls becal1se energy
becomes very expensive. The rising cost of depletable energy sources reduces
economic growth substantially (Figure 85).
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Figure 85: Depletion's I1tlpact on Output and Emissions
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Depletion significantly reduces carbon emissions in scenario C, because economic output falls and energy
efficiency increases.

D. Autonomous Energy Technology

Depletion is not the only process affecting energy production costs. Technological
improvement reduces the cost of energy production. Historically, improvements in
techJlology have offset the effects of depletion, though this can not continue forever.
Adding autonomous cost-reducing technology in energy production to the model
offsets some of the effects of depletion. As a result, the price of oil and gas is lower in
the near term. lfowever, this leads to more rapid depletion of the oil and gas
resource.. By 2030, rising costs from depletion outstrip continuing technological
progress, and the price of oil and gas actually exceeds the price without techtl010gical
change.
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Figzlre 86: Oil and Gas Depletion with Autonomous Technology
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Autonomous technolog}T reduces the cost of alternative energy technologies as
well. This creates an incentive to wait before abating emissions, as it is cheaper to do
so later, when technology drives down the cost of noncarbon energy.

E. Endogenous Energy Technology
In reality, technological evolution in the energy sector is at best only partly

autonomous. Technological improvement in energy production also depends on
intentional research and development and accumulation of production experience.
Here, technology is made endogenous by substituting a standard learning curve for
the autonomous teclmology driver. Technology improves as a function of
cumulative investment. Each doubling of cumulative investmellt yields a 20%
reduction in energy production costs.
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Figure 87: Autol10mOUS V5. Endogenolls Technology
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With. autonomous technology, tr..e technological trajectory is tile same with and without a tax. With
endogenous technology, technological progress slows when demand slows-is in the OPEC period and
follOWing the imposition of a tax in 1995.

In the previous scenario, the implementation of a tax had no influence on tIle
technological trajectory of the four energy SOt~rces. With endogenous techrlology,
this is not the case. Imposition of a carbon tax reduces demand for coal, S!O\,Vll1g

investment and thus reducing technological progress (Figure 87). For noncarbon
fuels, technological progress is accelerated.

F. Energy Capacitation

In many models the energy sector is treated as a flexible producer with a constflllt
marginal cost of supply. While energy prices may vary due to depletion and
technology effects, the costs of energy production are entirely variable. Tl1is Ineans
that a rapid transition from one energy source to another is srriooth, even wIlen it is
unanticipated. In reality, the energy sector-especially electric power generation-i~

highly capital intensive, with long construction lead times and capital lifetil11cS.
Tllis means that transitions between energy sources require advance plallning and
may involve significant up-front costs.

One possible consequence of this is that a transition to a less carbon intel1sive
energy system based on more expensive, capital intensive energy sources will
require a substantial pulse of investment during the transition period, because of
the necessity of rapidly building up capital stocks. This could be disruptive to overall
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economic activity. In tllis case, though, the disruption does flot lnaterialize, because
the reduction in investrnent in fossil fuel technologies more than offsets the
increase required in alternative technologies. Still, this would be a difficult period in
the renewable energy sector, which would be required to grow rapidly. Expansiol1
constraints not represented in the model, such as delays in acquiring labor or
financing, would play an important role.

Figure 88: EnerglJ Investment Costs
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With the imposition of a tax, total energy investment falls in this scenario, because the effect of energy
conservatioll exceeds the effect of increased demand in the noncarbon energy sectors.

There is significant disruption of another sort in the carbon energy sectors.
Because the imposition of the tax is unanticipated by fossil fuel producers, tile
sudden reduction in demand causes significant underutilization of capital for coal
and oillgas production. This depresses returns in these industries; the marginal
product of coal producing capital declines by half, and requires mOle than 15 years to
return to normal levels. One could expect producers in tllese industries to fiercely
resist the imposition of such a tax.
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Figure 89: Coal Sector Returns
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When energy sector capital stocks are taken into account, imposition of a carbon tax causes significant
losses in the coal sector, as demand shifts to low-earbon fuels faster than capacity can adjust.

G. Puffy-clay Production

up to this point, the short and long run substitution potentials bet\A/een capital
and energy and among energy sources have been identical. Just as the energy sector
cannot instantly adjust its production capacity, the energy requirements of goods
and services production cannot be changed overnight. Energy requirements are
embodied in capital at the time of construction; thereafter there is much less
flexibility in the reallocation of factor intensities. To represent this in the lnodel, a
putty-clay production structure is added by reducing the short-term substitution
potentials.

After 2030, the normal intensity of coal and oillgas use embodied in the capital
stock is far from equilibrium, because the energy intensity of new capital is based on
myopic price expectations, and oillgas prices are rising rapidly. With flexible sllort­
and long-run substitution, as in the previous scenarios, coal denland rises w·ell
above normal requirements embodied in the capital stock in oreler to replace
depleted oil and gas. However, with inflexible short-ternl demand, coal
consulnption is not able to immediately compensate for declin.ing oil and gas
production.

As a result of this inflexibility, welfare is significantly reduced. The slower
transition away from oil and gas means tl1at energy production costs cOnStlme an
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excessive fraction of output for a longer period of time. Thle putty-clay specification
also implies that emissions are almost two-thirds less sensitive to a carl)on tax in tile
short run (Figure 90 and Table 28). Over 30 years, twice th,e normal capital lifetime,
emissions reductions are comparable.

Figure 90: Impact of Flexibility on El1tissions
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Switching to the putty-clay specification has little impact on gross output and consumption, until the
economy is thrown into severe disequilibrium by the depletion of oil and gas.

Table 28: Emissions Reductions, with Putty-putty alzd PZltty-clay StruC£"llreS

EmL~sions Reduction (vs. BaseliIle)
Year 2000 2025
Scenario F 24% 37%
Scenario G 10% 39%

Emissions reductions are expressed as a percentage of baseline (no tax) emissions. In both scenarios, a 100
$/TonC tax is imposed in 1995.

H. Behavior

While the putty-clay structure above is already a great improvement over the
baseline scenario, there are still several troubling problems. First, in order to obtain
reasonable correspondence with historical data, the interfuel elasticity ()f

substitution must be significantly less than 1 (.7 in this case). III the CES
formulation, this means that there is a lower bound to the intensity of use of any
particular fuel in the aggregate energy Inix. Expenditures on oil and gas tilUS become
an increasing drag on the economy as resources are depleted. By contrast, \AJith a
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higher elasticity of substitution, oil and gas can be completely replaced in the energy
mix, and after a transitional period, expenditures fall accordingly. Economic growth
proceeds with little interruption.

Figure 91: Oil and Gas Expenditures and Economic OtltpZlt
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However, a high elasticity of interfuel substitution by itself is incOllsistent with
historical behavior; it leads to excessive adjustmeI\t in reSpOI\Se to price shocks, as in
Figure 81. The simplest elasticity estimates account orlly for short-run variation in
energy demand due to price shocks. The elasticity then measures the change in the
equilibrium of loop Bl in response to a change in price. Bl is assumed to reacll this
equilibrium very quickly.
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Figure 92: Short-run EnerglJ Demand Adjllstment
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Long-run e1asticity estimates used in models \vitll putty-clay structures recogJlize
that there are two components to the price response-short run changes in
utilization, and long run changes in tile energy requirements embodied in the
capital stock. The capital stock reaches equilibrium more slowly, as capital is
discarded (B2) and replaced by new investment.. Ho\vever, these models still assume
that loop B3, which adjusts the energy intensity of new capital, reaches eql1ilibrium
instantly.

Figure 93: Putty-clay Energy Demand Adjustment
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In reality, though, the adjustment to the energy intensity of new capital is likely
to be gradual as well, as it takes time to recognize price changes and incorporate
them in new plans or products. Since energy costs are a small component of nl0st
products, the profit gradient driving changes in energy intensity is weak. Neglecting
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these behavioral and structural factors affectulg the gain and delay around loop B3
causes the long-run elasticity to be underestimated. Adding behavioral constraints
to energy intensity adjustment allows interfuel substitutio11 elasticities to be revised
upward to more plausible values without losing correspondence with historical
behavior.

Figure 94: Oil and Gas Production vs. Data
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Because of behavioral constraints to adjustment of energy intensity, scenario II displays a nlore
moderate response to price SllOCks than scenario G, in spite of the fact that the long-run capital-energy
and interfuel substirntion potentials are higher.

Scenario H completes the challges to the energy-ecOnOm)T system. The long rUll

response to a carbon tax is now slower but less costly than in Scenario A. Tl1is can be
seen be reexamining the cost of emissions abatement on different time scales (Figtlre
95). It is now impossible to achieve large short-run emissions reductions witllout
high carbon taxes that significantly reduce welfare. In the long run (50 years or
more), emissions reductions are actually less costly than in DICE. Note that this is an
equilibrium test, and ignores intertemporal effects of depletiofl and endogenolls
technology, whicll \viII be explored in the Policy Analysis chapter.
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Figure 95: Equilibrium Tax Response in Scenario H
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Compare to Figure 78.

I. Realistic Carbon Cycle

In the prior scenarios, the roles of the carbon cycle and climate have been
ignored. It is useful to reexamine them now. If uncontrolled, emissions rise to
extremely high levels in Scenario H, as energy cJemand shifts to coal. Because
economic output continues to grow, eventually outstripping autonomotts energy
efficiency improvements, emissions increase dramatically, until coal resources are
depleted in late in the 22nd century.

The resulting atmospheric concentrations of CO2 projected by the DICE alld 'C-:REE
carbon cycle modele; differ by a factor of two. TIle lower of the two trajectories, from
the DICE carbon cycle, is likel}''' to be a significant underestimate of the true
concentration (see Carbon Cycle section, page 114). Even though radiative forcing
from CO2 is only a logarithmic function of atmospheric CO2 concenh"ation, tile
difference between the two carbon cycles has a large impact on the climate.
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Figll.re 96: Carbon Cycle Comparison
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J. Fair Discounting
The final scenario contrasts the typical assumption of time discounting of

welfare with an intergenerationally fair scheme. Since social welfare does not feed
back to otller variables in the model, this has no impact on the behavior of tile
energy-economy-climate system. The key difference is that, witll significant time
discounting, the importance of the welfare of future generations eventually
diminishes to zero, whereas with a zero discount rate, the flow of discounted utility
continues to increase. For climate policy, this means that the ,velfare of future
generations receives greater weight, and present abatement efforts should be greater.
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Figure 97: Social Welfare

2300

.._._--~

2215

~
-~_._._--, ,

20451960 2130

Year

Discounted Utility - Scenario I - - - - - - - - utiles/year
Discounted Utility - Scenario J utiles/year
Log(DiscQunted Marginal Utility) - Scenario I - .-at - ... - a.III dmnl
Log(Discounted Marginal Utility) - Scenario J dmn!

o utiles/year
-20 dmnl

10 B utilas/year
o dmnl

149





Policy Analysis

This chapter. uses the FREE model to explore climate policies, focusing on a
carboll tax. Optimization is used to identify effective tax policies in a variety of
model scenarios. It is possible to test a variety of other policies in the model, but a
carbon tax alone is sufficient to reveal many interesting consequences of changing
assumptions. Particular attention is paid to the implications of depletion,
endogenous energy technology, adjustment constraints, externalities and nOl1­

optimizing bellavior, and discounting.

Impact of a Carbon Tax

The impact of a carbon tax can be very complex in the FREE model. Figure 98
illustrates the impact of a 100 $/TonC tax. The tax is imposed in 1995 a11d
rnaintained indefinitely at a constant level thereafter. In response to the tax,
consumption, and thus utility, rises and falls several times. Surprisingly, the first
impact of the tax is a slight increase in consumption, which persists for about 10
years. This occurs because energy systenl costs decrease significantly over that period.
Costs fall because the carbon tax suppresses energy demand, reducing the need for
new investment and depressing capacity utilization, so that only the most efficient
capital is used.

After about 2005, consumption falls, because productivity losses begin to exceed
the modest savings in the energy system. Productivity losses occur because the sllift
in energy prices leads to suboptimal capacity utilization in the goods producing
sector until the energy intensity embodied in the capital stock can adjust. This
reduces the marginal product of capital, dinlinishing investment. As a result of
reduced capacity utilizatioIl and investment, output grov/s more slowI)! than it does
with no tax.

After about 2020, consumption losses increase sharply, because energy system
costs rise well above their baseline levels. With the eX.haustion of oil and gas, the
economy must make a transition to more costly renewables, rather thall to coal.
Mainly as a res11lt of increased energy costs, consumption losses peak around 2045.
Thereafter, consumption rises above its baseline level, as the benefits of reduced
climate change finally begin to be felt. Reduced climate damages also improve
returns in the goods producing sector, leading to greater investment and high.er
productivity. The net benefit of the carbon tax policy-a slnall improvement in
welfare in this case-is thus a complex interplay of short and long term factors,
which may behave in a ~very counter-intuitive fashion.
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Figure 98: Impact of a Constant Carbon Tax
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Each plot shows the change (compared to the base scenario with no carbon tax) in the U:ldicated
variable when a tax of 100 $/TonC is imposed in 1995. The change of productivity is defined as Ule
change in output that would occur from changes in investment and capacity utilization if there were no
effects of climate change.

152



Optimal Carbon Tax

A useful starting point is to identify an effective carbon tax policy in the base run
of the model. In general, this is done by searching for the optimal parameters of a
simple controller (see page 109) that responds to the CO2 einissions rate and
atmospheric concentration. For simplicity, a constant tax (ilnplemented gradually) is
used in most tests. I'he criteria for policy evaluation is maximization of cUlnulative
discounted utility ovet the simulation period (see page 69). The search is performed
by a gra.dient-free hill-climbing algorithm (Powell 1981; Ventana Systems 1994).

If thE~re is no climate change, one "'ould expect a carbon tax to reduce welfare.
The sUfJ?rising outcome is that a large carbon tax may be less damaging than a small
tax, and that the optimal carbon tax is actually slightly negative (see Figure 99). TItis

occurs because of the assumption tllat the opportunity cost of depletioIl of oil and
gas is not correctly reflected in prices. A carbon tax of 200-400 $/TonC shifts energy
demand from coal onto oil and gas more than it reduces aggregate energy demand,
because the interfuel substitution potential is greater than the capital-energy
substitution potential. TllUS the carbon tax increases demand for oil and gas, even
though they are carbon-based fuels. Accelerating the depletion of these
(undervalued) fuels adds to the losses from the allocative inefficiency caused by the
tax.

A large carbon tax suppresses aggregCl.te energy demand enough to slo\v
depletion, creating a local optimum at a tax of 900 $/TonC. However, at this high
tax, welfare is still significantly lower than with the globally optimal tax of -20
$/TonC. The negative tax-in effect a subsidy on carbon-based fuels-is beneficial
because it shifts demand to coal, slowing the depletion of oil and gas.
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Figure 99: Welfare Implications of a Constant Carbo1l Tax
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The taxes shown are target tax levels, held constant over the simulation period. The initial tax in
effect is zero until 1995; it then adjl~ts gradually (with a time constant of 20 years) to tile target tax
level. The slo\\' adjustment to targ~t tax levels is used in order to prevent the effects of sllort-run
adjustment costs in response to sudden tax changes [roln dominating the results. Utility is converted to
its consumption equivalent at the marginal utility of consumption in 1990, and is shown net of tile base
case (zero tax).

When climate change is taken into account, a negative carbon tax is IlO longer
optimal, as it greatly increases CO2 enlissions and climate damages. Instead, the
optimal policy is a very l1.igh carbon tax. In this case, though there is SOlne fuel
switching from coal to oil and gas, aggregate energy demand is suppressed e110ug11
so that oil and gas consumption falls, delaying exhaustion of the resource. TIle hig11
tax indicated-9S0 $/TonC-is far higller than that recommended by other studies,
and would likely be impossible to implement. Tile tax must be extremely lligll
because a carbon tax is a very poor illStrument for controlling depletion of oil a11d
gas.

Depletion

Because depletion of fossil fuels is so closely coupled Vv"itll climate policy, and_
may have greater welfare implications over the next few decades thall climate
change, it is important to explore in more detail. Depletion llas a limited effect on
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policy in most other models, because perfect foresight precludes undervaluation of
resources, the production structure llas considerable short-run flexibility, cllere are
highly-substitutable infinite backstops, or depletion is simply ornitted or exogenous.
For example, the DICE model has no explicit energy system or fossil fllel resource
limits (Nordhaus 1994). Therefore, the issue of depletioll simply does not arise. In
some sellse, the accumulatioI\ of carbon in the atmosphere is sirnilar to depletio11.
However, Nordhaus' carbon cycle is an infinite sink, so it b~haves more like a.,
renewable resource than a depletable one.

The Connecticut/YOH12 ~0del (Yohe and Wallace 1996) incorporates an explicit
energy ~Y$t~il1, wit11 carbon and noncarbon sources. The carbon resource aggregatt~S

coal, oil, and gas. It is subject to increasing extraction costs as the resource is
exhausted. However, because the rzsource is so large (with respect to cumulati\'e
production over the model time horizon), depletion is not very important, and only
a small tax is required to restore intertemporal efficiency. This tax or depletion rellt
is calculated separately from the carbon tax, so the baseline from \vhicll climate
policy is evaluated is already intertemporally optirrlal. Because oil and gas are
aggregated with coal, there is implicitly a high substitution potential alnong tIle
resources, and there are no difficult dynamics of a transition from one fuel to
another. Transitional dynamics are also eased by the lack of a short-run production
structure with embodied energy requirements.

ICAM separates oil, gas, and coal resources (Dowlatabadi and Ball 1994).
However, the depletion mechanism in ICAM suffers from several problems that
make its dynamic behavior unrealistic (see page 51). These problems prevent a
serious evaluation of the implications of depletion.The EPPA model (Yang, Eckalls
et al. 1996) incorporates a putty-clay production structure that can make tIle
transition to an alternate energy system more challenging. In addition, factor
allocation decisions are made myopically, so it is possible for intertemporal
inefficiencies to arise. However, the rate of resource conversion to reserves follo,vs
an exogenously specified depletion profile, reducing the sensitivity of tIle depletioll
process to intervention. Fossil resources have readily available, higl11y substitutable
backstops.

TIle Global 2100 model (Manne and Richels 1992) has a similar structure to
EPPA, but the mode] employs full intertemporal optimization. "Thus oil and gas
depletion and capital investment decisions are made with perfect foresight~ Manl1e
and Richels cite Solow in defense of this assumption:
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"Ifa market-guided system is to peifonn well over the long Ilaul, it 1nus! be more

than myopic. Someone-it coul(l be the Depamnellt ofthe Interior, or the nlining

companies, or their nlajor customers, or speclllators-1nust always be taking the

long view. They lnlisl sonzehow notice ill adva1zce that the reSOllrce eCOll0nlY is

moving along a path that is bound to end in disequilibrium ofSOffle eXlrellle kind. "
(MalIne and Richels 1992)

To say that someone must be attending to the long view does not mean that
SOlneone actually is. While reserves may be well managed-property rigllts are
established, extraction costs are reasonably certain! and the time horizon is limited,
the same cannot be said for ultimate resources.

While governments clearly do capture some revenue from resource extraction,
through severance taxes and the sale of exploration rights, for example, there are a
number of problems involved in achieving the optimal depletion trajectory. First,
their is great uncertainty about the extent and extraction cost profile of the resource~

Different ass·umptions about resource abundance suggest substantially differeIlt
depletion trajectories (de Vries 1989). Geological and price uncertainty may lead
firms to use simple adaptive heuristics rather than optimization (Mueller 1994). The
resource base is generally in the hands of governments, which may attempt only to
maximize revenue over a short (politically inspired) time horizon, or even to
intentionally accelerate depletion (Porter 1992).

Even ii resource managers have the proper incentives, realistic models are not
available for solving the intertemporal problem. Optimal depletion models tYrically
ernploy unrealistic assumptions, like infinitely substitutable backstops, zero or
constant extraction costs, and exogenous or static technology~ The central conciusioll
of most Hotelling-type models, that the resource price should illcrease at tIle
prevailing interest rate, certainly is not observed for oil and gas. In the absence of
definitive model results, decision makers are likely to use simple heuristics Wllich
miss very long term, disequilibrium, and nonlinear effects. There is evidence for
adaptive expectations and misperceptions of feedback in energy forecasting and
resource estimation (Sterman. 1988; Sterman 1988).

In the standard scenario, the FREE model assumes that the opportunity cost of
current use (the loss of future use and contribution to increased extraction costs) is
unrecovered, because resource managers do not have a correct and complete n10deJ
for valuation. Oil and gas are priced on the basis of costs of discovery, de\Telopment,
and production of the resource. Much of the harm from depletion actually arises
from the difficult period of transition away from oil and gas, rather thatl from the
long-run effects of losing the services of those fuels.

The transition from oil and gas to other fuels is difficult for several reasorlS. First,
the increase in oil and gas prices with cUlnulative production is super-e)(po11ential,
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because the effect of depletion on extraction costs 11as a vertical asymptote at the
ultinlate recoverable resource limit (as in most depletion models). This rneans tllat
any linear or exponential extra.polation strategy will underforecast future energy
prices. In the model, this effect is slightly augmented by the fact that energy pricing
does not include extrapolative anticipation of future costs.

At the same time, because of tIle assumption of perfect mixing of capital from all
vintages, the requirements for a given fuel embodied in the capital stock decay only
exponentially, even if the intensity of use of that fuel in new capital is zero. A
nonzero embodied energy requirements for an energy source implies a lo"ver lilllit
to the input of that fuel in production, since the short-rtln elasticity of substitution
among fuels is low «<1).

Togetller, these effects lead to subobtimal capacity utilizatioll in the goods
producing sector \vhen oil and gas are depleted, because energy prices are far from
the levels for which the capital stock was designed. In extreme scenarios, when
depletion suddenly becomes severe, a near-shutdown of the economy is possible~

With greater foresight, this can be avoided, as new capital can be installed witll
embodied energy requirements that anticipate higher future energy prices. Some
foresight is already present in the model, as decision makers extrapolate current
energy prices when making capital investment decisions.

Adding a depletion tax on oil and gas further improves econonlic performance.
The depletion tax increases oil and gas prices earlier in the simulation, slowing
depletion and leading to prices that are ultinlately lower. This eases the shock of the
transition from oil and gas to coal and renewables, and preserves a greater portion of
the oil and gas resource for critical applicatioI\S later in tIle simulation period. See
page 111 for details of the tax implementation.
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Figure 100: Impact of Depletion Tax
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The imposition of a depletion tax increases the price of oil and gas from 1995 to about 2030, bllt after
that time, the price of oil and gas is actually lower, because depletion is delayed, reducing extraction
costs.

The depletion tax initially increases oil and gas prices by a modest amOllllt-it
adds a 56% premium above extraction costs. This causes the peak in oil and gas
productioll to occur slightly earlier and at a lower rate. After about 2030, oil and gas
prices after tax remain lower than without the tax, as the rising costs from deplelioll
have been postponed. As a consequence, production remains at higher rates. The
impact of the depletion tax on total carbon emissions is small, as oil and gas
production rates change modestly and coal production adjusts to compensate
(Figure 100).
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Table 29: Effect of Depletion.!.ax on Oil/Gas Prices

No Depletion Tax
Prodl1cer Price
Depletion Tax
Total Price

2000

3.35
MQ
3.35

Price ($/GJ)
2050

14.52
MQ

14.52

With Depletion Tax
Producer Price 3.02 6.55
Depletion Tax .LZQ 6.05
Total Price 4.72 12.60
In the year 2000, the depletion tax comprises about one-third of the total price of oil and gas. The price
charged by oil and gas producers is actually reduced by about 10% below the base case (no tax), as the
depletion tax leads to lower capacity utilization in the short run. By 2050, the depletion tax is half the
total price, but the total price is actually lower than in the base case. No carbon tax is in effect.

With the depletion tax in place, the optinlal carbon tax now reflects mainly
climate change considerations, and is nluch lower. With no climate change, the
optimal tax is zero, as one would expect if energy were already properly utilized in
the economy (see Figure 101). With climate change, the optimal tax is about 170
$/TonC, still substantially larger than the tax suggested by most other studies.

One other feature to notice in Figure 101 is that the payoff to different carbon
taxes is quite asymmetric around the optimum. Negative carbon taxes calIse energy
prices to approach zero, leading to extremely high energy consumptioll. Tllis causes
direct welfare losses from inefficient resource allocation and greatly increases CO2
emissions, eventually leading to high climate damages as well. Above the optimal
carbon tax, welfare diminishes much more slowly than below it, because the benefits
of reduced climate change partiall}' offset the losses from excessive abatement
efforts. This suggests that it ntay not be too costly to err on the side of caution.
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Figure 101: Welfare Implications of a Constant Tax, with Depletion Tax
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Compare with Figure 99. Note that there are no longer multiple optima for the no-climctte-ehange case.
The best tax with no climate change is zerol indicating that energy use is optimal with respect to factor
allocation and depletion considerations. Taking climate change into account, the optimal tax is now
much lower, as depletion is addressed separately.

Table 30: Effect of Optimal Carbon Tax, with and without Depletion TCIX
-----~--

Price ($/GJ)

No Depletion Tax
Producer Price
Depletion Tax
Carbon Tax (950 $/TonC)
Total Price

Coal

0.74
0.00
5:.2Q
5.94

2000
Oil/Gas

2.72
0.00
3&1l
6.32

Coal

0.68
0.00

2L2a
22.66

2050
Oil/Gas

5.51
0.00

li:2.2
20.73

With Depletion Tax
Producer Price 1.08 2~93 0.88 8.45
Depletion Tax 0.00 1.69 0.00 10.27
Carbon Tax (170 $/TonC) ~ &i a.2J. 2.n
l'otal Price 2.01 5.26 4.82 21.44
With a depletion tax in place, carbon taxes may be much lower. As a result, tllf~ price of coal is much
lower than in the scenario with no recovery of depletion rents.

The depletion tax has an ambiguous effect on emissioI1S (sete Figure 102). In the
uncontrolled cases (no carbon tax), emissiol1S are nearly identical with and without
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the depletion tax. Substitution between oillgas and coal compensates for the
depletion tax. IInproving the valuatio11 of fossil fuel resources alone will not solve
the climate problem. When a carbon tax is introduced, emissions are significantly
higher with the depletion tax in place than without it. This is because the carbon tax
must be excessively high in order to suppress depletion. In spite of the l1ig11er
emissions (and therefore greater climate damages), the depletion tax improves
welfare because the losses from abatement costs induced by the carbon tax are IO\A.Ter.

Figure 102: Effect o..f Carbon and Depletion Taxes on Emissions
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Emissions shown are frOin energy only; nonenergy emissions, which are exogenous in the model, are
omitted.

Externalities and Non-optimizing Behavior

itA majority o/the available studies startfrom an optimized baseline projection; the.v
thell compute the shift induced by a taxation policy, and consequelltly canllot but

conclude that there will be net macroeconomic costs. "

(Hourcade alu1 Chapuis 1994)
Undervalued depletion is not the only potential cause of suboptimal fossil fuel

utilization. Negative social externalities to fossil fuel use may also create
opportunities for costless abaterrlent (England 1994). These include the cost of acid
rain and other pollutants as well as the cost of maintail\ing political stabilit)1" in oil­
producing regions. Hohmeyer (1990) identifies externalities of -.0284 to -.0769
OM/kWh for fossil fuel electricity generation in Germany, and +.051 to +.168
OM/kWh for solar and photovoltaic electricity. Hall (1990) identifies zero external
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costs for conservation, wind, and solar energy, and significant extelnal costs of coal,
gas, oil, and nuclear energy. Distortionary subsidies on fossil fuel use, particularly in
the developing world, may create additional potential for zero or negative-cost
emissions reductions (Burniaux, Martin et ale 1992).

In addition, there is a nlajor debate over the availability of negative cost
emissions reductions from corrections to failures in energy markets or consumer
behavior. The discussion has organized itself around a family of related puzzles.
Analyses of consumer purchases of energy-using appliances reveal high discount
rates-as much as 800% in one case (Gately 1979; Hauslnan 1979). A high discount
rate indicates that the stream of energy costs generated by a device receives less
weight in the purchase decision than its up-front capital cost, and thus that the
device is more energy-intensive than it otherwise would be. Similarly, detailed
studies of technological options for energy conservation suggest that there are many
profitable energy-conserving opportunities that go unexploited (Lovins 1977; Lovins
and Lovins 1991). This manifests itself in the gap betw'een the assumptions of top­
down macroeconomic models and bottom-up engineering models (Wilson and
Swisher 1993).

There are many alternate explanations for hig}l consumer discount rates and
inertia in energy markets. Imperfections in capital markets may make high discount
rates realistic for some consumers (Stem 1986; Ruderman, Levine et ale 1987;
Sutherland 1991; Koomey and Sanstad 1994). Hidden costs of adoption, like
installation or maintenance requirements, or qualitative differences in the energy
services provided by products m.ay offset apparent technical opportunities for energy
savings Goskow 1991; Huntington 1994; Jaffe and Sta.vins 1994; Jaffe and Stavins
1994; Lutzenhiser 1994; Nichols 1994). Heterogeneity of users or circumstances may
similarly cause real savings to fall short of technical potential (Hausman 1979;
Hassett and Metcalf 1993; Ho~arth and Anderson 1993; Jaffe and Stavins 1994; Jaffe
and Stavins 1994; Koorney and Sanstad 1994).

Similarly, real costs of acquiring information reduce the potential for a free
lunch (Gates 1983; Stern 1986; Sutherland 1991; Jaffe and Stavins 1994; Koomey and
Sanstad 1994; Sanstad and Howarth 1994). Principal/agent problems may not be
solved by information alone, as there are costs involved in reaching or ellforcing
agreements (Sanstad and Howarth 1994), particularly for marginally involved t11ird
parties like lenders (Lutzen11iser 1994).

Finally, the irreversible nature of many energy efficiency investments suggests
that there may be an option value to delaying the irnplenlentation of conservation
measures (Hassett and Metcalf 1993; Hunti11gt0n 1994; Jaffe and Stavins 1994; Metcalf
1994; Nichols 1994). Producers as well as consumers may delay action to reduce risl"
augmenting the delays inherent in product restocking and mantlfacturing ramp-up
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(Ruderman, Levine et al. 1987). However, risk alone is insufficient to explain high
discount rates 011 energy costs, both for the technical reason that households are well
diversified against energy price fluctuations (Sutherland 1991; Metcalf 1994) and the
more practical reason that few decision makers have the skills or time to make
decisions on the basis of CAPM models.

While the above costs are real, proponents of intervention to realize low-cost
abatement opportunities note a variety of market and behavioral failures that create
opportunities for costless abatement. Consumers are often poorly informed about
energy prices (Sanstad and Howarth 1994), utility rate structures (Friedman and
Hausker 1988; Kempton and Layne 1994), and the energy requirements or operating
costs of energy consuming devices (Howarth and Anderson 1993; Nichols 1994). It is
often difficult for consumers to become well informed, due to the high cost (in time
and effort) of discerning the performance of devices in the face of limited experience
(Metcalf 1994), poor feedback, and confounding factors (Stern 1986; Friedman and
Hausker 1988; Kemptoll and Layne 1994).

Information is often asymmetric, as it is easier for producers tllan for consun1ers
to evaluate .product performance (Sanstad and Howarth 1994). At the same time, it
may be hard for producers to corlvey the benefits of efficiency credibly Gaffe and
Stavins 1994). This contributes to a variety of commonly-cited principal/agent
problems, as between a landlord and tenant or a home buyer and 'builder (Gates
1983; Stern 1986; Ruderman, Le\Tine et al. 1987; DeCanio 1993; Howarth and
Anderson 1993; Jaffe and Stavins 1994; Jaffe and StavillS 1994; Lutzenhiser 1994;
Nichols 1994; Sanstad and Howarth 1994), which may lead to excessi"/e energy use.

Energy performance information has public good attributes. It is often generated
through collective experience Gaffe and Stavins 1994), and may be much cheaper to
collect centrally. This suggests that there may be substantial benefits to low-cost
policies that improve the dissemination of energy-related information. The
credibility of information sources is critical, particularly in the resolution of
asymmetries or principal/agent problems (Gates 1983; Stern 1986). This suggests a
role for government or neutral third parties. On the other hand, informatioll
measures like appliance labeling do not appear to have much effect, so provision of
information alone may not be sufficient (Stern 1986; Ruderman, Levine et al. 1987).

Even properly informed consumers may have difficulty making decisions. There
is a great deal of evidence for bounded rationality and cognitive failures in energy­
related decision making. Rather than optimizing-which may be costly in terms of
effort (Sanstad and Howarth 1994)-eonsumers may pursue simpler satisficing or
procedurally rational strategies (Stern 1986; Friedman and Hausker 1988;
Lutzenhiser 1994). This may cause significant inertia in decision making, with
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symptoms like asymmetric responses to losses and gains (Stern 1986) or endowment
and separation effects (Huntington 1994).

Inertia in energy decision making may be reinforced by established social norms
or institutional structures (Stern 1986; Lutzenhiser 1994). Markets may exhibit
inertia as well. Producers may be complacent until their dominance is threatened
(Ruderman, Levine et ale 1987; Lutzenhiser 1994). Changing energy prices Inay lead
to appropriate changes in energy consuming products, but also to anti-competitive
behavior by existing inefficient producers (Lutzenhiser 1994).

In addition, consumers nlake outright mistakes. Various authors note errors in
forecasting (Sutherland 1991), in the attribution of changes in energy bills to
particular causes (Kempton and Layne 1994), misperceptions of the physics of energy
systems (Lutzenhiser 1994), overestimation of energy use by salient devices (Stern
1986; Kempton atld Layne 1994), and the use of nominal (instead of real) prices in
the face of inflation and rising energy costs (Stem 1986).

Errors may plague other aspects of deci~ion m~king, not just energy use
(Huntington 1994). They create opportunities for negative cost emissions only if
they create a bias toward excessive energy consumption, rather than near-optimal
behavior or a bias toward overinvestment in energy conservation (Sutherland 1991;
Metcalf 1994). However, improvements in energy information processing may be
amenable to the same types of low-cost interventions as improvements in
information dissemination.

It is extremely unlikely that all of the above externalities, market barriers, market
failures, and behavioral lin1itations sum to zero. It is much more credible to assume
that, while real costs account for some of the top-down/bottom-up gap, there is
some potential for costless energy savings.. While most of the issues abo\re are below
the level of aggregation of the model, it is \vorthwhile to investigate the policy
implications of costless or negative-cost emissions reductions.

This can be implemented in the model by adjusting the energy price perception
bias parameter. Figure 103 illustrates the effects of varying this bias term.
Opporhmities for costless energy efficiency improvements in the range of 10 to 30
percent are commonly cited (Lovins and Lovins 1991; National Academy of Sciences
1991; Wilson and Swisher 1993). If these opportunities are attributed \::.11tirely to
externalities, distortionary taxes, and misperceptions, they are consistent with a bias
in energy price perception of 13 to 40 percent, given the long-run substitution
elasticity (.75) between capital and energy in the model.
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Figure 103: Effect of Bias in Energy Price Perception
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See notes for Figure 99. Taxes are evaluated at inteIV'als of 20 $/TonC; markers indicate the optilnal tax
levels. The stair-steps evident in the curves are due to roundoff error. The depletion tax from the
previous section is applied prior to the carbon tax, so the taxes here reflect the effects of clin1ate change
and biases in energy price perception, but not depletion.

As the bias in energy price perception increases, the optimal carbon tax increases.
A positive bias implies that consumers discount energy costs excessively wIlen
making purchase decisions, and thus overuse energy. A carbon tax raises the price of
fossil fuels, so that the discounted cost perceived by consumers is closer to the true
c~st of energy. As in the case of depletion, a carbon tax is a poorly designed
instrument for eliminating externalities and biases in energy pricing, for two
reasons. First, the impact of the tax is not distributed in the same '\t\1ay as the
externalities, subsidies, or biases in price perception.

Second, in the model, all consumers exhibit a uniform bias in energy price
perception, and thus all benefit equally from an offsetting tax. In reality, some
consumers probably take full account of energy costs when making decisions, while
others err significantly. A tax-based policy needlessly punishes those who are already
making efficient energy choices. However, even those consumers making effective
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decisions are not properly valuing energy if prices are distorted 'by subsidies or
externalities.

It may be more effective to correct for biases in energy decision maldng through
non-tax policies and to correct for externalities directly, reserving a carbon tax
specifically for the purpose of suppressing carbon emissions. Still, if climate change
is a concern, the pain of a carbon tax can be mitigated by the benefits of improved
resource allocation. The su.bstantial impact of biases on the optimal tax level
suggests that further investigation, at a lower level of aggregation, is worthwhile.

Lock-in

Arguments for intervention to offset externalities and correct marl<et or
behavioral failures are essentially static. There are more interesting dynamic issues
that affect the cost of abatement. One such issue is lock-in of dominant energy
supply and end-use technologies. Lock-in arises when positive feedback reinforces
the position of a dominant technology or firm (Arthur 1989). Principal among these
positive loops are learning-by-doing, economies of scale, network or bandwagon
effects, and the development of complementary infrastructure. In the energy system,
this means that dominant technologies may have a self-sustaining advantage by
virtue of size alone, even though they may be suboptimal in terms of their energy
or carbon intensity. Fossil fuels appear ·cheaper than renewables in part because they
are the dominant source, not because they are inherently superior.

In most models, technology in energy production and energy efficiency evolves
autonomously, either as a constant exponential reduction in costs or by exogenous
dates of penetration of new technologies. One implication of exogenous technology
is that one should wait to reduce ernissions until new technologies make it cheaper
to do so. Another is that the required new technologies will nlaterialize, wllether or
not any deliberate effort is undertaken to acquire them:

"Finally, exogenizing technology in energy lnodels implies that when the learning

process is finished and the system has turned into a mature technology, it can be

employed without previous investment in the learning process." (Messlzer 1996)

In intertemporal optimization models, the differences between exogenous and
endogenous technological change are not so important, as the economy is assumed
to always discover the globally optimal technology trajectory.

Some progress in energy technology is attributable to causes outside the energy
sector; electric power plants benefit from advances in materials science and
computing, for example. But even this type of externally forced progress is not fully
realized until it is embodied in particular products, reqlliring research and
development and accumulation of experience in production and use. It is clear that
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technology for a non-carbon energy system will not become available without
deliberate action.

Learning curves are one established way of representing technical progress
endogenously, at both the firm and aggregate level (Arrow 1962; Argote and Epple
1990). Learning curves have been estimated for many industries, including some
parts of the energy sector. The learning rate selected, 20% per doubling of experience,
is identical for all energy sources. This rate is typical of those reported for the
thernlal efficiency of coal electricity generation, nuclear electricity construction costs,
and some renewables (Cantor and Hewlett 1988; Sllarp and Price 1990; Christiansson
1995; Messner 1996)~

Figure 104: Reinforci~g Loops Introduced by Learning Cume
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The key loops added to the model are Rl and R2, which represent the learning curve effect. Associated
with these ar~ R3 and R4, which represent increasing energy demand with falling prices, but these
loops are dominated by the impact of efficiency technology.. Loops Bl and B2 represent the effects of
rising prices from depletion of fossil fuels on the market share of carbon energy sources and on overall
energy demand. Two energy sources are shown here for simplicity, though the model includes four. In
conventional models, only loops B1 and B2 are present.

Learning is one of several mechanislns that make the energy system path
dependent. Path dependence meaI1S that the attractiveness of various energy
technologies depends on their prior history of use, rather than on exogenou.s
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technological change. Path dependence allo'ws dominant technologies to bec()me
"locked in", as irlitial differences between competing technologies are anlplified by
self-reinforcing processes (Arthur 1989). There is no guarantee that the locl<ed-in
path of the energy system is globally optimal. To test the importance of lock-in
effects for climate policy, it is useful to compare tile learning-curve technolog}T in
the standard nm of the :nodel with autonomous technological progress.

For trJs test, the technological trajectory froin the uncontrolled case (zero carbon
tax) in the learning curve version of the model is used as art exogenous driver ill

the autonomous technology case. If there is no tax intervention, the two
simulations will have identical technological histories. In the alltonomOl1S case,
loops Rl, R2, R3, and R4 in Figure 104 are effectively switched off and replaced by
the exogenous technology forecast. The on1ission of these feedback loops has serious
implications for model behavior.

Figure 105 compares the response of learning curve and autononlOUS technology
to a 100 $/TonC carbon tax implemented in 1995. With endogenous (iearning curve)
teclmology, the response to the tax is greater. The carbon tax raises coal prices
significantly, which directly contributes to reduced coal production and increased
use of new rene\tvables. Because production rates change, investment shifts from
carbon fuels to noncarbon fuels. When technology is endogenous, the change in
investment patterns leads to reduced technological improvement for coal
(cornpared to the no-tax and autonomous cases) and nlore rapid techrtological
improvement for renewables. The change in technology has a small impact on coal
production, as the carbon tax overw11elms any reduction in coal production costs
from technological improvement. PrOdtlction of new renewables is significantly
accelerated over tile no-tax and autonomous cases.
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Figure 105: Energy Technology--Learnitlg CUr1Je V5. Autonomous--------,,------
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so that the short-run losses from abating emissions weigh more hea,'i!y in the
balance of costs and benefits.

Table 31: Impact of Technologtj Specification

Optinlal Carbon Tax Entissions itl 2100 EttUssions Reduction
$/TonC Tone/year 0/0

Uncontrolled 28.3 0
IA?aming Cunr~ - Controlled 170 5.8 79
Autonomous - Controlled 118 9.2 67
------------~-----------------_._------
Optimal taxes listed are constant (see notes to Figure 99). The depletion tax from the previous section is
3pplied prior to the carbon tax, so the taxes here reflect the effects of climate change and technology
specification, and not depletion.

The differences in Figure 105 and Table 31 are important, and cotl1d be e\,"en
greater in reality. The strength of the reinforcing feedback loops intro,duced by an
endogenous specification of technology is the key detprminant of thf~ inlportance of
lock-in. In the FREE model, the strength of these loops depends on ~wo factors: the
slope of the learning curve and the elasticity of substitution amollg E~nergy sources.
The slope of the learning curve effect (i.e. the reduction in costs for ;an additional
increment of experience) could be stronger, though not by a large margin.

However, learning is not the only effect leading to reinforcing feedback in the
energy system; a variety of positive feedback effects may contribute to lock-in. Figure
106 shows several mechanisms for a sll1.gle representative energy SC.llrce. Research
and de\Telopment investment improves teclmology, increasing denlaIld, and
generating further R&D investment (Rl). Investment in energy producing capital
improves productivity by lowering pressure from capacity utilizatictn (R2, largely
offset by otller loops not shown) and by promoting economies of sc;ale (R3).
Accumulation of production experience also contributes to learninf~, reducing costs
and creating furtller demand for production (R4). Revenue from erlergy sales may
be reinvested in marketing (or similarly, in political influeIlce), geJrlerating furtller
sales (R5).

Positive feedback effects are not confined to the production sidf~. AcCUmtllation
of encl"..use e~xperiencewittl a particular source increases its utility (:R6). Increasing
embodied energy requirements generate economies of scale and network effects,
which further augment end-use productivity, increasing the ener~{ intensity of new
investment (R7). Complementary infrastructure in distriblltion an(i end-use builds
up around. the existing energy requiremerlts, further reinforcing the current energy
mix (R8).
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Figtlre 106: Reinforcing Loops Contributing to Lock-in
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The diagram above is somewhat stylized; the details of investnlent decisions are omitted to more
clearly portray the reinforcing loops (labeled R#), for example.

'"The strength of many of the reinforcing loops in Figure 106 depends on the
relationship between energy prices and demand. VVhile the long-run elasticity of
substitution among energy sources is relatively high (2) in the FREE model, the
effective short-run elasticity is low. A 10% reduction in cost from impro,'ed
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technology implies a 20% int:rease in demand in the long run, a po\verful
reinforcing effect. But in the short tun, only 2-5% of this increase is realized

l

dramatically reducing the gains from learning. While this is realistic for the
competition among energy sources at the global aggregate level, it is unrealistic for
narrower markets. If the model were more disaggregated, learning effects would
playa more important role in competition among highly substitutable energy
products.

This suggests that a micro-level perspecti\'e is necessary to really understand the
impact of lock-in effects. To date, there are no evolutionary models for climate
policy analysis, but they may be needed. The search for effective climate change or
energy efficiency policies may do better to focus at a low level of aggregation,
identifying areas in which a small initial push is reiruorced by positive fe~dback. In
the long run, it may be possible to relax emissions controls in a path-dependent
energy system, as new technologies establish sustained advantages. In addition, it
would be useful to identify ways in which technological progress could be decQupled
from the slow accumula(ion of experience, in order to increase the flexibility of the
energy system.

Adjustment Constraints

Another major dynamic iss'ue is the cost of adjusting to changing climate
policies. In DICE and most other simple models, the cost of reduclllg elnissions is
based on the absolute level of emissions reductions, rather than on the rate of
change of emissions reductions (for an exception, see Grubb, Chapuis et ale 1995).
This means that rapid changes in carbon intensity may be achieved at the same cost
as gradual changes. Even in models Wllich employ a putt)T-clay production structure,
the situation is similar if intertemporal optimization is assumed:

"Delaying action by 10 years in intertemporaI energy economy models does not

mean business as usual continuedfor 10 years. Non-myopic lnodels will anticipate

the ilnposition ofa carbon constraint in the future and start adding new technologies

that are necessaryfor an optirnal preparation for the carbon COJlstra;nt to be

imposed." (Toth 1995)

In reality, a number of long delays impose importallt constraints 011 the energy­
economy system. Energy requirernents embodied in tlle capital stock can be adjusted
only as the stock turns over. While the average capitallifetinle in the model is
relatively short, 15 years, a substarltial portion of energy demand is dete~lined by
capital stocks with much longer lifetimes, like the building stock, transportation
infrastructure, and the land use patterns that influence them. Capital stocks in
energy production and conversion, like electric power plants, have long lifetimes.
Technology devtelopment and institutional change also involve long delays. In the
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shorter term, changes in energy patterns require tim.e for the mobility of labor,
acquisition of financing, and perception of changing prices and consumption
patterns.. Tax and other policies are subject to delay from the time required to
develop and implement agreements.

With the exception of labor mobility and long-lived infrastructure effects, these
delays are captured by the model. This means that the time constant for full
realization of the impact of a carbon tax is as much as 60 years-which is still short
compared to the time scale of changes in settlement patterns or the relative
positions of nations in the world economy. Figure 107 contrasts this delayed impact
with the impact of a tax in Scenario A, in which most of the adjustment COllstraints
have been removed.

Figure 107: Titne Required for Tax Impacts
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Emissions fall in response to a 100 $/TonC carbon tax implemented in 1995. When the model is
parameterized to behave similarly to the DICE model (Scenario A), the resporee to a carbon tax is
rapid, reaching equilibrium within a decade. In the standard run of the model, structural and
behavioral factors slow the response, but the eventual change in emissions is greater.

Adjustment constraints create irreversible effects of policies that must be
balanced against the irreversible effects of emissions on tIle climate. On one hand,
costly adaptation motivates one to wait until better information about climate
change is available, in order to avoid regretting the implelnentatiol1 of unnecessary
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policies that are costly to undo later. On the other hand; if climate change turns out
to be a serious problem, the sooner one takes action, the better..

Yohe investigates the near-term action required to anticipate the future
imposition of constraints on atmospheric CO2 (Yohe and Wallace 1996). He
concludes that the best short term policy is to anticipate ,l high constraint-that is, to
take little action at present. There are several reasons for this conclusion. A h"end­
following error L'1 Yohe's energy allocation decision creates a bias towards low (or
negative) taxes (see Discrete Time Models, page 22). No scenario exaInined by Yohe
impliesmoptiIrtalsoltitioIl.meetirtg a-carbon· constraint elf less than 700 ppm C02­
two and a half times preindustrial levels.

As in the DICE model, the ConnectiC1.1t/YOHE production structure is extrenlely
flexible, so that emissions may be greatly reduced in a short tune with no
adjustment costs. Because a constrained optimal solution is always less attractive
than its unconstrained counterpart (compare the two trajectories in Figure 108 for
an example of this), with discounting and uncertainty, it is therefore attractive to
delay the costs of meeting the constraint as long as possible.

While a full replication of Yohe's analysis will be left for future work,
preliminary exploration suggests at least one way in which the conclusions would
be different with the FREE model. It is difficult to rapidly reduce emissions in the
FREE model, due to adjustment constraints from embodied energy requirements,
capacitation of the energy system, and delays in perceptioIl and action. If action is
delayed until the constraint approaches, there is a large loss of welfare-as much as
17 trillion dollars in present value terms (roughly a year of world consumption; see
Figure 108). Losses become pronounced at least 15 to 25 years ·before t.tte constraint is
actually violated.
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Figure 108: Meeting a 2xC02 Constraint
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Utility scale shows the change in welfare over the uncontrolled (no tax) cane for an optimal carbon tax
policy initiated in the indicated year. The unconstrained optimal tax maximizes social welfare
(cumulative discounted utility), \A/hile the constrained tax maximizes weUare, subject to the limitation
that the atmospheric C02 concentration not exceed twice the preindustrial leveL With no tax, tlle
2xC02 COIlStraint is exceeded in 2050. The time horizon for these simulations is 1960-2200.

Discounting olld Welfare

A final concern in the evaluation of climate policies is the criteria used for
evaluation. There are really two issues here-the extel1t to which tangible
(consumption of goods) vs. intangible (environmental services or health) factors
contribute to welfare, and the relative weight assigned to the welfare of generations
distant from one another in time.

The FREE model deviates from standard practice in that no discount is applied to
welfare for pure time preference. In other words, all generations are treated eqtlally.
This has a potentially large impact on policy. However, it turns out in practice that
the impact is not so important, due to the offsetting assumptions of high inequality
aversion and continuing economic growth.. Because future generations become
much richer than current generations, the impact of climate change on their welfare
is relatively unimportallt, even though no discount for time prefere11ce is applied ..
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Though the two discounting methods yield relatively similar results in tIle
standard run of the model (see Table 32), it is worth considering when tiley might
differ. The major difference arises when the wealth of future generations changes,
perhaps due to technological progress that is greater or less than anticipated. If
income rises, it is probably reasonable to be less concerned about climate impacts, all
other things being eq'ual. Both discounting approaches worle similarly under these
conditions.

Figure 109: Impact of Utility and Growth Assumptions
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The key difference arises if income growth is low Of, worse, negative. Then a
positive discount rate for pure time preferellce leads to an extremely low weight to
the welfare of future generations, exactly when they would be most sensitive to
climate impacts. By contrast, the approach to discounting in the FRa~E model
weights welfare more heavily as income falls. This is demonstrated in Table 32.
With discounting for time preference, a low growth scenario results in reducecl
abatement efforts. Low growth in the FREE model instead results in very lligh
abatement efforts, because climate impacts on future generations, WIlD are not much.
wealthier than ourselves, are given greater weight.

Table 32: Impact of Discounting and Growth Assumptions on Optimal Carbon Tax

Standard RW1
Rate of Time Preference

~ aO/o/year
Rate of Inequality Aversion = 2.5

Discounting for Time Preference
Rate of Time Preference

=3°/a/year
Rate of Inequality A version =1

Standard Run
Asymptotic Rate of Growth of $170/TonC $38/TonC

Factor Productivity =
O.75% /year

Low Growth
Asymptotic Rate of Growth of $B88/Tone $28/TonC

Factor Productivity =
DO/a/year

The depletion tax from the previous section is applied prior to the carbon tax, so the taxes here reflect
the effects of climate change and discounting alone.

One feature common to both approaches is the diminishing marginal utility of a
unit of consumption as v\tealth increases. In reality, diminishing returns arise at
least in part because welfare does not consist entirely of consllmption. Other factors
available in limited quantities, like environmental amenities, also play a role. If this
is the C3.se, then the importance of these other, intangible factors will rise as wealth
rises. One reflection of this is the apparent increase in willingness to pay for a
variety of environmental and health services in the developed countries
(Fankhauser 1995). If environmental services or intrinsic valuation of the
environment are a significant component of welfare, and are ilnpaired b)T climate
change, theIl rising income will increase the incentive for abatement (To11994).

Table 33 summarizes the outcome when consumption and environmental
services (in fixed supply per capita) each contribute half of total welfare, and climate
damages affect both tangible and intangible factors. This is an optimistic assurnption,
as the supply of environmental services per capita is in reality likely to fall as
population increases. In addition, when there is no carbon tax, the total tangible and
intangible damages in 2100, 1.93% of output, are actually less than in the standard
scenario, where tangible damages cause a 2.20% loss of output in 2100.
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In spite of the optimistic assumptions about the supply of intant~ibles and the
reduced total damages in the no-tax case, the optimal carbon tax is clramaticall)T
higher-877 $/TOI1C. This is because future citizens value the env~Lrorunentmore,
since it is in more restricted supply than consumption, and becausr..~, at tile margin,
envirorunental damages have a much greater impact on utility than lost
consumption.

Table 33: Impact of Welfare Criteria

Standard Run No Tax
Optimal Tax

Tangible
Climate

Damages in
2100

0/0 of output
2.20
1.16

Intangible
Climate

Damages in
2100

0/0 of OUtpllt

0.00
0.00

Optimal
Carbon Tax

$/TonC

170

Emissions in
2100

Tone/year
28.4
5.8

Intangibles No Tax 0.93 1.00 28.7
Optimal Tax 0.34 0.37 877 2.2

Intangible damages are converted to equivalent output according to the increase in consumption that
would be required to offset their effect on welfare. The depletion tax from the previous sections is
applied prior to the carbon tax, so the taxes here reflect the effects of climate change and damage
specification alone.
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Sensitivity Analysis

Parametric Sensitivity

The FREE model includes 213 parameters of functional forms and initial
conditions of state variables. Almost half of these are redundant coefficients (used to
normalize production function inputs, for example), trivial switches for test inputs,
or definitional. The remaining parameters, though, are subject to significant
uncertainty, so it is important to assess their impact. Ideally, one would identify the
parameters which contribute most to variation in the optimal climate policy over
the full parameter space of the model. However, this is computationally ~nfeasible.

Another approach is to evaluate the relative sensitivity of key model variables to
variation in individual parameters. If the model output is linear in all of the
parameters, this approach would provide full understanding, but this is extremel}'
unlikely. The best that this method can provide is a sense of the local gradient of tIle
model's response to each parameter.

For this analysis, each parameter was varied ±10%
• A few parameters with initial

values of zero were varied by an absolute value of ±O.l. The results were then
ranked according to the variation induced in four target variables: the energy CO2

emissions rate, the temperature of the atmosphere and upper ocean, gross output,
and discounted utility. The measure of variance was the sum of squares difference
between the perturbed and baseline trajectories, L [Xp(t) - Xb(t)]2.

For each target variable, the results were theIl ranked in descending order. Since
each variable's gradient was tested in two directions, the direction ':Nith tile greater
absolute value was used for the ranking. Trivial or redundant parameters were
omitted from the rankings. This univariate sensitivity test was performed at two
points in the parameter space, corresponding to the initializations for scenario A
(similar to the DICE model) and scenario J (the standard run of the FREE model).

Table 34 shows tlle 25 parameters with the steepest gradients around tIle initial
conditions for scenario A. As in the DICE model, the parameters governing the
exogenous population and factor productivity trajectories are among the most
sensitive (Nordhaus 1994). This suggests that making these variables endogenous
could have particularly significant impacts on model behavior. Also of considerable
importance in the ranking are the time preference and inequality aversion
parameters describing investment behavior alld the prices and value sllares of
energy sources in production.

While the rate of autonomous energy efficiency improvement and the capitai­
e11ergy and interfueI elasticities of substitution make tIle top 25, they are by no
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means dominant in the rankings. None of the behavioral parameters describing
equilibration processes in the economy make the list. This is reassuring, since the
scenario was deliberately constructed to exhibit rapid, flexible adjushnent.

Table 34: Scenario A Parameter Sensitivity

RaIllc
Emissions Output Temperature Utili ty

Asymptotic Frac Factor Prod Gr Rt 1 1 1 1
Value Share Of Labor 2 2 2 2
Init Frac Factor Prod Gr Rt 3 3 4 4
Frac Factor Prod Gr Rt Decline Rt 4 4 8 7
Forecast Pop Growth Rt Decline Rt 6 5 9 8
Capital Lifetime 8 7 10 6
Frac Depletion Recovered 5 13 5 10
Fractional Adaptation Rate[Tangible] 7 6 13 13
Consumer Discount Rate 13 9 21 11
Capital Energy Subst Elast 9 16 14 18
Initial Producer Price[Oilgas] 11 25 15 15
Preindustrial C02 24 12 6 25
Climate Sensitivity 21 10 3 36
Energy Price Discount 20 15 26 12
Initial Producer Price[HN] 18 21 25 17
Initial Producer Price[Coal] 14 26 20 22
Ref Energy Value Share[Coal] 16 22 23 23
Marginal Atmos Retention 26 14 7 42
Consumer Inequal Aversion 28 23 31 9
Frac Auton Energy Eff Improvement Rate 10 18 17 47
Low Lim Energy Tech[Oilgas] 12 32 18 31
Climate Damage Nonlinearity[Tangible] 19 8 30 38
Ref Energy Value Share[NH] 17 27 24 27
Climate Damage Scale[Tangible] 25 11 32 41
Rate Of C02 Transfer 27 17 11 58

Variables are sorted by their mean rank. The appearance of Ute lower limit to oillgas teclmology and
the fraction of depletion rent recovered is somewhat spurious here, as the lower limits are used to
switch off technology in this scenario and there is no depletion.

Many of the same parameters appear in the ranking for scenario J, the standard
run of the model. Exogenous forclllgs from population and factor productivity again
play an important role. Ne~l to tIle ranking are the learning curve parameters
describing the strength of the endogenous energ'J technology feedback loops.
Similarly, the depletion profile for oil and gas reso'urces is of great importance.
Capital-energy and interfuel substitution elasticities are still important, but they are
joined by other parameters, like the retrofit rate, describing the gain and delay of the
long-run energy intensity adjustment process.
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Table 35: Scenario J Parameter Sensitivity

Rank
Emissions Output Temperature Utility

Value Share Of Labor 2 1 4 4
Init Frac Factor Prod Gr Rt 5 3 9 5
Resource Elasticity[Coal] 1 9 1 23

Retrofit Rate 4 15 6 11
Energy Subst Elast 7 8 13 17
Asymptotic Frac Factor Prod Gr Rt 12 2 26 8
Capital Energy Subst Elast 6 7 12 27
Forecast Pop Growth Rt Decline Rt 14 6 34 3

Energy Learning Rate 9 24 19 10
Capital Lifetime 20 11 28 6
Energy Scale Effect 11 27 16 14
Frac Factor Prod Gr Rt Decline Rt 18 5 41 9
Preind C02 In Mixed Layer 39 13 2 19
Fractional Adaptation Rate[Tangible] 17 4 44 12
Mixed Depth 40 14 3 22
Initial Producer Price[Coal] 10 29 15 39
Resource Elasticity[Oilgas] 13 45 31 7
Ref Energy Value Share[Coal] 8 34 11 49
Endogenous Tech Fraction 15 23 39 29
Consumer Discount Rate 27 19 48 13
Climate Sensitivity 46 12 5 44
Ref Energy Value Share[New] 19 21 40 37
Initial Resource[Coal] 3 22 10 82
Min Depletion Time 16 33 38 31
Preindustrial CO2 54 20 7 43
Variables are sorted by their mean rank.

The results for scenario A and scenario Jagree to a large extent. There are,
however, a few dramatic differences. Table 36 sumnlarizes variables for which the
difference in rankings between the two scenarios is greatest. Variables like energy
learning rates, carbon cycle parameters, and reso',urce endowments that affect
feedback loops that are switched off in one of the two parameterizations are
excluded. Most of the remaining entries appear on the list because of differellces
between the putty-putty and putty-~layproduction structures of the two models~

Parameters like the energy delivery delay and sllort-run energy price perception
time play a more important role in Scenario A beCatlSe short term substitution
processes have greater scope. In Scenario J, short-term substitution plays only a
limited role in the model outcome due to low short run elasticities, so these delays
have little impact. Similarly, the retrofit rate is unimportant in Scenario A because
there is so much short run flexibility that retrofits are unnecessary, while the ptltty­
clay structure in Scenario Jnlakes retrofits potentially important.
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Table 36: Sensitivity Rank Differellces

Eflt~~rgy Delivery Delay
Energy Order Adj Coeff
SR Energy Price Perc Time
Capital Share[Oilgas]
Output Trend Establishment Time

· Price Adjustment Time
Init Atmos Uocean Temp
LR Order Trend Time
LR Output Trend Time
Initial Producer Price[Oilgas]
Energy Capital Lifetime[Oilgas]
Output Perc Time
Capital Share[HN]
Return Perc Time
Energy Construction Delay[Oilgas]
Heat Trans -:'oeff
Labor Force Fraction
Retrofit Rate
SR Elasticity
Weight 'fa Average Cost

Mean Rank - Scenario A
40.25
36.75

49
42.25
35.5
60.5

59.25
64.5

55.75
16.5

48.75
51.5

51
46.5

59.25
44.25

80
45.25
34.75
53.25

Meall l~ank - Scenario j
106.5
97.75

109
89.5
80.5

109.25
108

110.75
98.75
56.75

87
89.75
89.25
87.75

101.75
80.25
117.5

9
68.5

87.75

Interestingly, few climate or carbon cycle paranleters ar>pear on either scenario's
top 25 list. This can be attributed to both the model and the sell..sitivity crit(~ria. Of t11e
four target variables, only temperature is strongly influenced by tIle clin1a1te
parameters. Emissions and gross output are only affected weakly by climate. Wllile
utility is significantly affected by clirnate damages, eCOl10mic variables still
dominate.

Multivariate Sensitivity

The preceding parametric sensitivity analysis is unsatisfyiIlg for two rf~asons.

First, the model behavior is highly :nonlinear, and univariate sensitivity analysis
ileglects potentially critical interacti()ns among variables. Second, the analysis nlakes
no use of subjective information about the relative uncertainty of tIle various
para1neters; it merely identifies parameters which, if they 'were uncertain, migllt
ha,'e a substantial irnpact.

While it is beyond the scope of this work to conduct a full uncertainty allalysis
on the model, a preliminary exploration of the multivariate parametf~r sensiti,'ity of
the model is p~esented llere. Subjective probability distributions for k1ey parameters
were assigned, based largely on the work of other modelers. These distributions
were then used to identify an effective carbon tax rule and to assess its perfOrmnJ1Ce
under uncertainty. This work should be regarded more as all exploration of tIle
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properties of tIle model than as a definitive statement about the policy implications
of uncertainty.

Identification of the uncertain distributions was not a focus of this research.
Where possible, distributions were drawn from other modeler's work. For otller
parameters, distributions were created around the deterministic parameter value
using the range of values in. relevant literature. For a few paralneters which have
not been addressed in other studies-such as the fraction of depletion rents
recovered-distributions were chosen ad hoc. lne parameter distributions are
summarized in Table 37.

Table 37: Parameter Distributions

Parameter Distr. Min Max Mean SD Notes
Forecast Pop Growth Normal .0027 .033 .019 .0106 Adapted from DICE (Nordllaus

Rt Decline Rt 1994)
Frac Tech Gr Rt Normal 0.002 .024 .011 .0077 Adapted from DICE (Nordhaus

Decline Rt 1994)
Climate Sensitivity Normal Adapted from DICE (Nordhaus

1994)
Biostim Coeff Normal 0 .7 .4 .1 Rartge of values in literature

(Goudriaan and Ketner 1984;
ROtInallS 1990)

Climate Damage Normal 0 .032 .013 .011 Adapted from DICE (Nordhau~

Scale 1994)
Initial Normal 2e13 4e13 3e13 3e12

Resource[OilGas]
Eddy Diff Coeff Normal 3300 5000 4000 300 (Oeschger, Siegenthaler et al.

1975)
Frac Auton Energy Eff Normal .001 .023 .011 .0076 Adapted from DICE (Nordhaus

Improvement Rate 1994)
Capital Energy Subst Normal .4 .95 .7 .1

Elast
Energy Subst Elast Normal 1.05 3 2 .33
Frac Depletion Uniform 0 1

Recovered

Normal distributions are truncated at minimum and maximum values, typi-:ally ±3 stalldard
deviations.

Using these distributions leads to a wide range of model outcomes. Figure 110
compares the range of emissions in the model to the IPCC scenarios. TIle mediaIl
trajectory is slightly higher than the 92a scenario, generally regarded as "business as
usual." This is in accord with the interpretation of 92a as a middle-of-the-road
scenario rather than an upper bound on emissions (IPee 1994). Emissions are
widely distributed above and below tllis path, but no trajectories encompass the
IPCC low-emissions scenarios. This is sensible, as no delil-,erate emissions reductiollS
are undertaken in this set of simulations.
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Figure 110: Emissions Under Uncertainty
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The shaded area indicates the range of outcomes in 100 simulations w!len no carbon tax is applied,
while the solid line is the median outcome. Dashed lines indicate IPee scenarios.

The wide range of emissions leads to substantial variance in atmospheric
temperature as well (see Table 38). All simulations show significant climate change,
though. Economic output varies greatly over the simulations. btlt this is attributable
almost entirely to changes in population and tecr.nology rather than emissio,ns and
climate damages. For each variable, the median value from the Monte Carlo
simulations is quite close to the value from a deterministic simulation using the
median values of the uncertain inputs.

1"able 38: Uncertainty of Key Variables

Min Max Mean Median Nonn. Deternlinii.stic
SD

Output in 2100 (trillion $/year) 108 762 271 239 0.427 236

Energy Carbon Emissions in 4.5 46.3 23.4 22.3 0.422 24.8
2100 (109 Tone/year)

Temperature in 2100 1.86 5.88 3.75 3.67 0.241 3.80
(DegreesC)

Values are reported for 100 simulations. The deterministic case uses the median value for each
uncertain parameter.

Stochastic Optimization

It is natural to investigate the implications of uncertainty for the optimal carbon
tax policy. In this case, to evaluate a policy, one must calculate ~ts expected value
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over a wide variety of possible states of the world. lIne computatiollal intellsity of
this process (and software lilnitations) m.ake it unattractive to use the local-search
hill climbing procedure that was used to di~cover optimal taxes in the determillistic
case. Instead, a grid search strategy was employed to visualize the parameter space of
an optimal carbon tax rule 'with t,t\TO paralneters (a constant term and an
atmospheric concentration coefficient).

Figure 111 SllOWS the results of this search. Each grid point describes a unique
carbon tax strategy. Points in tIle upper right quadratlt, for example, describe taxes
that tend to rise over time, as the atmosplleric CO2 concentration rises, wllile taxes
in the lower right quadrant tend to fall over time. At each point, the model was
simulated 20 times, using Latin Hypercube sampling from the subjective probability
distributions. While the sample of 20 sinlulations is small, repetition of the
procedure with larger samples and different random number seeds indicates that it
is sufficient to generate a reasonable sense about the payoff surface.
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Figure 111: Expected Value of Tax Policies
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The surface shows the expected value of the improvement in welfare (in billion $ consumption
equivalent) of a carbon tax policy with the indicated constant and atn10sphcric concentration
coefficients (which have units of $/TonC; see page 109). Each contour line represents a change of $200
billion. The lower left quadrant, which yields taxes that are always negative, was not explored. Note
that only the grid points were evaluated; the contours are interpolated.

The Qutcon1C in Figure 111 is a flat-tc)pped "hill" of policies tllat perfc)rm well,
located in the upper right quadrant. In this region, carbon taxes have }Jositive
constant and atmosp11eric concentration c()efficients, indicating that tllCy are
initiated in 1995 with a positive value and tend to rise over time. TIle best tax
policies yield an imprc)vement in welfare of more than $4 trillion. Wllilc mc)st

policies ill the space explored perfc)rm at least marginally better tllan nc> tax, Cl fe,"! de)
not. Beyond a certain point, high taxes-particularly thc)se witll a 11igll C()11StClI1t

component, which implies rapid implementation of a large tax-perf()rm p()()rly.

The worst tax policies generate losses of nearly $4 trillion. This is pr()bably mairlly all

issue ()f adjustment costs. Rapid implementatic)n of a lligll tax creates c()nsidcral11c
economic disruptic)n.
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Figure 112: Expected Value of Tax Policies
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This surface examines a region around the best point in Figure 111. Each contour line represents a cllange
of $300 billion. No point performs worse than the no tax case.

Examining the top of the hill in Figure 111 at higher resolution yields Figure 112.
The best tax policies are located arol1nd a point w!th a constant of 30 $/l'onC and an
atmospheric concentration coefficient of 120 $/TonC. The best tax in the
deterministic case, which has a constant term of -28 $/TonC and an atInospheric
concentration coefficient of 198 $/TonC, lies just outside this figure, in a region
which appears likely to be near-optimal under lmcertaint)~.
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Figzlre 113: Worst OutcOttleS of Tax Policies
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The surface shows the improvement in welfare from a carbon tax policy in the scenario with the worst
outcome. Each contour line represents a change of $250 billion. The lower left quadrant, w11ich yields
taxes that are always negative, was not explored. Note that only the grid points were evaluated; the
contours are interpolated.

Evaluating policies on the basis of the expected value of outcomes implies risl<­
neutrality. In reality, policy makers may be more interested in nlinimizing losses itl
the case of a bad outcome. Figure 113 illustrates the impact of tax policies Of\ t11e
worst outcome in each sample. The absolute difference between the best and worst
policies is smaller than before, roughly ± $2 trillion, because the base value of
cumulative discounted utility is much lower. Maximizing welfare in tIle worst-case
scenario implies higher carbon taxes than maximizing the expected value of vvelfare.
The best maximin policies still lie within the region of good performallce in
expected value terms, tllough.

The opposite criteria-maximizing welfare in the best case-results in a very
different payoff surface (Figure 114). The best policy is now located in tIle extrelne
upper left corner of the space-a region in which taxes start near zero, but rise to
high levels as the atmospheric CO2 cOllcentration rises. Policies in the opposite
quadrant, which start high and decline, perfOrlTI very poorly. The best maximi11 or
expected value policies perforn1 indifferently.

188



Figure 114: Best Ol-ltcomes of 1"ax Policies
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TIle surface shows the intprovement in \'velfare from a carbon tax policy in the scenario witll tIle best
outcome. Each contour line represents a change of $1000 billion. The best policy is in the tlpper left
comer of the grid. The lower left quadrant, 'which yields taxes that are always negative, was not
explored. Note that only tl1e grid points were evaluated; the contours are interpolated.

Impact of the Optimal Tax

Using the expected value criterion, the best tax policy under uncerta~ntyyields
carbon taxes in the range of 1(10-300 $/TonC (Figure 115). The actual magnitude of
the tax varies adaptively in response to changing atmospheric CO2 COllcentrations,
so high emissions rates that are resistant to policy intervention result in
progressively higher taxes.
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Figure 115: Optimal Carbon Taxes
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Shading indicates the distribution of tax trajectories for 100 simulations.

Controlling emissions with this policy restl1ts in Sllbstantial improvement in
welfare (Table 39). Emissions are reduced dramatically, by roughly 70%

, in all cases.
As a result, climate change is reduced by about one degree in 2100. Figure 116
illustrates these changes graphically. The major tracleoff for these emissions
reductions and welfare improvements is apparently a loss of welfare in scenarios
which have very high welfare anyway.

Table 39: Multivariate Sensitivity of Key Variables with Carbon Tax

Min Max Mean Median Norm. SD

Output in 2100 (trillion $/year) 114 650 273 255 0.369

(+5%) (-15%) (+10/0) (+7%) (-13 %
)

Energy Carbon Emissions in 21 DO 1.2 18.3 6.3 5.2 0.588
(109 Tone/year) (-73%) (-60%) (-73%) (-77%) (+39%)

Temperature in 2100 (DegreesC) 1.42 5.11 2.89 2.91 0.234

(-23°/~) (-13%) (-23%) (-21 0
/ 0 ) (-3%)

Statistics are reported for 100 simulations. Values in parentheses are percentage variations from the
no-tax case.
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Figure 116: Emissions, Output, and Temperature under Uncertainty
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Conclusions
The conventional wisdom from simple integrated models like DICE or

Comlecticut/YOHE is that abatement efforts in the near term should be limited,
with modest carbon taxes on tIle order of 10-50 $/TonC (Nordhaus 1994; Yohe and
Wallace 1996). This conclusion rests on an assessment of the tradeoffs between near­
term abatement costs and long-term benefits from reduced climate damages. The
FREE model facilitates exploration of a number of assun1ptions that inflttence the
recommendation of limited abatement effort.

The FREE model can be parameterized to bellave much like the DICE model
(Scenario A, page 129). In this case, the optimal carbon tax is 15 $/TonC, a level that
causes small increases in energy prices. Yet in the standard model run, Scenario J,
the optimal tax is 950 $/TonC, a very high tax with strong effects on the energy­
economy system. The difference in conclusions is dramatic. It arises from the
interactions of a number of assumptions about discounting, economic growth,
energy technology, the flexibility of the economy, depletion, and decision making.

Because these assumptions interact in a highly nonlinear fashion, there is no
defil1itive way to attribute the changes between Scenario A and Scenario J to any
particular parameter change. Figure 117 compares the relative impacts of the major
differences between the two scenarios by applying them singly to a base run. The
base case, in which the optimal tax is 170 $/TonC, is Scenario Jwith a depletion tax
added to prevent depletion dynamics from obscuring other effects. In this scenario,
the carbon tax more than quadruples the price of coal, and the depletion tax more
than doubles the price of oil and gas.

One major difference between the two scenarios is the discounting method used
to evaluate social welfare. In Scenario A (and in most integrated models), tIle
welfare of future generations is discounted silnply because they are remote from us
in time. In Scenario I, the welfare of future generations may be discounted because
they grow wealthier, but not for pure time preference. Discounting for tin1e
preference, as in Scenario A, leads to diminished concern for the future implications
of climate change, and causes the optirnal tax to differ by more than a factor of fOUf

(see also Table 32).

The choice of discounting method is essentially ethical, and most nlodels can
support a variety of perspective through simple parameter c11anges. Other
differences between models are structural, and thilS more resistant to
experimentation. The carbon cycle is one such subsystem. Carbon cycles in
integrated models tend to make unwarranted assumptions of linearity, which are
particularly important when scenarios generate high emissions trajectories. The
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optimal tax using the FREE carbon cycle, which includes nonlinearities and sink
constraints in the uptake of carbon, is more than twice that found using tIle DICE
carbon cycle.

Figure 117.' Sumlnary of Model Tests
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Columns indicate the optimal constant carbon tax level for each test. Taxes are implemented gradually
(with a 20 year time constant) beginning in 1995.

Another important dynamic issue is the flexibility of adjustment in the
economy. In Scenario A, and most integrated models, a variety of strllctures that
lead to disequilibrium of the economy are omitted. As a consequence, the respollse
to carbon taxes is rapid. The FREE model, by contrast, incltldes capital stocks in the
energy system, etnbodied energy requirements, and delays in perception and action
that constrain the ability of the economy to adjust to changing energy costs in the
short run.

fvlaking tIle energy system flexible by reducing the role of capital stocl<s in energy
production causes a small change in the optimal carboll tax, from 170 $/TonC to 149
$/TonC. Increasing the short run flexibility of the goods produciltg economy has a
greater effect, reclucing the tax from 170 $/TonC to 98 $/TonC. In both cases,
increasing flexibility results in lower taxes because the effort required to achieve a
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given level of emissiorl3 redu.ction falls while the benefits of emissions reductions
remain relatively constant.

TIle tr..ajor implication of constraints to adjustment is not really apparent from
the search for optimal deterministic carbon taxes. It arises instead under uncertainty

about future climate conditions. To prepare for worst-case scenarios, it nlay be
necessary to begin acting now, because adjustment constraints reduce the ability to
respond rapidly to new infornlation.

The behavior of t11e energy system is strongly shaped by the evolution of

technology. However, nearly all models treat technology in the ellergy system as an
exogenous factor. LTl FREE, learning curves are substituted for exogenous
technological trends. This creates path-dependence and the opportunity for lock-in
of dominant carbon-based energy SOtlfces. Ignoring learning by using exogenous
technology biases the optimal carbon tax downward by roughly 300/0 (see also l'able
31). Consideration of other mechanisms that cause path dependency, like network
effects and complementary infrastructure, could raise indicated tax levels
significantly.

Path dependence has implications for the tilning and nature of interventions.
Earlier action has a greater impact because small initial changes are amplified by
positive feedback. It may be possible to discover market domains where reinforcing

effects are particularly strong, and small interventions have large impacts. As nOll­

carbon or energy-efficient technologies become more prevalent, it may be possible to
relax carbon taxes and allow lack·-in effects ta take over.

There is a heated debate over the availability of a "free lunch" from costless or
negative-cost emissir")ns reductions. Most models neglect these opportunities. One
kind of free lunch, from the correction of energy price perception biases, can be
tested in the FREE model. Even a modest bias (discounting energy prices by 20~/o) 11as
substal1tial tax implications, raising the indicated tax 50% to 260 $/TonC. This
suggests the importance of continued investigatioll of this avenue at a micrc, level,
and of including the possibility of biases in the sensitivity analysis of aggregate
models.

Exogenous forecasts of factor productivity or GNP growth, which drive Inost
integrated models, have dramatic effects un policy conclusions. In the FREE model,
a low-growth scenario leads to a "lery high optimal tax, as it becomes more
important to protect the welfare of future generations because they are not so
wealthy. This conclllsioIl interacts strongly with the discOl1nting approacll ChOSel\

(see Table 32), illustrating the necessity of exploring parameter and structural
changes together rather than piecemeal.
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The importance of exogenous factor productivity improvements as a driver of

growth suggests that they should be made endogenous in the satne way as energy
technology. Making aggregate technological progress endogenous is lil<ely to reduce
the optimal carbon tax by increasing the importance of economic growtl1 in the near
term (flogan and Jorgenson 1991; Sala-i-Martill and Barro 1995).

Finally, if the interterrlporal valuation of energy resources is flawed, as in the
standard run of FREE, climate policy can have unpleasant irlteractions witll resource
depletion. A carbon tax can actually accelerate the negative consequences of
depletion brought on by undervaluation of oil and gas resources. 'This suggests tl1at
the current enthusiasm to use gas as a low-carbon energy source should be regarded
with some caution. A carbon tax (and probably most otller instruments suggested for
addressing climate issues) may perform very poorly if they are also required to
compensate for depletion.

Recommendations for Future Research
The FI{EE model identifies a number of feedback structures that have profou11d

effects on climate policy recommendations. It is important that these structures be
further investigated by other integrated modeling efforts in order to enSltre that
their importance is not formulation-specific. In addition, this Y\lork leaves many key
features of integrated models unexplored. Making key subsystems like population
endogenous, even with the crudest and most flawed models, would yield insights
not available from the exogenous forecasts curre11tly in use.

Before expanding the scope of integrated modeling, a number of simple
improvements to modeling practices ShOtlld be made. These are outlined ill detail
in the Feedback Structure in Integrated Models chapter. To summarize, there are
several common errors in the representation of dynamics that could easily be
avoided by more Widespread adoption of continuous time simulation, use of
dimensional consistency as a formal check on model strllcture, verification of
model robustness, and abandonment of discrete logic in many fornlulatiolls. 'fo a
great extent, the journey is the destination in integrated modeling. Result-oriented
optimization or sensitivity analysis ought to be preceded by a thorollgh exploration
of trlodel dynamics, without particular attention to a sillgle measure of perforlnallce
like cumulative discounted utility.

The FREE model occupies an important niche among integrated models. It l1as a
feedback strllcture that is rich enough to provide a realistic picture of tile econolny
and to generate surprising behavior, yet it is computationally tractable enough to
allow replication of the extensive optimization and uncertainty analyses tl"lat have
been performed mainly on very simple models to date. The sensitivity alld
uncertainty analyses presented in t}tis work are particularly deserving ()f extension.
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Several model structures \\Tould benefit from extension as well. It would be
usefttl to distinguish primary energy sources fronl end-use energy carriers and to
explicitly represent capital stocks in energy conversion. This would alIo",' a more
realistic representation of substitution potentials, conlplementary infrastructure,
learl1ing, and l1etvv'ork effects.

Many structures from earlier system dynamics models were omitted or abstractecl
in FREE for simplicity. Restoring some of these would provide additional insights.
Inclusion of an explicit capital sector, for example, would impose additional
constraints on the expansion of capital stocks in energy supply. A bellavioral theory
of saving and investlnent behavior would be more robust and realistic than tIle
current structure, and would link naturally to a r{lore disaggregated, endogenous
treatment of population.

At the time of nlodel conceptualization, the depletion issue was not expected to
be as dramatic as it later proved to be. The depletion issue needs to be reexalnined. A

central part of this effort should be the development of a resource valuation process
founded on observations of r~al behavior rather than on principles of optimal
control.

If even one or two of the issues explored in the FREE model prove important,
the implications for climate policy are considerable. Together, these explorations
suggest an alternative paradigm for climate policy, in which depletion is a serious
issue in the near term, policies induce technological change and other path­
dependent effects, the economy is far from equilibrium or an optimal state,
behavioral and structural factors constrain and delay action, and policy? makers are
concerned with the welfare of future generations. In this case, aggressive, immediate
action is warranted to avoid climate change.
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FREE Model Equations

This appendix documents the FREE model. The model listing is cross-referenced
for easy perusal of the equations. The listing was generated by the Verlsim
documentation tool. For details of the Vensim language, refer to (Ventana SystenlS
1994). The format is as follows:

(###) Vari3ble = equation
units
Comment

(###) Causes (inputs to this variable)
(###) Uses (dependent variables)

The model is normally simulated using Euler integration, but some parameter
changes (such as energy pricing according to true short-run marginal cost) require a
higher-order integration method and/or a shorter time step (see .Control, page 220).

Sector Index
Welfare 286
Population w ••••••••••• •••••••••••••••••••• 284
Economy ,. 226
Energy Q •••••• 253
Emissions 208
l'olicies 278
Carbon Cycle ~ 207
Climate ~ 216
Impacts 276
Simulation Control ~20

:MACRO: INIT(input)

INIT = INITIAL (input)
input
Same as INITIAL !unction, but useable anywhere in an expression.

: ErID OF MACRO:

.Carbon.Control

(001) Carbon_Cycle_Switch = 1
dmnl
o=simple (Nordhaus' DICE), 1 = complex.

(002)Effective_C02_in_Atmospllere

(002) Effective_C02_in_Atmosphere = IF_THEN_ELSE(Carbon_Cycle_Switch 0,
C02_in_Atmos, C02_in_Atmosphere)

Tone
Switches between simple (DICE) and complex carbon cycles.

(053)C02_in_Atrnos
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(020)C02_in_Atmosphere
(001)Carbon_Cycle_Switell

(065)C02_Rad_Forcing
(482)Const r aint_Violation_Penalty
(439)Indica ted_Carbofl_Tax

.Carbon.Emissions

Emissio=ts Pu!sc Time

,(jl"""~IJIJHII'

Emissions Intensity of Output

"~!l ,\:,:e~ :n;; I'!lY : <I"'ial 1"II,'r~~p"~J'KII(Jrl"

Emissions Intensity ofAggr Energy znSilYof Energy

Total Energy efn Emissions

Energy Carbon Emissions

,':Cllhlll(L ~l'ro'IIJ"lIi"r,.

:CapHtll>

~
Emissions Intensity of Capital

(003) Emissions_Intensity_of_Aggr_Energy = Total_Energy_Carbon_Emissions /
SR_Aggr_E11ergy

TonC/GJequiv
Average emissions intensity of aggregate energy product (neglecting nonenergy elnissions).

(177)SR_Aggr_Energy
(013)Total_Energy_Carbon_Emissions

(004) Emissions_Intensity_of_Capital = Total_Energy_Carbon_Emissions / capital
TonC/~/ear/$

Average emissions intensity of capital stock (neglecting nonenergy emissions).
(157)Capital
(013)Total_Energy_Carbon_Emissions

(005) Emissions_Intensity_of_Energy = Total_Energy_Carbon_Ernissions /
Total_Energy_Production

TonC/G/
Average emissions intensity of energy in physical terms (neglecting nonellergy emissions).

(013)Total_Energy_Carbon_EmissiollS
(400)Total_Energy_ProdUctiOll

(006) Ernissions_Intensity_of_Output = Total_Energy_Carbon__ Emissions /
Gross_Output

TonC/$
Average emissions intensity of gross output of goods and services (neglecting nonellergy
emissions).

(262)Gross_Output
(013)Total_Energy_Carbon_Emissions

(007) Emissions_Pulse = IF_THEN_ELSE (Time > = Emissions_Pulse_Tinle : AND: Time
< Emissions_Pulse_Time + TIME_STEP I En\issions Pulse_Volulue /
TIt~E_STEP , 0 )

Tone/year
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Rate of emissions from test pulse of given volume.
(OOO)Time
(008)Emissions_Pulse_rriIne
(OO9)Emissions_Pulse_Volume
(079)TIME_STEP

(012)Total_Carbon_Emissions

(008) Ernissions_Pulse_ri'ime = 2000
year
Year of emissions test pruse.

(007)Emissions_Pulse

(009) Emissions_Pulse_Volume = 0
Tone
Volume of test carbon pulse to atmosphere.

(007)Ernissions_Pulse

(010) Energy_Carbon_&aissions[nonrenewable] = Energy._Production[nonrenewable]
* Carbon_Content [nonrenewable]

Tone/year
Carbon emissions rate from energy production.

(429)Carbon_Content
(390)Energy_Production

(013)Total_Energy_Carbon_Emissions

(all) Nonenergy_Carbon_Emissions
Tone/year
Nonenergy carbon emissions.

(011)Total_Carbon_Emissions

(012) Total_Carbon Emissions = Total_Energy_Carbon_Emissious +
Nonenergy_Carbon_Emissions + Emissions_Pulse

Tone/year
Emissions of carbon from energy use and other sources.

(007)Emissions_Pulse
(Oll)Nonenergy_Carbon_Etnissions
(013)Total_Energy_Carbon_Emissions

(020)C02_in_Atmosphere
(014)Atmospheric_Retention
(052)Average_Atmos_I{etention
(054)C02_Net_Emiss

(013) Total_Energy._Carbon_Emissions =
SUM(Energy_Carbon_Emissions[nonrenewable!])

Tone/year
Total carl-Jon emissions from all energy sources

(OlO)Energy_Carbon_Emissions
(003)Emissions_Intensi ty_of_Aggr_E11ergy
(004)Emissions_Intensity_of_Capital
(005)Emissions_Intensity_of_Energy
(006)Emissions_Intensity_of_l·ltput
(442)Perceived_Emissions_I{ate
(012)Total_Carbon_Emissions
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.Carbon.FREE

Mixed Depth

O"ffi . ~FI ~-EddY DiffCoeff
I uslon ux .........

~ ~iekness
"~Concentration

lnit NPP

/ Riostim Coeff
\lJJ-Flux Atnl to Biom3Ss ",~_r ~ .'
~ ~'In,h"rll;I1II)~

BufrCO~Cocff
~

uffer Faclor~Rer Buffer Fliclor

) Ref RuOT02

Flux Atm to Ocean E "I C02" "·1" d L
~mlvlxe~

"\. ~n:ind(:<12 i! ~:: CP Illyer
Mixing Time ~

". PJ~illdll~\rtal tOe ):! ...

Flux Biomass to Humus

~4
Biomass Res Time \

Humification Fraction

Humus Res Time

\
Flux Humus to Atmosphere

<Atmospheric Retention>

(014) Atmospheric_Retention = ZIDZ (Total_Carbon_Ernissions-·Flux_Atm_to_OceaI1­
Flux_Atm_to_Biornass + Flux_Biomass_to_Atmosphere +
Flux_Humus_to_Atmosphere , Total_Car'bon_Emissions )

dl1znl
Atmospheric reteIltion of emissions.

(029)Flux_Atm_to_Biomass
(030)Flux_Atffi_to_Ocean
(031 )FIux_Biomass_to_Atrnosphere
(033)Flux_Humus_to_Atmosphere
(012)Total_Carbon_Emissions

(015) Biomass_Res_Time = 10.6
year
Average residence time of carbon in biomass.

(031)Flux_Biomass_to._Atmosphere
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(016) Biostim_Coeff = 0.4
dmnl
Coefficient for response of prim3I"y production to C02 concentration.

(029)Flux_Atm_to_Biomass

(017) bottomS: (layer6-1ayerlO)
Bottom 5 (thick) ocean layers.

(018) Buff_C02_Coeff = 4.05
dmnl
Coefficient of C02 concentration influence on buffer factor.

(019)Buffer_Factor

(019) Buffer_Factor = Ref_Buffer_Factor + Buff_C02_Coeff *
LN(C02_in_Atmosphere / Ref_Buff_C02)

dmnl
Buffer factor for atmosphere / mixed ocean carbon equilibration.

(020)C02_in_Atrnosphere
(018)Buff_C02_Coeff
(047)Ref_Buff_C02
(048)Ref_Buffer_Factor

(028)Equil_C02_in_Mixed_Layer

(020) C02_in_Atmosphere = INTEG ( Total_Carbon_Emissions-Flux_AtnLto_Ocean­
Flux_Atrn_to_Biomass + Flux_Biomass_to_Atrnosphere +

FluX_Ht~us_to_Atmosphere, init_co2_in_atm)
Tone
Carbon in abnosphere

(029)Flux_Atm_to_Biomass
(030)Flux_Atm_to_Ocean
(031)Flux_.Biomass_to_Atmosphere
(033)Flux_Humus_to_Atmosphere
(036)init_co2_in_atm
(012)Total_.Carbon_Emissions

(019)Buffer__Factor
(002)Effective_C02_in_Atmosphere
(028)Equil_C02_in_Mixed_Layer
(029)Flux_Atm_to_Biomass

(021) C02_in_Biomass = INTEG ( Flux_Atm_to_Biomass-Flux_.Biomass_to_Atmosphere­
Flux_Biomass__to__Hurnus, Ini t_C02_in_Biomass)

Tone
Carbon in biosphere (biomass, litter, and humus)

(029)Flux_Atm_to_Biomass
(031)Flux_Biomass_to_Atmosphere
(032)Flux_Biomass_to_Humus
(037)lllit_C02_in_Biomass

(031)Flux_Biomass_to_Atmosphere
(032)Flux_Biomass_to_Hunlus

(022) C02_in_Deep_Ocean [upper] = INTEG ( Di ffusion_.Flux [upper) ­
Diffusion_Flux [lower] , Init_C02_in_Deep_Ocean [upper])

C02_in_Deep_Ocean[layerlO] ~ INTEG(Diffusion_Flux[layerlO],
Init_C02_in_Deep_Ocean[layer10])

Tone
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Carbon in deep ocean.
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(026)Diffusion_Flux
(038)Init_C02_in_Deep_Ocean

(025)Concentration

(023) C02 in_Humus = INTEG ( Flux_Biomass_to_Humus-Flux_Hurnus_to_Atmosphere,
Init_C02_in_Humus)

Tone
Carbon in humus.

(032)Flux_Biomass_to_Humus
(033)Flux_Humus_to_Atmosphere
(039)Init_C02_in_Humus

(033)Flux_Humus_to_Atmospllere

(024) C02_in_Mixed_Layer = INTEG ( Flux_Atm_to_Ocean-Diffusion_Flux[layerl],
Init_C02_in_Mixed_Ocean)

Tone
Carbon in mixed layer.

(026)Diffusion_FIux
(030)Flux_Atffi_to_Ocean
(040)Init_C02_in_Mixed_Ocean

(026)Diffusion_FIux
(030)Flux_Atffi_to_Ocean

(025) Concentrati.on[layers] = C02_in_Deep_Ocean[layersJ / Thickness(layers]
Tone/meter
Concentration of carbon in ocean layers.

(022)C02_in_Deep_Ocean
(049)Thickness

(026)Diffusion_Flux

(026) Diffusion_Flux [layerl] = (C02_in_Mixed_Layer / Mi.xed_Depth­
Concentration[layerl]) * Eddy_Diff_Coeff * 2 / (Mixed_Depth +
Thickness[layerl])

Diffusion_Flux [lowerJ (Concentration[upper]-Concentration[lower)) *
Eddy_Diff_Coeff * 2 / (Thickness [upper] + Thickness[lower])

Tone/year
Diffusion flux between ocean layers.

(024)C02_in_Mixed_Layer
(025)Concentration
(027)Eddy_Diff_Coeff
(044)Mixed_Deptll
(049)Thickness

(022)C02_in_Deep_Ocean
(024)C02_in_Mixed_Layer

(027) Eddy__Diff_Coeff = 4000
meter*meter/year
Eddy diffusion coefficient.

(026)Diffusion_Flux

(028) Equil_C02_in_Mixed_Layer Preind_C02_in_Mixed_Layer *
(C02_in_Atmosphere / Preindustrial_C02) A (1 / Buffer_Factor)

Tone
Equilibrium carbon content of mixed layer.

(020)C02_in_Atmosphere
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(019)Buffer_Factor
(046)Preind_C02_in_W~xed_Layer
(073)Preindustrial_C02

(030)Flux_Atln_to_Ocean

(029) Flux_Atm_to_Biomass = Init_NPP * (1 + Biostim_Coeff *
LN(C02_in_Atrnosphere / Preindustrial_C02))

Tone/year
Carbon flux from abnosphere to biosphere (from primary productioIl)

(020)C02_in_Atmosphere
(016)Biostim_Coeff
(041)Init_NPP
(073)Preindustrial_C02

(020)C02_in_Atmosphere
(021)C02_in_~Biomass

(014)Atmospheric_Retention

(030) Flux_Atm_to_Ocean (Equil_C02_in_Mixed_Layer-C02_in_Hixed_Layer) /
Mixing_Time

Tone/year
Carbon flux from abnosphere to mixed ocean layer.

(024)C02_in_Mixed_Layer
(028)Equil_C02_in_Mixed_I~ayer
(045)Mixing_Time

(020)C02_in_Atmosphere
(024)C02_in_Mixed_Layer
(014)Atmospheric_Retention

(031) Flux_Biomass_to_Atmosphere = C02 in_Biomass / Biomass_Res_Tinle * (1­
Humification_F'raction)

Tone/year
Carbon flux from biomass to atmosphere.

(021)C02_in_Biomass
(015)Biomass_Res_Time
(034)Humification_Fraction

(020)C02_in_Atmosphere
(021 )C02_in_Biomass
(014)Atmospheric_f<etention

(032) Flux_Biomass_to_Humus = C02 in_Biomass / Biomass_Res_Time *
Humification_Fraction

Tone/year
Carbon flux from biomass to humus.

(021 )C02_in_Biomass
(015)Biolnass_Res_Time
(034)Humification_Fraction

(021 )C02_in_Biomass
(023)C02_in_Hurnus

(033) Flux_Hurnus_to_Atmosphere = C02_in_Hurnus / Humus_Res_Time
TonC/year
Carbon flux from llUIDUS to atmosphere.

(023)C02_in_Humus
(035)l-Jumus_Res_Time

(020)C02_in_Atmospllere
(023)C02_in_Humus
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(014)Atmospheric_Retention

(034) Humification_Fraction = 0.428
dmnl
Fraction of carbon outflow from biomass that enters humus stock.

(031 )Flux_Biomass_to_Atmosphere
(032)Flux_Biomass_to_Humus

(035) Humus_Res_Time = 27.8
year
Average carbon residence time in humus.

(033)Flux_Humus_to__Atmospllcre

(036) init_co2_in_atm = 6.576e+Ol1
Tone
Initial carbon in atmosphere. From simttlations with historical emissions, starting at
equilibrium in 1775.

(037) Init_C02_in_Biornass = 6.566e+Oll
Tone
Initial carbon in biomass. From simulations with historical emissions, starting at equilibriunl in
1775.

(021 )C02_in_Biomass

(038) Init_C02_in_Deep_Ocean[layers] = 2.054e+012, 2.051e+012, 2.05e+012,
2.04ge+012, 2.048e+012, 5.734e+012, 5.733e+012, 5.733e+012,
5.733e+012, 5.733e+012

Tone
Initial carbon in deep ocean layers. From simulations with historical emissiollS, starting at
equilibrium in 1775.

(039) Init_C02_in_Humus = 7.25ge+Ol1
Tone
!nital carbon in humus. From simulations \Vitll historical emissions, starting at equilibrium in
1775.

(040) Init_C02_in_Mixed_Ocean = 7.712e+011
Tone
Initial carbon in mixed ocean layer. From simulations with historical emissions, starting at
equilibrium in 1775.

(041) Init_NPP = 6e+010
Tone/year
Initial net primary production.

(042) layers : (layerl-layerlO)
Deep ocean layers.

(043) lower: (layer2-1ayerlO) -> upper
Lower 9 deep ocean layers.

(044) Mixed_Depth = 75
meter
Mixecl. ocean layer depth.
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(026)Diffusion_Flux

(045) Mixing_Time = 9.5
year
Atmospllere - mixed ocean layer mixing time.

(030)Flux_Atffi_to_Ocean

(046) Preind_C02_in_Mixed_Layer = 7.678e+Oll
Tone
Initial carbon content of mixed ocean layer.

(047) Ref_Buff_C02 = 7.6e+011
TOtlC

Ce)2 in atmosphere at nomtal buffer factor.
(019)Buffer_Factor

(048) Ref_Buffer_Factor = 10
dm!nl
Normal buffer factor.

(019)Buffer_Factor

(049) Thickness [top5] = 200

T:hickness [bottomS] = 560
meter
Deep ocean layer thicknesses.

(025)ConceIltration
(026)Diffusion_Flux

(050) topS : (layer1-1ayerS)
Top 5 (thin) ocean layers.

(051) upper : (layerl-layer9) -> lower
Upper 9 deep ocea..lllayers.

.CarbOln.Nordhaus
Drawn exactly from Nordhaus' DICE model. See:

Nordhaus, W. D. 1994. Managing the Global COtnIIlOns. Cambridge, MA: MIT Press.

<rotal_Carbon_Emissions>

C02_Ne\iSS

Marginal_Atmas_Retention

C02_ tomge~

----~ ~ Rale_otC02_Transfcr

Preindustrial_C02

(052) Average_Atmosw_Retention = (C02_Net_Emiss-C02_Storage) /
Total_Carbon_Emissions

d",nl
Average atmospheric retention.

(054)C02_Net_Emiss
(055)C02_Storage
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(012)Total_Carbon_Emissions

(053) C02_in_Atrnos = INTEG(C02_Net_Emiss - C02__Storage, 6.77e+Ol1)
Tone
C02 in atmosphere.

(054)C02_Net_Emiss
(055)C02_Storage

(055)C02_Storage
(002)Effective_C02_in_Atmosphere

(054) C02_Net_Emiss = Marginal_Atmos_Retention * Total_Carbon_Emissions
Tone/year
C02 emissions less short-run uptake (to mixed ocean layer).

(056)Marginal_Atmos_Retention
(012)Total_Carbon_Emissions

(053)C02_in_AtInos
(052)Average_Atmos_Retention

(05S) C02_Storage = (C02_in_Atrnos-Preindustrial_C02) * Rate_of_C02_Transfer
Tone/year
C02 removal from the atmosphere and storage by long-term processes.

(053)C02_in_Atmos
(073)Preindustrial_C02
(057)Rate_of_C02_Transfer

(053)C02_in._Atnlos
(052)Average_Atmos_Retention

(056) Marginal_Atmos_Retention = 0.64
dmnl
Marginal Atmospheric Retention Fraction. Fraction of Greenhouse Gas Emissions whicJl
accumulate in the atmosphere.

(057) Rate_of_C02_Transfer = 0.008333
l/year
Fractional rate of C02 storage (corresponds to 120 year residence tinle)

(055)C02_Storage

.Climate
Drawn from Nordhaus' DICE model. See: Nordhaus, W. D. 1994. Managing the Global Commons.
Cambridge, MA: MIT Press.
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'«~()2 in /\tI11ospherc>

Climate Feedback Param-\
Feedback_Cooling

,-:.('():2 in i\llllO~'>

;- 4--""Carbon_Cycle_Switch
Effective C02_in_Atmosphere

/

Radiative_Forcing

Preindustrial C02

Deep_Ocean
Temp

Atmos
UOcean_Terrlp

Clin1ate_Sensitivity

Heat_Capacity_Ratio

(058) A_UO_Heat_Cap = 44.248
wa tt*year/DegreesC/(meter*meter)
Atmosphere & Upper Ocean Heat Capacity per Unit Area

(060)Chg_A_UO~Temp

(059) Atmos_UOcean_Ternp = INTEG (Chg_A_UO_Ternp, Init_Atmos_UOcean_Temp)
DegreesC
Temperature of the Atmosphere and Upper Ocean

(060)Chg_A_UO_Tenlp
(072)Init_Atmos_UOcean_Temp

(402)Adaptation_Rate
(404)Climate_Damage_Effect
(068)Feedback_Cooling
(075)Temp_Diff
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(060) Chg_A_UQ_Temp = (Radiative_Forcing-Feedback_Cooling-Heat_~lransfer) /
A_UO_Heat_Cap

DegreesC/year
Rate of Change in the Atmosphere & Upper Ocean Temperature.

(058)A_UO_Heat_Cap
(068)Feedback_Cooling
(071)Heat_Transfer
(074)Radiative_Forcing

(059)Atmos_UOcean_Temp

(061) Chg_DO_Temp = Heat_Transfer / DO_Heat_Cap
DegreesC/yea r
Rate of Change in the Deep Ocean Temperature

(067)DO_Heat_Cap
(071 )Heat_Transfer

(066)Deep_Ocean_Temp

(062) Climate_Feedback_Param = INITIAL C02_Rad_Force_Coeff /
Climate_Sensitivity)

Iva t t/meter/nze ter/Degrees C
Climate Feedback ParaIneter - determines feedback effect from temperature increase.

(063)Climate_Sensitivity
(064)C02_Rad_Force_Coeff

(068)Feedback_Cooling

(063) Climate_Sensitivity = 2.908
DegreesC
Equilibrium temperature change in response to a 2xC02 equivalent change in radiative forcing

(062)Climate_Feedback_Paraln

(064) C02_Rad_Force_Coeff = 4.1
wa tt/11leter/11leter
Coefficient of Radiative Forcing from C02

(062)Climate_Feedback_Paraln
(065)C02_Rad_Forcing

(065) C02_Rad_Forcing = C02_Rad_Force_Coeff * LOG(Effective_C02_in_Atmosphere
/ Preindustrial_C02, 2)

wa t time ter/nle ter
Radiative forcing from accumulation of C02.

(064)C02_Rad_Force_Coeff
(002)Effective_C02_in_Atmosphere
(073)Preindustrial_C02

(074)Radiative_Forcing

(066) Deep_Ocean_Temp = INTEG (Chg_DO_Temp, 0.1)
DegreesC
Temperature of the Deep Ocean

(061)Chg_DO_Temp
(075)Temp_Diff

(067) DO_Heat_Cap = INITIAL ( Heat_C3pacitY_Ratio * Heat_Trans_Coeff)
wa t t*yea r/DegreesC/nleter/me ter
Deep Ocean Heat Capacity per Unit Area

(069)Heat_Capacity_Ratio
(070)Heat_Trans_Coeff

(061)Chg_DO_Telnp

218



(071 )Heat_Transfer

(068) Feedback_Cooling = Atrnos_UOcean__Ternp * Climate_Feedback_Param
watt/meter/meter
Feedback cooling of atmosphere / upper ocean system due to blackbody radiation.

(059)Atmos_UOcean_1~emp

(062)Climate_Feedback_Param
(060)Chg_A_UO_Temp

(069) Heat_CapacitY_Ratio = 0.44
Iva t tl(mefer *me fer '*Degrees C)
Ratio of Thermal Capacity of Deep Ocean to Heat Transfer Time Constant

(067)DO_Heat_Cap

(070) Heat_Trans_Coeff = 500
year
Heat Transfer Coefficient [tau12] (years) Coefficient of heat transfer betvveen the atmosphere
& upper ocean and the deep ocean. May be interpreted as a mixing time constant.

(067)DO_Heat_Cap
(071)Heat_Transfer

(071) Heat_Transfer = Ternp__Diff * DO_Heat_Cap / Heat_Trans_Coeff
wa t time fer/me fer
Heat Transfer from the Atmosphere & Upper Ocean to the Deep Ocean

(067)DO_Heat_Cap
(070)Heat_Trans_Coeff
(075)Temp_Diff

(060)Chg_A_UO_Temp
(061)Chg_DO _Temp

(072) Init_Atmos_UOcean_Temp = 0.2
DegreesC
Initial Temperature of the Atmosphere and Upper Ocean

,059)Atmos_UOcean_Temp

(073) Preindustrial_C02 = 5.ge+Ol1
Tone
Preindustrial C02 content of atmospllere.

(479)C02_Constraint
(065)C02_Rad_Forcing
(055)C02_Storage
(028)Equil_C02_in_Mixed_Layer
(029)Flux_Atffi_to_Biomass
(439)Indicated_Carbon_Tax

(074) Radiative_Forcing = C02_Rad_Forcing + DICE_IPCC_Other_Rad_Forcing
watt/meter/meter
Total Radiative Forcing from All GHGs

(065)C02_Rad_Forcing
(097)DICE_IPCC_Other_Rad_Forcing

(060)Chg_A_UO_Ternp

(075) Temp_Diff = Atmos_UQcean_Temp-Deep_Ocean_Temp
DegreesC
Temperature Difference between iJpper and Deep Ocean

(059)Atmos_UOcean_Temp
(066)Deep_Ocean_Temp

(071 )He2t_Transfer
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Simulation Control Paramaters

(076) FINAL_TIME = 2300
year
The final time for the simulation.

(077) INITIAL_TIME = 1960
year
The initial time for the simulation.

(078) SAVEPER = 5
year
The frequency with which output is stored.

(079) TIME_STEP = 0.125
year
The time step for the simulation.

.Data

(414)Depletion_Planning_Horizon
(418)Final_Depletion_Rent

(OOO)Time

(OO7)Emissions_Pulse

(080) Average_Energy_Price = (Average_Thermal_Price * (Coal_Production +
Gas_Production + Oil_Production) + Elect_Price *
Primary_Electricity) / (Coal_Production + Gas_Production +

Oil_Production + Primary_Electricity)
$/G]
Average price of energy in physical terms, from data. Electricity in primary equivalent units.

(081)Average_Thermal_Price
(093)Coal_Production
(098)Elect_Price
(106)Gas_Production
(113)Oil_Production
(118)Primary_Electricity

(081) Average_Thermal_Price = COil_Production * World Crude_Price +

Coal_Production * World_Coal_Price + GaS_Production *
World_Gas_Price> / (Coal_Production + Gas_Production +

Oil_Production)
$/GJ
Average priLc of thermal fuels rrom data.

(093)Coal_Production
(106)Gas_Production
(113)Oil_Production
(129)World_Coal_Price
(130)World_Crude_Price
(131)\'\Torld_Gas_Price

(OBO)Average_Energy_Price

(082) C02_Concentration_A
Tone
IPee 92a atmospheric concentration
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(OS3) C02_Concentration__B

Tone
IPee 92b atmospheric concentration

(084) C02_Concentration_C
Tone
IPee 92c atInospheric concentration

(085) C02_Concentration_D
Tone
IPeC 92d atmospheric concentration

(086) C02_Concentration_E
TonC
IPee 92e atmospheric conc&,tration

(087) C02_Emissions_A
TonC/year
IPee 92a emissions

(088) C02_Emissions_B
Tone/year
IPee 92b emissions

(089) C02_Emissions_C
Tone/year
IPCe 92c emissions

(090) C02_Emissions_D
Tone/year
IPee 92d emissions

(091) C02_Emissions_E
Tone/year
IPee 92e emissions

(092) Coal_EIA
GJ/year
EIA coal production data / forecast.

(093) Coal_Production
GJ/year
Coal production data.

(094) Commercial_Energy
G//year
Conunercial energy data.

(095) Cons_Frac_GDP
dmnl
Consumption as a fraction of GDP (data).

(096) DICE_IPCC_C02_Rad_Forcing
watt/(meter*meter}
IPee C02 radiative forcing (from DICE)

(097) DICE_IPCC_Other_Rad_Forcing
watt/{meter*meter)
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IPCC other GHG radiative forcing (froln DICE)
(074)Radiative_Forcing

(098) Elect_Price
$/G]
Electricity price data.

(080)Average_Energy_Price
(116)Price_Data

(099) EMF_GDP
$/year
EMF-14 world GDP

(lOO) EMF_Population
people
EMF-14 world population

(101) Energy_C02_Emissions_A
'Tone/year
IPCC 92a energy emissions

(102) Energy_C02_Emissions_B
Tone/year
T~CC 92b energy emissions

(103) Energy_C02_Emissions_C
Tone/year
IPee 92c energy emissions

(104) Energy_C02_Emissions_D
Tone/year
IPCC 92d energy emissions

(105) Gas_EIA
GJ/year
EIA gas production data / forecast.

(114)OiiGas__EIA

(106) Gas_Production
GJ/year
Gas production data.

(080)Average_Energy_Price
(081)Average_Thermal_Price
(116)Price_Data
(122)Production_Data

(107) GDP := World_GDP * 1e+009
$/year
GDP data.

(132)World_GDP

(108) GDP_Deflator
dmnl
GDP deflator data.

(109) Hydro_Electricity
GJ/year
I-I}"dro electricity data (primary eql1ivalent units).

(118)Primary_Electricity
(122)Production_Data
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~ (110) Invest_Frac_GDP
~ dmnl
~ Investment as a fraction of GDP data.
i~

f~; (133)World__Investment
~
IT (111) Nuclear_Electricity
r GJ/year
f· Nuclear electricity production data (primary equivalent units).
[1 (118)Primary_Electricity
~j (122)Production_Data

(11.2) Oil_EIA
GJ/year
EIA cil productiOlt data / forecast.

(114)OiIGas_EIA

(113) Oil_Production
GJ/year
Oil production data.

(080)Average_Energy_Price
(081)Average_.Thernlal_l>rice
(116)Price_Data
(122)PrC'rl.uction_Data

(114) OilGas_EIA:= Oil_EIA + Gas_EIA
GJ/year
EIA oil + gas producti0J\ data / fnreca~t.

(105)Gas_EIA
(112)Oil_ElA

(115) Other_Electricity
GJ/year
Other electricity production data (primary equivalent units).

(118)Primary._Electricity
(122)Production_Data

(116) Price_Data [Coal] := World_Coal_Price

Price_Data [OilGas] := (World_Crude_Price * Oil_Production +

World_Gas_Price * Gas_Production) I (Oil_Production +
Gas_Production)

Price_Data[HN] := Elect_Price

Price_Data [New] := 10 + Elect_Price
$/GJ
Price data array for all sources.

(098)Elect_Price
(l06)Gas_Production
(113)Oil_Production
(129)World_Coal_Price
(130)World_Crude_Price
(131)World_Gas_Price

(338)Effective_Primary_Energy_Price

(117) Primary_EIA
GJ/year
EIA primary production data / forecast.
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(118) Primary_Electricity = Hydro_Electricity + Nuclear_Electricity +
Other_Electricity

GJ/year
Primary electricity production data (primary equivalent units).

(109)Hydro_Electricity
(111)Nuclear_Electricity
(115)Other_Electricity

(OBO)Average_Energy_Price

(119) Primary_Energy
GJ/year
Total primary energy production data.

(120) Primary_Trabalka
GJ/year
Trabalka primary production data i forecast.

(121) Primary_WEe
GJ/year
WEe primary production data / forecast.

(122) Production_Data (Coal] := Coal_Prouucticn

Production_Data [OilGas] := Oil_Production + Gas__Production

PLOUUC- :'ic...l_~~t:a rHN] : = Hydro_Elect'.rici ty + Nuclear_Electrici ty

Production_Data [New] := Other_Electricity
GJ/year
Production data array for all sources.

(093)Coal_Production
(l06)Gas_Production
(109)Hydro_Electricity
(111 )Nuclear_Electricity
(113)Oil_Production
(115)Other_Electricity

(389)Energy_Order_Rate
(123)Share_Data
(126)Total._Production__Data

(123) Share_Dcta[source] := Production_Data [source] / Total_Production__Data
d7'1lnl
Energy production share data by source.

(122)Production_Data
(126)Total_Production_Data

(124) Therw~l_Electricity

GJ/year
Thermal electricity production data (primary eq\livalent units).

(125) Total_Electricity
GJ/year
Total electricity production data (primary eqt:ivalent units).

(126) Total_Production_Data := SUM(Production_Data[source!])
GJ/year
Total energy production data (physical terms).

(122)Production_Data
(123)Share_Data
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(127) Traditional_Energy
GJ/year
Traditional energy production data.

(128) World_Bank_Population:= World_Population * le+006
people
Population data (World Bank).

(135)World_P(Jpulation

(129) World_Coal_Price
$/G/
Coal price data.

(081)Average_Thermal_Price
(116)PricA_Data

(130) World_Crude_Price
$/Gl
Oil price data.

(081)Average_Thermal._IJrice
(116)Price_Data

(131) World_Gas_Price
$/GJ
Gas price data.

(081)Averagp_TI\ermal_PricE::
(116)Price_Data

(132) World_GDP
$/year
GOP data.

(107)GDP
(133)World_Investment

(133) \'Jorld_Investment = World_GDP .~ Invest_Frac_GDP * 1e+009
$/year
Investment data.

(110)Invest_Frac_GDP
(132)World_GDP

(163)Desired_Investment

(134) World_Pop_Growth_Rt
l/year
Population growth rate data.

(135) World_Population
MillionPeople
World Bank population data.

(128)World_Bank__Population
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~B----~~O
I\EEI Discard Rate

~,
Capital_Lift:lirne

__~~AEEI Retrofit Rate

- \~tIr-'ljl RHt.:­

~'-( 'apltal-'

(136) AEEI_Discard_Rate = Embodied_AEEI / Capital_Lifetime
$/year
Embodied energy efficiency technology of discarded capital.

(144)Embodied_AEEI
(143)Capital_Lifetime

(144)Embodied_AEEI

(137) AEEI_Install_Rate = Investment_Rate * Auton_Energy_Eff_Index
$/year
Rate of embodiment of autonomous energy efficiency tedmology from investment in new capital.

(141 )Auton_Energy_Eff_Index
(166)Investment_Rate

(l44)Embodied_AEEI

(138) AEEI_Retrofit_Rate = Capital * Retrofit_Rate * Auton_Energy_Eff_Index­
Embodied_AEE! * Retrofit_Rate

$/year
Rate of change of embodied energy efficiency technology dlle to retrofits.

(141)Auton_Energy_Eff_Index
(157)Capital
(l44)Embodied_AEEI
(270)Retrofit_Rate

(l44)Embodied_AEEI

(139) Asymptotic_AEEI = 0.1
dmnl
Ultimate possible energy efficiency improvement leveL

(l40)Auton_Energy_Eff_Improvement

(140) Auton_Energy_Eff_Improvement = (Auton_Energy_Eff_Index-Asyrnptotic_AEEI)
* Frac_Auton_Energy_Eff_Improvement_Rate
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l/year
Rate of autonoInous energy efficiency improvement of new capitaL

(141)Auton_Energy_Eff_Index
(139)Asyrnptotic_AEEI
(145)Frac_Auton_Energy_Eff_Improvement_Rate

(141)Auton_Energy_Elf_Index

(141) Auton_Energy_Eff_Index = INTEG (-Auton_Energy_Bff_Improvement, 1)
dmnl
Index of autonomous energy efficiency technology for new capital.

(140)Auton_Energy_Eff_Improvelnent
(l44)Embodied_AEEI
(137)AEEI_Install_Rate
(138)AEEI_Retrufit_Rate
(140)Auton_Energy_Eff_Improvement

(142) Average_AEEI = Embodi~u_AEEI / capital
dmnl
Average autonomous energy efficiency llldex of capital.

(157)Capital
(l44)Embodied_AEEI

(J43) Capital_Lifetime = 15
year
Lifetime of goods producing capital.

(136)AEEI_Discard_Rate
(159)Cost_of_Capita1
(164)Discard_Rate
(212)Energy_Req_Discard_Rate

(144) Embodied_AEEI = INTEG ( AEEI_Install_Rate + AEEI_Rstrofit_Rate­
AEEI_Discard_Rate, Auton_Energy_Eff_Index * Capital)

$
Autonomous energy efficiency improvements embodied in capital.

(141)Auton_Energy_Eff_Index
(157)Capital
(136)AEEI_Discard_Rate
(137)AEEI_Install_Rate
(138)AEEI_Retrofit_Rate

(136)AEEI_Discard_Rate
(138)AEEI_Retrofit_Rate
(142)Average_AEEI

(145) Frac_Auton_Energy_Eff_Improvement_Rate = 0.005
l/year
Fractional a'utonomous energy efficiency improvement rate.

(140)Auton_Energy_Eff_Improvenlent

(146) LR_Energy_Share = Average_AEEI * Ref_Total_Expenditure / ((1­
Value_Share_of._Labor) * Reference_Output)

dmnl
CES value share of aggregate energy good in capital-energy aggregate.

(142)Average_AEEI
(332)Ref_Total_Expenditure
(267)Reference_Olltput
(268)Value_Share_of_Labor
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(21B)LR_Capital_Sllare
(271 )Marg_Capital'Energy_per_Aggr_Energy
(170)Marg

a
_CapitaI'Energy_per_Capital

(272)Normal_Capital'Energy_Aggr

.Economy.Allocatlon
Allocation of goods among climate impacts, energy production, investment, and consumption. Taxes do
not appear here, as revenues are assumed to b,- recycled.

(147) Consumpcion = max(O, Output_Net_of_Energy-Total_Invest_Req)
$/year
Goods consumption.

(155)Output_Net_of_Energy
(156)Total_Inyest_Req

(407)Consumption_Equiv_Loss
(244)Consumption_Growth_Rate
(460)Consumption_per_Cap

(148) Energy_Invest_Req =
SUM(Indicated_Energy_Capital_Completion_Rate[source!])

$/year
Total goods required for energy investment.

(293)Indicated_Energy_Capital_Completion_Rate
(326)Total_Energy_Cost
(156)Total_Invest_Req

(149) Fraction_of_Energy_Goods_Avail = MIN(l , Gross_Output /
Indicated_Total_Cost_Energy_Production)

dt1,nl
Availability of goods for energy sector investment and production.

(262)Gross_Output
(152)Indicated_Total_Cost_Energy_Production

(386)Energy_Capaci ty_Utilization
(326)Total_Energy_Cost

(150) Fraction_of_Invest_Goods_Avail = MIN(l, Output_Net_of_Energy /
Total_Invest_Req)

dmnl
Fraction of desired investment goods available.

(155)Output_Net_of_Energy
(156)Total_Invest_Req

(284)Energy_Capital_Completion_Rate
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(166)Investment_Rate
(326)Total_Energy_Cost

(151) Indicated_Energy_Distribution_Costlsource] =
Init_Unit_Distribution_Cost[source] * Scheduled_Production [source]

$/year
Goods required for energy distribution, by source.

(344)Init_Unit_'Oistribution_Cost
(399)Scheduled_Production

(153)Indicated_l'otal_Energy_Dist_t-':05t

(152) Indicate~_Total_Cost_Energy_Production=
Indicated_Total_Energy_Dist_Cost +
Indicated_Total_Energy_Variable_Cost

$/year
Total gonds required for energy production and distribution.

(153)Indicated_Total_Energy_Dist_Cost
(154)Indicated_Total_Energy_Variable_Cost

(149)Fraction_of_Energy_Goods_Avail
(155)Output_Net_of_Energy

c\T.)tcJ Energy_Co~t

(153) Indi._ t.€_~_(rot; _'.~.l_.cgy_Dist_Cost =
SUM(Indicated_Energy_Distribution_Cost[source!])

$/year
Total goods required for energy distribution.

(151 )Indicated_Energy._Distribution_Cost
(152)Indicated_Total_Cost_Energy_Production

(154) Indicated_Total_Energy_Variable_Cost =
SUM(Desired_Variable_Input[source!])

$/year
Total goods required for variable costs of energy production.

(385)Desired_Variable_Input
(152)Indicated_Total_Cost_Energy_Production

(155) Output_Net_of_Energy = max(O, Gross_Output-
Indicated_Total_Cost_Energy_Production)

$/year
Goods production less climate damages and energy production / distribution expenses.
Available for consumption and invesbnent.

(262)Gross_Output
(152)Indicated_Total_Cost_Energy_Production

(147)Consumption
(150)Fraction_of_Inyes t_Goods_l\.vail

(156) Total_Invest_Req = Desired_Investment + Energy_Invest_Req
$/year
Total investment required for goods and energy producing sectors.

(163)Desired_Investment
(148)Energy_Invest_Req

(147)Consumption
(150)Fraction_of_Invest_Goods_Avail
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.Economy.Capital
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(157) Capital = INTEG ( Investment_Rate-Discard_Rate, Reference_Capital)
$
Capital stock for goods production.

(164)Discard_Rate
(166)Investment_Rate
(227)Reference_Capital

(l44)Embodied_AEEI
(138)AEEI_Retrofit~Rate

(142)Average_AEEI
(158)Capital_Correction
(160)Desired_Capital
(161)Desired_Capital_Growth
(164)Discard_Rate
(004)Enlissions_Intensity_of_Capital
(211)Energy_InteIlsity_of_Capital
(269)Energy_Req_Retl'ofit_Ra te
(271)Marg_Capital'Energy_per_Aggr_Energy
(170)Marg_Capital'Energy_per_Capital
(272)Normal_Capital'Energy_Aggr
(248)Total_Capital
(233)Total_Energy_Intensity

(158) Capital_Correction = (Desired_Capital-Capital) / Capitel_Corr_Time
$/year
Rate of correction to capital.

(157)Capital
(278)Capital_Corr_Time
(160)Desired_Capital

(162)Desired_Capital_Order_Rate

(159) Cost_of_Capital = Interest_Rate + 1 I Capital_Lifetime
l/year
Cost of capital for investment decision.

(143)Capital_Lifetime
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(255)Interest_Rate
(172)Perc_Relative_Return_to_Capital

(160) Desired_Capital = Capital * Effect_of_Return
$
Desired capital, ancltored to existing capital stock and adjusted for return.

(157)Capital
(165)Effect_of_Return

(158)Capital_Correctlon

(161) Desired_Capital_Growth = Capital * LR__Expected_Output_Growth_Rate
$/year
Capital orders to meet expected growth in output. Since goods productioil (unlike enprgy
production) is not order driven, there is no order trend to follo\-v; output growth is used instead.

(157)Capital
(168)LR_Expected_Output_Growth_Rate

(162)Desired_Capital_Order_Rate

(162) Desired_Capital_Order_Rate = Capital_Correction + Discard_Rate +

Desi red_Capi tal_Growth
$/year
Desired capital order rate. Orders replace discards, provide for growth, aIld adjust capital
stock to desired level.

(158)Capital_Correction
(161)Desired_Capital_Growth
(164)Discard_Rate

(163)Desired_lnvestment

(163) Desired_Investment = IF_THEN_ELSE(IHvestment_Switch = 1, max(O,
Desired_Capital_Order_Rate), IF_THEN_ELSE(Investment__Switch = 2,
Discard_Rate, World_Investment)

$/year
Desired investment rate in goods producing capital; switchable betweeIl endogenousr

equilibrium, and exogenous drivers.
(162)Desired_Capital_Order_Rate
(164)Discard_Rate
(167)Investment_Switch
(133)World_Investment

(166)Investment_Rate
(156)Total_Invest_Req

(164) Discard_Rate = Capital/Capital_Lifetime
$/year
Goods producing capital discard rate.

(157)Capital
(143)Capital_Lifetime

(157)Capital
(162)Desired_Capital_Order_Rate
(163)Desired_Investment

(165) Effect_of_Return = Perc_Relative_Return_to_Capital ~ Return_Coeff
dmnl
Effect of perceived relative return on desired capital.

(172)Perc_Relative_Return_to_Capital
(173)Retunl_Coeff

(160)Desired_Capital
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(166) Investment_Rate = Desired_Investment * Fraction_of_Invest_Goods_Avail
$/year
Investment rate. Constrained by availability of investment goods in extreme conditions.

(163)Desired_Investment
(150)Fractio~_of_Invest_Goods_Avail

(157)Capital
(137)AEE1_Install_Rat....
(213)Energy_Req_Instalt_Ra te
(249)Total_Investment

(167) Investment_Switch = 1
dmnl
o=exogetlOUS 1 =endogenous 2 = equilibrium Switches investment rate between between
endogenous, equilibrium, and exogenous drivers. In equilibrium case, capital orders just replace
discards.

(163)Desired_Investment

(168) LR_Expected_Output_Growth_Rate TREND (Gross_Output,
LR_Output_Trend_Time, Hist Output_Gr-owth_Rate)

l/year
Perceived long run trend in energy orders.

(262)Gross_Output
(254)Hist_Output_Growth_Rate
(169)LR_Output_Trend_Time

(161)Desired_Capital_Growth

(169) LR_Output_Trend_Time = 5
year
Time to establish long-term trend in output, for capital planning.

(16B)LR_Expected_Output_Growth_Rate

(170) Marg_Capital'Energy-per_Capital = Reference_CapitalIEnergy_Aggr *
(LR_Capital_Share * (Capital/Reference_Capital) A

Capital_Energy_Subst_Coeff + LR_Energy_Share *
(Normal_Aggr_Energy_Requirement / Ref_Aggr_Energy_Production) A

Capital_Energy_Subst_Coeff) A (1 / Capital_Energy_Subst_Coeff-l) *
LR_Capital_Share * (Capital/Reference_Capital) A

(Capital_Energy_Subst_Coeff-l) / Reference_Capital
£ff$/$
Marginal output of capital-energy l>undle per unit capital input.

(157)Capital
(204)Capital_Energy_Subst_Coeff
(218)LR_Capital_Share
(146)LR_Energy_Share
(224)Normal_Aggr_Energy_Requirement
(330)Ref_Aggr_Energy_ProductiOll
(227)Reference_Capital
(228)Reference_Capital'Energy_Aggr

(171)Marg_Prod_Capital

(171) Marg_Prod_Capital = LR_Marginal_Prod_of_Eff_Capital *
Marg_Capital'Energy-per_Capital * Utilization

$/year/$
Marginal productivity of capitaL In contrast to the energy sector formulation, utilization is
COIlsidered here, as the goods producing sector is not order driven, and thus there is no separate
production pressure effect.
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(219)LR_l\1arginal_Prod_of_Eff_Capital
(170)Marg_Capital'Energy_per~Capital
(277)Utilization

(172) Perc_Relative_Return_to_Capital = SMOOTHI(Marg_Prod_Capital /
Cost_of_Capi tft 1, Return__Perc_Time, 1)

dmnl
Ratio of Inarginal productivity to cost of capital.

(159)Cost_of_Capital
(171)?vlarg_Prod_Capital
(301)Retllm_Perc_.Time

(165)Effect_of_Return

(173) Return_Coeff = 1
dmnl
Coefficient of effect of relative return on desired capitaL

(165)Effect_of_Return
(282)Effect_of_Return_on_Energy_Capita1

~Economy.Energylnput

(174) Energy_Order_Adj_Coeff = 0.1
dmnl
Coefficient of energy input adjustment in response to price / productivity imbalance. Really a
behavioral parameter, but should be roughly equal to the short run own-price elasticity if
agents know the slope of the sh.:>rt run production function.

(175)Indicated_Energy_Order_Rate

(175) Indicated_Energy_Order_Rate[source] = Energy_Delivery [source] *
(SR_Marg_Prod_Energy [source] / SR_Expected_Energy_Price [source]) /.
Energy__Order_Adj _Coe f f

Gl/year
Decision makers anchor on current energy consumption rate and adjust for relative price and
marginal productivity. There is a very small error in energy ordering, as there is no trend
extrapolation to compensate for the delivery delay.
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(387)Ellcrgy_Delivery
(174)Energy_Order_Adj_Coeff
(199)SR_Expected_Energy_Price
(185)SR_Marg._l'rod_Energy

(389)Energy_Order_Rate

(176) Operating_Coeff =: (l-SR_Aggr_Energ"J_Value_Share) +
SR_Aggr_Energy_Value_Share * (SR_Aggr_Enerqy /
Normal_Aggr_Energy_Requirement) A SR__Elast_Coeff

dmn/
Coefficier.t of energy production capacity utilization, based on energy input relative to energy
requirements.

(224)Nom1al_Aggr_Energy_Requirement
(177)SR_Aggr_Energy
(179)SR_Aggr_Energy_Value_Share
(180)SR_Elast_Coeff

(184)SR_Marg_Prod_Aggr_Energy
(277)Utilization

(177) SR_Aggr_Energy = Norrnal_Aggr_Energy_Requirement *
SR_Total_Aggr_Energy_Input A (1 / SR_Energy_Subst_Coeff)

GJequiv/year
Output of the aggregate erlergy good.

(224)Normal_Aggr_Energy_Requirement
(181)SR_Energy_Subst_Coeff
(186)SR_Total_Aggr_Energy_Input

(003)Emissiolls_Intezlsity_of_Aggr_Energy
(176)Operating_Coeff
(184)SR_Marg_Prod_Aggr_Energy

(178) SR_Aggr_Energy_Input[source] = SR_Energy~Value_Share[source] *
(Energy_Delivery [source] / Energy_Requirement[source]) A

SR_Energy_Subst_Coeff
dmnl
CES term for contribution of individual energy source to aggregate energy good.

(214)Energy_Requirement
(387)Energy_Delivery
(181)SR_Energy_Subst_Coeff
(276)SR_Energy_Value_Share

(186)SR_Total_Aggr_Energy_Input

(179) SR_Aggr_Energy_Value_Share = Marg_CapitalIEnergy-per_Aggr_Energy *
Normal_Aggr_Energy_Requirement / Normal_Capital'Energy_Aggr

dl1znl
Value share of eacll energy source in the short run CES aggregate energy good.

(271)Marg_Capital'Energy_per_Aggr_Energy
(224)Normal_Aggr_Energy_Requirement
(272)Normal_Capital'Energy_Aggr

(176)Operating_Coeff
(184)SR_Marg_Prod_Aggr~Energy

(180) SR_Elast_Coeff = INITIAL((SR_Elasticity-l) / SR_Elasticity)
dmnl
Short run CES coefficient of substitution between fixed capital and aggregate energy good.

(275)SR_Elasticity
(176)Operating_Coeff
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(184)SR_Marg_Prod_Aggr_Energy
(277)UtilizatioIl

(181) SR_Enargy_Subst_Coeff = INITIAL({SR_Energy_Subst_Ela~t-1) !
SR_Energy_Subst_Elast)

dmnl
CES coefficient of subsitution among energy sources.

(182)SR_Energy_Subst_Elast
(177)SR_Aggr_Energy'
(178)SR_Aggr_Energy_Input
(183)SR_Marg._Aggr_Energy_per._Energy

(182) SR_Energy_Subst_Elast = 0.2
dmnl
CES elasticity of substitution among energy sources.

(181)SR_Energy_Subst_Coeff

(183) SR_Marg_Aggr_Energ'.f-per_Energy [sOl..lrce] = Normal_Aggr_Energy_Requirement
/ Energy_Requirement [source] * SR_Total_A~gr_Energy_Input ~ (1 I
SR_Energy_Subst_Coeff-l) * (Energy_Delivery [sQurce] /
Energy_Requirement[source]) ~ (SR_Energy_Subst_Coeff-l) *
SR_Energy_Value_Share[source]

G/equiv/GJ
Marginal output of the aggregate energy good per unit of physi~alenerg)' input.

(214)Energy_Requirement
(387)Energy_Delivery
(224)Normal_Aggr_Energy_Requirement
(181)SR_Energy_Subst _Coeff
(276)SR_Energy_Value_Share
(186)SR_'rotal_Aggr_Energy_Input

(185)SR_Marg_Prod_Energy

(184) SR_Marg_Prod_Aggr_Energy = Marg_Prod_Oper_Capital *
Normal_Capital I Energy_Aggr / Normal_Aggr_.Enargy_Requirement *
SR_Aggr_Energy_Value_Share * Operating_Coeff ~ (1 /
SR_Elast_Coeff-l) * (SR_Aggr_Energy /
Normal_Aggr_Energy_Requirement) ~ (SR_Elast_Coeff-l) *
Reference_Operating_Capital / Reference_CapitalIEnergy_Aggr

$/GJequiv
Short run marginal productivity of aggregate energy good.

(263)Marg_Prod_Oper_Capital
(224)Normal_Aggr_Energy_Requirement
(272)Normal_Capital'Energy_Aggr
(176)Operating_Coeff
(228)Refe:ence_Capital'Energy_Aggr
(266)Reference_Operating_Capitat
(177)SR_Aggr_Energy
(179)SR_Aggr_Energy_'lalue_Share
(180)SR_Elast_Coeff

(185) SR_Marg_Prod_Energy[source] = SR_Marg_Aggr_Energy-per_EnergyLsQurce] *
SR_Marg_Prod_Aggr_Energy

$/GJ
Short tun marginal productivity of energy, by source.

(183)SR_Marg_Aggr_Energy_per~Energy
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(184)SR_Marg_Prod_Aggr_Energy
(175)Indicated._Energy_Ol'der._Rate

(186) SR_Total_Aggr_Energy_Input = SUM (SR_Ag'gr_Energ'J_Input [source! ))
drtznl
Total ~ontributionof CES tenns for eacll energy source.

(178)SR_Aggr_Energy_ltlput
(177)SR_Aggr_Energy
(183)SR_Marg_Aggr_Energy_per_Energy

.Economy.EnergyPrlcePerceptlon

(187) Chg_Hist_Energy_Price[source] = (Perceived_Energy_Price[source) ­
Historic_Energy_Price [source]) / Energy_Trend_'rime

$/GJ/year
Rate of change of historic energy prices.

(193)Historic_Energy_Price
(192)Energy_Trend_Time
(197)Perceived_Energy_Price

(193)Historic_Energy_Price

(188) Energy_Forecast_Time = 10
year
Time horizon for energy price extrapolation.

(189) Energy_Price_Discount = 1
dmnl
Discount or bias in energy price perception; 1 =norn1al (unbiased).

(196)Operative_Energy_Price
(333)Reference_Final_Expenditure

(190) Energy_Price_Perc_Time = 5
year
Time to smooth energy prices for long-run decisions.

(197)Perceived_Energy_Price
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(191) Energy_Price_Trend[source] = LN(Perceived_Energy_Price[source] /
Historic_Energy_Price [source]) / Energy_Trend_Tirne

l/year
Rate of change in energy prices.

(193)Historic_Energy_Price
(192)Energy_Trend_Time
(197)Perceived_Energy_Price

(195)I.,R_Expected_Energy_l>rice

(192) Energy_Trend_Time = 10
year
Time to establish energy price trends.

(193)Historic_Energy_Price
(187)Cl\g_Hist_Energy_Price
(191)Energy_Price_Trend

(193) Historic_Energy_Price[source] = INTEG ( Chg_Hist_Energy_Price[source] ,
Operative_Energy_Price[source] / exp(Initial_Price_Trend[sourcel *
Energy_Trend_Time»)

$/G]
Historic energy prices, for calculation of price trends.

(187)Chg_Hist_Energy_Price
(192)Energy_Trend_Time
(194)Initial_Price_Trend
(196)Operative_Energy_Price

(187)Chg_Hist_Energy_Price
(191)Energy_Price_Trend

(194) Initial_Price_Trend[source] = 0
l/year
Initial perceived trend in energy prices.

(193)Historic_Energy_Price

\195) LR_Expected_Energy_Price [source] = Perceived_Energy_Price [source J 'I:

exp(Energy_Forecast_Time * Energy_Price_Trend[source])
$/GJ
Long-nm expected energy price, with perception delay and trend extrapolation.

(188)Energy_Forecast_Time
(191)Energy_Price_Trend
(197)Perceived_Energy_Price

(200)Adj_Energy_Intensity
(225)Nornlal_Energy_Expenditure

(196) Operative_Energy_Price[source] : Final_Energy_Price[source) *
Energy_Price_Discount

$/GJ
Operative energy price for price perception. If availability switch is active, the operative
energy price is the greater of the energy sector price or the short-nm margitlal product of energy
in the economy. A systematic discount may be applied to the perceived price to repre~)ent

systematic biases in energy price perception.
(189)Energy_Price_Discount
(342)Final_Energy_Price

(193)Historic_Energy_Price
(197)Perceived_EIlergy_Price
(199)SR_Expected_Energy_Price
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(197) Perceived_Energy_Price(sourcel = SMOOTH (Operative_Energy_Price [source] :
Energy_Price_Perc_Time)

$/G]
Perceived energy price for long-run (energy intensity of capital) decisions.

(190)Energy_Price_Perc_Time
(196)Operati '.'c_Energy_Price

(187)Chg_Hist_Energy_Price
(191 )Energy_Price_Trend
(195)LR_Expected_Energy_r>rice

(198) SR_Energy_Price_Perc_Time = 1
year
Time to perceive energy price for short-run (utilization) decisions.

(199)SR_Expected_Energy_Price

(199) SR_Expected_Energy_Price(source] =
SMOOTH(Operative_Energy_Price[source], SR_Energy_Price_Perc_Time)

$/GJ
Perceived energy price for short-run (utilization) decisions.

(196)Operative_Energy_Price
(198)SR_Energy_Price_Perc_Time

(175)Indicated_Energy_Order_I~ate

.Economy.EnergyRequarement

Aw)n&msiry_AdJ_Caetr

-'IF_Eo«IIY(law~._F./T""

(200) Adj_Energy_Intensity(source] = Energy_Intensity_of_Capital[source] *
(LR_Marginal_Prod_of_Energy[source) /
LR_Expected_Energy_Price[source) A Energy_Intensity_Adj_Coeff
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G]/year/$
Desired energy intensity of new capital for fuel switching. Adjusted from current energy
intensity of new capital according to perceived 'price / productivity gradient.

(209)Energy_Intensity_Adj_Coeff
(211)Energy_Intensity_of_Capital
(195)LR_Expected_Energy_Price
(220)LR_Marginal_Prod_of_Energy

(207)Desired_Share
(231 )Total_Adj_Energy_Intensity

(201) Aggr_Energy_Input[source] = Ref_Energy_Value_Share[source] *
(Energy_Requirement [source] I Reference_Production[source]) A

Energy_Subst_Coeff
dmrzl
CES term for contribution of energy sources to aggregate eIlergy good.

(214)F.nergy_Requirement
(215)Energy_Subst_Coeff
(331)Ref_Energy_Value_Share
(229)Reference_Production

(232)Total_Aggr_Ener~/_Input

(202) Aggr_Energy_Intensity_Effect = (LR_Marginal_Productivity_of_Aggr_Ener~y

/ Normal_Aggr_Energy_Price) A Aggr_Intensity_Adj_Coeff
dl1lnl
Effect of aggregate energy intensity on desired energy intensity of new capital.

(203)Aggr_Intellsity_Adj_Coeff
(221)LR~_Marginal_Productivity_of_Aggr_Energy

(223)Normal_Aggr_Energy_Price
(206)Desired_Energy_Intensity

(203) Aggr_Intensity_Adj_Coeff = INITIAL (Capital_Energy_Subst_Elast *
Energy_Adj_Coeff)

dmnl
Coefficient of adjustment of aggregate energy intensity.

(205)Capital_Energy_Subst_Elast
(20B)Energy_Adj_Caeff

(202)Aggr_Energy_Intensity_Effect

(204) Capital_Energy_Subst_Coeff = INITIAL«Capital_Energy_Subst_Elast-l) I
Capital_Energy_Subst_Elast)

dnlnl
CES coefficient of substitution in capital-energy aggregate.

(205)Capital_Energy_Subst_Elast
(271)Marg_Capital'Energy_per__Aggr_l~nergy
(170)Marg_Capital'Energy_per_CalJi tal
(272)Normal_CapitallEnergy~_Aggr

(205) Capital_Energy_Subst_Elast = 0.75
dnznl
Elasticity of su'bstitution between capital and aggregate energy good iI\ capital-energy
aggregate.

(203)Aggr_Intensity_Adj_Coeff
(204)Capital_Energy_Subst_Caefi

(206) Des ired_Energy_Intens ity [sourcel = Total_Energy_Intensity *
Aggr_Energy_Intensity_Effect * Desired_Share [source]

GJ/year/$
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Desired intensity of energy use for new capital, b~ source. Reflects rebalancing of aggregate
energy intensity and fuel switching.

(202)Aggr_Energy_Intensity_Effect
(207)Desired_Share
(233)Total_Energy_Intensity

(226)Planned_Energy_Intensity

(207) Desired_Share [sourcel = Adj_Energy_Intensity[sourcej /
Total_Adj_Energy_Intensity

dmnl
Desired share of energy sources in total energy llltellSity of capital.

(200)Adj_Energy_Intensity
(231)Total_Adj_Energy_Intensity

(206)Desired_Energy_Intensity

(208) Energy_Adj_Coeff = 0.33
dmnl
Ratio of actual ad.justment in energy intensity to optimal adjustment. If value is 1, agents know
the local slope of the long-run capital-energy and inter-energy production functions, and adjust
desired energy intensities fully and immediately. If value is less than 1, adjustment is only
partial, for behavioral or strucrnral reasons.

(203)Aggr_Intensity_Adj_Coeff
(209)Energy_Illtensity_Adj_Coeff

(209) Energy_Intensity_Adj_Coeff = INITIAL ( Energy_Subst_Elast *
Energy_Adj_Coeff)

dmnl
Coefficient of adjustment of fuel shares.

(208)Energy_Adj_Coeff
(216)Energy_Subst_Elast

(200)Adj_Energy_Intensity

(210) Energy_Intensity_Adjustment_Tirne = 4
years
Time requited (for R&D" retooling, etc.) to adjust eIlergy intensity of new capi~al

(226)Planned_Energy_Intensity

(211) Energy_Intensity_of_Capital[source] = Energy_Requirement [source] /
Capital

GJ/year/$
Energy intensity of capital, by source.

(157)Capital
(214)Energy_Requirenlent

(200)Adj_Energy_Intensity

(212) Energy_Re~Discard_Rate[source]= Energy~Requirement[source] /
Capital_Lifetime

GJ/year/year
Energy requirements of discarded capital. Co-flo"' Witll capital discards.

(214)Energy_Requirement
(143)Capital_Lifetime

(214)Energy_Requirement

(213) Energy_Re~Install_Rate[source]= Planned_Energy_Intensity[source] *
Investment_Rate

GJ/year/year
Energy requirements of installed capital. Co-flow ,vith investment.
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(166)lnvestment_Rate
(226)Planned_Energy_Intensity

(214)Energy_Requirement

(214) Energy_Requirement [source] = INTEG ( Energy_Re~Install_Rate[source] +

Energy_Re~Retrofit_Rate[source]-Energy_Re~Discard_Rate [source],
Initial_Energy_Requirement[source])

GJ/year
Energy requirements embodied in capital stock.

(212)Energy_Req__Discard_Rate
(213)Energy_Req_Insl'all._Rate
(269)Energy_Req_Retrofit__Rate
(217)Initial_Energy_Requirement

(201)Aggr_Energy_Irlput
(211)Energy_Inter\sity_of_Capital
(212)Energy_Req_Discard_Rate
(269)Energy_Req_l~etrofit_Rate
(222)Marginal_Aggr_Energy_per_Energy
(225)Normal_Energy_Expenditure
(178)SR_Aggr_Energy._Input
(276)SR._Energy_Value_Share
(183)SR_tvtarg_Aggr_Energy_per_Energy
(234)Total_Energy_Requirement

(215) Energy_Subst_Coeff = INITIAL(Energy_Subst_Elast-l) /
Energy_Subst_Elast)

dninl
Long-run CES coefficient of subsitution among energy sources.

(216)Energy_Subst_Elast
(201 )Aggr_Energy_Input
(222)Marginal_Aggr_Energy_pc r_Energy
(224)Normal_Aggr_Energy_Requiremen t

(216) Energy_Subst_Elast = 2
dmnl
Long-run CES elasticity of substitution among energy sources.

(209)Ellergy_IntenSity_Adj_Coeff
(215)Energy_Subst_Coeff

(217) Initial_Energy_Requirement[source] = 5.67e+010, 6.28e+010, 6.4e+009,
2.36e+007

GJ/year
Initial embodied energy requirements, by source. Oil, Gas: 4.53e+OlO, 1.75e+OlO

(214)Energy_Requirement

(218) LR_Capital_Share = 1-LR~Energy_Share

dmnl
CES value share of capital in capital-energy aggregate.

(146)LR_Energy_Share
(271)Marg_Capital'Energy_per_Aggr_Energy
(170)Marg_Capi tal'Energy_per_Capital
(272)Normal_Capital'Energy_Aggr

(219) LR_Marginal_Prod_o£_Eff~Capital= Marg_Prod_Oper_Capital *
Reference_.Operating_Capital / RefeI:ence_Capital' Energy_Aggr

$/year/Eff$
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Long run marginal productivity of capital-energy aggregate good; equals marginal productivit.y
of operating capital multiplied by the ratio of operating to effective capital (i.e. utilization).
Here the normal ratio of operating capital to the capital-energy aggregate is used, rather than
the actual, since in the long run utilization can be expected to be normal.

(263)Marg_Prod_Oper_Capital
(228)Reference_CapitaI I Energy_Aggr
(266)Referf?nce_Operating_Capital

(221)LR_Marginal_Productivity_._of_Aggr_El1e
rgy

(171 )Marg_Prod_Capital

(220) LR_Marginal_Prod_of_Energy[source]
LR_Marginal_Productivity_of_Aggr_Energy *
Marginal_Aggr_EnergyJ)er_E11ergy [source]

$/G]
Long-run marginal productivity of energy, by source.

(221)LR_Marginal_Productivity_of_Aggr_Energy
(222)Marginal_Aggr_Energy_per_Energy

(200)Adj_Energy_Intensity

(221) LR_Marginal_Productivity_of_Aggr_Enerqy =

LR_.Marginal_Prod_of._Eff_capital *
Marg_Capital'Energy-per_Aggr_Energy

$/G]equiv
Long-run marginal productivity of aggregate energy good in capital-energy aggregate.

(219)LR_Marginal_Prod_of_Eff_Capital
(271 )Marg_Capital'Energy_per_Aggr_Energy

(202)Aggr_Energy_Intensity_Effect
(220)LR_Marginal_Prod_of_Energy

(222) Marginal_Aggr_Energy-per_Energy[source] = Ref_Aggr_Energy_Production /
Reference_Production [sourcel * Total_Aggr_Energy_Input ~ (l /
Energy_Subst_Coeff-l) * (Energy_Requirement (source] /
Reference_Production[source]) ~ (Energy_Subst_Coeff-l) *
Ref_Energy__Value_Share[source]

G]equiv/Gf
lvfarginal output of aggregate energy good per unit of physical energy input

(214)Energy_Requirement
(215)Energy_Subst_Coeff
(330)Ref_Aggr_Energy_Production
(331)Ref_Energy_Value_Share
(229)Reference_Production
(232)Total_Aggr_.Energy_Input

(220)LR_Marginal_Prod_of_Energy
(276)SR_Energy_Value_Share

(223) Normal_Aggr_Energy_Price = Total_Normal_Energy_Expenditure /
Normal_Aggr_Energy_Requirement

$/G]equiv
Expected price of aggregate energy good, with normal capacity utilization.

(224)Normal_Aggr_Energy_Requirement
(235)Total_Normal_Energy_Expenditure

(202)Aggr_Energy_Intensity_Effect

(224) Normal_Aggr_Energy_Requiremen!. = Ref_Aggr_Energy_Production *
Total_Aggr_Energy_Inp'.lt . (1 / Energy_Subst_Coeff)

242



GJequiv/year
Input of aggregate energy good, with normal capacity utilization.

(215)Energy_Subst_Coeff
(330)Ref_Aggr_Ellergy_Productioll
(232)Total_Aggr_Energy_Input

(271)Marg_Capital'Energy_per_Aggr_Energy
(170)Marg_Capital'Energy_per_Capital
(223)Nonnal_Aggr_Energy_Price
(272)Normal_Capital'Energy_Aggr
(176lOperating_Coeff
(l77)SR_.&~ggr_Energy
(179)SR_Aggr_Energy__Value_Sllare
(276)SR_Energy_Val lIe_Share
(183)SR_Marg_Aggr_Energy_pe:_Energy
(l84)SR_Marg_Prod_Aggr_Energy

(225) Normal_Energy_Expenditure[source] = LR_Expected_Energy_Price(source] *
Energy_Requirement [source]

$/year
Expected expendittlres for energy, by source, with nonnal capacity utilization.

(214)Energy_Requirement
(195)LR_Expected_Energy_Price

(235)To~ai_Normal_Energy_Expenditure

(226) Planned_Energy_Intensity[source] =
SMOOTH (Desired_Energy_Intensity[source] ,
Energy_Intensity_Adjustment_Time)

GJ/year/$
Energy intensity of new capital; lags desired energy intensity due to lead ti.nle needed for R&D,
retooling, etc.

(206)Desired_Energy_Intensity
(210)Energy_Intensity_Adjustment_Time

(213)Energy_Req_Install_Rate
(269)Energy_Req_Retrofit_Rate

(227) Reference_Capital = 1.22e+013
$
Reference capital stock, assuming 15 year lifetime. Alternate value: 1.5e13 with capital
lifetime of 20 years

(157)Capital
(271)Marg_Capital'Energy_per_Aggr_Energy
(170)Marg_Capital'Energy_per_Capital
(272)Nurmal_Capital'Energy_Aggr
(228)Reference_Capital'Energy_Aggr

(228) Reference_Capital'Energy_Aggr = INITIAL(Reference_Capital *
Reference_Productivity)

Eff$
Reference output of aggregate capital-energy good. (long-run CES capital-energy aggregate).

(227)Reference_Capital
(230)Reference_Productivity

(219)LR_Marginal_Prod_of_Eff_Capital
(271)Marg_Capital 'Energy_per_Aggr_Energy
(170)Marg_Capital'Energy_per_Capital
(272)Normal_Capital'Energy__Aggr
(273)Operatillg_Capital
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(266)Reference_Operating_Capital
(184)SR_Marg_Prod_Aggr_Energy

(229) Reference_Production [source] = 5.67e+010, 6.28e+010, 6.4e+009, 2.36e+007
GJ/year
Reft:rence production of energy by source. Oil, gas: 4.53e+OlO, 1.75e+OlO

(201)Aggr__Energy_Inpllt
(222)Marginal_Aggr_'Energy_per_Energy

(230) Reference_Productivity = 1
Eff$/$
Reference productivity of capital (normal output of capital-energy aggregate per unit of capital
input).

(228)Reference_Capital'Energy_Aggr

(231) Total_Adj_Energy_Intensity = SUM{Adj_Energy_Intensity[source!])
GJ/year/$
Sum of adjusted energy intensities for individual sources.

(200)Adj_Energy_Intensity
(207)Desired_Share

(232) Total_Aggr_Energy_Input = SUM(Aggr_Energy_Input[source!])
dmnl
Sum of CES tenns for contribution of energy sources to aggregate energy good.

(201)Aggr_Energy_Input
(222)Marginal_Aggr_Energy_per_Energy
(224)Normal_Aggr_Energy_Requirement

(233) Total_Energy_Intensity = Total_Energy_Requirernent / Capital
GJ/year/$
Total energy intensity of capital (in physical terms).

(157)Capital
(234)Total_Energy_Requirement

(206)Desired_Energy_Intensity

(234) Total_Energy_Requirement = SUM(Energy_Requirement[source!])
GJ/year
Total energy requirements embodied in capital (in physical terms).

(214)Energy_Requirement
(233)Total_Energy_Intensity

(235) Total_Norrnal_Energy_Expenditure =
SUM(Normal_Energy_Expenditure[source!])

$/year
Total expected energy expenditures, with normal capacity utilization.

(225)Normal_Energy_Expenditure
(223)Normal_Aggr_Energy_Price

244



·Economy.FactorProducfivily

(236) Asymptotic_Frac_Factor_Prod_Gr_Rt = 0.0075
l/year
Asymptotic rate of technological change.

(237) Factor_Prod_Chg_Rt = Factor_Productivity *
Fractional_Factor_Prod_Growth_Rate

l/year
Rate of change of autonomous technology.

(239)Factor_Productivity
(241)Fractional_Factor_Prod_Growth_Rate

(239)Factor_Productivity

(238) Factor_Prod_Gr_Rt_Decline_Rt = (Fractional_Factor_Prod_Growth_Rate ­
Asymptotic_Frac_Factor_Prod_Gr_Rt) *
Frac_Factor_Prod_Gr_Rt_Decline_Rt

l/year/year
Rate at which the technology growth rate decays to its asymptotic value.

(241 )Fractional_Factor_Prod_Growth_Rate
(236)Asymptotic_Frac_Factor_Prod_Gr_Rt
(240)Frac_Factor_Prod_Gr_Rt_Decline_Rt

(241)Fractional_Factor_Prod_Growtll_Rate

(239) Factor_Productivity = INTEG ( Factor_Prod_Chg_Rt,
Initial_Factor_Productivity)

dmnl
Autonomous technology level.

(237)Factor_Prod_Chg_Rt
(243)Initial_Factor_Productivity

(237)Factor_Prod_Chg_Rt
(262)Gross_Outpl1t

(240) Frac_Factor_Prod_Gr_Rt_Decline_Rt = 0.01
l/year
Fractional rate of decline of the factor productivity growth rate.

(238)Factor~_Prod_Gr_Rt_Decline_Rt

(241) Fractional_Factor_Prod_Growth_Rate = INTEG ( ­
Factor_Prod~Gr_Rt_Decline_Rt, Init_Frac_Factor_Prod_Gr_Rt)

l/year
Relative rate of change of technology.

(238)Factor_Prod_G r_Rt_Decline_Rt
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(242)Init_Frac_Factor_Prod__Gr_Rt
(237)Factor_Prod_Chg_Rt
(238)Factor_Prod_Gr_I{t_Decline_Rt

(242) Init_.Frac_Factor_Prod_Gr_Rt = 0.015
l/year
Initial fractional rate of technology grO\\'th.

(243) Initial_Factor_Productivity = 1
dmnl
Initial technology leveL

(239)Factor_Productivity

.Economy.lndicators

(244) Consumption__Growth_Rate = TREND (Consumption, Growth_Trend_Time,
Hist_Output_Growth_Rate)

l/year
Fractional rate of cllange of consumption.

(147)Consumption
(245)Growth_Trend_Time
(254)Hist_Output_Growth_Rate

(245) Growth_Trend_Time = 1
year
Time for measuring consumption and output growth trends.

(244)Consumption_.Growth_Rate
(246)Output_Growth_Rate

(246) Output_Growth_Rate = TREND (Gross_Output, Growth_Trend_Tirne,
Hist_Output_Growth_Rate)

l/year
Fractional rate of change of gross output.

(262~ross_C>u~ut

(245)Growth_Trend_Time
(254)Hist_Output_Growth_Rate

(247) Savings_Rate = Total_Investment / Gross_Output
dmnl
Fraction of ('~!~;~t lllvested.

(262)Gross_C>utput
(249)Total_Investment

(248) Total_Capital = Capital + Total_Energy_Capital
$
Total capital in all sectors.

(157)Capital
(325)Total_Energy_Capital

(249) Total_Investment = Investment_Rate + Total_Energy_Investment
$/year
Investment in all sectors.

(166)Investment_Rate
(328)Total_Energy_Investment

(247)Savings_Rate
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.Economy.lnterest

<~(Jross_()utput.> --:.Population>-

(250) Const_Interest_Rate = 0.055
l/year
Constant exogenous interest rate.

(255)Interest_Rate

(251) Consumer_Discount_Rate = 0.03
l/year
Effective discourtt rate for interest-rate setting.

(261)Ramsey_Interest_Rate

(252) Consumer_Inequal_Aversion = 1
dmnl
Effective elasticity of marginal utility (rate of inequality aversion) for interest-rate setting.

(261)Ramsey_Interest_Rate

(253) Gross_Output-per_Cap = Gross_Output / Population
$/person/year
Gross output of goods and services per capita.

(458)Population
(262)Gross_Output

(260)Perceived_Output_per_Cap

(254) Hist_Output_Growth_Rate = 0.04
l/year
Historic growth rate of output and investment.

(244)Consumption_Growth_Rate
(168)LR_Expected_Output_Growth_Rate
(246)Output_Growth_Rate
(258)Output_Trend
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(255) Interest_Rate = Interest_Rate_Switch * Const_Interest_Rate + (1­
Interest_Rate_Switch) * Ramsey_Interest_Rate

1/year
Interest rate, switchable between constant and endogenous inputs.

(250)Const_Interest_Rate
(256)Interest_Rate_Switch
(261)Ramsey_Interest_Rate

(412)Chg_Depletion_Rent
(159)Cost_of_Capital
(286)Energy_Capital_Cost
(420)Indicated_Depletion_Rent

(256) Interest_Rate_Switch = 0
dmnl
o=Ramsey rule, 1 =constant interest rate. Switch for determining basis for interest rate
calculation.

(255)Interest_Rate

(257) Output_Perc_Time = 5
year
Time to perceive output per capita.

(260)Perceived_Output_per_Cap

(258) Output_Trend = TRENDCPerceived_Output-per_Cap,
Output_Trend_Establishment_Time, Hist_Output_Growth_Rate)

l/year
Trend in per capita output.

(254)Hist_Output_Gro\Jvt11_Rate
(259)Output_Trend_Establishment_Time
(260)Perceived_Output_per_Cap

(261 )Ram.sey_Interest_Rate

(259) Output_Trend_Establishment_Time = 20
yellr
Time to establish output trends.

(258)Output_Trend

(260) Perceived_Output-per_Cap = SMOOTH (Gross_Output-per_Cap,
Output_Perc_Time)

$/person/year
Perceived output per capita.

(253)Gross_Output_per_Cap
(257)Output_Perc_Time

(258)Output_Trend

(261) Ramsey_Interest_Rate = Output_~rend * Consumer_Inequal_Aversion +
Consumer_Discount_Rate

l/year
Interest rate from Ramsey rule.

(251)Consumer_Discount_Rate
(252)Consumer_Inequal_Aversion
(258)Output_1~rend

(255)Interest_Rate
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.Economy.Output

<Factor Productivitv>- . .
<Reference Labor> Reference_Output

<Labor Force>
<Operating__Capitat".>

~
Marginal._Prod_of-Labor..:tr:lldlliZlSI!:--------~Gross-Output ------~Marg_Prod_Oper_Capital

~~ i ~

Value Share of Labor

(262) Gross_Output = Reference_OUtput * Factor_Productivity *
Cl imate_Damage_Effeet [Tangible] * (Labor_Force / Reference_Labor)
A Value_Share_of_Labor * (Operating_Capital /
Reference_Operating_Capi.tal) A (l-Value_Share_of_Labor)

$/year
Production of goods. Goods output price is fixed at $1.

(239)Factor_Productivity
(404)Climate_Damage_Effect
(452)Labor_Force
(273)Operating_Capital
(265)Reference_Labor
(266)Reference_Operating_Capital
(267)Reference_Output
(268)Value_Share_of_Labor

(OO6)Emissions_Intensity_of_Output
(149)Fraction_of_Energy_Goods_.Avail
(253)Gross_Output_per_Cap
(168)LR_Expected_Output_Growth_Rate
(263)Marg_Prod_Oper_Capital
(264)Marginal_Prod_of_Labor
(246)Output_Growth_Rate
(410)Output_Loss
(155)Output_Net_of_Energy
(247)Savings_Rate

(263) Marg_Prod_Oper_Capital = (l-Value_Share__of_Labor) * Gross_Output /
Operating_Capital

$/year/Op$
Marginal productivity of operating capital; i.e. marginal Olltp\lt [production] per unit of
operating capital (the short-run fixed capital-energy aggregate).

(262)Gross_Output
(273)Operating_Capital
(268}Value_Share_of_Labor

(219)LR_fv1arginal_Prod._of_Eff_Capital
(l84)SR_Marg__Prod_Aggr_Energy
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(264) Marginal_Prod_of_Labor = Value_Share_of_Labor * Gross.~,.Output /
Labor_Force

$/year/FTE
Marginal productivity of labor.

(262)Gross_Output
(452)Labor_Force
(268)Value_Share_of_Labor

(265) Reference_Labor = INITIAL (Labor_Force)
FTE
Reference labor force.

(452)Labor_Force
(262)Gross_Output

(266) Reference_Operating_Capital = INITIAL(Reference_Operating_Ratio *
Reference_Capital'EnerQ1'_Aggr)

Op$
Reference operating capital (short run fixed capital-energy aggregate).

(228)Reference_Capital'Energy_Aggr
(274)Reference_Operating_Ratio

(262)Gross_Output
(219)LR_Marginal_Prod_.of_Eff_Capi tal
(273)Operating_Capital
(184)SR_Marg_Prod_.Aggr_Energy

(267) Reference_Output = 6.124e+012
$/year
Reference goods output.

(262)Gross_Output
(146)LR_Energy_Share

(268) Value_Share_of_Labor = 0.7
dmnl
Cobb-Douglas value share of labor in output.

(262)Gross_Output
(146)LR_Energy_Shar~
(263)Marg_Prod_Oper._Capital
(264)Marginal_Prod_of_Labor

.Economy.Retrofit

(269) Energy_Re~Retrofit_Rate[source]= capital * Retrofit_Rate *
Planned_Energy_Intensity[source]-Energy_Requirement[source] *
Retrofit_Rate

GJ/year/year
Rate of change of embodied erlergy requirelnents due to retrofits on existing capital.

(157)Capital
(214)Energy_Requirement
(226)Planned_Energy_Intensity
(270)Retrofit_Rate

(214)Energy_Reqllirement

(270) Retrofit_Rate = 0
l/year
Fractional rate of retrofit to existing capital.

(138)AEE[__Retrofit_I~.ate

250



(269)Energy_Req_Retrofit_Rate

.Economy.Utiiization

SR_Eh!l-...CodT

'·:-<,~111.1 :.\'~~ bl~I,~r / " ..

··,slt .\:,::" l·n,,:;\"'~Codf -'ba~'D"on

t !.. ~n0l.~ IIp..:J;:).llri;; CJI·ll~1
'~Rcfu~nt'c (apln:.I'l:.r-n~y .. -\~=!-J; y .....--._

',NI'ln~I_Aa~fJ·n('f~)_Rc.lwrr..T:h-m- "SR_Agg_EncrtY_VlJuc_SM.rc Op:tati08-Ca.~tI,48

~ t· ~l<'<C« r~!}'l,d'hH,'\t'~ /\:':'1 '
MarLc.pif:1l'Eocrgy~_Aggr_EN1gy

---:::::iilIor::;;;....----...~orltlllC~'F.neq:y_Aw

(271) Marg_Capital'Energy-per_Aggr_Energy = Reference_Capital'Energy._Aggr *
(LR_Capital_Share * (Capital/Reference_Capital) A

Capi tal_E11ergy_Subs t_Coe f f ... LR__Ene:r:: gy_Share *
(Normal_Aggr_Energy_Requirement / Ref_Aggr_Energy_Production) A

Capital_Energy_Subst_Coeff) A (1 / Capital_Energy_.Subst_Coeff-l) *
LR_Energy_Share * (Normal_Aggr_Energy_Requirement /
Ref_Aggr_Energy_Production) A (Capital_Energy_Subst_Coeff-l) /
Ref_Aggr_Energy_Production

Eff$/GJequiv·year
Marginal output of capital-energy aggregate per unit aggregate energy input.

(157)Capital
(204)Capital_Energy_Subst_Coeff
(218)LR_Capital_Share
(146)LR_Energy_Share
(224)Normal_Aggr_F.nergy_Requirement
(330)Ref_Aggr_Energy_Production
(227)Reference_Capital
(228)Reference_Capitai'Energy_Aggr

(221)LR_lvtarginal_Productivity_oi_.&c\ggr_Ene
rgy

(179)SR_Aggr_Energy_Value_Sllare

(272) Normal_Capital'Energy_Aggr = Reference_Capital'Energy_Aggr *
(LR_Capi tal._Share * (Capital I Reference_Capi tal) "
Capital_Energy_Subst_Coeff + LR_Ene~gy_Share *
(Normal_Aggr_Energy_Require.ment / Ref_Aggr_Energy_Productiorl) A

Capital_Energy_Subst_Coeff) " (1 / Capital_Energy_Subst_Coeff)
Eff$
Output of capital-energy aggregate good at normal capacity utilization.

(157)Capital
(204)Capital_Energy_Subst_Coeff
(218)LR_Capital_Share
(146)LR_Energy_Share
(224)Normal_Aggr_Energy_Requirement
(330)Ref_Aggr_Energy_Production
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(227)Reference_Capital
(:l28)Reference_Capital'Energy_Aggr

(273)Operating_Capital
(179)SR_Aggr_Ellergy_Value_Share
(184)SR_Marg_Prod_Aggr_Energy

(273) Operating_Capital = Normal~Capital'Energy_Aggr * Utilization *
Reference_Operating_Capital / Reference_Capital'Energy_Aggr

Op$
Operating capital Equals the long-run CES capital-energy aggregate adjusted for short-rul1
utilization (from variation of energy input).

(272)Normal_Capital'Energy_Aggr
(228)Reference__Capital'Energy_Aggr
(266)Reference_Operating_Capital
(277)Utilization

(262)Gross_Output
(263)Marg_Prod_Oper_Capital

(274) Reference_Operating_Ratio = 1
Op$/Eff$
Referellce ratio of operating capital to capital-energy aggregate.

(266)Reference_Operating_Capital

(275) SR_Elasticity = 0.1
dmnl
Short run elasticity of substitution between capital and aggregate energy input.

(180)SR_Elast_Coeff

(276) SR_Energy_Value_Share[source] = Energy_Requirement [source] *
Marginal_Aggr_Energy-per_Energy[sQurce] /
Norrnal_Aggr_Energy·_Requirement

dmnl
CES value share of aggregate energy good in capital-energy aggregate.

(214)Energy_Requirement
(222)Marginal_Aggr_Energy_per_Energy
(224)Normal_Aggr_Energy_Requirement

(178)SR_Aggr_Energy_Input
(183)SR_Marg_Aggr_Energy_per_Energy

(277) Utilization = Operating_Coeff A (1 / SR_Elast_Coeff)
dmnl
Utilization of capital-energy aggregate. Can be interpreted as capacity utilization in the goods
producing sector (1 = normal).

(176)Operating_Coeff
(180)SR_Elast_Coeff

(171 )Marg_Prod_Capital
(273)OperatiI\g_Capital
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.Energy.Capltal

(278) Capital_Corr_Time = 4
yr
Time to adjust capital stock.

(158)Capital_Correction
(285)Energy_Capital_Correction

(279) Desired_Energy_Capital[sourcel = Energy_Capital[source] *
Production_Pressure [source] *
Effect_of_Return_on_Energy_Capital[sourcel

$
Desired energy capital; equals current capital adjusted for production pressure and relative
return.

(283)Energy_Capital
(282)Effect_of_Return_on_EnergJ'_Capital
(3S2)Production_Pressure

(285)Energy_Capital_Correction

(280) Desired_Energy_Capital_Order_Rate[sourcel =
Energy_Capital_Discard_Rate[sourcel +
Energy_Capital_Correction[sourcel +
Energy_Supply_Line_Correction[source]

$/year
Desired energy capital order rate; equals discard rate pIllS corrections for capital and supply
line stocks.

(285)Energy_Capital_Correction
(287)Energy_Capital_Discard_Rate
(292)Energy_Supply_Line_Correction

(289)Energy_Capital_Order_Rate

(281) Desired_Energy_Capital_under_Constr[source] =
(Energy_Capital_Discard_Rate[source] ...
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LR_Expected_Order_Growth_Rate[source] * Energy_Capital[sour~e]) *
Energy_Construction_Delay[source]

$
Desired energy capital Wlder construction; equals quantity needed to replace discards and nleet
growth.

(283)Energy_Capital
(287)Energy_Capital_Discard_Rate
(291)Energy_Construction_Delay
(295)LR_Expected_Order_Growth_Ratc

(290)Energy_Capital_under_Constr
(292)Energy_Supply_Line_Correction

(282) Effect_of_Return_on_Energy_Capital[sourcel =
Exog_Eliergy_Price_Switch[source] + (1­
Exog_Energy_Price_Switch[source]) * Perc_Relative_Return[sourcel ~

Return_Coeff
dmnl
Effect of relative return on desired energy capital. When exogenous energy prices are used,
effect of return is switched off.

(340)Exog_Energy_Price_Switch
(299)Perc_Relative_Return
(173)Return_Coeff

(279)Desired_Energy_Capital

(283) Energy_Capital [source] = INTEG(Energy_Capital_Completion_Rate(source]­
Energy_Capital_Discard_Rate(source],
Reference_Energy_Capital[source])

$
Energy production capital stock. For fossil fuels, can be conceived of as developed fields or
mines.

(284)Energy_Capital_Completion_Rate
(287)Energy_Capital_Discard_Rate
(300)Reference_Energy_Capital

(336)Capital_Cost
(279)Desired_Energy_Capital
(281)Desired_Energy_Capital_under_Constr
(385)Desired_Variable_Input
(285)Energy_Capital_Correction
(287)Energy_Capital~Discard_Rate
(373)Energy_Scale_Ecollomy
(379)Init_Cllffi_Energy_Investrnellt
(296)LR_Marg_Prod_Effect
(423)LR_Marginal_Cost_of_Energy_Prod
(347)Marginal_Variable_Input
(393)Max_Effective_Energy_Capital_Ratio
(312)Normal_Effective_Energy_Capital_Rati

o
(396)Nvrmal_Variable_Cost
(325)Total_Energy_Capital

(284) Energy_Capital_Completion_Rate[source] =
Indicated_Energy_Capital_Completion_Rate[source] *
Fraction_of_Invest_Goods_Avail

$/yr
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Rate of completion of capital lmder construction, constrained by availability of investment
goods.

(150)Fraction_of_Invest_Goods_Avail
(293)Indicated_Energy_Capital_Completion_Rate

(368)Cumulative_Energy_Investmellt
(283)Energy_Capital
(290)Energy_Capital_under_Corlstr
(328)Total_Energy_Investment

(285) Energy_Capital_Correction[source] = (Desired_Energy_Capital[source] ­
Energy_Capital[source)) / Capital_Corr_Time

$/year
Rate of correction to energy capital stock.

(283)Energy_Capital
(278)Capital_Corr_Time
(279)Desired_Energy_Capital

(280)Desired_Energy_Capital_Order_Rate

(286) Energy_Capital_Cost[source] = Interest_Rate + 1 /
Energy_Capital_Lifetime(source]

l/year
Price of capital, including interest and depreciation.

(288)Energy_Capital_Lifetime
(255)Interest_Rate

(336)Capital_Cost
(423)LR_Marginal_Cost_of_Energy_Prod
(299)Perc_Relative_Return
(300)Reference_Energy_Capital
(398)Relative_Variable__Intensity

(287) Energy_Capital_Discard_Rate[sourcel = Ener~y_Capital[source] /
Energy_Capital_Lifetirne[source]

$/year
Energy capital discard rate.

(283)Energy_Capital
(288)Energy_Capital_Lifetime

(283)Energy_Capital
(280)Desired_Energy_Capital_Order_Rate
(281)Desired_Energy_Capital_under_Constr

(288) Energy_Capital_Lifetime[sourcel = 20, 20, 40, 30
year
Lifetime of capital.

(286)Energy_Capital_Cost
(287)Energy_Capital_Discard_Rate
(379)Init_Cum_Energy_Investment

(289) Energy_Capital_Order_Rate[source] = max(O,
Desired_Energy_Capital_Order_Rate[source])

$/yr
Energy capital order rate. Constrained to be nonnegative (no cancellations).

(280)Desired_Energy_Capital_Order_Rate
(290)Energy_Capital_under_Constr

(290) Energy_Capital_under_Constr[sourcel =
INTEG(Energy_Capital_Order_Rate[source]-
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Energy_Capital_Cornpletion_Rate[source] ,
Desired_Energy_Capital_under_Constr[source])

$
Stock of energy capital under construction.

(281)Desired_Energy_Capital_under_Constr
(284)Energy_Capital_.Completion_Rate
(289)Energy_Capital_Order_Rate

(292)Ellergy_Supply_Line_Correctiolt
(293)Indicated_EJ.ler8)'_Capital_Completion_

Rate

(291) Energy_Construction_Delay[source] = 10
yr
Time required to construct ne\v energy capital (planning as well as physical construction and
exploitation). Delay is unaffected by demand on the energy capital construction sectors, which
are not explicitly modeled.

(281)Desired_Energy_Capital_under_Constr
(293)Indicated_Energy_Capital_Completion_

Rate

(292) Energy_Supply_Line_Correction[source] =
(Desired_Energy_Capital_under_Constr[source]-
Energy_Capital_under__Constr [source]) / Supply_Line_Correctiol1_Time

$/year
Correction to supply line of capital under construction.

(290)Energy_Capital_under_Constr
(281)Desired_Energy_Capital_under_Constr
(302)Supply_Line_Correction_Time

(280)Desired_Energy_Capital_Order_Rate

(293) Indicated_Energy_Capital_Completion_Rate[source]
Energy_Capital_llnder_Constr[sourceJ /
Energy_Construction_Delay[sourceJ

$/year
Indicated rate of completion of energy capital on order.

(290)Energy_Capital_under_Constr
(291)Energy_Construction_Delay

(284)Energy_Capital_Completion_Rate
(148)Energy_Invest_Req

(294) Initial_Production~Growth[source]=
INITIAL(Hist_Energy_Growth_Rate[source])

l/year
Initial growth rate of production; equal to historic rates.

(376)Hist_Energy_Growth_Rate
(295)LR_Expected_Order_Growth_Rate

(295) LR__Expected_Order_Growth_Rate[source] = TREND(Energy_Order_Rate[source],
LR_Order_Trend_Time, IIli t ial_Produc t ion_Gro\-Jt11 [source] )

l/year
Perceived long run trend in energy orders.

(389)Energy_Order_Rate
(294)Initial_Production_Growth
(297)LR_Order_Trend_Time

(281 )Desired_Energy_Capital_under_COllstr
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(296) LR_Marg_Prod_Effect[source] = Normal_Production [source] /
Energy_Capital [source] * Marginal_Resource....Effect [source]

GJ/$/year
Effect of IOIlg run factors on nlarginal productivity of energy capital. For nonrenewables, varies
with depletion and technology. For renewables, varies with technology and s"turation.

(283)Energy_Capital
(309)lvlarginal_Resource_Effect
(313)Normal_Production

(298)Marg_Prod_Energy_Capital

(297) LR Order Trend_Time = 5
year
Time to establish long-term trends in orders, for capital planning.

(:l95)LR_Expected_Order_Growth_Rate

(298) Marg_Prod_Energy_Capital[nonrenewable] = Capital_Share[nonrenewable] *
(Effective_Primary_Energy_Price[nonrenewable]-
Depletion__Rent[nonrenewable]) * LR_Marg_Prod_Effect[nonrenewable]

Marg_Prod_Energy_Capital[Renewable] = Capital_Share[Renewable] *
Effective_Primary_Energy_Price[Renewable] *
LR_Marg_Prod_Effect[Renewable]

l/year
Marginal productivity of capital, incorporating effects of QUtpl!t price, depletion / exploitation
/ technology, and utilization.

(383)Capital_Share
(415)Depletion_Rent
(338)Effective_Primary_Energy_Price
(296)LR_Marg_Prod_Effect

(299)Perc_Relative_Retum

(299) Perc_Relative_Return[sourcel = SMOOTHI{Marg_.Prod_Energy_Capital(source]
/ Energy_Capital_Cost[source) , Return_Perc_Time, 1)

dmnl
Perceived relative return to capital; equal to delayed ratio of marginal product to price of
capital.

(286)Energy_Capital_Cost
(298)Marg_Prod__Energy_Capital
(301)Return_Perc_Time

(282)Effect_of_Return_on_Energy_Capital

(300) Reference_Energy_Capital[sourceJ =
INITIAL (Reference_Pretax_Expenditure [source] *
Capital_Share [source] / Energy_Capital_Cost[source))

$
Reference capital stock for energy production.

(383)Capital_Share
(286)Energy_Capital_Cost
(334)Reference_Pretax_Expenditure

(283)Energy_Capital
(385)Desired_Variable_Input
(373)Energy_Scale_Economy
(347)Marginal_Variable_Input
(393)Max_Effective_Energy_Capital_Ratio
(312)Normal_Effective_Energy_Capital_Rati

o
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(396)I\lormal_Variable_Cost
(398)Relative_Variable_II\tensity

(301) Return_Perc_Time = 2
year
Time to perceive relative return on capital.

(299)Perc_Relative_Return
(172)Perc_Relative_l~eturn_to_Capital

(302) Supply_Li.ne_correction_Time = 4
year
Time to adjust supply line of capital under construction.

(292)Energy_Supply_Line_Correction

~Energy.DeplefionSafuration

.: R~larj\"l' Varli1hlchlicn:>iry>

'"Capit,,1 ~I, ~

Nornud_Efi'ectivc Capital_Intensity

(303) Cumula t i ve_Produc i.: i on [nonrenewable] =
INTEG(Energy_Production[nonrenewable],
Init_Cum_Prod[nonrenewable])

GJ
Cumulative production o!= 2nergy.

(390)Energy_Production
(306)Init_Cum_Prod

(304)Fraction_Consumed

(304) Fraction_Consumed [nonrenewable] = Cumulative_Production[nonrenewableJ /
Initial_Resource [nonrenewablel

dmnl
Fraction of ultimate resource consumed.

(303)Cumulative_Production
(308)Initial_Resource
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(305) Fraction_Exploited [Renewablel = Normal_.Production[Renewable] /
Reference_ResourceIRenewable]

dmnl
Fraction of renewable resource potential exploited.

(313)Normal_Production
(314)Reference_Resource

(30_6) Init_Cwn_P:rod[non:renewapleJ_= __ :I:NIT_:r.8.~{~p.:it:iC1_1_P:roCJ.~_qt:~9J:1 [:p.9l1.reneWCi1:>1~] /
Hist_Energy_Growth_Rate[nonrenewable])

GJ
Initial cumulative production; 'backstrapolatedU using current production and historical
growth rate.

(376)Hist_Energy_Growth_Rate
(391)Initial_Production

(303)Cumulative_Production
(307)Init_Resource_Remaining

(307) Init_ResQurce_Remaining[nollrenewablel = INI'l'IAL (
Initial_Resource[nonrenewable]-Init_CunLProd[nonrenewabIe])

G]
Initial resource remaining.

(306)Init_Cum_Prod
(308)Initial_Resource

(317)Resottrce_Remaining
(424)Marginal_Resourc.:e_Eff_Energy_Capital

_Ratio
(316)Resource_Ratio
(318)Resource_Share

(308) Initial_Resource [Coal] = 3e+014

Initial_Resource [OilGas] = 3.05e+013
G]
EMF-14 values (95th percentile). Alternate values: 4.34e+014, 2.51e+013

(304)Fraction_Consumed
(307)Init_Resource_l~emaining

(309) Marginal_Resource_Effect[sourcel = (Resource_Share [sourcel *
Resource_Ratio [source] A Resource_Coeff[source] + {1 ­
Resource_Share[source]} *
Normal_Ef fective_Energy_Capi tal_Ratio [source] A

Resource_Coeff[source]) A (1 / Resource_Coeff[source] - 1) *
Normal_Effective_Energy_Capital_Ratio[sourcel A

(Resource_Coeff[source] - 1) / Resource_Effect [source) { * (1 -
Resource Share[source])}

dmnl
Marginal effect of depletion and saturation on productivity, expressed as ratio of nlarginal to
average product, at normal utilization. The last term (in brackets) is omitted because the fixed
factor (i.e. the resource endowment) is unremunerated.

(312)Normal_Effective_Energy_Capital_Ratio
(315)Resource_Effect
(316)Resource_Ratio
(318)Resource_Share
(319)Resource_Coeff

(335)Adjusted_Average_Cost
(296)LR_Marg_Prod_Effect
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(310) Min_Depletion_Time = 20
year
Minimllffi time to deplete remaining nonrenewable resource

(318)Resource_Share

(311) Normal_Effective_Capital_Intensity[sourceJ =
Relative_Variable_Intensity [source] " (l-Capital_Sllure [source] )

dmnl
Ratio of current vs. initial ratio of output to capitaL Output intensity varies as irtterest rate
variations affect desired balance of capital and variable inputs.

(383)Capital_Share
(398)Relative_Variable_Intensity

(312)1'Jormal_Effective_Energy_Capital_Rati
o

(312) Normal_Effective_Energy_Capital_Ratio[source] = Energy_Capital[source] /
Reference_Energy_Capital[source] * Energy_Technology [source] *
Norrnal_Effective_Capital_Intensity[source]

dmnl
Ratio current vs. initial production effort, with adjusbnents for capital scale, technology, and
varying input intensity.

(283)Energy_Capital
(375)Energy_Technology
(311)Normal_Effective_Capital_Intensity
(300)Reference_Energy_Capital

(423)LR_Marginal_Cost_of_Energy_Prod
(309)Marginal_ResQurce_Effect
(313)Normal_Production
(315)Resource_Effect

(313) Norrnal_Production[source] = Initial_Production [source] *
Resource_Effect [source] *
Normal_Effective_Energy_Capi tal__Ratio [source]

GJ/year
Energy production at normal utilization, incorporating effects of scale of effort, depletion (for
nonrenewables), and saturation (for renewables).

(391)Initial_Production
(312)Normal_Effective_Energy_Capital_Ratio
(315)Resource_Effect

(336)Capital_Cost
(386)Energy_Capacity_Utilization
(390)Energy_Productioll
(30S)Fraction_Exploited
(296)LR_Marg_Prod_Effect
(352)Productio:t1_Pressure

(314) Reference_Resource[HN] = 1.28e+Ol1

Reference_Resource [New] = 1.ge+012
G]/year
Upper limit to renewable output. Upper limit for HN based primarily on hydro endowment,
with nuclear potential implicitly assumed to be politically limited.

(30S)Fraction_Exploited
(318)Resource_Share

(315) Resource_Effect [source] = (Resource_Share [source] *
Resource_Ratio [source] " Resource_Coeff[source] + (1 -
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Resource_Share[source]) *
Normal_Effective_Energy_Capital_Ratio[source] A

Resource_Coeff[source]) A (1 / Resource_Coeff[source]) /
Normal_Effective_Energy_Capi tal_Ratio [source]

dmnl
Effect of depletiol\ and saturation on average productivity of capital.

(312)Normal_.Effective_Energy_.Capital_Ratio
(316)Resource_Ratio
(318)Resource_Sllare
(319)Resource_Coeff

(309)Marginal_Resource_Effect
(313)Normal_Production

(316) Resource_Ratio [Renewable] = 1

Resource_Ratio [nonrenewable] = Resource_Remaining[nonrenewableJ /
Init_Resource_Remain:ng[nonrenewable]

dmnl
Ratio of current to initial resource endowment. For renewables, this is by definition 1, as the
resource size is unchanging. For nonrenewables, this equals the resource remaining expressed as a
fraction of initial resource remaining.

(317)Resource_Remaining
(307)Init_ResQurce_Remaining

(384)Desired_Eff_Energy__Capital_Ratio
(346)Marginal_Eff_Energy_Capital_Ratio
(424)Marginal_Resource_Eff_Energy_Capital

_Ratio
(309)Marginal_ResQurce_Effect
(395)Max_Production
(315)ResoL\rce_Effect

(317) Resource_Remaining [nonrenewable] = INTEG ( ­
Energy_Production[nonrenewable],
Init_ResQurce_Remaining[nonrenewable])

GJ
Resources remaining.

(390)Energy_Production
(307)Init_Resource._.Remaining

(316)Resource_Ratio

(318) Resource_Share [Renewable] = INITIAL ( (Reference_Resource [Renewable] /
Initial_Production[Renewable) A Resource_Coeff[Renewable])

Resource_Share [nonrenewable] = INITIAL
«Init_Resource_Remaining[nonrenewable] / Min_Depletio~_Time I
Initial_Production[nonrenewable) A Resource_Coeff[nonrenewable])

dmnl
Share of fixed factors (resource endowment) in renewable energy production; set such that upper
limit to renewable output is at a specified level.

(307)Init_ResQurce_Remaining
(391)Initial_Production
(310)Min_Depletion_Time
(314)Reference_Resource
(319)Resource_Coeff

(384)Desired_Eff_Energy_Capital_Ratio
(346)Marginal_Eff_Energy_Capital_Ratio
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(424)Marginal_Resource_Eff_Energy_Capital
_Ratio

(309)MiJrginal_Resource_Effect
(395)Max_Production
(315)Resource_Effect

(319) Resource_Coeff[source] = INITIAL {
(Resource_Elasticity[source] - 1) /

Resource_Elasticity[sOlllee])
dmnl
CES coefficient of substitution between fixed resource endowment and other inputs.

(320)Resource_Elasticity
(384)Desired_Eff_Energy_Capital_Ratio
(346)Marginal_Eff_Energy_Capital_Ratio
(424)Margmal_Resource_Eff_Energy_Capital

_Ratio
(309)Marginal_Resource_Effect
(395)Max_Production
(315)Resource_Effect
(318)Resource_Share

(320) Resource_Elasticity [nonrenewablel = 0.7

Resource_Elasticity [Renewable] = 0.5
dmnl
Elasticity of substitution between fixed factors and capital for renewable sources, for saturation
effect.

(319)Resource_Coeff

.Energy.Indicators

(321) Availability [source] = Energy_Production[source] /
Energy_Order_Rate[source]

dmnl
Relative availability of energy sources, expressed as a fraction of orders.

(389)Energy_Order_Rate
(390)Energy_Production

(322) Avg_Energy_Price = Total_Energy_Expenditure / Total_Energy_Production
$/G/
Average energy price, weighted by physical energy production rates.

(327)Total_Energy_Expenditure
(400)Total_Energy_Production

(323) Primary_Energy_Order_Rate = SUM(Energy_Order_Rate[sQurce!]}
GJ/year
Order rate of primary energy in physical terms.

(389)Energy_Order_Rate

(324) Production_Share [sOl-lree] = Energy_Production [sollrce] /
Tota1__Energy_Produe t ion

dmnl
Share of energy sources in total production (in physical terms).

(390)Energy_Production
(400)Total_Energy_Prod\1ction

(325) Total_Energy_Capital = SUM(Energy_Capital[source!])
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$
Total energy capital for all sources.

(283)Energy_Capital
(248)Total_Capital

(326) Total_Energy_Cost = Indicated_Total_Cost_Energy_Production *
Fraction_of_Energy_Goods_Avail + Energy_Invest_Req *
Fract ion_o f __Inves t_Goods_Avai1

$/year
Total outlays for variable costs of energy production and investment in energy capital.

(148)Energy_Invest_Req
(149)Fraction_of_Energy_Goods_Avail
(150)Fraction_of_Invest_Goods_Avail
(152)Indicated_Total_Cost_Energy_Production

(327) Total_Energy_Expenditure = SUM(Source_E:tq>enditure[source!])
$/year
Total expenditure on energy, calculated in monetary terms (price x quantity).

(353)Source_Expenditure
(322)Avg_Energy_Price

(328) Total_Energy_Investment = SUM(Energy_Capital_Completion_Rate[source!])
$/year
Total lllvestment in all energy producing capital.

(284)Energy_Capital_Comp12tion_Rate
(249)Total_Investment

.Energy.Initialization

(329) Exog_Order_Switch = 0
dmnl
o=endogenous 1 =exogenous (production data) Switches energy orders between data and
endogeno~drivers.

(389)Energy_Order_Rate

(330) Ref_Aggr_Energy_Production = 1.26e+011
Gfequiv/year
Reference production of CES aggregate energy good.

(271)Marg_Capital'Energy_per_Aggr_Energy
(170)ivlarg_Cctpital'Energy_per_Capital
(222)Marginal_Aggr_Energy_per_Energy
(224)Normal_Aggr_Energy_Requirement
(272)Normal_Capital'Energy_Aggr

(331) Ref_Energy_Value_Share[Coal] = 0.185

Ref_Energy_Value_Share[OilGas] = l-Ref_Energy_Value_Share[Coal] -
Ref_Energy_Value_Share[liN]-Ref_Energy_Value_Share[Newl

Ref_Energy_Value_Share[HN] = 0.216

Ref_Energy_Value_Share[New] = 0.0101
dmnl
Reference CES value share of energy sources.

(201)Aggr_Energy_Input
(222)Marginal_Aggr_Energy_per_Energy
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(332) Ref_Total_Expenditure =
INITIAL(SUM(Reference_Final_Expenditure[source!]))

$/year
Reference total energy expel1diture.

(333)Reference_Final_Expenditure
(146)Lf{_Energy_Share

(333) Reference_Final_Expenditure[sQurce] :: INITIAL (
Final_Energy_Price[sQurceJ * Initial._Production[source] *
Energy_Price_Discount)

$/year
Reference energy expenditure by source, including taxes and distributioIl costs.

(189)Energy_Price_Discount
(342)Final_Energy_Price
(391)Initial_Production

(33/ )Ref_Total_Expenditure

(334) Reference__Pretax_Expendi ture [source] =
INITIAL (Initial_Production [source] *
Initial_Producer_Price[source])

$/year
Reference energy expenditure by source, excluding taxes and distribution costs.

(345)Initial_Producer_Price
(391)Initial_Production

(300)Reference_Energy_Capital
(397)Reference_Variable_Cost

.Energy.Pricing

j :,' I" f' I ~. ..' ..

TouJ_E""i'_bp:D6lUn:~_iMo_

'·!-.t·,! t,t':!'". r':.J'l'hIJ .. ~. __~~,._l_1'ntc "..."..t" I',,,,

(335) Adjusted_Average_Cost [source] = SR~Average__Cost [source] /
Marginal_Resource_Effect[sQurce]
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$/GJ
Average cost of energy prcduction, adjusted for long run (resource) effects on margiIlal cost, but
not short run (utilization) effects.

(309)Marginal_Resoul'ce_Effect
(354)SR_Average_Cost

(343)Indicated_Producer_Price

(336) Capi tal__Cos t [source] = (Energy_Capi tal_COS t [source] *
Energy_Capital[source]) / (Capical_Cost_Basis_Switch *
Energy_Production [source] + (1 - Capital_Cost_Basis_Switch) *
Normal_Production[source])

$/GJ
Unit capital cost, on the basis of production (leads to utility deaUt spiral) or nOffilal production
(leads to nonrecovery of capital costs with low demand).

(283)Energy_Capital
(337)Capital_Cost_Basis_Switch
(286)Energy_Capital_Cost
(390)Energy_Production
(313)Nonnal_Production

(354)SR_Average_Cost

(337) Capital_Cost_Basis_Switch = 0
d11znl
Basis for calculating unit capital costs. 0 = normal production (nollrecovery of capital costs with
low demand) 1 = actual production (allows utility death spiral)

(336)Capital._Cost

(338) Effective_Primary_Energy_Price[sourcel =
Exog_Energy_Price_Switch[source] * Price_Data [source] + (1­
Exog_Energy_Price_Switch[source]) * Prirnary_Energy_Price[source]

$/GJ
Primary energy price, switchab'e between endogenous aIld exogenous drivers.

(340)Exo~Energy_Price_Switch
(116)Price_Data
(350)Primary_Energy_Price

(342)Final_Energy_Price
(298)Marg__Prod_Energy_Capital

(339) Energy_Producer_Price[source] = INTEG (Producer_Price_Chg_.Rt [sollrcel ,

Initial_Producer_Price[sourceJ)
$/GJ
Endogenous primary energy price; adjusts to indicated price with a delay.

(345)Initial_.Producer_Price
(351)Producer_Price_Chg_Rt

(343)Indicated_Producer_Price
(350)Primary_Energy_Price
(351 )Producer_Price_Chg_Rt

(340) Exog_Energy_Price_Switch[sourcel = Price_Switch [source] * (l-RAMP(l I
T:!:'ansition_Time, Final_Data_Time, Final_Data__Time +

Transition_Time»)
dmnl
Switch between exogenous and endogenous energy prices and capacity planning. Units error in
RAMP is a Vensim bug.

(341)Final_Data_Time
(349)Price_Switch
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(359)Transition_Time
(416)Depletion_Rent_Correction
(282)Effect_of_Return_on_Energy_Capital
(338)Effective~Primary_Energy_Price

(341) Final_Data_Time = 1990
year
Year in which transition from price data to endogenous prices begins.

(340)Exog_Energy_Price_Switch

(342) Final_Energy_Price[source] = Effective_Prima1~_Energy_Price[source] +
Total_Tax [source] + Init_Unit_Distribution_Cost[sourcel

$/G]
Price of energy sources, including taxes and distribution costs.

(338)Effective_Primary_Energy_Price
(344)Init_Unit_Distribution_Cost
(446)TotaI_Tax

(196)Operative_Energy_Price
(333)Reference_Final_Expendittlre
(353)Source_Expenditure

(343) Indicated_Producer_Price[source] = Energy_Producer_Price[source] *
Supply_Demand_Effect[source] * (SR_Marginal_Cost[sQurce) /
Energy_Producer_Price[source]) A Weight_to_Marg_Cost *
(Adjusted_Average_Cost[source] / Energy_Producer__Price(source]) ~

Weight_to_Average_Cost
$/G]
Iridicated price ofenergy sources, pri"orto taxes anddistrlbution costs. Switchable between
marginal and average cost prices.

(339)Energy_Producer_Price
(335)Adjusted_Average_Cost
(356)SR_Marginal_Cost
(358)Supp!y_Deilland_Efiect
(360)Weight_to_Average_Cost
(361)Weight_to_Marg_Cost

(351)Producer_Price_Chg_Rt

(344) Init_Unit_Distribution_Cost[sourcel = 0
$/G]
Initial Wlit energy distribution cost.

(342)Final_Energy_Price
(151)Indicated_Energy_Distribution_Cost

(345) Initial_Producer_Price[source] = 1.278, 1.297, 6.648, 60
$/GJ
Initial prices of energy. From price data series. Oil, gas: 1.145, 1.69, weighted by initial
productioIl.

(339)Energy_Producer_Price
(334)Reference_Pretax_Expenditure

(346) MaTginal_Ef f_Energy_Capi tal_Ratio [sourceJ =
( ( (Scheduled_Production [source J / Ini. tial__Production [source J) "
Resource_Coeff[source] - Resource_Share [source] *
Resource_Ratio [source] A Resource_Coeff[source]) / (1 ­
Resource_Share[source])) A (1 / Resource_Coeff[source] - 1) *
(Scheduled_Production [sQurce] / Initial_Production[source)) A
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(Resource_Coeff[sourceJ - 1) / Initial_Production [source] / (1 ­
Resource_Share[source])

year/G]
Marginal increase in capital-vaI-iable aggregate per unit increase ill production.

(391)Initial_Production
(316)Resource_Ratio
(318)Resource_Share
(319)Resource_Coeff
(399)Scheduled.-Production

(356)SR_Marginal_~Cost

(347) Marginal_Variable_Input[sourcel = Reference_Variable_Cost[sQurce] *
«Desired_Eff_Energy_Capital_Ratio[sourceJ /
Energy_Technology[source]) / (Energy_Capital [source] /
Reference_Energy_Capital[source]) A Capital_Share[source]) A (1 /
{l-Capital_Share[source])-l} / Energy_Technolo~~[source] /
(Energy_Capital [source] / Reference_Energy_Capital[source]) A

Capital_Share [source] * (1 / (l-Capital_Share[sQurce))
$/year
Marginal variable cost per unit incr~ase in capital-variable aggregate.

(283)Energy_Capital
(383)Capital_.Share
(384)Desired_Eff_Energy_Capital_Ratio
(375)Energy_Technology
(300)Reference_Energy_Capital
(397)Reference_Variable_Cost

(356)SR_Marginal_Cost

(348) Price_Adjustment_Time = 1
year
Time to adjust energy prices. Reflects d€.lays in behavior as well as contract turnover and
regulatory adjustment times.

(349) Price_Switch [nonrenewabJe] = 1

Price_Switch [Renewable] = 0
dmnl
o=endogerlous, 1 =exogenous Switches between endogenous and exogenous price drivers.

(340)Exog_Ellergy_Price_Switch

(350) Prirnary_Energy_Price [nonrenewable] = Energy_Producer_Price[nonrenewable)
+ Depletion_Rent[nonrenewable]

Primary_Energy_Price [Renewable] = Energy_Producer_Price[Renewable)
$/G]
Price of primary energy, including depletion rent.

(339)Energy_Producer_Price
(415)Depletion_Rent

(338)Effective_l)rinlary_Energy_Price

(351) Producer_Price_Chg_Rt[source] = (Indicated_Producer_Price[source]-·
Energy_Producer_Price[source) / Price_Adjustment_Time

$/GJ/year
Rate of adjustment of energy price.

(339)Energy_Producer_Price
(343)Indicated_Producer_Price
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(348)Price_Adjustment_Time
(339)Energy_Producer_Price

(352) Prvduction__Pressure[source] = Energy_Order_Rate[source] /
Normal_Production [source]

dmnl
Production pressure, expressed as ratio of orders to llormal production.

(389)Energy_Order_Rate
(313)Normal_Production

(279)Desired_Energy_Capital
(358)Supply_Demand_Effect

(353) Source_Expenditure [source] = Final_Energy_Price[source] *
Energy_Production [source]

$/year
Energy expenditures, by source.

(390)Energy_Production
(342)Final_Energy_Price

(327)Total_Energy_Exi1enditure

(354) SR_Average_Cost[source] = SR_AveragG_Variable_Cost[source] +
Capital_Cost [source]

$/GJ
Indicated price of energy on the basis of average variable cost and capital cost, scaled to reflect
demand pressure.

(336)Capital_Cost
(355)SR_Average_Variable_Cost

(335)Adjusted_Average_Cost

(355) SR__Average_Variable_Cost[source] = Desired_Variable_Input[source] I
Energy_Production [source]

$/G]
Short run average variable cost of energy production.

(385)Desired_Variable_Input
(390)Energy_Production

(354)SR_Average_Cost

(356) SR_Marginal_Cost[source] = Marginal_Variable_Input(source] *
Marginal_Eff_Energy_Capital_Ratio[source]

$/GJ
Short run marginal cost of energy production.

(346)Marginal_Eff_Energy_Capital_Ratio
(347)Marginal_Variable_Input

(343)Illdicated_fl roducer_Price

(357) Supply_Demand_Coeff = 2
dmnl
Coefficient of production pressure effect on average cost price.

(358)Supply_Demand_Effect

(358) Supply_Demand_Effect[source] = Production_Pressure [source] A

Supply_Demand_Coeff
dmnl
Effect of production pressure (demand / supply ratio) on average cost price.

(352)Production_Pressllre
(357)Supply_Demand_Coeff

(343)Indicated_Producer_Price
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(359) Transition_Time = 5
years
Time for transition between exogen.ous and endogenous energy prices.

(340)Exog_Energy_Price_Swjtcll

(360) Weight_to_Average_Cost = 1
dmnl
Weight to average cost in price calculation.

(343)Indicated_Producer_Price

(361) Weight_to_Mar9_Cost = 0
dmnl
Weight to short nm marginal cost in price setting.

(343)Indicated_Producer_Price

.Energy.Sources

(362) nonrenewable : Coal, OilGas
Nonrenewable energy sources.

(363) Renewable : HN, New
Renewable energy sources.

(364) source : Coal, OilGas, HN, New
Energy suurces. Coal represents coal and similar solid fuels. DilGas represents oil, gas, and
nattrral gas liquid.s. HN = hydro / nuclear aggregate; New =new renewables (solar, wind,
biomass, etc.).

.Energy.Technology

(365) Auton__Energy_Tech_Chg_Rt[source] = Autonomous_Technology (source] *
Auton_Energy_Tech_Growth_Rate[source]

l/year
Rate of autonomous technological improvement.

(367)Autonomous_Technology
(366)Auton_Energy_Tech_Growth_Rate

(367)Autonomous_Teclmology

(366) Auton_Energy_Tech_Growth_Rate[source] = 0.01, 0.01, 0.01, 0.05
l/year
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Fractional rate of autonomous energy technology inlprovement.
(365)Auton_Energy_Tecll_Cllg_Rt

(367) Autonomolls_Technology[sollrce] = INTEG (
Auton_Energy_Tech_Chg_Rt[sQurce], 1)

dmnl
Effect of autonomous technological improvement on energy technology level.

(365)Auton_Energy_Tech_Chg_Rt
(365)Auton_Energy_Tecll_Chg_R.t
(377)Indicated_Energy_Technology

(368) Curnulative_Energy_Investment[sourcel ~ INTEG (
Energy_Capital_Completion_Rate [sollrce] ,
Init_Curn_Ener~J_Investrnent[source])

$
C\lmulative investment hi energy capital; drives learning process.

(284)Energy_Capital_Comp letion_Rate
(379)Init_Cuffi_Energy_Investment

(378)Induced_Energy_Technology

(369) Endogenous_Tech_Fraction = 1
dmnl
Weight of induced technology in aggregate technological change (0 = completely autonomous; 1
= completely induced).

(377)Indicated_Energy_Technology

(370) Energy_Learning_Coeff = INITIAL -LOG (Energy_Learning_Rate, 2»)
dmnl
Coefficient of learning curve effect.

(371 )Energy_Learning_Rate
(378)Induced_Energy_Technology

(371) Energy_Learning_Rate = 0.8
dmnl
Coefficient of induced technological change, expressed as a standard learning rate. 1 ::: 110

learning; .7 to .9 typical.
(370)Energy_Learnin~Coeff

(372) Energy_Seale_Coeff = INITIAL ( -LOG (Energy_Seale_Effect, 2»)
dmnl
CoefficiEnt of energy scale economy effect.

(374)Energy_Scale_Effect
(373)Energy_Scale_Economy

(373) Energy_Scale_Econorny[source] = (Energy_Capital [source] /
Reference_Energy_Capital[source]) A Energy_Scale_Coeff

dmnl
Cost-reducing ecollomies of scale in energy production.

(283)Energy_Capital
(372)Energy_Scale_Coeff
(300)Reference_Energy_Capital

(377)Indicated_Energy_Technology

(374) Energy_Scale_Effect = 1
dnlnl
Cost reducing returns to scale in energy production. 1 =constant returns. Expressed in same terms
as learning coefficient - cost reduction per doubling of scale - so a value of .8 implies 20% cost
reduction for a doubling of scale.
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(372)Energy_Scale_Coeff

(375) Energy_Technology [source] = (1 - Tech_Data_Switch) *
Indicated_Energy_Technology[sQurce] + Tech_Data_Switch *
Technology_Data [sQurce]

d1tlnl
Energy technology level, switchable between exogenous (data from another run) and endogenous
drivers.

(377)Indicated_Energy_Technology
(381)Tech_Data_.Switcll
(382)Technology_Data

(385)Desired_Variable_Input
(347)Marginal_Variable_Input
(393)Max_Effective_Energy_Capital_Ratio
(312)Normal_Effective_Energy_Capital_Rati

o

(376) Hist_Energy_~rowth_Rate[source]= 0.02, 0.06, 0.02, 0.06
l/year
Historic growth rate of energy production, for estimating initial cumulative production stocks.
Relatively unimportant, as recent history dorrdnates cumulative production. Oil: 1938-1960,
Coal 1960-1970, Gas 1960-1970, liN, 1925-1960, New arbitrary.

(379)Init_Cum_Energy_Investmellt
(306)Init_Cum_Prod.
(294)Initial_Production_Growtll

(377) Indicated_Energy_Technology[source] = 1 / (Low_Lim_Energy_Tech[source] +

(l-Low_Lirn_Energy_Tech[source]) I
Induced_Energy_Technology [source] " Endogeno'Lls_Tech_Fraction /
Autonomous_Technology [source] A (l-Endogenolis_Tech_Fraction) /
Energy_Scale_Econorny[sQurce])

dmnl
Indicated energy technology level} including effect of lower bound to cost reduction from
technological improvement.

(367)Autonomous_Technology
(369)Endogenous_Tech_Fraction
(373)Energy_Scale_Economy
(378)Induced_Ellergy_Teclmology
(380)Low_Lim_Energy_Tech

(375)Energy_l'echnology

(378) Induced_Energy_Technology[source] =
(Cwnulative_Energy._Investrnent[sourcel /
Init_Cum_Energy_Investment[source]) A Energy_Learning_Coeff

dmnl
Effect of learning on energy technology.

(368)Cumulative_Energy_Investment
(370)Energy_Learnin~Coeff
(379)Init_Cuffi_Energy_Investment

(377)Indicated_Energy_Technology

(379) Init_CUffi_Energy_Investment[source] = INITIAL(Energy_Capital[sourcel /
Energy~_Capital_Lifetime[source] / Hist_Energy_Growth_Rate[source])

$
Initial cumulative energy investment; "backstrapolated" using current capital and historical
growth rate.
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(283)Energy_Capital
(288)Energy_Capital_Lifetime
(376)Hist_Energy_Growth_Rate

(368)Culnulative_Energy_Investment
(378)Indu~ed_Energy_Technology

(380) Low_Lim_Energy_Tech[source] = 0.1, 0.1, 0.1, O~Ol

dmnl
Lower limit to energy production cost reduction from energy teclmology. A nonzero value implies
that there are some irreducible costs of energy~production.

(377)Indicated_Energy_Technology

(381) Tech_Data_Switch = 0
dnlnl
Weight to technology from exogenous data series in calculation of total technology level; 0 =
model generated, 1 = data.

(375)Energy_Te~hnology

(382) Technology_Data [sQurce]
dmnl
Technology data series (nomlally from another run)

(375)Energy_Technology

.Energy.Utilization

(383) Capital_Share [source] = 0.6, 0.6, 0.8, O~8

dmnl
CES value share of capital in output.

(385)Desired_Variable_Input
(298)Marg_Prod_Energy_Capital
(347)Marginal_Variable_Input
(392)Max_Effective_Capital._Intensity
(311)Normal_Effective_Capital_Intensity
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(300)Reference_Energy_Capital
(398)Relative_Variable_.Intensity
(401)Variable_Sllare

(384) Desired_Eff_Energy_Capital_Ratio[source] =
«(Scheduled_Production[sQurce] / Initi&l_Productiun[source)) A

Resource_Coeff[source] - Resource_Share[source] *
Resource_Ratio [source] ~ Resource_Coeff[source]) / (1 ­
Resource_Share[source)) A (1 / Resource_Coeff[source))

dmnl
Desired ratio of intensive inputs to normal level.

(391)Initial_Production
(316)Resource_Ratio
(318)Resource_Share
(319)Resource_Coeff
(399)Scheduled_Production

(385)Desired_Variable_Input
(347)Marginal_Variable_Input

(385) Desired_Variable_Input[source] = Reference_Variable_Cost[source] *
«Desired_Eff_Energy_Capital_Ratio(source] /
Energy_Technology[source]) / (Energy_Capital [source] /
Reference_Energy_Capital[source]) A Capital_Share[source]) ~ (1 /
(l-Capital_Share[source]»

$/year
Desired input of goods to energy production.

(283)Energy_Capital
(383)Capital_Share
(384)Desired_Eff_Energy_Capital_Ratio
(375)Energy_Technology
(300)Reference_Energy_Capital
(397)Reference_Variable_Cost

(154)Indicated_Total_Energy_Variable_Cost
(355)SR_Average_Variable_Cost

(386) Energy_Capacity_Utilization[source] = Scheduled_Production [source] /
Normal_Production [source] * Fraction_of_Energy_Goods~Avail

d11znl
Effect of variable input on production level (can be thought of as capacity utilization, where 1 :=

normal).
(149)Fraction_of_Energy_Goods_Avail
(313)Normal_Production
(399)Scheduled_Production

(390)Energy_Production

(387) Energy_Delivery [source] = SMOOTHI(Energy_Production[source],
Energy_Del ivery_Delay, Initial_Production[source])

GJ/year
Energy delivery rate; equals delayed production. !

(388)Energy_Delivery_Delay
(390)Energy_Production
(391 )Initial_Production

(175)Indicated_Energy_Order_Rate
(178)SR_Aggr_Energy_Input
(183)SR_Marg_Aggr_Energy_per_Energy
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(388) Energy_Delivery_Delay = 0.25
year
Delay between production and delivery of energy to goods producing sector.

(387)Energy_Delivery

(389) Energy_Order_Rate[source] = Exog_Order_Switch * Production_Data [sourceJ
+ {l-Exog_.Order_Switch} * Indicated_Energy_Order_Rate [source]

GJ/year
Incoming orders for energy sources; switchable between endogenous and exogenous d.rivers.

(329)Exog_Order_Switch
(175)Indicated_Energy_Order_Rate
(122)Production_Data

(321)Availabili ty
(295)LR_Expected_Order_Growth_Rate
(323)Primary_Energy_Order_Rate
(352)Production_Pressure
(399)Scheduled_Production

(390) Energy_Production [source] = Normal_Production[source] *
Energy_Capacity_Utilization[source]

GJ/year
Actual energy production, based on normal production adjusted for production effort
(utilization).

(386)Energy_Capacity_Utilization
(313)Nornlal_Production

(303)Cumulative_Prodtlction
(317)Resource_Remaining
(321 )Availability
(336)Capital_Cost
(OlO)Energy_Carbon_Emissions
(387)Energy_Delivery
(324)Projuction_Share
(353)Source_Expenditure
(355)SR_Average_Variable_Cost
(400)Total_Energy_Production

(391) Initial_Production [source] = 5.67e+010 , 6.28e+010, 6.4e+009, 2.36e+007
G]/year
Oil, Gas: 4.53e+OlO, 1.75e+OlO

(384)Desired_Eff_Energy_Capital_Ratio
(387)Energy_Delivery
(306)Init_Cum_Prod
(346)Marginal_Eff._Energy_Capital_Ratio
(424)Marginal_Resource_Eff_Energy_Capital

_Ratio
(395)Max_Production
(313)Normal_Production
(333)Reference_Final_Expenditure
(334)Reference_Pretax_Expe11diture
(318)Resource_Share

(392) Max_Effective_Capital_Intensity[sourcel = (Max_Input_Ratio *
Relative_Variable_Intensity[source]) A (I - Capital_Share[sourc£j)

dmnl
Ratio of current vs. initial ratio of output to capital. Output intensity varies as interest rate
variations affect desired balance of capital and variable inputs.
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(383)Capital_Share
(394)Max_Input_Ratio
(398)Relative_Variable_Intensity

(393)Max_Effective_Energy_Capital_Ratio

(393) Max_Effective_Energy_Capital_Ratio[source] = Energy_Capital[source] /
Reference_Energy_Capital[source] * Energy_Technology [source] '*
lwIax_Effectiv·e_Capi tal_Intensi ty [source]

dmnl
Ratio current vs. initial production effort, with adjustments for capital scale, technology, and
varying input intensity.

(283)Energy_Capital
(375)Energy_Technology
(392)Max_Effective_Capital_Intensity
(300)Reference_Energy__Capital

(395)Max_Production

(394) Max_Input_Ratio = 10
drnnl
Maximum allowable ratio of variable inputs to normal variable input leveL Normally, in CES
aggregate between capital and variable inputs, the short run (fixed capital) upper limit to
production is attained only with infinite variable input.. This fOml\llation assumes that there is
actually a practical or behavioral upper limit to variable input. Thus the realizable upper
limit to production is less than the CES upper limit with infinite inputs.

(392)Max_Effective_Capital._Intensit)T

(395) Max_Production [source] = Initial_Production [source] *
(Resource_Share [source] * Resource_Ratio [source] A

Resource_Coeff[source] + (l-Resource_Share[source]) *
Max_Effective_Energy_Capital_Ratio[sourcel A

Resource_Coeff[source]) A (1 / Resource_Coeff[source])
GJ/year
Upper limit to production in the short run (vvhen capital is fixed).

(391)lnitial_Production
(393)Max_Effective_Energy_Capital_Ratio
(316)Resource_Ratio
(318)Resource_Share
(319)Resource_Coeff

(399)Scheduled_Production

(396) Normal_Variable_Cost[source] = Reference_Variable_Cost[source] *
Energy_Capital [source] / Reference_Energy_Capital[source] *
Relative_Variable_Intensity[source]

$/year
Normal rate of variable cost inputs to energy production. Anchored to reference variable cost
and adjusted for e-hanges in capital scale and capital-variable factol balance.

(283)Energy_Capital
(300)Reference_Energy_Capital
(397)Reference_Variable_Cost
(398)Relative_Variable_Intensity

(423)LR_Marginal_Cost_of_Energy_Prod

(397) Reference_Variable_Cost[source] =
INITIAL (Reference_Pretax_Expenditure [source] *
Variable_Share[source))

$/year
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Reference variable cost (goods) input rate by source.
(334)Reference_Pretax_Expenditure
(401)Variable_Share

(385)Desired_Variable_Input
(347)Marginal_Variable_Input
(396)l\lormal_Variable_Cost
(398)Relative_'Variable_Intensity

(398) Relative_Variable_Intensity [source] = (Energy_Capital_Cost [source] -Jr

Reference_Energy_Capital[source] * (1 - Capital_Share[source]) /
(1 * Reference_Variable_Cost[sQurce] * Capitalr_Share[source])

dm1l1
Ratio of current to initial intensity of variable inputs to energy production. The intensity of
variable (vs. capital) inputs to production falls as interest rates fall.

(383)Capital_Share
(286)Energy_Capital_Cost
(300)Reference_Energy_Capital
(397)Reference_Variable_Cost

(392)Max_Effective_CaIJital_Intensity
(311)Norrrtal_Effective_Capital_Intensity
(396)Normal_Variable_Cost

(399) Scheduled_Production [source] = MIN(Max_Production[source],
Energy_Order_Rate[source])

GJ/year
Scheduled energy production rate; equals incoming orders adjusted for an upper limit to
production.

(389)Energy_Order_Rate
(395)Max_Production

(384)Desired _Eff_Energy_Capital_Ratio
(386)Energy_Capacity_UtilizatioIl
(151 )Indicated_Energy_Distribution_Cost
(346)Marginal_Eff_Energy_Capital_Ratio
(424)Marginal_Resource_Eff_Energy_Capital

Ratio

(400) Total_Energy_Production = SUM(Energy_Production[source!)
GJ/year
Total energy production (in physical terms).

(390)Energy_Production
(322)Avg_Energy_Price
(OOS)Emissions_Interlsity_of_Energy
(324)Production_Share

(401) Variable_Share [source] = INITIAL(l-Capital_Sh~re[source])

dmnl
CES value share of variable costs in short-run output.

(383)Capital_Share
(397)Reference_Variable_Cost

.Impact
Impacts a.re drawn from Nordhaus' DICE model, with a modification for intangibles in the spirit of ToL
See:

Nordhaus, W. D. 1994. Managing the Global Commons. Cambridge, MA: MIT Press.
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<Rcr_l:m:ir._~.:~ iCc~_l\Cr_Cup:·­

Environmental_Setvices""pcr_Cap
~ -··::r{~fcr(·ncc: _(Jutput >

(402) Adaptation_Rate [Damage] = (Atmos_UOcean_Temp ­
Adapted_Temperature[Danlage]) * Fractional_Adaptation_Rate[Damage]

DegreesC/year
Rate of adaptation to altered climatic conditions.

(403)Adapted_Temperature
(059)Atmos_UOcean_Ternp
(409)Fractional_Adaptation_Rate

(403)Adapted_Temperature

(403) Adapted_Temperature [Damage] = INTEG ( Adaptation_Ra.te[Damage], 0)
DegreesC
Temperature to which the economy or biosphere is adapted.

(402)Adaptation_Rate
(402)Adaptation_Rate
(404)Climate_Danlage_Effect

(484) Clirnate_Damage_Effect(Damage] = 1 / (1 + Climate_Damage_Scale[Damage] *
«Atmos~UOcean_Temp-Adapt~d_Temperature[Damage]) /
Reference_Temperature) A C.Limate_Damage_Nonlinearity[Damage])

dnl111
Multiplier for climate damage effect on output (tangible) or environmental services
(intangible).

(403)Adapted_Temperature
(059)Atnlos_UOcean_Temp
(405)Clin'late_Damage_Nonlinearity
(406)Clirr\ate_Damage_Scale
(411)Refenence_Ternperature

(407)Constlffiption_Equiv_Loss
(465)Environmental_Services_.pel"_Cap
(262)Gross_.Output
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(410)Output_Loss

(405) Climat.e_Damage_Nonli.neari ty [Dalnage] == 2
dmnl
l\1onlinearity of Climate Damage Cost Fraction.

(404)Climate._Daluage_Effect

(406) Climate_Danlage_Scale [Damage] == 0.013
dmnl
Climate damage scale, expressed as the fractional loss at the reference telnperature deviation.

(404)Climate_Damage_Effect

(407) ConSllffiption_Eqt.\iv_Loss = Consunlption *
(Climate_Darnage_Effect[IntangibleJ A ((Share_ot_Consumption-l) /
Share_of_Consumption)-l)

$/year
Intangible clirrkate damages, expressed as their consumption equivalent (Le. tIle additional
consumptioll needed to produce equal welfare).

(404)Climatc_Damage_Effect
(147)Consumption
(476)Share_of_Consumption

(408) Damage: Tangible, Intangible
Type of climate damage (tangible or intangible).

(409) Fractional_Adaptation_Rate[Damage] = 0
l/year
Fractional rate of adaptation to altered climatic conditions; inverse of the time constallt for
adaptation. 0 implies that damages depend on the absolute temperattll"e deviation from
preindustrial levels.

(402)Adaptation_Rate

(410) Output_Loss = Gross_Output * (l-Climate_Danlage_Effect [Tangible]) I
Climate_Damage_Effect[Tangible]

$/year
Tangible climate damages, expressed as their output equivalent (Le. the additional output
that could be produced with no climate effects).

(404)Climate_Damage_Effect
(262)Gross_Output

(411) Reference_Temperature ~ 3
DegreesC
Reference temperat\lre deviation (from adapted level) for calculation of climate daInages.

(404)Clin1ate_Damage_Effect

.Policy.Depletlon
Near-optimal taxation of rEsource depletion in order to restore intertemporal efficiency in oil and gas
p~~oducrion.Note tllat this structure is intended to allow testing of a scenario of efficient resource
allocation, not as a plausible representation of behavior.
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Frat_Depletion_R~overed

DCPlrt!_Rent

(412) Chg_Depletion_Rent[OilGasl = Desired_Depletion_Rent[OilGas] *
Interest_Rate + Marginal_Resource_Eff_on_Cost[OilGas] +

Depletion_r~ent_Correction [OilGas]
$/GJ/year
Rate of change of depletion rent.

(417)Desired~_Depletion_Rent
(416)Depletion_Rent_Correction
(255)Interest_.~ate
(425)Marginal_Resource_Eff_on_Cost

(417)D~sired_Depletion_Ren t

(413) Cost_Trend [OilGas] = LN(Marginal_Resource_Eff_on_Cost[OilGasJ /
SMOOTHI (Marginal_Resource_Eff_on_Cost[OilGas], Trend_Time,
Marginal_Resource_Eff_on_~ost[OilGas]* exp(-Trend_Time *
Irlitial_Cost_Trend) ») / Trend_Time

l/year
Fractional rate of change of the marginal effect of resource availability on extraction costs.

(421)Initial_Cost_Trend
(425)Marginal_Resource_Eff_on_Cos t
(428)Trend_Time

(420)Indicated_Depletion_Rent

(414) Depletion_Planning_Horizon = FINAL_TIME-Time
year
Plarming horizon for depletion decision.

(OOO)Time
(076)FINAL_l~IME

(420)Indicated_Depletion_Ren t

(415) Depletion_Rent [nonrenewable] = Frac_Depletion_Recovered * max(O,
Desired_Depletion_Rent[nonrenewable])
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$/G]
Ellergy tax for depletion.

(417)Desired_Depletion_Rent
(419)Frac_Depletion_Recovered

(298)Marg_Prod_Energy_Capital
(350)Primary_Energy_Price

(416) Depletion_Rent_Correction[OilGas] =: (J. -

Exog_Energy_Price_Switch[OilGas]) *
(Indicated_Depletion_Rent[OilGas] -
Desired_Depletion_Rent[OilGas]) / Time_to_Correct Rent

$/GJ/year
Correction to depletion rent; applied over the Time to Correct Rent, but active only while
energy prices are endogenous.

(417)Desired_Depletion_Rent
(340)Exog_Energy_Price_Switch
(420)Indicated_Depletion_Rent
(427)Time_to_Correct_Rent

(412)Chg_Depletion_Rent

(417) Desired_Depletion_Rent[OilGas] = INTEG ( Chg_Depletion_Rent[OilGas],
Initial_Depletion_Tax[OilGas])

Desired_Depletion_Rent[Coal] = 0
$/GJ
Desired depletion rent.

(412)Chg_Depletion_Rent
(422)Jnitial_Depletion_Tax

(412)Chg_Depletion._Ren t
(415)Depletion_Rent
(416)Depletion_Rent_Correction
(41B)Final_Depletion_Rent

(418) Final_Depletion_Rent = IF_THEN_ELSE(Time = FINAL_TIME,
ABS(Desired_Depletion_Rent[OilGas)), 0)

$/GJ
Depletion rent in final time step (for calibration purposes)

(OOO)Time
(417)Desired_Depletion_Rent
(076)FINAL_TIME

(419) Frac_Depletion_Recovered = 0
dmnJ
Fraction of desired depletion rent act'ually collected by resource managers.

(415)Depletion_Rent

(420) Indicated_Depletion_Rent(OilGasl = exp(-Depletion_Planning_Horizon *
Interest_Rate) * (Target_Final_Rent­
Marginal_Resource_Eff_on_Cost[OilGasl * (exp(Interest_Rate *
Depletion_Plannin9_Horizon) -exp(Cost_Trend[OilGas] *
Depletion_Planning_Horizon)) / (Interest_Rate-Cost_Trend[OilGas)))

$/GJ
Indicated depletion rent, based on extrapolation of current rate of resource cost iIlcrease, to
adjust depletion rent to target level at end of planning horizon.

(413)Cost_Trend
(414)DepletioJl_Planning_Horizon
(255)Interest_Rate
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(425)Marginal_Resource_Eff_on_Cost
(426)Target_Final_Rent

(416)Depletion_Rent_Correction

(421) Initial_~ost_Trend = 0.04
l/year
Initial trend in resource extraction cost.

(413)Cost_Trend

(422) Initial_Depletion_Tax[OilGas] = 0.3
$/G]
Initial depletion rent

(417)Desired_DepletioJl_Rent

(423) LR_Marginal_Cost_of_Energy_Prod[OilGas] = (Energy_Capital [OilGas] *
Energy_Capital_Cost[OilGas] + Normal_Variable_Cost[OilGas]) /
Normal_Effective_Energy_Capital_Ratio[OilGasl

$/year
Long run marginal cost of energy production.

(283)Energy_Capital
(286)Energy_Capital_Cost
(312)Normal_Effective_Energy_rapital_Ratio
(396)Normal_Variable_Cost

(425)Marginal_Resottrce_Eff_on_Cost

(424) Marginal_Resource_Eff_Energy_Capital_Ratio[OilGas] =
«(Scheduled_Production[OilGas] / Initial_Production[OilGas]) A

Resource_Coeff[OilGas] - Resource_Share [OilGas] *
Resource_.Ratio [OilGas] A Resource_Coeff [OilGas]) / (1 ­
Resource_Share[OilGas])) ~ (1 / Resource_Coeff[OilGas] - 1) *
Resource_Ratio [OilGas] ~ (Resource_Coeff[OilGas] - 1) ir ( ­

Resource_Share[OilGas]) / (1 - Resource_Share[OilGas)) /
Init_Resource_Remaining[OilGasl

l1G!
Marginal increase in capital-variable aggregate per tlnit increase in production.

(307)Init_ResQurce_Remainhlg
(391)Initial_I.lroduction
(316)Resource_Ratio
(318)ResQurce_Share
(319)Resource_Coeff
(399)Scheduled_Production

(425)Marginal_Resource_Eff_on_Cost

(425) Marginal_Resource_Eff_on_Cost[OilGas] =
LR_Marginal_Cost_of_Energy_Prod[OilGas] *
Marginal_Resource_Eff_Energy_Capital_Ratio[OilGas]

$/GJ/year
Marginal effect of resource depletion on extraction cost.

(423)LR_Marginal_Cost_of_Energy __Prod
(424)Marginal_Resou.rce_Eff_Energy_Capital_Ratio

(412)Cllg_Depietion_Rent
(413)Cost_Trend
(420)Indica ted_Depletion.wRen t

(426) Target_Final_Rent = 0
$/GJ
Target depletion rent at final time.
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(427) Time_to_Correct_Rent = 20
year
Tin\e to make extrapolative corrections to depletion fellt.

(416)Depletion_Rent_Correction

(428) Trend_Time = 20
year
Time to establish trend in extraction costs.

(413)Cost_Trend

.PoUcy.Tax

(429) Carbon_Content [nonrenewable] = 0.0247, 0.0171
T01ZC/G/
Carbon content of fuels. Oil, Ga.s: 0.0207, 0.0134, weighted by resource endowment.

(OlO)Energy_Carbon_Elnissions
(444)Specific_Carbon_Tax

(430) Carbon_Tax = INTEG ( Carbon_Tax_Adj_Rate, 0)
$/TonC
Effective carbon tax on carbon-based energy sources.

(431 )Carbon_Tax_Adj_Rate
(431)Carbon_Tax_Adj_Rate
(444)Specific_Carbon_Tax

(431) Carbon_Tax_Adj_Rate STEP(Indicated_Carbon_Tax-Carbon_Tax) /
Tax_Adj_Time, Initial_Tax_Time}

$/TO)1C/year
Rate of change of implemented carbon tax.

(430)Carbon_Tax
(439)Indicated_Carbon_Tax
(440)Initial_.Tax_Time
(445)Tax_Adj_Time

(430)Carbon_Tax

(432) Concentrati.on_coeff = 0
$/TonC
Coefficient for atmospheric concentration contribution to carbon tax.

(439)Indicated_Carbon_Tax

(433) Constant_Energy_Tax = 0
$/G/
Constant con\ponent of carbon tax..

(438)Energy_Tax_Adj_Rate

(434) Constant_Tax = 0
$/TonC
Constant term in carbon tax.

(439)Indicated_Carbon_l~ax

(435) Emissions_Coeff = 0
$/TonC
Coefficient for emissions rate contribution to carbon tax.

(439)IndicatE"d_Carbon_Tax

(436) Emissions_Perception_Time = 1
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year
Time to perceive carbon emissiollS rate.

(442)Perceived_Emissions_Rate

(1~3 -".) Energy_Tax :: INTEr ' r:ner9"J_Tax_Adj_Rate, 0)
$/GJ
Tax on all energy sources.

(438)Energy_Tax_Adj_Rate
(438)Energy_Tax_Adj_Rate
(446)Total_Tax

(438) Energy_Tax_Adj_Rate = STEP «Constant_Energy_frax-~Energy_Tax) /
Tax_Adj_Time, Initial_Tax_Tirne)

$/GJ/year
Rate of adjustmellt of tax on all energy sources.

(437)Energy_Tax
(433)Canstant_Energy_Tax
(440)Initial_Tax_Time
(445)Tax_Aaj_Time

(437)Energy_'fax

(439) Indicated_Carbon_Tax = max (Minimum_Carbon_Tax,
(Effectiv€_C02_in_Atrnosphere-Preindustrial_C02) /
Preindustrial_C02 * Concentration_Coeff +

(Perceived_Emissions_Rate-Reference_Emissions_Rate) /
Reference_Emissions_Rate * Emissions_Coeff + Constant_Tax)

$/TonC
Indicated carbon tax level.

(432)Concentration_Coeff
(434)Constant_Tax
(002)Effective_C02_in_Atmosphere
(435)Emissions_Coeff
(441)Minimuffi_Carbon_Tax
(442)Perceived_Emissions_Rate
(073)Preindustrial_C02
(443)Reference_Emissions_Rate

(431 )Carbon_Tax_Adj_Rate

(440) Initial_Tax_Tirne = 1995
year
Year in which tax implementation begins.

(431)Carbon~Tax_Adj_Rate
(438)Energy_Tax_Adj_Rate

(441) Minirnum_Carbon_Tax = 0
$/TonC
Minimum carbon tax; constrains tax to prevent negative taxes (i.e. subsidies) froIn creating
negative energy prices. Negative mininlum taxes should be tested occasionally for full
explolration of the policy space.

(439)Indicated_Carbon_Tax

(442) Perceived_Emissions_Rate SMOOTH(Total_Energy_Carbon_Ernissions,
~rnissions_Perception_Time)

Tone/year
Perceived rate of carbon emissions froln energy production.

(436)Emissions_Perception_Time
(013)Total_Energy_Carbon_Emissions

283



D-4681 Thomas Fiddaman Feedback COlilplexity in IlZtegrated Clitftate-EcolJonlY Models

(443) Reference_Emissions_Rate = 5e+009
TOlle/year
Reference carbon emissions rate.

(439)Indicated_Carbon_Tax

(444) Specific_Carbon_Tax[nonrenewablel = Carbon_Tax *
Carbon_Content [nonrenewable]

$/GJ
Carbon tax by energy source.

(430)Carbon_Tax
(429)Carbon_Content

(446)Total_Tax

(445) Tax_Adj_Time = 5
year
Time to adjust taxes to indicated levels.

(431 )Carbon_Tax_Adj_Rate
(438)Energy_Tax_Adj_Rate

(446) Total_Tax [nonrenewablel = Energy_Tax + Specific_Carbon_Tax[nonrenewable]

Total __Tax[Renewable] = Energy_Tax
$/GJ
Indicated tax on energy SOllrces.

(437)Energy_Tax
(444)Specific_Carbon_Tax

(342)Final_Energy_Price

.ropulation

LabotFOrce

Labor_Force_Fraction

Population

Pop_Growth I======~===::::N~
Rate

Hist_Pop_Gro\vth_Rt_Decline_Rt

Forecast Pop Gro\vth Rt Decline Rt

(447) Decline_Pop_Gr_Rt = Pop_Growth_Rate * Pop_Gr_Rt_Decline_Rt
l/year/year
Decline of Population Growth Rate

(456)Pop_Growtll_Rate
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(455)Pop_Gr_Rt_Decline_Rt
(456)Pop_Growth_Rate

(448) Foreeast_Pop_Growth_Rt_Decline_Rt = 0.02
l/year
Forecast rate of decline of population growth rate. Calibrated (roughly) to EMF-14 scenario.

(455)Pop_Gr_Rt_Decline_Rt

(449) Hist_Pop_Growth_Rt_Decline_Rt = 0.01
l/year
Historic rate of decline of population growth rate. Calibrated to World Bank data.

(455)Pop_Gr_Rt_Decline_Rt

(450) Initial_Pop_Growth_Rt = 0.0224
l/year
Initial populatiol' growth rate.

(456)Pop_Gro\Jvth_Rate

(451) Initial_Population = 3.041e+009
people
Initial population.

(458)Population

(452) Labor Force = Labor_Foree_Fraction * Population
FTE
Labor force. Assumes invariable labor participation.

(458)Population
(453)Labor_Foree_Fraction

(262)Gross_Output
(264)Marginal_Prod_of_Labor
(265)Reference_Labor

(453) Labor_Foree_Fraction = 0.25
FTE/person
Fraction of population participating in labor force.

(452)Labor_Force

(454) Net_Pop_Incr = Population * Pop_Growth_Rate
person/year
Net Population Increase

(456)Pop_Growth_Rate
(458)Population

(458)Population

(455) Pop_Gr_Rt_Decline_Rt = IF_THEN_ELSE(Time > Pop_Growth_Switch_Time,
Forecast_Pop_Growth_Rt_Decline_Rt , Hist_Pop_Growth_Rt_Decline_Rt)

l/year
Rate of Decline of Population Growth Rate

(OOO)Time
(448)Forecast_Pop_Growth_Rt_Decline_Rt
(449)Hist_Pop_Growth_Rl_Decline_Rt
(457)Pop_Growth_Switch_Time

(447)Decline_IJop_Gr_Rt

(456) Pop_Growth_Rate = INTEG(- Decline_Pop_Gr_Rt, Initial_Pop_Growth_Rt)
l/year
Population Growth Rate

(447)Decline_Pop_Gr_Rt
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o

(450)Initial_Pop_Growth_Rt
(447)Decline_Pop_Gr_Rt
(454)Net_Pop_Incr

(457) Pop_Growth_Switch_Time = 1990
year
Year of switch from historic to forecast population growth rate decline rate.

(455)Pop_Gr_Rt_Decline_Rt

(458) Populatioll = INTEG (Net_Pop_Incr, Ini tial_Population)
person
Population

{451)Initial_Population
(454)Net_Pop_Incr

(460)Consumption_per_Cap
(253)Gross_Output_per_Cap
(452)Labor_Force
(454)Net_Pop_Incr
(477)Total_Utility

.Welfare

X .JCLm Thsc~
Discolulted Utility Base Year

,~ Discount Facto~ Rate ofTime Pref

Ref Utility Total Utility ............... I"1li1':'

Rate oflnequaJAversion~ +.~
'~tIJlty ~

Ref COIlS per Cap fP ,pU!:'i,,-n

Share ofConsumption~v Conswnplion Index

RefEnvir Serviees per~ t
~ Consumption per Cap

fuMromn~ tees per Cap t.
( IIlHJ1~ i J:tI1;J;':~ 1"[;.:1.."1,' <ConsumptIOn>

(459) Base_Year = 1990
year
Base Year for Discounting Model is denominated in 1990 dollars, and discounting is performed
relative to 1990.

(462)Discount_Factor

(460) Consurnption-per_Cap = Consumption / Population
$/person/year
Per capita goods consumption.

(458)Population
(147)Consumption
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(466)Equiv_Consumption_Index
(468)Marginal_Equiv_Consumption

(461) Cum_Disc_Utility = INTEG (Discounted_Utility, 0)
utiles
Cumulative Discounted Utility

(464)Discounted_Utility

(462) Discount_Factor = eA~(-Rate_of_Time_Pref * (Time-Base_Year»
dmnl
Discount applied to utility from pure time preference (impatience).

(OOO)Time
(459)Base_Year
(472)Rate_of_Time_Pref

(463)Discounted_Marginal_Utility
(464)Discounted_Utility

(463) Discounted_Marginal_Utility = Marginal_Utility * Discount_Factor
utiles/$
Marginal utility of consumption, discounted to the base year.

(462)Discount_Factor
(470)Marginal_Utility

(467)Log_Discounted_Marginal_Utili ty

(464) Discounted_Utility = Total_Utility * Discount_Factor
utiles/yi!ar
The flow of utility, discounted to the base year.

(462)Discount_Factor
(477)Total_Utility

(461)Cuffi_Disc_Utility
(483)Net_Discounted_Utility

(465) Environmental_Services-per_Cap = Ref_Envir_Ser1,ices-per_Cap *
Cl imate_Damage_Ef feet [Intangible]

dmnl
Level of envirollffiental services per capita. Note that the environment is assumed to provide
the same level of services per capita regardless of the population. Thus there are 110 crowding or
degradation effects (other Ulan climate change damages).

(404)Climate_Danlage_Effect
(474)Ref_Envir_Services_per_Cap

(466)Equiv_Consumption_Index

(466) Equiv_Consurnption_Index = (Consurnption-per_Cap / Ref_Cons-per__Cap) '".
Share_of_Consumption * (Environmental_Services-per_Cap /
Ref_Envir_Services-per_Cap) A (1 - Share_of_Consumption)

dmnl
Index of equivalent consumption; equals the consumption equivalent of tangible goods
(consumptioll) and intangibles (environmental services). Assumes unit elasticity of substitution
between tallgibles and intangibles.

(460)Consumption_per_Cap
(465)Environmental_Services_per_Cap
(473)Ref_Cons_per_Cap
(474)Ref_Envir_Services_per_Cap
(476)Share_of_Consumption

(468)Marginal_Equiv_Consumption
(469)Marginal_Util_Equiv_Cons
(478)Utility
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(467) Log_Discounted_Marginal_Utility = LN(Discounted_Marginal_Utility /
INIT(Discounted_Marginal_Utility))

dmnl
Logarithm of discounted marginal utility (relative to initial value).

(463)Discounted_Marginal_Utility

(468) Marginal_Equiv~Consumption= Share_of_Consumption *
Equiv_Consumption_Irldex / Consumption-per_Cap

person *year/$
Marginal change in equivalent consumption index per unit change in consumption per capita.

(460)Consumption_per_Cap
(466)Equiv_Consumption_Index
(476)Share_of_Consumption

(470)Marginal__Utili ty

(469) Marginal_Jtil_Equiv_Cons = Ref_Utility * (Equiv_Consumption_Index) A (­

Rate_of_Inequal_Aversion)
Ii ti1es/person/yea r
Marginal utility per unit change in equivalent consumption index.

(466)Equiv_Consuolptioll_Index
(471 )Rate_of_Inequal_Aversion
(475)Ref_Utility

(470)MarginaI_Utility

(470) Marginal_Utility = Marginal_Equiv_Consumption * Marginal_Util_Equiv_Cons
utiles/$
Marginal utility of a unit of consumption.

(468)Marginal_Equiv_Consumption
(469)Marginal_Util_Equiv_Cons

(463)Discounted_Marginal_Utili ty

(47l) Rate_of_Inequal_Aversion = 2.5
dmnl
Rate of Inequality Aversion in utility calculation.

(469)Marginal_U til_Equiv_Cons
(478)Utility

(472) Rate_of_Time_Pref = 0
l/year
Pure Rate of Social Time Preference in utility calculation.

(462)Discou.nt_Factor

(473) Ref_Cons-per_Cap = 1502
$/person/year
Reference rate of consumption per capita.

(466)Equiv_Consunlption__Index

(474) Ref_Envir_Services.ser_Cap = 1
dmnl
Reference level of environmental services per capita.

(465)Environmental_Services_per_Cap
(466)Equiv_Consumption_Index

(475) Ref_Utility = 1
uti1es/person/yea r
Reference Rate of Utility Generalion.

(469)Marginal_Util_Equiv_Cons
(478)Utility
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(476) Share_of_Consmoption = 1
d111nl
Value share of consUlnption in equivalent consumption index. The default value of 1 means
intangible (environmental) services have zero importance.

(407)Consumption_Equiv_Loss
(466)Equiv_Consumption_Index
(468)Marginal_Equiv_Consumption

(477) Total_Utility = Population * Utility'
utiles/year
Flow of utility, weighted by population; i.e. total utility of all individuals.

(458)Population
(478)Utility

(464)Discounted_Utility

(478) Utility = Ref_Utility * IF_THEN_ELSE(Rate_of_Inequal_Aversion = 1,
LN(Equiv_Consumption_Index), (Equiv_Consumption_Index A (1 ­
Rate_of_Inequal_Aversion) - 1) / (1 - Rate_of_Irlequal_Aversiorl))

utiles/person/year
Utility of a representative individual. Reduces to logarithmic utility function:
LN(Consumption_per_Cap) when the Rate of Inequality Aversion -> 1

(466)Equiv_Consumption_Index
(47J )Rate_of_Inequal_Aversion.
(475)Ref_Utility

(477)Total_Utility

.Welfare.Constrained
Calculation of discounted utility, modified for inclusion of a hard constraint on atmospheric C02.

C02 Constraint Factor- -

<[)iscounted IJtility>

C02_Constraint---lat-Constraint_Violation_Penalty---t"'~Net_Discounted_Utility

<Preindustrial C'C)2>

Constraint Violation Cost

(479) C02_~onstraint = INITIAL ( Preindustrial_C02 * C02_Constraint_Factor)
Tone
Constraint on C02 content of atmosphere.

(480)C02_Constraint_Factor
(073)Preindustrial_C02

(482)Constraint_Violation._Penalty

(480) C02_Constraint_Factor = 2
dmnl
C02 constraint, expressed as a multiple of the preindustrial C02 concentration.

(479)C02_Constraint

(481) Constraint_Violation_Cost = 0
utiles/year/TonC
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Unit cost of violating C02 constraint. For constrained scenarios, set to a very high value in order
to ensure a hard constraint.

(482)Constraint_Violation_Penalty

(482) Constraint_Violation_Penalty = Constraint Violation Cost * rnax(O,
Effective_C02_in_Atmosphere-C02_Constraint)

utiles/year
Total cost of violation of C02 constraint.

(479)C02_Constraint
(481)Constraint_\'iolation_Cost
(002)Effective_C02_in_Atmosphere

(483)Net_Discounted_Utili ty

(483) Net_Discounted_Utility = Discounted_UtilitY-Constraint_Violation._Penalty
lltiles/year
Discounted utility, net of cost of constraint violation.

(482)Constraint_Violation_Penalty
(464)Discounted._Utility
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FREE Model Control Files

The following control files automate the replication of most of the simulation
runs presented in the text. For details of the Vensim language, refer to (Ven.tana

Systems 1994).

General

PREP.CMD

Creates defatilt data files and normal lnodel silnulatiol1 control setti11gS.

{Sensitivity command file}
SPECIAL>NOINTERACTION

MENU>DAT2VDFlall_data.da t lall_data.vdf
MENU>DAT2VDFltechdata.datltechdata.vdf

SIMULATE>DATAlall_data.vdf techdata.vdf
SIMULATE>SENSITIVITYI
SIMULATE>PAYOFFlpayoff.prm
SIMULATE>OPTPARMlconc_tax.prm
SIMULATE>OPTIMIZEIO
SIMULATE>SAVELISTI

CONST_TAX.PRM

Identifies optimal constant carbo11 tax.

:OPTIMIZER=Powell
:SENSITIVITY=Off
:MULTIPLE_START=Off
:RANDOM_NUMER=Linear
:OUTPUT_LEVEL=On
:TRACE=Off
:MAX_ITERATIONS=1000
:PASS_LIMIT=2
:FRACTIONAL_TOLERANCE=O.Ol
:TOLERANCE_MULTIPLIER~21

:ABSOLUTE_TOLERANCE=l
:SCALE_ABSOLUTE=l
·~1000<=CONSTANT TAX<=2000

CONC_TAX.PRM

Identifies optimal carbon tax policy uJit-h constant anti atl11ospl1eric C02
concentratiol1 terms.

:OPTIMIZER=Powell
:SENSITIVITY=Off
:MULTIPLE_START=Off
:RANDOM_NUMER=Linear
:OUTPUT_LEVEL=On
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:TRACE=Off
:MAX_ITERATIONS=1000
:PASS_LIMIT=2
:FRACTIONAL_TOLERANCE=O.OS
: TOLERANCE_MULTIPLIER=2
:ABSOLUTE_TOLERANCE=l
:SCALE_ABSOLUTE=l
-2000<=CONCENTP~TIONCOEFF<=10000
-2000<=CONSTANT TAX<=10000

CONC_EMISS_TAX.PRM

Identifies optimal carbon tax policy with constant, atlnospheric C02 concelltratiol1,
and elnissions rate terms.

:OPTIMIZER=Powell
:SENSITIVITY=Off
:MULTIPLE_START=Off
:RANDOM_NUMER=Linear
:OUTPUT_LEVEL=On
:TRACE=Off
:MAX_ITERATIONS=1000
:PASS_LIMIT=2
:FRACTIONAL_TOLERANCE=O.Ol
: TOLERANCE_MULTIPLIER=2
:ABSOLUTE_TOLERANCE=l
:SCALE_ABSOLUTE=l
-2000<=CONCENTRATION COEFF<=lOOOO
-2000<=CONSTANT TAX<=10000
-2000<=Emissions Coeff<=10000

PAYOFF.PRM

Objective fllnction for optimization.

*p

Discounte~_Utility/l

SHORT.LST

Parameter list for reporting in sensitivity rll1186

Total Energy Carbon Emissions
Gross Output
Cum Disc Utility
Energy Production
Atmos UOcean Temp
Discounted Utility
consunlption
Effective C02 in Atmosphere
Carbon Tax
Total Energy Cost
Output Loss
Total Energy Investment
Depletion Rent[oilgas]
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~: Marginal Utility

:~ DISCUTILITY.LST'i

Parameter list for reporting in serlsitivity runs.

Discounted Utility
Cum Disc Utility

Equilibrium Tests

Tests eqllilibrizlm response to energy price chalzges (implenlented lising taxes).

{Sensitivity command file - equilibrium responses to step-input tax policies}
SPECIAL>NOINTERACTION

SIMULATE>SENSITIVITYI
SIMULATE>OPTIMIZElo
SIMULATE>SAVELISTI

{base equilibrium run}
SI~ruLATE>RUNNAMElj+equil.vdf

SIMULATE>READCINlj·cin
SIMULATE>ADDCINlequil.cin
SIMULATE>SETVALlprice adjustment time=le9
MElm>RUN

{equilibrium run + tax step}
SIMULATE>RUNNAMElj+equi12.vdf
SIMULATE>R~~INlj·cin

SIMUIJ~TE>ADDCINlequil.cin

SIMULATE>SETVALlprice adjustment time=le9
SIMULATE>SETVALlconstant tax=100
MENU>RUN

{equilibrium rWl + tax step + full adjustment in new energy intensity)
SIMULATE>RUNNAMElj+equi13.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlequil.cin
SIMULATE>SETVALlprice adjustment time=le9
SIMULATE>SETVALlconstant tax=100
SIMULATE>SETVALlenergy adj coeff=l
MENTJ>RUN

{equilibrium run + tax step + full adjustment in new energy intensity + short
delays}

SIMULATE>RUNNAMElj+equi14.vdf
SIMULATE>READCINlj·cin
SI~ruLATE>ADDCINlequil.cin

SIWuLATE>SETVALlprice adjustment time=le9
SIMULATE>SETVALlconstant tax=100
SIMULATE>SETVALlenergy adj coeff=l
SIMULATE>SETVALIEnergy Intensity Adjustment Time=1
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SIMULATE>SETVAL(Energy Price Perc Time=l
SIMUI~TE>SETVALIEnergyForecast Time=O
MENU>RUN

EQUIL.CIN

Initializes model for equilibrizl1rz testing by elilni11ating exogenous grolvtlz tre11ds
and data drivers.

Investment Switch = 2
Low Lim Energy Tech[coal) 1
Low Lim Energy Tech(oilgas] = 1
Low Lim Energy Tech[hn] = 1
Low Lim Energy Tech[new] = 1
Reference Resource[hn] = le30
Reference Resource[new] = le30
Initial Resource [coal] = le30
Initial Resource [oilgas] = le30
Initial_Pop_Growth_Rt = 0
Init_Frac_.F5ctor_Prod_Gr_Rt = 0
Frac_Auton_Energy_Eff_Improvement_Rate 0
Climate_Damage_Scale[tangible] = 0
Hist_Energy_Growth_Rate[coal] = le-6
Hist_Energy_Growth_Rate[oilgasl = le-6
Hist_Energy_Growth_Rate[hn] = le-6
Hist_Energy_Growth_Rate[newl = le-6
Final Time = 2300
Initial Tax Time = 2210
Tax Adj Time = .25
Canst Interest Rate = 0
Asymptotic Frac Factor Prod Gr Rt = 0
Price Switch[coal] = 0
Price Switch[oilgasl = 0
Interest Rate Switch 1

Scenarios

SCENARIO.CMD

Rllns a variety of model scenarios.

{Sensitivity command file}
SPECIAL>NOINTERACTION

SIMULl~TE>BASEDI
SIMULATE>READCINI
SIMULATE>S.AVELIST I
SIMULATE>SENSITIVITYI
SIMULATE>OPTIMIZEIO

SIMULATE>RUNNAMEla.vdf
SIMULATE>READCINla.cin
SIMUr~TE>ADDCINlscenario.cin

MENU>RUN

294



SIMULATE>RUNNM~Elb.vdf

SIMULATE>READCINlb.cin
SIMULATE>ADDCINlscenario.cin
MENU>RUN

SIMULATE>RUNNAMElc.vdf
SIMULATE>READCINlc.cin
SIMULATE>ADDCINlscenario.cin
MENU>F.UN

SIMULATE>RUNNAMEld.vdf
SI~ruLATE>READCINld.cin

SI~ruLATE>ADDCINlscenario.cin

MENU>RUN

SIMULATE>RUNNAMEle.vdf
SIMULATE>READCINle.cin
SIMULATE>ADDCINlscenario.cin
MENU>RUN

SIMULATE>RUNNAMElf.vdf
SIMULATE>READCINlf~cin

SIMULATE>ADDCINlscenario.cin
MENU>RUN

SIMULATE>RUNNAMElg·vdf
SIMULATE>READCINlg·cin
SIMULATE>ADDCINlscenario.cin
MENU>Rt.JN

SIMULATE>RUNNAMElh.vdf
SIMULATE>READCINlh.cin
SIMULATE>ADDCINlscenario.cin
MENU>RUN

SIMULATE>RUNNAMEli.vdf
SIMULATE>READCINli.cin
SIMULATE>ADDCINlscenario.cin
MENtJ>RUN

SIMlJLATE>RUNNAME I j . vdf
SIMULATE>READCINlj·cin
SIMUI~TE>SETVALISAVEPER=l

MENU>RUN

SCENARIOS+1OO.CMD

Runs scenarios with constal1t 100 $!fonC carbo'l tax ilnplemeltled 111 199.5.

{Sensitivity command file}
SPECIAL>NOINTERACTION

SIMULATE>BASEDI
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SIMULATE>READCINI
SIMULATE>SAVELISTI
SIMULATE>SENSITIVITY)
SIMULATE>OPTIMIZElo

SIMULATE>RUNN~1Ela+l00.vdf

SII~LATE~READCINla.cin

SIMULATE>ADDCINlscenario.cin
SIMULATE>SETVALIConstant Tax=100
MENU>RUN

SIMULATE>RUNNAMElb+l00.vdf
SIMULATE>READCINlb.cin
SIMUIATE>ADDCINlscenario.cin
SIMULATE>SETVALlconstant Tax=100
MENU>RUN

SIMULATE>RUNNAMElc+l00.vdf
SIMUIATE>READCINfc.cin
SIMULATE>ADDCINlscenario.cin
SIMULATE>SETVAL'Constant Tax=100
MENU>RUN

SIMULATE>RUNilAME Id+l00. vdf
SIMUIATE>READCINld.cin
SIMULATE>ADDCINlscenario.cin
SIMULATE>SETVALIConstant Tax=100
MENU>RUN

SIMULATE>RUNNAMEle+l00.vdf
SIMULATE>READCINle.cin
SIMULATE>ADDCINJscenario.cin
SIMULATE>SETVALIConstant Tax=lOO
MENU>RUN

SIMULATE>RUNNAMElf+l00.vdf
SIMULATE>READCINlf.cin
SIMULATE>ADDCINlscenario.cin
SIMULATE>SETVALlconstant Tax=100
MENU>RUN

SIMULATE>RUNNAMElg+I00.vdf
SIMULATE>READCINlg·cin
SIMULATE>ADDCINlscenario.cin
SIMULATE>SETVALIConstant Tax=100
MENU>RUN

SIMULATE>RUNNAMElh+1.00 .. vdf
SIMULATE>READCINlh.cin
SIMULATE>ADDCINlscenario.cin
SIMULATE>SETVALIConstant Tax=100
MENU>RUN

SIMULATE>RUNNAMEli+l00.vdf
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SIMULATE>READCINli.cin
SIMULATE>ADDCINlscenaric.cin
SIMULATE>SETVALIConstant Tax=100
MENU>RUN

SIMULATE>RUNNAMElj+l00.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlscenario.cin
SIMULATE>SETVALIConstant Tax=100
l-1ENU>RUN

SCENARIOS+CONST.CMD

Runs scenarios, with searcJz for optimal constant carbon tax.

{Sensitivity command file - best constant tax in each scenario, with slow
implementation to prevent adjustment costs from dominating}

SPECIAL>NOINTERACTION

SIMULATE>BASEDI
SI MULATE>READCIN I
SIMULATE>SAVELISTI
SIMULATE>SENSITIVITYI
SIMULATE>OPTIMIZEll
SIMULATE>OPTPARMlconst_tax.prm
SIMULATE>PAYOFFlpayoff.prm

SIMULATE>RUNNP~la+const.vdf

SIMULATE>RF~INla.cin

SIMULATE>SETVALlrax adj time=20
MENU>RUN

SIMULATE>RUNNAMElb+const.vdf
SIMULATE>READCINlb.cin
SIMULATE>SETVALltax adj time=20
MENU>RUN

SIMULATE>RUNNAMElc+const.vdf
SIMULATE>READCINlc.cin
SIMULATE>SETVALltax adj time=20
MENU> RUN

SIMULATE>RUNNAMEld+co~st.vdf

SIMULATE>READCINld.cin
~IMULATE>SETVALltaxadj time=20
MENU>Rt.JN

SIMULATE>RUNNAMEle+const.vdf
SIMULATE>READCINle.cin
SIMULATE>SETVAL;tax adj time=20
MENU>RUN

SIMULATE>RIJNNAMElf+const.vdf
SIMULATE>READCINlf.cin
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SIMULATE>SETVALltax adj time=20
MENU>RUN

SIMULATE>RUNNAMElg+const.vdf
SIMULATE>READCINlg·cin
SIMULATE>SETVALltax adj time=20
MENU>RUN

SIMULATE>RUNNAMElh+const.vdf
SIMULATE>READCINlh.cin
SIMULATE>SETVALltax adj time=20
MENU>Rill'J

SIMULATE>RUNNAMEli+const.vdf
SIMULATE>READCIN!i.cin
SIMULATE>SETVALltax adj time=20
MENU>RUN

SIMULATE>RUNNAMElj+const.vdf
SIMULATE>READCINlj·cin
SIMULATE>SETVALltax adj time=20
MENU>RUN

SCENARIOS+CONST2.CMD

Runs scenarios, with search for of1timal constant carbon taxes, depletiol1 tax,
optimization with limited horizon, and no-cli111ate-cl1ange conditiol1S.

{SGnsitivity command file - best taxes for various scenarios}
SPECIAL>NOINTERACTION

SIMULATE>BASEDI
SIMULATE>READCINI
SIMULATE>SAVELISTI
SIMULATE>SENSITIVITY!
SIMULATE>PAYOFFlpayoff.prm

{correction for depletion}

SIMULATE>OPTIMIZElo

SIMULATE>RUNNAMElj+shad.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALIMinirnum Carbon Tax=-lOO
MENU>RUN

{best constant taxes for selected scenarios, implemented over 20 years}

SIMULATE>OPTIMIZEll
SIWuLATE>OPTPARMlconst_tax.prm

SIMULATE>RUNNAMEla+const.vdf
SIMULATE>READCINla.cin
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SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALIMinimum Carbon Tax=-lOO
MENU>RUN

SIMULATE>RUNNAMEld+const.vdf
SIMULATE>READCINld.cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALIMinirnum Carbon Tax=-lOO
MENU>RUN

SIMULATE>RUNNAMElj+const.vdf
SIMULATE>READCINlj·cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALIMinimurn Carbon Tax=-lOO
MENU>RUN

SIMULATE>RUNNAMElj+const+nocc.vdf
SIMULATE>READCINlj·cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALIMinimurn Carbon Tax=-lOO
SIMULATE>SETVALlclimate damage scale[tangible]=O
Z.IENU>RUN

{limited horizon}
SIMULATE>RUNNM~lj+const+2100.vdf

SIMULATE>BASEDlj+const.vdf
SIMULATE>SETVALltax adj tirne=20
SIMULATE>SETVALlfinal time=2100
SIMULATE>SETVAL IMiniInum Carbon Tax=-lOO
MENU>RUN

{correction for depletion}
SIMULATE>RUNNAMElj+shad+const.vdf
SIMULATE>READCINlj·~in

SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALIMinimum Carbon Tax=-lOO
MENU>RUN

SIMULATE>RUNNAMElj+shad+const+nocc.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMUh~TE>SETVALltaxadj time=20
SIMULATE>SETVALIMinimum Carbon Tax=-lOO
SIMULATE>SETVALlcliw~tedamage scale[tangiblel=O
MENU>RUN

{best taxes with constant and atmospheric concentration terms}

SIMULATE>OPTPARMlconc_ta~.prm

SIMULATE>RUNNAMElj+conc.vdf
SIMULATE>READCINlj·cin
SIMULATE>SETVALIMinirnum Carbon Tax=-lOO
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{same, without climate change}
SIMULATE>RUNNAMElj+conc+nocc
SIMULATE>READCINlj·cin
SIMULATE>SE'rvALlclimate damage scale[tangible]=Q
SIMULATE>SETVALIMinimum Carbon Tax=-lOO
MENU>RUN

{best tax with constant and atmospheric concentration terms, after correction
for depletion}

SIMUIATE>R~JAMElj+shad+conc.vdf

SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALIMinimum Carbon Tax=-lOO
MENU>RUN

{same, without climate change}
SIMULATE>RUNNAMElj+shad+conc+nocc.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALlclimate damage scale[tangibleJ=O
SIMULATE>SETVALIMinimum Carbon Tax=-lOO
MENU>RUN

SCENARIO.CIN

Sets default parameters for runnIng scel1arios.

FINAL TIME = 2100
SAVEPER = 1

ACIN

Scenario A

{A}

{DICE-like}
{exogenous drivers}
Asymptotic_Frac_Factor_Prod_Gr_Rt 0
{production structure}
Capital_Energy_Subst_Elast = 0.5
Energy_Subst_Elast = 0.7
SR_Elasticity = 0.5
SR_Energy_Subst_Elast = 0.7
{behavior}
Energy_Forecast_Time = a
Energy_Price_Perc_Time 2
Output_Perc_Time = 1
Energy_Adj_Coeff = 1
Return_Perc_Time = 1
Tax_Adj_Time = 1
{energy capacitation}
Energy_Construct ion_Delay [Coal] = 1
Energy_Construct ion_Delay [OilGas] 1

Energy_Construction_Delay[HN] = 1
Energy_Construction_Delay[New] = 1
Capital_Share [Coal] = 0.1
Capital_Share [OilGas] = 0.1
Capital_Share[HN] = 0.1
Capital_Share [New] = 0.1
Supply_Line_Correction_Tinle _. 1
Capital_Carr_Time = 1
{energy req. embodiment}
Energy_Intensity_Adjustment_Tinle -. J..

{retrofits}
Retrofit_Rate = 1
{depletion}
Reference_Resource [hn] = 1E+30
Reference_Resource [new] = lE+30
Initial_Resource [coal] = lE+30
Initial_Resource [oilgas] = lE+30
{energy technology}
Low_Lim_Energy_Tech[coalJ = 1
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Low_Lim_Energy_Tech[oilgas] 1
Low_Lim_Energy_Tech[hn] = 1
Low_Lim_Energy_Tech[new] 1
Endogenous_Tech__Fraction = 0
{welfare evaluation}

B.CIN

Scenario B

{B}

{More Growth}
{exogenous drivers}
{production structure}
Capital_Energy_Subst_Elast 0.5
Energy_Subst_Elast = 0.7
SR_Elasticity = 0.5
SR_Energy_Subst_Elast = 0.7
{behavior}
Ener~J_Forecast_Time= 0
Energy_Price_Perc_Time = 2
Output_Perc_Time 1
Energy_Adj_Coeff 1
Return_Perc_Time = 1
Tax_Adj_Time = 1
{energy capacitation}
Energy_Construction_Delay[Coal] 1
Energy_Construction_Delay[OilGas] 1
Energy_Construction_Delay[lm] = 1
Energy_Construction_Delay[New] = 1
Capital_Share [Coal] = 0.1
Capital_Share [OilGas] = 0.1
Capital_Share[HN] = 0.1

C.CIN

Scenario C

{C}
{Depletion)

{exogenous drivers}
{production structure}
Capital_Energy_Subst_Elast = 0.5
Energy_Subst_Elast = 0.7
SR_Elasticity = 0.5
SR_Energy_Subst_Elast = 0.7
{behavior}
Energy_Forecast_Time = 0
Energy_Price_Perc_Time 2
Output_Perc_Time 1
Energy_Adj_Coeff = 1
Return_Perc_Time = 1
Tax_Adj_Time = 1
{energy capacitation}
Energy_Canstruc t ion_Delay [Coal] = 1

Rate_of_Time_Pref = 0.03
Rate_of_Inequal_Aversion _. 1
{carbon cycle}
Carbon_Cycle_Switch = 0

Capital_Share [New) = 0.1
Supply__Line_Correction_Time = 1
Capital_Carr_Time = 1
{energy req. embodiment}
Energy_Intensity_Adjustment_Time 1
{retrofits}
Retrofit_Rate = 1
{depletion}
Reference_Resource [hn] lE+30
Reference_Resource [new] = lE+30
Initial_Resource [coal] = lE+30
Initial_Resource [oilgas] = lE+30
{energy technology}
Low_Lim_Energy_Tech[coall = 1
Low_Lim_Energy_Tech[oilgas] 1
Low_Lim_Energy_Tech[hn] = 1
Low_Lim_Energy_Tech(new] 1
Endogenous_Tech_Fraction = 0
{welfare evaluation}
Rate_of_Time_Pref = 0.03
Rate_of_Inequal_Aversion 1
{carbon cycle}
Carbon_Cycle_Switch = a

Energy_Constructian_Delay[OilGas] = 1
Energy_Construction_Delay[HN] = 1
Energy_Construction_Delay[New] = 1
Capital_Share [Coall = 0.1
Capital_Share [OilGas] = 0.1
Capital_Share[HN) = 0.1
Capital_Share [New] = 0.1
Supply_Line_Correction_Time = 1
Capital_Carr_Time = 1
{ener91' req. embodiment}
Energy_Intensity_Adjustment_Time 1
{retrofits}
Retrofit_Rate = 1
{depletion}
{energy technology}
Low_Lim_Energy_Tech[coal] 1
Low_Lim_Energy~TechLoilgas] = 1
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Low_Lim_Energy_Tech[hn] = 1
Low_Lim_Energy_Tech[new] = 1
Endogenous_Tech_Fraction = 0
{welfare evaluation}

D.CIN

Scenario D

{D}

{Auton. Energy Tech.}
{exogenous drivers}
{production structure}
Capital_Energy_Subst_Elast 0.5
Energy_Subst_Elast = 0.7
SR_Elasticity = 0.5
SR_Energy_Subst_Elast = 0.7
{behavior}
Energy_Forecast_Time = n
Bnergy_Price_Perc_Time = 2
Output_Perc_Time 1
Energy_Adj_Coeff 1
Return_Perc_Time = 1
Tax_Adj_Tirne = 1
{energy capacitation}
Energy_Construction_Delay[Coal] = 1
Energy_Construct ion_Delay [OilGas] 1
Energy_Construction_Delay[HN] = 1

Scenario E

{E}

{Endog. Energy Tech.}
{exogenous drivers}
{production structure}
Capital_Energy_Subst_Elast 0.5
Energy_Subst_Elast = 0.7
SR_Elasticity = 0.5
SR_Energy_Subst_Elast = 0.7
{behavior}
Energy_Forecast_Tirne = 0
Energy_Price_Perc_Tirne 2
Output_Perc_Tirne = 1
Energy_Adj_Coeff = 1
Return_Perc_Tirne = 1
Tax_Adj_Time = 1
(energy capacitation)
Energy_Construction_Delay[Coal] 1
Energy_Construction_Delay[OilGas] = 1
Energy_Construction_Delay[HN] = 1

Rate_of_Time_Pref = 0.03
Rate_of_Inequal_Aversion = 1
{carbon cycle}
Carbon_Cycle_Switch = a

Energy_Construction_Delay[New] 1
Capital_Share [Coal] ~ 0.1
Capital_Share [OilGas] = 0.1
Capital_Share[HN] = 0.1
Capital_Share [New] = 0.1
Supply_Line_Correction_Time 1
Capital_Corr_Time = 1
{energy reg. embodiment}
Energy_Intensity_Adjustment_Time 1
{retrofits}
Retrofit_Rate = 1
{depletion}
{energy technology}
Endogenous_Tech_Fraction 0
{welfare evaluation}
Rate_of_Time_Pref = 0.03
Rate_of_Inequal_Aversion = 1
{carbon cycle}
Carbon_Cycle_Switch = 0

Energy_Constrtlction_Delay [1'Jew] = 1
Capital_Share [Coal] = 0.1
Capital_Share [OilGas] = 0.1
Capital_SharelHNJ = 0.1
Capital_Share [New] = 0.1
Supply_Line_Correction_Time 1
Capital_Corr_Time = 1
{energy reg. err~odiment}

Energy_Intensity_Adjustment_Tirne 1
{retrofits}
Retrofit_Rate = 1
{depletion}
{energy technology}
{welfare evaluation}
Rate_of_Time_Pref = 0.03
Rate_of_Inequal_Aversion 1
{carbon ~ycle}

Carbon_Cycle_Switch ~ 0
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F.CIN

Scenario F

{F}

{Energy Capac}
{exogenous drivers)
{prcduction structure}
Capital_Energy_Subst_Elast 0.5
Energy_Subst_Elast = 0.7
SR_Elasticity = 0.5
SR_Energy_.Subst_Elast = 0.7
{behavior}
Energy_FoI:'ecast_Tirne = 0
Energy__Price_Perc_Time 2
Output_Perc_Time 1
Energy_Adj_Coeff 1
Return_Perc_Time 1

G.CIN

Tax_Adj_Time = 1
{energy capacitation}
{energy req. embodiment}
Energy_Irltensi ty_Adj ustment_Time
{retrofits}
Retrofit_Rate = 1
{depletion}
{energy technology}
{welfare evaluation}
Rate_of_Time_Pref = 0.03
Rate_of_Inequal_Aversion = 1
{carbon cycle}
Carbon_Cycle_Switch = a

1

Scenario G

{G}

{Embodiment}
{exogenous drivers}
{production structure}
Capi tal_Energy_Subs t __Elas t
Energy_Subst_Elast = 0.7
{behavior}
Energy_Forecast_Tirne 0
Energy_Price_Perc_Time = 2
Output_Perc_Time 1
Energy_Adj_Coeff 1
Return_Perc_Time = 1

H.CIN

Scenario H

0.5

Tax_Adj_Time = 1
{energy capacitation}
{energy req. embodiment}
{retrofits}
{depletion}
{energy technology}
{welfare evaluation}
Rate_of_Tinte_Pref = 0.03
Rate_of_Inequal_Aversion = 1
{carbon cycle}
Carbon_Cycle_Switch = 0

{H}
{Behavior}

{exogenou5 drivers}
{production structure}
{behavior}
{energy capacitation}
{energy req. embouirnent}
{retrofits}

I.CIN

Scenario I

{I}
{Carbon Cycle}

{exogenous drivers}

{depletion}
{energy technology}
{welfare evaluation}
Rate_of_Time_Pref = 0.03
Rate._o f_Inequa I_Avers i on
{carbon cycle}
Carbon_Cycle_Switch = 0

{production structure}
{behavior}
{energy capacitation}
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{energy reg. embodiment}
{retrofits}
{depletion}
{energy technology}

J.CIN

Scenario J
{J}
{Fair Discount}

{exogenous drivers}
{production structure}
{behavior}
{energy capacitation}

Depletion and Perception Bias

{welfare evaluation}
Rate_of_Time_Pref = 0.03
Rate_of._Inequal_Aversion :: 1
{carbon cycle}

{energy req. embodiment}
{retrofits}
{depletion}
{energy technology}
{welfare evaluation}
{carbon cycle}

CONST_TAX_SENSI.CMD

Evaluates sensitivity to constant carbon taxes, with and without clilnate cllange,
depletion tax, and energy price perception bias.

{Sensi~ivity command file}
SPECIAL>NOINTERACTION

SIMULATE>BASEDI
SIMULATE>SAVELISTldiscutility.lst
SIMULATE>OPTIMIZEIO

{constant tax sensitivity}

SIMULATE>SENSITIVITYlconst_tax_sensi_100.prm
SIMULATE>R~~MElj+const_sensi_l00.vdf

SIMULATE>READCINlj·cin
SIMULATE>SETVALltax adj time=20
SI~ruLATE>SETVALlminimumcarbon tax=-lOO
MENU>RUN

SIMULATE>SENSITIVITYlconst_tax_sensi._1000.prm
SIMULATE>RUNNAMElj+const_sensi_1000.vdf
SIMULATE>READCINlj·cin
SIMULATE>SETVALltax adj time=20
MENU>RUN

{same, no climate change}

SIMULATE>SENSITIVITYlconst_tax_sensi_100.prm
SIMULATE>RUNNAMElj+const_sensi_100_nocc.vdf
SIMULATE>READCINlj·cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALlminimum carbon tax=-lOO
SI~ruLATE>SETVALlclimatedamage scale[tangible]=O
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~ MENU>RUN

SIMULATE>S~~SITIVITYlconst_tax_sensi_l000.prnl

SIMULATE>RUNNAME I j +const._sensi_1000_I10CC. vdf
SIMULATE>READCINlj·cin
SIMULATE>SETVAL(tax adj time=20
SIMULATE>SETVALlclimate damage scale[tangible]=Q
MENU>RUN

{constant tax sensitivity, with depletion tax}

SIMULATE>SENSITIVITYlconst_tax_sensi_lOO.prm
SIMULATE>RUNNM~Elj+shad+const_sensi_100.vdf

SIMULATE~READCINlj·cin

SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALlrninimum carbon tax=-lOO
MENU>RUN

SIMULATE>SENSITIVITYlconst_tax_sensi_1000.pnn
SIMULATE>RUNNAMElj+shad+const_sensi_lOOO.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALltax adj tirne=20
MENU>RUN

{same, no climate change}

SIMULATE>SENSITIVITYlconst_tax_sensi_100.prm
SIMULATE>RUNNPMElj+shad+const_s_100_nocc.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCIN!shadow.cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALlminimurn ca~bon tax=-lOO
SIMULATE>SETVALlclimate damage scale[tangible]=O
MENU>RUN

SIMULATE>SENSITIVITYlconst_tax_sensi_1000.prm
SIMULATE>RUNNAMElj+shad+const_s_1000_nocc.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALlclin~tedamage scale[tangible]=O
MENU>RUN

{constant tax sensitivity, with biased energy price perception}

SIMULATE>SENSITIVITYlconst_tax_sensi_200.prm
SIMULATE>RUNNAMElj+biasO+const_sensi_200.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALltax adj tirne=20
SIMULATE>SETVALlenergy price discount=l
MENU>RtTN
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SIMULATE>SENSITIVITYlconst_tax_sensi_200.prm
SIMULATE>RUNNAMElj+bias9+const_sensi_200.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALltax adj time=20
SIl-IDLATE>SETVAL Iellergy price discount=. 9
M"ENU:>RUN

SIMULATE>SENSITIVITYlconst_tax_sensi_200.prm
SIMULATE>RUNNAMElj+bias8+const_sensi_200.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALltax adj time=20
SIMULATE>SETVALlenergy price discount=.8
MENU>RUN

SIMULATE>SENSITIVITYlconst_tax_sensi_200.p~!n

SIMULATE>RUNNAMElj+bias7+const_sensi_200.vdf
SIMULATE>READCINlj·cin
SIMULATE>ADDCINlshadow.cin
SIMULATE>SETVALlcax adj time=20
SIMULATE>SETVALlenergy price discount=.?
MENU>RUN

CONST_TAX_SENSI_l00.PRM

Sensitivity control file for taxes in. the interval -100 to 200 $ffonC.

9,U,1234
Constant Tax=VECTOR(-lOO,200,lO)

CONST_TAX_SENSI_200.PRM

Sensitivity control file for taxes In the interval 0 to 400 $(fonC.

9,U,1234
Constant Tax=VECTOR{O,400,20)

CONST_TAX_SENSI_l000.PRM

Sensitivity control file for taxes in tIle interval 250 to 1250 $(TonC.

9,U,1234
Constant Tax=VECTOR(25u,1250,50)

INIT_DEPL.PRM

Optimization control file for initial depletion tax.

:OPTIMIZER=Powel1
:SENSITIVITY=Off
: MULTIPT.JE_STAR'r=Of f
:RANDOM_NUMER=Linear
: OUTPUT_LEVEL=On
:TRACE=Off
:MAX_ITERATIONS=1000
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:PASS_LIMIT=2
:FRACTIONAL_TOLERANCE=O.Ol
:TOLERANCE_~ruLTIPLIER=21

:ABSOLUTE_TOLERANCE=l
:SCALE_ABSOLUTE=l
O<=INITIAL DEPLETION T:~[OILGAS]=.3<=1

SHADOW.CIN

Switches depletion tax on.

Frac Depletion Recovered = 1

Meeting Constraints

CONSTRAIN.CMD

Finds optimal carbon taxes with variuus initiation tilnes, with and wilhOltt C02
concentration constraints.

{Sensitivity command file}
SPECIAL>NOINTERACTION
SIMULATE>SENSITIVITYI
SlMULATE>SAVELlSTI
SIMULATE>OPTIMIZEll
SIMULATE>PAYOFF Icpayoff.prm
SIMULATE>OPTPARMlconc_tax.prm
SIMULATE>SAVELISTI
SIMULATE>BASEDI

{Group 1 - no constraint}
SIMULATE>RUlJNAMElconstrain095.vdf
SIMULATE>READCINlshadow.cin
SIl~Lr~TE>SETVALIFINALTlME=2200
SIMULATE>SETVALIConstraint Violation Cost=O
SIMUrLATE>SETVALICG2_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Time=1995
MENU>RUN

SIMULATE>RUNNAMElconstrain005.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TlME=2200
SIMULATE>SETVALIConstraint Violation Cost~O

SIMULATE>SETVALIC02_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Time=2005
MENU>RUN

SIMULATE>RUNNAMElconstrain015.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=O
SIMULATE>SETVALIC02_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Time=2015
MENU>RUN
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SIMULATE>RUNNAME(constrain025.vdf
SIMULATE>READCIN Ishadow. Citl

SIMULATE>SETVAL IFINAL, TIME=2200
SIMULATE>SETVALIConstraint Violation cos~=o

SIMULATE>SETVALIC02_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Time=2025
MENU>RUN

SIMULATE>RUNNAMElconstrain035.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=O
SIMULATE>SE~VALIC02_Constraint_Factor=2

SIMULATE>SETVALllnitial_Tax_Time=2035
MENU>RUN

SIMULATE>RUNNAME ICOIlstrain045. vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=O
SIMULATE>SETVALI C02_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Time=2045
MENU>RUl\}

{Group 2 - 2xC02}
SIMULATE>RUNNAMElconstrain295.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=le12
SIMULATE~SETVALIC02_Constraint_Factor=2

SIMULATE>SETVALllnitial_Tax_Time=1995
MENU>RUN

SIMULATE>RUNNAMElconstrain205.vdf
SI~ruLATE>READCINlshadow.cin

SIMULATE>BETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=le12
SIMULATE>SETVALI C02_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Tirne=2005
MENU>RUN

SIMULATE>RUNNAMElconstrain215.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=le12
SIMULATE>SETVALI C02_Constraint_Factor=2
SIMULATE>SETVALI rn{t:Lal_Tax_Ti"ine=2015
MENU>RUN

SIMULATE>RUNNAMElconstrain225.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALfConstraint Violation Cost=le12
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SIMULATE>SETVALI C02_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Time=2025
MENU>RUN

SIMULATE>RUNN~ffilconstrain235.vdf

SIMULATE>READCINlshadow.cin
SIMULATE>SETVAL IFINAL TI~·iE=2200

SIMULATE>SETVALIConstraint Violati.on Cost=le12
SIMULATE>SETVALI C02_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Tirne=2035
1-1ENU>RUN
SIMULATE>RUNN~IElconstrain245.vdf

SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=J.e12
SIMULATE>SETVALI C02_Constraint_Factor=2
SIMULATE>SETVALllnitial_Tax_Time=2045
MENU>RUN

{Group 3 - 3xC02}
SIMULATE>RUNNAMElconstrain395.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=le12
SIMULATE>SETVALIC02_Constraint_Factor=3
SIMULATE>SETVALllnitial_Tax_Time=lJ95
MEl\.l1J>RUN

SIMULATE>RUNNAMElconstrain305.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=le12
SIMULATE>SETVALIC02_Constraint_Factor=3
SIMULATE>SETVALllnitial_Tax_Time=2005
MENU>RUN

SIMULATE>RUNNAMElconstrain315.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMUJ~TE>SETVALIConstraint Violation Cost=le12
SIMULATE>SETVALIC02_Constraint_Factor=3
SIMULATE>SETVALllnitial_Tax_Time=2015
MENU>RUN

SIMULATE>RUNNAMElconstrain325.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=le12
SIMULATE>SETVALI C02_Constraint_Factor=3
SIMULATE>SETVALllnitial_Tax_Time=2025
MENU>RUN

{Group 4 - 4xC02}
SIMULATE>RUNNM~Elconstrain495.vdf
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SIMULATE>READCINlshadow.cin
SIl~LATE>SETVALIFINALTIME=2200
SI~ruLATE>SETVALIConstraintViolation Cost=le12
SIMULATE>SETVALIC02_Constraint_Factor=4
SI~ruLATE>SETVALllnitial_Tax_Time~1995

MENU>RUN

SIMULATE>RUNNAMElconstrain405.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVAL!Constraint Violation Cost=le12
SIMU"LATE>SETVALIC02_Constraint_Factor=4
SIMULATE>SETVAL f Initial_Tax_.Tirne=2005
MENU>RUN

SIMULATE>RUNNAMElconstrain415.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=le12
SIMULATE>SETVALI C02_Constraint_Factor=4
SIMULATE>SETVALllnitial_Tax_Time=2015
MENU>RUN

SIMULATE>RUNNAMElconstrain425.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIFINAL TIME=2200
SIMULATE>SETVALIConstraint Violation Cost=le12
SIMULATE>SETVALIC02_Constraint_Factor=4
SIMULATE>SETVALllnitial_Tax_Time=2025
MENU>RUN

CPAYOFF.PRM

Constrained objective fU1lction.
*p

Net_Discounted_Utility/l

E_CAPAC.CIN

Relaxes capacity consfrai1lts III energy system.

{relaxes energy system capacitation assumption}
Energy_Cons tr1.'!.ction_Delay [Coal] =
Energy_Cons true tion_Delay [OilGas] =
Energy_Construction_Delay[HN] =
Energy_Construction_Delay[New] =
Capit~l_Share[Coal] =
Capital_Share [OilGas] =
Capital_Share[HN] =
Capital_Share [New] =
Supply_Line_Correctio~_Time =
Capital_Corr_Time =
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Raises short run substitution elasticities and removes delays in adjustment to create
a more flexible production structure.

{implements a production structure with high short-run flexibility}

{production structure}
SR_Elasticity =
SR_Energy_Subst_Elast =

{behavior}
Energy_Forecast_Time =
Energy_Price_Perc_Time =

Output_Perc_Time =
Energy_Adj_Coeff =
Return_Perc_Time =

{energy req. embodiment}
Energy_Intensity_Adjustment_Time =

{retrofits}
Retrofit_Rate =

Technology

TECH_DATA.CMD

Compares endogenous and exogenous technology trajectories.

{Sensitivity command file}
SPECIAL>NOINTERACTION
SIMULATE>OPTIMIZElo
SIMULATE>SENSITIVITYI
SIMULATE>SAVELISTI
SIMUw"\TE>BASED I
SIMULATE>OPTPARMlconst_tax.prm

{run base cases}
SIMULATE>RUNNAME(j+t.vdf
SIMULATE>READCINlshadow.cin
MENU>RUN

SIMULATE>RUNNAMElj+t+l00.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>SETVALIConstant_Tax=100
MENU>RUN

SIMULATE>RUNNAMElj+s.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>ADDCINlscale.cin
Mm1U>RUN
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SIMULATE>RUNNAMElj+s+l00.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>ADDCINlscale.cin
SIMULATE>SETVALIConstant_Tax=lOO
MENU>RUN

SIMULATE>OPTIMIZEll
SIMULATE>RUNNAMElj+s+const.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>ADDCINlscale.cin
SIMULATE>SETVALfConstant_Tax=lOO
SIMULATE>SETVALltax adj time=20
MENU>RUN

SIMULATE>RUNNAMElj+t+const.vdf
SI~JLATE>READCINlshadow.cin

SIMULATE>SETVALIConstant_Tax=100
SIMULATE>SETVALltax adj ti.me=20
MENU>RUN

SIMULATE>OPTIMIZEIO

{convert technology trajectories to data drivers}
SPECIAL>LOADMODELltech_data.mdl

SIMULATE>DATAlj+t.vdf
SIMULATE>RUNNAMEltech_data.vdf
MENU>RUN

SIMULATE>DATAlj+s.vdf
SIMULATE>RUNNAMElscale_data.vdf
MENU>RUN

{run with exogenous technology}
SPECIAL>LOADMODELlfree 6.mdl
SIMULATE>OPTIMIZEIO
SIMULATE>OPTPARMlconst_tax.prm
SIMULATE>SENSITIVITYI
SIMULATE>SAVELlSTI

SIMULATE>BASEDI

SIMULATE>RUNNAME)j+exs+100.vdf
SIMULATE>DATAlall_data.vdf scale_data.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>ADDCINlscale.cin
SIMULATE>ADDCINltech_data.cin
SIMULATE>SETVALlconstant_Tax=100
MENU>RUN

SIMULATE>OPTIMIZEll
SIMULATE>RU]nJAMElj+exs+const.vdf
SIMULATE>READCINlshadow.cin
SI~ruLATE>ADDCINlscale.cin

SIMULATE>ADDCINltech_data.cin
SIMULATE>SETVALIConstant_Tax=100

312



SIMULATE>SETVALltax adj time=20
MENU>RUN
SIMULATE>OPTIMIZElo

SIMULATE>R~mlj+ext+l00.vdf

SIMULATE>DATAlall_data.vdf tecn_data.vdf
SIMULATE>READCINtshadow.cin
SIMULATE>ADDCINltech_data.cin
SIMULATE>SETVAL IConstant_Tax=100
MENU>RUN

SIMULATE>OPTIMIZEll
SIMULATE>RUNNAMElj+ext+const.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>ADDCINltech_data.cin
SIMULATE>SRTVALIConstant_Tax=100
SIMULATE>SETVALltax adj time=20
MENU>RUN
SIMULATE>OPTIMIZElo

TECH_DATA.CIN

Switches technology trajectory to exogenous data series.

Tech Data Switch = 1

TECH_DATA.MDL

Data model, used to make the technology trajectory from one simlilation run usable
as an exogenous input to another simulation Tun.

Energy Technology[sQurce]
dmnl

Energy technology level, extracted from a simulation run of full model.

source: Coal,OilGas,HN,New
dmnl
Energy sources.

Technology Data [source] = Energy Technology[source]
dmnl
Technology data, for input as data driver to full model.
:SUPPLEMENTARY

.Control
Simulation Control Paramaters

FINAL TIME = 2300
Year
The final time for the simulation.

INITIAL TIME = 1960
Year
The initial time for the simulation.
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SAVEPER = TIME STEP
Year
The frequency with which output is stored.

TIME STEP = 1
Year
The tinle step for the simulation.

Discounting and Growth

DISC_GROWTH.CMD

Compares optimal carbon taxes with different growth and discounting aSSU11zptiol1S.

{Sensitivity command file}
SPECIAL>NOINTERACTION
SIMULATE>SENSITIVITY!
SlMULATE>SAVELlSTI

SIMULATE>OPTIMIZEll
SIMULATE>PAYOFFlpayoff.prm
SIMULATE>OPTPARMlconst_tax.prm
SIMULATE>BASEDI

{rlm 1 is j +shad+const}

{run 2 - low growth}
SIMULATE>RUNNAMElj+shad+logrow+const.vdf
SIMULATE>READCINlshadow.cin
SI~mLATE>SETVALITaxAdj Time=20
SIMULATE>SETVALIAsymptotic Frac Factor Prod Gr Rt=O
MENU>RUN

{run 3 - conventional discounting (scenario I)}
SIMULATE>RUNNAMEfi+shad+const.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>ADDCINli.cin
SIMULATE>SETVALITax Adj Tirne=20
MENU>RUN

{run 4 - low growth and conventional discounting}
SIMULATE>RillINAMEIi.+shad+logrow+const.vdf
SIMULATE>READCINlshadow.cin
SIMULATE>ADDCINli.cin
SIMULATE>SETVALITax Adj Time=20
SIMULATE>SETVALIAsymptotic Frac Factor Prod Gr Rt=O
MENU>RUN

Intangibles

Resets damage functions to incorporate i1zlangible damages.

INTANG.CIN

Climate_Damage_Scale[Tangible] =.0055
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Climate_Damage_Scale [InTangible]=. 0075
Share of Consumption=.5

Parameter sensitivity

SENSI_ALL_CONST.eMD

Evaluates of model behavior to 10% perturbations of selected model paranzeters.

{Sensitivity command file, for evaluating parameter senstivity to all
constants}

SPECIAL>NOINTERACTION

{rerun base scenarios for comparison}
SIMULATE>RUNNAMElad.vdf
SIMULATE>READCINla.cin
MENU>RUN

SIMULATE>RUNNAMEljd.vdf
SIMULATE>READCINlj·cin
MENU>RUN

SIMULATE>OPTIMIZEll
SIMULATE>OPTPARMlsel_const.prm
SIMULATE>BASEDI
SIMULATE>READRUNCHGI
SIMULATE>RUNNAME Iparam__sensi .vdf

SIMULATE>READCINlj·cin
SIMULATE>DATAlall_data.vdf tech_data.vdf jd.vdf

SIMULATE>PAYOFFlutil-pay.prm
MENU>RUN
FILE>RENAMElsortsens.tablsortsens_j_util.tab
FILE>RENAM~lsensitiv.tablsensitiv_j_util.tab

SIMULATE>PAYOFF Ioutput-pay.prm
MENU>RUN
FILE>RENAMElsortsens.tablsortsens_j_out.tab
FILE>RENAMElsensitiv.tablsensitiv_j_out.tab

SIMULATE>PAYOFFltemp-pay.prm
MENU>RUN
FILE>RENAMElsortsens.tablsortsens_j_temp.tab
FILE>RENAr-!E Isensitiv. tab Isensitiv_j __temp. tab

SIWJLATE>PAYOFFlemiss-pay.prm
MENU>RUN
FILE>RENAMElsortsens.tablsortsens_j_emiss.tab
FILE>RENAMElsensitiv. tablsensitiv_j_emiss. tab

SIMULATE>READCINJa.cin
SIMULATE>DATA'all_data.vdf tech_data.vdf ad.vdf
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Asymptotic AEEI

SIMULATE>PAYOFFlutil-pay.prrn
MENU>RUN
FILE>RENAMElsortsens.tablsortsens_a_util.tab
FILE>RENAMElsensitiv.tablsensitiv_B_util.tab

SIMULATE>PAYOFFloutput-pay.prm
MENU>RUN
FILE>RENAMElsortsens.tablsortsens_a_out.tab
FILE>Rffi~AME:sensitiv.tablsensitiv_a_out.tab

SIMULATE>PAYOFF)temp-pay.prm
MENU>RUN
FILE>RENAMElsortsens.tablsortsens_a_temp.tab
FILE>RENAMElsensitiv.tablsensitiv_a_temp.tab

SIMULATE>PAYOFFlemiss-pay.prm
MENU>RUN
FILE>RENAMElsortsens.tablsortsens_a_emiss.tab
FILE>RENAMElsensitiv.tablsensitiv_a_emiss.tab

ALL_CONST.PRM

Optimization control file for evaluating sensitivity to aLl parameters.

:OPTIMIZER=Off
:SENSITIVITY=All Constants=10
: MULTI PLE_START=Off
:RANDOM_NUMER=Linear
:OUTPUT_LEVEL=On
:TRACE=Off
:MAX_ITERATIONS=1000
:PASS_LIMIT=2
:FRACTIONAL_TOLERANCE=O.0003
: TOLERANCE_MULTIPLIER=21
:ABSOLUTE_TOLERANCE=l
:SCALE_ABSOLUTE=l

SEL_CONST.PRM

Optimization control file for evaluating sensitivity to the listed subset of model
parameters.

:OPTIMIZER=Off
:SENSITIVITY=Parameter Percent=10
: MULTI PLE_START=Off
:RANDOM_NUMER=Linear
:OUTPUT_LEVEL=On
:TRACE=Off
:MAX_ITERATIONS=1000
:PASS_LIMIT=2
:FRACTIONAL_TOLEIDh~CE=O.0003

: TOLERANCE_MULTIPLIER=21
:ABSOLUTE_TOLERANCE=l
:SCALE_ABSOLUTE=l
A UO Heat Cap
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Asymptotic Frac Factor Prod Gr Rt
Biomass Res Time
Biostim Coeff
Buff C02 Coeff
Capital Corr Time
Capital Energy Subst Elast
Capital Lifetime
Capital Share[coal]
Capital Share[hn]
Capital Share [new]
capital Share [oilgas]
Climate Damage Nonlinearity[tangibleJ
Climate Damage Scale[tangible]
Climate Sensitivity
C02 Rad Force Coeff
Consumer Discount Rate
Consumer Inequal Aversion
Eddy Diff Coeff
Endogenous Tech Fraction
Energy Adj Coeff
Energy Capital Lifetime [coal]
Energy Capital Lifetime[hn]
Energy Capital Lifetime[new]
Energy Capital Lifetime [oilgas]
Energy Construction Delay[coal]
Energy Construction Delay[hn]
Energy Construction Delay[new]
Energy Construction Delay[oilgas]
Energy Delivery Delay
Energy Forecast Time
Energy Intensity Adjustment Time
Energy Learning Rate
Energy Order Adj Coeff
Energy Price Discount
Energy Price Perc Time
Energy S~ale Effect
Energy Subst Elast
Energy Trend Time
Forecast Pop Growth Rt Decline Rt
Frac Auton Energy Eff Improvement Rate
Frac Depletion Recovered
Frac Factor Prod Gr Rt Decline Rt
Fr:.lctional Adaptation Rate [tangible]
Gruwth Trend Time
He~t Capacity Ratio
heat Trans Coeff
Hist Energy Growth Rate[coal]
Hist Energy Growth Rate[hn]
Hist Energy Growth Rate[new]
Hist Energy Growth Rate[cilgasJ
Humification Fraction
Humus Res Time
Init Atmos UOcean Temp
init co2 in atm

Init C02 in Biomass
Init C02 in Deep Ocean[layerl0]
Init C02 in Deep Ocean[layerl]
Init C02 in Deep Ocean[layer2]
Init C02 in Deep Ocean[layer3]
Init C02 in Deep Ocean[layer4]
Init C02 in Deep Ocean[layer5]
Init C02 in Deep Ocean[layer6]
Init C02 in Deep Ocean[layer6]
Init C02 in Deep Ocean[layer7]
Init C02 in Deep Ocean[layer8]
Init C02 in Deep Ocean[layer9J
Init C02 in Humus
Init C02 in Mixed Ocean
Init Frac Factor Prod Gr Rt
Init NPP
Initial Cost Trend
Initial Energy Requirement[coal]
Initial Energy Requirernen't [hrl]

Initial Energy Requirement [new]
Initial Energy Requirement[oilgas]
Initial Producer Price[coal]
Initial Producer Price[hn]
Initial Producer Price [new]
Initial Producer Price[oilgas]
Initial Resource[Coal]
Initial Resource[OilGas]
Labor Force Fraction
Low Lim Energy Tech[coal]
Low Lim Energy Tech[hn]
Low Lim Energy Tech[new]
Low Lim Energy Tech[oilgas]
LR Order Trend Time
LR Output Trend Time
Marginal Atmos Retention
Max Input Ratio
Min Depletion Time
Mixed Depth
Mixing Time
Output Perc Time
Output Trend Establishmerlt Time
Preind C02 in Mixed Layer
Preindustrial C02
Price Adjustment Time
Rate of C02 Transfer
Rate of Inequal Av~rsion

Rate of Time Pref
Ref Buffer Factor
Ref Energy Value Share[Coal]
Ref Energy Value Share[hnl
Ref Energy Value Share[new]
Reference Resource[HN]
Reference Resource[New]
Retrofit Rate
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Return Coeff
Return Perc Time
Resource Elasticity[coall
Resource Elasticity[hn]
Resource Elasticity[newl
Resource Elasticity[oilgas]
SR Elasticity
SR Energy Price Perc Time

SR Energy Subst Elast
Supply Demand Coeff
Supply Line Correction Time
Time to Correct Rent
Trend Time
Value Share of Labor
Weight to Average Cost
Weight to Marg Cost

EMISS_PAY.PRM

Objecti7Je !zlnctio'J for measllrillg slim-oj-squares variation ill elnissions.

*C
Total_Carbon._Emissionsll

OUTPUT_PAV.PRM

Objective function for measuring sum-oj-squares variation zn output.

*C
Gross_Output/l

TEMP_PAV.PRM

Objective function for measllring sunl-of-sqllares variation in te1npl?rafllre.

*C
Atmos UOcean Temp/l

UTIL_PAY.PRM

Objective function for measllring sum-of-sqllares variation In lllility.

*C
Discounted_Utility/l

Multivariate sensitivity

STOCH_OPT.CMD

Performs grid search for optimal carbon tax policy (with C011stant and al111ospl1eric

concentration terlns) under uncertainty.

{Sensitivity command file - for stochastic evaluation of carbon tax policy}
SPECIAL>NOINTE~CTION

SIMULATE>SENSITIVITYluncertain_sensi2.prm
SIMULATE>OPTIMIZElo
SIMULATE>SAVELISTldiscutility.lst

SIMULATE>READRUNCHGI
{Group 1 - varying all variables}

SlMULATE>RUNNAMElstoch_opt_6.vdf
SIMULATE>SETVALIConstant_Tax= -1000
SIl4ULATE>SETVALIConcentration_Coeff=

30
MENU>RUN

SIMULATE>RUNNAMElstoch_opt_7.Vdf
SIMULATE>SETVALIConstant_Tax= -1000
SIMULATE>SETVALI Concentration_Coeff=

100
MENU>RUN

SIMULATE>READRUNCHGI
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SIMULATE>RUNN~IElstoch_opt_8.vdf

SIMULATE>SETVALIConstant_Tax= -1000
SIMULATE>SETVAL IConcentratioll_Coeff=

300
leIENU> RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_9.vdf
SIMULATE>SETVALIConstant_Tax= -1000
SIMULATE>SETVALIConcentration_Coeff=

1000
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_26.vdf
SIMULATE>SETVALIConstant_Tax= -300
SIMULATE>SETVALI Concentration_Coeff=

30
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_27.vdf
SIMULATE>SETVALIConstant_Tax= -300
SIMULATE>SETVALIConcentration_Coeff=

100
MENU> RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMEfstoch_opt_28.vd£
SIMULATE>SETVALIConstant_Tax= -300
SIMULATE>SETVALIConcentration_Coeff=

300
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNM~Elstoch_opt_29.vdf

SI~JLATE>SETVALIConstant_Tax= -300
SIMULATE>SETVALI Concentration_Coeff=

1000
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_36.vd£
SIMULATE>SETVALIConstant_Tax= -100
SIMULATE>SETVALIConcentration_Coeff=

30
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_37.vdf
SIMULATE>SETVALIConstant_Tax= -100
SIMULATE>SETVALI Concentration_Coeff=

100

MENU>RUN
SIMUl~TE>READRUNCHGI

SII~LATE>RUNNAMElstoch_opt_38.vdf

SIMULATE>SETVALIConstant_Tax= -100
SIMULATE>SETVAL IConcentration__Coeff=

300
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt~39.vdf

SIMULATE>SETVALIConstant_Tax= -100
SIMULA'I'E>SETVAL IConcentration_Coef f=

1000
MENU>RUN
SIMULATE>READRUNCHGI

SI1~LATE>RUNNAMElstoch_opt_46.vdf

SIMULATE>SErJALIConstant_Tax= -30
SIlruLA~E>SETVALIConcentration_Coef f=

30
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_47.vdf
SIMUL.~TE>SETVALIConstarlt_Tax= -30
SIMULATE>SETVALIConcentration_Coeff=

100
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAME(stoch_opt_48.vdf
SIMULATE>SETVAL IConstant_trax= -30
SIMULATE>SETVALIConcentration_Coeff=

300
MENU>RUN
SIMULATE>READRUNCHGI

SI~JLATE>RUNNAMElstoch_opt_49.vdf

SIMULATE>SETJALIConstant_Tax= -30
SIMULATE>SETVALI Concentration_Coeff=

1000
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_55.vdf
SIMULATE>SETVALIConstant_Tax= 0
SIMUI~TE>SETVALIConcentration_Coeff= 0
MENU>Rm'l
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_56.vdf
SIMULATE>SETVAL ICOflstant_Tax= 0
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SIMULATE>SETVALI Concentration_Coeff=
30

MENU>RUN
SIMULATE>READRIJNCHG I

SIMULATE>RUNNAMElstoch_opt_57.vdf
SIMULA'rE>SETVAL IConstant_Tax= 0
SIMULATE>SETVALI Concentration_Coeif=

100
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNM4Elstoch_opt_58.vdf
SIMULATE>SETVALIConstant_Tax= 0
SIMULATE>SETVALI Concentration_Coeff=

300
MENU> RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_59.vdf
SIMULATE>SETVALIConstant_Tax= 0
SIMULATE>SE'rvALlconcentration_Coeff=

1000
MENU>RUN
3IMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_61.vdf
SIMULATE>SETVALIConstant_Tax= 30
SIMULATE>SETVAIJ IConcentration_Coeff= -

1000
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_62.vdf
SIMULATE>SETVALIConstant_Tax= 30
SIMULATE>SETVALfConcentration_Coeff= -

300
MENU>RUlt1
SIMULATE>READRUNCHGI

SIlIDLATE>RUNNAME Istoch_opt__63. vdf
SIMULATE>SETVALIConstant_Tax= 30
SIMULATE>SETVALIConcentration_Coeff= -

100
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_64.vdf
SIMULATE>SETVALIConstant_Tax= 30
SIMULATE>SETVALIConcentration_Coeff= -

30
MENU>RUN

SIMULATE>READRUNCHGI

SI~ruLATE>RUNNAMElstoch_opt_65.vdf

SIl,lliLATE>SETVALIConstant_Tax= 30
SIMULATE>SETVALIConcentration_Coeff= 0
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_66.vdf
SIMULATE>SETVALIConstant_Tax~30
SIMULATE>SETVALIConcentration_Coeff=

30
MENU>RUN
SIl4ULATE>READRUNCHG)

SIMU!ATE>RUNNAME Istoch_.opt_67. vdf
SIMULATE>SETVALIConstant_Tax= 30
SIMULATE>SETVALIConcentration_Coeff=

100
11ENU>RUN
SIMULATE>READRUNCHG(

SIMULATE>RUNNA}lEJstoeh_opt_68.vdf
SIMULATE>SETVALIConstant_Tax= 30
SlMULA1'E>SE?JAL iConeentra t ion_Cae f f ==

300
MENU> RUN
sIrruLATE>READRUNCHG t

SIMULATE>RUNNAMElstach_opt_69.vdf
SIMULATE>SETVALIConstant_Tax: 30
SI~ruLATE>SETVALIConcentration_Coeff=

1000
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_71.vdf
SIMULATE>SETVALIConstant~rax=100
SIMULATE>SETVALIConcentraticn_Coeff= -

1000
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_72.vdf
SIMULATE>SETVALIConstant_Tax= 100
SIMULATE>SETVALIConcentration_Coeff= -

300
MENU>RUN

SIMULATE>READRUNCHGI

SI~ruLATE>RUNNAMElstoch_opt_73.vdf

SIMULATE>SETVALIConstant_Tax= 100
SIMULATE>SETVALIConcentration_Coeff~-

100
MENU>RUl-J
SIMULATE>READRUNCHGI
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3IMULATE>RUNNAMElstoch_opt_74.vdf
SIMULATE>SETVALlconstant_Tax= 100
SIMULATE>SETVALIConcentration_Coeff= -

30
MENU>RUN

SI~ruLATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_75.vdf

SIWJLATE>SETVALIConstant_Tax= 100
SIMULATE>SETVAL IConcentratioIl_Coetf= 0
MF.lm>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_76.vdf
SIMULATE>SETVALIConstant_Tax= 100
SIMULATE>SETVALIConcentration_Coeff=

30
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_77.vdf
SIMULATE>SETVALIConstant_Tax= 100
SIMULATE>SETVALlconcentration_Coeff=

100
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_78.vdf
SIMULATE>SETVAL)Constant_Tax= 100
SIMULATE>SETVALIConcentration_Coeff=

300
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAME Istoch_opt._79. vdf
SIMULATE>SETVALIConstant_Tax= 100
SIMULATE>SETVALlconcentration_Coeff=

1000
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_81.vdf
SIMULATE>SETVALIConstant_Tax= 300
SIMULATE>SETVALIConcentration_Coeff= -

1000
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch__opt_82.vdf
SIMULATE>SETVALIConstant_Tax= 300
SIMULATE>SETVALlconcentration_Coeff= -

300
MENU>RUN

SIr.f(]LATE>READRUNCHG I

SIMULATE>RUNNAMElstoch_opt_B3.vdf
SI~ruLATE>SETVALlconstant_Tax=300
SIMULATE>SETVALlconcentration_Coeff= -

100
MENU>RUN
SIMULATE>READRUNCHGI

SIMUr~TE>RUNNAME I;., toch_opt_84 . vdf
SIMULATE>SETVAL IConstarlt_.Tax= 300
SIMtJLATE>SET\TAL IConcentratiorl_Coeff= -

30
MENU>Rmr

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_85.vdf
SIMULATE>SETVALIConstant_Tax= 300
SIMUj.,.ATE>SETVAL IConcentration__Coeff= 0
MEIID>RUN
SIMULATE>READRUNCHGI

sI~ruLATE>RUNNAMElstoch_opt_86.vdf

SIMULATE>SETVALIConstant_Tax= 300
SIMULATE>SETVALIConcentratioD_Coeff=

30
MENU>RUN
SIMULATE>READRUNCHGI

SIMU1ATE>RUNNAMElstoch_opt_87.vdf
SIMULATE>SETVAL IConstant_TaJc= 300
SIMULATE>SETVALIConcentration_Coeff=

100
MEl\TU>RUN

SlMULA.TE>READRUNCHG I

SI1~LATE>RUNNAHElstoch_opt_88.vdf

SIMULATE>SETVALIConstant_Tax= 300
SIWJLATE>SE1VALIConcentration_Coeff=

300
MENU>RUN
SIMULATE>READRUNClIG I

SIWJLATE>RUNNAMElstoch_opt_89.vdf
SIMULATE>SETVAL IConstant_'rax= 300
SIMUL.~TE>SETVALIConcentratio11_Coeff=

1000
MENU>RUN
SIMULATE>READRUNCHGI

SIMUr~TE>R~~AMElstoch_opt_91.vdf

SIMULATE>SETVAL IConstax1t_Tax= 1000

SIMULATE>SETVALlconcentration_Coeff= -
1000
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MENU>RUN
S I MlTLATE>READRUNCHG I

SIMULATE>RUNNM~Elstoch_opt_92.vdf

SI~ruLATE>SErrvALIConstant_Tax= 1000
SIMULATE>SETVALIConcentration_Coeff= -

300
MENU>RUN
S I MULATE>RFADRtJNCHG I

SIMULATE>RtnrnAMElstoch_opt_93.vdf
SIMULATE>SETVAL(Constant_Tax= 1000
SIMULATE>SETVALIConcentration_Coeff= -

100
MENU>RUN
SIMULATE>READRUNCHGI

SII·IULA~E>F~UNNAME Istoch_opt_94. vdf
SIMULATE>SETVALIConstant_Tax= 1000
SIMT_1LA'rE>SETVAL IConcentration_Coeff= -

30
MENU>RtJN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_95.vdf
SIMULATE>SETVALIConstant_Tax= 1000
SIMULATE>SETVALIConcentration_Coeff= 0
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_96.vdf
SImJLATE>SETVALIConstant_Tax= 1000
SIMULATE>SETVAL IConcentration._Coef f=

30
M~ru>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNM1Efstoch_opt_97~vdf

SIMULATE>SETVALIConstant_Tax= 1000
SIf1ULATE>SETVAL IConcentration~Coef f=

100
ltiEiJU>RUN
SIMULATE>~EADRUNCHGI

SIMULATE>RUNNAMElstoch_opt_98.vdf
SIMULATE>SETVAL ICon5tant_Ta~'(;-:: 1000
SIMULATE>SETVALIConcentration_Coeff=

300
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAME Istoch..opt_99. vdf
SIMULATE>SETVAL)Constant_Tax:.: 1000
SIMULATE>SETVALIConcentration_Coeff=

1000
MENU> RUN
SIMlJLATE>READRUNCHGI

STOCH_OPT_lOOM3.CMD

Performs grid searc}l over a restricted region for optilnal carbon tax policy (llJitJz

constant and atmospheric concentration terms) llnder 111zcerlainly.

{Sensitivity command file}
SPECIAL>NOINTERACTION
SIMULATE>SENSITIVITYluncertain_sensi2.prm
SIMULATE>OPTIMIZEIO
SIMULATE>SAVELISTldiscutility.lst
SIMULATE>BASEDI
SIMULATE>READCINI

{Group 1 - combinatorial}
SIMULATE>RUNNAMEIstoch_opt_zoom301.vdf
SIMULATE>SETVALIConstant_Tax= -60
SIMULATE>SETVALIConcentration_Coeff= 0
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom302.vdf
SIMULATE>SETVALIConstant_Tax= -60

SIMULATE>SETVALI Concentration_Coeff=
30

MENU> RlJN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom303.vdf
SIMULATE>SETVALIConstant_Tax= -60
SIMULATE>SETVAL IConcentration__Coeff=

60
MENU> RUN
SIMULATE>READRUNCHGI
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SIMULATE>RUNNAME Istoch_opt_zoOln304. vdf
SIMULATE>SETVALIConstant_Tax= -60
SIMULATE>SETVALI concentration_Coeff=

90
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom30S.vdf
SIMULATE>SETVALIConstant_Tax= -60
SIMULATE>SETVALIConcentration_Coeff=

120
MENU> RUN
SIMULATE>READRUNCHG!

SIMULATE>RUNNAMElstoch_opt_zoom306.vdf
SIMULATE>SETVALIConstant_Tax= -60
SIMULJ~TE>SETVALIConcentration_Coeff=

150
ME~'U>RUN

SIMULATE>READRUNCHGI

S~r~JLATE>RUNNAME'stoch_opt_zoom307.vdf

SIMULATE>SETVALIConstant_Tax= -60
SIMULATE>SETVALI Concentration_Coeff=

180
ME'.NU> RUN
SI~ruLATE>RFADRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoorn308.vdf
SIMULATE>SETVALlconstant_Tax= -30
SIMULATE>SETVALIConcentration_Coeff= 0
MF.NU>RUN

SIMULATE>READRUNCHGI

SI~ruLATE>RUNNAMElstoch_opt_zoom309.vdf

SIMUIATE>SETVALIConstant_Tax= -30
SIMULATE>SETVALI Concentration_Coeff=

30
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom310.vdf
SIMULATE>SETVALIConstant_Tax= -30
SIMULATE>SETVALIConcentration_Coeff=

60
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom311.vdf
SIMULATE>SETVALIConstant_Tax= -30
SIMULATE>SETVALIConcentration_Coeff=

90
MENU>RUN

SIMULATE>READRUNCHG(

SIMULATE>RUNNAME Istoch_
w
opt_zoom312. vdf

SIMULATE>SETVALlconstant_Tax= -30
SIMULATE>SE'l'VAL IConcentration_Coeff=

120
14Elm>RUN
SIMULATE>READRUNCHGI

SI~ruLATE>R~AMElstoch_opt_zoom313.vdf

SIMULATE>SETVAL ICOllstant_Tax= -30
SIMULATE>SETVAL IConcentre,tion_Coeff=

150
l-tENU>RUN

SIMULATE>READ~UNCHGI

SIMULATE>RUNNAMElstoch_opt_zoorn314.\~f

SIMULATE>SETVALIConstant_Tax= -30
SIMULATE>b~TVALIConcentration_Coeff=

lflJ

ME~TU""RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAME f stoch_opt_zoorn315.vdf
SIMULATE>SETVAL ICorlstant_Tax= 0
SIMULATE>SETVALIConcentration_Coeff= 0
MENU>RUN
SI~ruLATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom316.vdf
SIMULATE>SETVALIConstant_Tax= 0
SIMULATE>SETVALIConcentration_Coeff=

30
MENU>RUN
SIMULATE>READRUNCHGI

SIllliLATE>RtlliTNAME Istocll_opt__zoom31 7 . vdf
SIMULATE>SETVALIConstant_Tax= 0
SIMULATE>SETVALIConcentration_Coeff=

60
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoorn318.vdf
SIMULATE>SETVALIConstant_Tax= 0
SIMULATE>SETVALI Concentration_Coeff=

90
MENU>RUN
SIMULATE>READRIJNCHG I

SIMULATE>RUNNAMElstoch_opt_zoom319.vdf
SIMULATE>SETVALIConstant_Tax= 0
SIMULATE>SETVALlconcentration_Coeff=

120
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MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoorn320.vdf
SIMULArE>SETVALrConstant_Tax= 0
SIMULATE>SETVALIConcentration_Coeff=

150
MENU>RUN
SIMUh~TE>READRUNCHGI

SIMULATE>~TJNNAMElstoch_opt_zoom321.vdf

SIMULATE>SETVALIConstant_Tax= 0
SIMULATE>SETVALIConcentration_Coeff=

180
MENU>RUN

SIMULATE>R~.DRUNCHGI

SIMU~~TE>RUNNAMElstoch_opt_zoom322.vdf

SIMULATE>SETVALlconstant_Tax= 30
SIMULATE>SETVALIConcentration_Coeff= 0
lttENU>RUN
SIMULATE>RFADRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom323.vdf
SIMULATE>SETVALIConstant_Tax= 30
SIMULATE>SETVALIConcentration_Coeff=

30
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom324.vdf
SIMULATE>SETVALIConstant_Tax= 30
SIMULATE>SETVALIConcentration_Coeff=

60
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom325.vdf
SIMULATE>SETVALIConstant_Tax= 30
SI~ruLATE>SETVALIConcentration_Coeff=

90
MFNU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom326.vdf
SIMULATE>SETVALIConstant_Tax= 30
SIMULATE>SETVALI Concentration_Coeff=

120
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom327.vdf
SIMULATE>SETVALIConstant_Tax= 30

SIMULATE>SETVALIConcentration_Coeff~

150
MENtJ>RUN
SIMULATE>READRUNCHGI

SrtruLATE>RUNNAME Istoch_opt_zoorn32B. v'df
SIMULATE>SETVALIConstant_Tax= 30
SIr~LATE>SETVALIConcentration_Coeff=

180
MENU>RtJN
SIMULATE>READRUNCHGI

SIMULATE>RUNNM~E'stoch_opt_zoom329.vdf

SIMULATE>SETVAL(Constant_Tax= 60
SIr-flJLATE>SETVAL., Concentrat ion_Coef f= 0
MENU> RUN
SIMULATE>READRUNCHGI

SIMJLATE>RUNNAME!stoch_opt_zoom330.vdf
SIMULATE>SETVAL!Constant_Tax= 6C
SI~ruLATE>SETVALIConcentration_Coeff=

30
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom331.vdf
SIMULATE>SETVALIConstant_Tax= 60
SIMULATE>8ETVALI Concentration_Coeff=

60
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom332.vdf
SIMULATE>SETVALIConstant_Tax= 60
SIMULATE>SETVALIConcentration_Coeff=

90
MENU>RUN
SIMULATE>READRUNCHGf

SIMUw~TE>RUNNAMElstoch_opt_zoom333.vdf

SIMULATE>SETVALIConstant_Tax= 60
SIMULATE>SETVALIConcentration_Coeff=

120
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom334.vdf
SIMULATE>SETVALIConstant_Tax= 60
SIMULA.TE>SETVAL IConcentra t ion_Cae f f =

150
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RlmNAMElstoch_opt_zoom335.vdf
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SIMULATE>SETVALIConstant_Tax= 60
SIMULATE>SETVALIConcentration_Coeff=

180
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom336.vdf
SIMULATE>SETVAL IConstant_1'ax= 90
SIMULATE>SETVALIConcentration_Coeff= 0
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom337 vdf
SIMULATE>SETVALIConstant_Tax= 90
S~MULATE>SETVALIConcentration_Coeff=

30
MENU>RUN

SIMULP.TE>READRUNCHGI

SIMULATE>RUNNAME IS toch_opt_zoom3 38 . 'rdf
SIMULATE>SErrvALIConstant_Tax= 90
SIMULATE>SETVALI Concentration_Coeff=

60
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAME)stoch_opt_zoom339.vdf
SIMULATE>SETVALIConstant_Tax= 90
SIMULATE>SETVALIConcentration_Coeff=

90
MENU>RUN
SI~ruLATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom340.vdf
SIMULATE>SETVALIConstant_Tax= 90
SIMULATE>SETVALIConcentration_Coeff=

120
MENU>RUN

SIMULATE>READRUNCIIG I

SIMULATE>RUNNAMElstoch_opt_zoom341.vdf
SIMULATE>SETVALIConstant_Tax= 90
SIMULATE>SETVALIConcentration_Coeff=

150
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom342.vdf
SIMULATE>SETVALIConstant_Tax= 90
SIMULATE>SETVALIConcentration_Coeff=

180

MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNN~IElstoch_opt_zoom343.vdf

SIMULATE>SETVALIConstant_Tax= 120
SIMULATE>SETVALIConcentration_Coeff~0
MENU>RlJN
SIMULATE>READRUNCHGI

SIMULATE>RUNNP~Elstoch_opt_zoom344.vdf

SIMULATE>SETVALIConstant~rax= 120
SIMU!~TE>SETVALIConcentration_Coeff=

30
MENU>RUN
SI~ruLATE>READRUNCHGI

SIMULATE>RUNNAMEI~toch_opt_zuom345.vdf

SIMULATE~SETVALIConstant_Tax= 120
SIMULATE>SE7VALIColicentration_Coeff=

60
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAME Istoch_opt_zoOln346. vdf
SIMULATE>SETVALIConstant_Tax= 120
SIMULATE>SETVALIConcentration_Coeff=

90
MENU>RUN

SIMULATE>READRUNCHGI

SIMULATE>RUNNAME Istocll_opt_zoom347. vdf
SIMULATE>SETVALIConstant_Tax= 120
SIMULATE>SETVALI Concentration_Coeff=

120
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom348.vdf
SIMULATE>SETVALIConstant_Tax= 120
SIMULATE>SETVAL IConcentrationw_Coeff=

150
MENU>RUN
SIMULATE>READRUNCHGI

SIMULATE>RUNNAMElstoch_opt_zoom349.vdf
SIMULATE>SETVALIConstant_Tax= 120
SIMULATE>SETVALIConcentration_Coeff=

180
MENU>RUN
SIMULATE>READRUNCHGI
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UNCERTAIN_SENSI2.PRM

Sensitivity comnland file for U12certair,ly arlalysis over subjective probability
dis tribll tions.

20,L,456
Forecast Pop Growth Rt Decline Rt=RANDOM_NORMAL(.0027, .Oj3, .019, .0106)
Climate Sensitivity=RANDOM_NORMAL(1.5,4.4,2.93,1.04)
Biostim Coeff=RANDOM_NORMAL(O,.7, .4, .1)
Climate Damage Scale[tangible]=RANDOM_NORMAL(O, .032, .013, .011)
Initial ResQurce[OilGasl=RANDOM_NOPMAL(2e13,4e13,3e13,3e12)
Eddy Diff Coeff=RANDOM_NORMAL(3300,5000,4000,300)
Frac Auton E~ergy Eff I~~rovement Rate=RANDOM_NORMAL(.OOl, .0?3, .011, .0076)
Capital Energy Subst Elast=RANDOM_NORMALC.4,.SS, .7,.1)
Energy Subst Elast=RANDOM_NORMAL(1.0S,3,2, .33)
Frac Depletion Recovered=RANDOM_UNIFOm~(O,l)

Frac Factor Prod Gr Rt Decline Rt=RANDOM_NOm~L(O.002,.024, .011, .0077)

MEDIAN.CIN

Sets model parameters to median values of subjective probability distribz4tiol1S.

Forecast Pop Growth Rt Decline Rt=.019
Climate Sensitivity=2.93
Biostim Coeff=.4
Climate Damage Scale[tangible]=.013
Initial Resource[OilGas]=Je13
Eddy Diff Coeff=4000
Frac Auton Energy Eff Improvement Rate=.011
Capital Energy Subst Elast=.7
Energy Subst Elast=2
Frac Depletion Recovered=.5
Frac Factor Prod Gr Rt Decline Rt=.011

Emissions Pulse Test

EMISS_PULSE.CIN

Sets volume of test pulse of emissions.

Emissions Pulse Volume = 5e+Ol1

EMISS_PULSE_SENSlmCIN

Tests impact of emissions pulse at decadal intervals from 2000 to 2100.

5,U,1234
Emissions Pulse Time=VECTOR(2000,2100,lO)

Data
Exogenous data series for calibration and comparison. Only coal and oil/gas prices
influence model behavior.
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Elect Price (Jenkins
19~9)

1960 6.64784
1961 6.95'302
1962 6.8534
1963 6.95924
1964 '5.77416
1965 6.96237
1966 6.94241
1967 6.50688
1968 5.72611
1969 5.45512
1970 5.2703
1971 5.75105
1972 :.:'6886
1~73 5.06676
1975 6.14003
1976 5.44883
1977 6.45034
1978 7.17429
1979 7.87244
1980 9.20048
1981 7.35384
1982 6.44922
1983 5.44273
1984 4.3131
1985 5.27546
1986 4.99998
1987 5.78054
1988 5.65552
Hydro Electricity (Guyol

1969; Energy
Information
Administration 1995)

1958 5.74306e+009
1959 5.90702e+009
1960 6.40238e+009
1961 6.77396e+009
1962 7.12661e+009
1963 7.47073e+009
1964 7.72361e+009
1980 1.62e+010
1985 1.85e+010
1986 1.88e+010
1987 1.8ge+010
1988 1.96e+010
1989 1.95e+010
1990 2 .. 02e+010
1991 2.05e+010
1992 2.04e+010
1993 2.12e+010
Nuclear Electricity

(Guyol 1969; Energy

Information
Administration 1995)

1958 4.43664e+006
1959 1.3412ge+007
1960 2.56183e+007
1961 4.09594e+007
1962 6.09336e+007
lSv3 1.09025e+008
1964 1.59522e+008
1980 6.40598e+009
1985 1 . .:S3e+010
1986 1.42e+010
1987 1.55e+010
1988 1.68e+010
1989 1.73e+010
1990 1.77e+010
1991 1.86e+010
1992 1.8Be+010
1993 1.95e+010
Other Electricity (Guyol

1969; Energy
Information
Administration 1995)

1958 1.8121e+007
1959 2.10413e+007
1960 2.35966e+007
1961 2.69287e+007
1962 3.00175e+007
1963 3.36866e+007
1964 3.6738e+007
1980 1.79712e+008
1985 2.78928e+008
1986 3.33216e+008
1987 3.43512e+008
1988 3.49128e+008
1989 3~54744e+008

1990 3.58488e+008
1991 3.66912e+008
1992 3.76272e+008
1993 3.80952e+008
Thermal Electricity

(Guyol 1969; Energy
Information
Administration 1995)

1958 1.22e+010
1959 1.38e+010
1960 1.5e+010
1961 1.62e+010
1962 1.77e+010
1963 1.94e+010
1964 2.14e+010
1980 5.23e+010
1985 5.67e+010
1986 5.76e+010
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1987 6.0Se+010
1988 6.23e+010
1989 6.55e+010
1990 6.63e+010
1991 6.72e+010
1992 6.76e+010
1993 6.76e+010
Total Electricity (Guyol

1969; Energy
Information
A&ninistration 1995)

19581.7ge+010
1959 1.97e+0i.O
1960 2.15e+010
1961 2.3e+010
19C2 2.4ge+010
1963 2.7e+010
1964 2.93e+010
1980 6.93e+010
1985 8.22e+010
1986 8.44e+010
1987 8.83e+010
1988 9.18e+010
1989 9.5e+010
1990 9.72e+010
1991 9.91e+Ol0
1992 9.95e+010
1993 1.01e+Ol1
Nonenergy Carbon

Emissions(IPCC 1991)
1985 8e+008
2000 1.2e+009
2025 1.6e+009
2050 1.7e+009
2075 le+009
2100 7e+008
Other GHG Rad Forcing

(Goudriaall and K.etner
1984; Nordhaus 1994)

1900 0.16
1960 0.37
1970 0.45
1980 0.55
1990 0.66
2000 0.73
2025 0.96
2050 1.18
2075 1.29
2100 1.36
World Coal Price

(Congressional
Research Service 1980;
International Energy
Agency 1986;
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International Energy 1967 0.865822 1982 5.09938
Agency 1995) 1968 0.789375 1983 4.40839

1950 1.83396 1969 0.720679 1984 4.48125
1955 1.41089 1970 0.687051 1985 4.40583
1960 1.27833 1971 0.909092 1986 4.10606
1961 1.30531 1972 1.1333S 1987 2.81703
1962 1.2377 1973 2.44126 1988 2.48003
1963 1.32293 1974 4.71159 1989 2.10.;42
1964 1.34327 1975 4.38317 1990 2.71898
1965 1.25054 1976 4.47406 1991 2 .. 96603
1966 1.14891 1977 4.61001 1992 2.51092
1967 1.12912 1978 4.29258 1993 2.26163
1968 1.15165 1979 5.9554 Coal EIA (Ener~'

1969 1.23422 1980 8.77039 Information
1970 1.30961 1981 8.69359 .Adrninistrat ion 1995)
1971 1.35557 1982 7.45944 2000 1.061e+Ol1
1972 1.31991 1983 6.21932 2005 1.155e+Ol1
1973 1.38164 1984 5.9337 2010 1.246e+Ol1
1974 2.07008 1985 5.36751 Gas EIA (Energy

1975 2.7321 1986 2.53951 Information
1976 2.69816 1987 3.28076 Admini.stratioll 1995)
1977 2.62197 1988 2.50756 2000 9.41e+010
1978 2.46015 1989 3.06418 2005 1.035e+Ol1
1979 2.40371 1990 3.5476 2010 1.127e+011
1980 2.83163 1991 2.84308 oil EI.L~ (Energy

1981 3.09668 1992 2.75598 Information
1982 2.878 1993 2.37094 Administration 1995)
1983 2.31532 World Gas Price 2000 1.651e+Ol1
1984 1.99282 (Congressional 2005 1.793e+011
1985 1.93236 Research Service 1980; 2010 1.913e+Ol1
1986 1.80543 International Energy Primary EIA (Energy

1987 1.58402 Agency 1995) Information
1988 1.63258 1960 1.69 Administration 1995)
1989 1.71791 1961 1.67 2000 4.24Be+Ol1
1990 1.73208 1962 1.66 2005 4.628e+Ol1
1991 1.62826 1963 1.64 2010 4.977e+Ol1
1992 1.52719 1964 1.62 Primary Trabalka
1993 1.35947 1965 1.61 (Trabalka 1986)
World Crude Price 1966 1.62 2000 4.62e+Ol1

(Jenkins 1989; Energy 1967 1.64 2025 6.73e+01.1
Information 1968 1.66 2050 9.0ge+011
Administration 1995) 1969 1.68 2075 1.196e+012

1925 2.09445 1970 1.7 Primary WEe (Wo~ld Energy
1930 1.55743 1971 1.73 Council 1989)
1938 1.75307 1972 1.76 2000 4.5671e+Ol1
1950 1.55436 1973 1.8 2020 6.1585e+Ol1
1955 1.5757 1974 2.06 C02 Concentration A (IPCC

1960 1.14513 1975 2.47 1991)
1961 1.06124 1976 2.84 1970 437
1962 1.00394 1977 3.27 1990 679
1963 0.992351 1978 3.38 C02 Concentration B (IPCC
1964 0.940067 1979 3.99 1991)
1965 0.918364 1980 4.59608 1970 3S8
1966 0.888632 1981 5.09324 1990 492
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C02 Concentration C {IPCC
1991}

1970 398
1990 469
C02 Concentration D (IPCC

1991)
1970 393
1990 413
C02 Concentration E (IPCC

1991)
1970 3S1
1990 407
C02 Emissions A (IPCC

1991)
1985 6e+009
2000 7.7e+009
2025 1.15e+010
2050 1.52e+010
2075 1.87e+010
2100 2.24e+OlO
C02 Emissions B (IPCC

1991)
1985 5.ge+009
2000 5.5e+009
2025 6.4e+009
2050 7.5e+009
2075 8.8e+009
2100 1.03e+010
C02 Emissions C (IPCC

1991)
1985 5.ge+009
2000 5.6e+009
2025 6.3e+009
2050 7.1e+009
2075 5.1e+009
2100 3.5e+009
C02 Emissions D (IPCC

1991)
1985 6e+009
2000 5.6e+009
2025 5.1e+009
2050 2.ge+009
2075 3e+009
2100 2.7e+009
C02 Emissions E (IPCC

1991)
1985 6e+009
2000 4.6e+009
2025 3.8e+009
2050 3.7e+009
2075 3.5e+009
2100 2.6e+009
DICE IPCC C02 Rad Forcing

(Nordhaus 1994)

1900 0.37
1960 0.81
1970 1.03
1980 1.36
1990 1.79
2000 2.22
2025 3.4
2050 4.82
2075 6.25
2100 7.6
DiCE IPCC Other Rad

Forcing (Nordhaus
1994)

1900 0.16
1960 0.37
1970 0.45
1980 0.55
1990 0.66
2000 0.73
2025 0.96
2050 1.18
2075 1.29
2100 1.36
EMF GDP (Weyant 1995)
1990 2.195e+013
2000 2.8553e+013
2025 5.8077e+013
2050 1.0244e+014
2075 1.6638e+014
2100 2.8196e+014
2150 6.2751e+014
2200 9.8414e+014
EMF Population (Weyant

1995)
1990 5.252e+009
2000 6.205e+009
2025 8.414e+009
2050 1.0031e+010
2075 1.084ge+010
2100 1.1312e+010
2150 1.1312e+010
2200 1.1312e+010
Energy C02 Emissions A

(IPCC 1991)
1985 5.1e+009
2000 6.5e+009
2025 9.ge+009
2050 1.35e+010
2075 1.77e+010
2100 2.17e+010
Energy C02 Emissions B

(IPCC 1991)
1985 5.1e;·009
2000 5.6e+009
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20~5 6.6e+009
2050 7 * 6e !-009
2075 8.7e+009
2100 1.03e+010
Energy C02 Emissions C

(IPCC 1991)
1983 5.1e+009
2000 5.6e+009
2025 6.5e+009
2050 7. :~e+009
2075 5e+009
2100 3.5e+009
Energy C02 Emissions D

(IPCC 1991)
1985 5 .. 1e+009
2000 5.7e+009
2025 5.4e+009
2050 3e+009
2075 2.ge+009
2100 2.7e+009
Coal Production

(International Energy
Agency 1989; World
Energy Council 1989;
Energy Information
Administration 1995)

1960 5.6692e+010
1961 5.6801e+010
1962 5.691e+010
1963 5.701ge+010
1964 5.712ge+010
1965 5.723ge+010
1966 5.734ge+010
1967 5.745ge+010
1968 5.757e+010
1969 5.7681e+010
1970 5.7792e+010
1971 5.7903e+010
1972 5.871e+010
1973 5.9342e+010
1974 5.9802e+010
1975 6.379ge+010
1976 6.5086e+010
1977 6.746e+010
1978 6.8822e+010
1979 7.2131e+010
1980 7.3438e+010
1981 7.3681e+010
1982 7.6628e+010
1983 7~6845e+Ol0

1984 8.054e+010
1985 8.481ge+010
1986 8.6875e+010
1987 8.9057e+010
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1988 9.0991e+010
1990 9.6ge+010
1992 9.38e+010
Commercial Energy

(Jenkins 1989;
International Ener~J

Agency 1990)
1870 5.88e+009
1890 1.4196e+010
1910 3.2844e+010
1925 4.2042e+010
1930 4.5696e+010
1938 4.977e+010
1950 7.1946e+010
1960 1.2597e+011
1961 1.3164e+011
1962 1.3756e+011
1963 1.4374e+011
1964 1.502e+011
1965 1.5696e+011
1966 1.6401e+011
1967 1.713ge+011
1968 1.790ge+011
1969 1.8715e+011
1970 1.9556e+011
1971 2.0435e+011
1972 2.1501e+011
1973 2.273ge+011
1974 2.2898e+Ol~

1975 2.3082e+011
1976 2.4482e+011
1977 2.538e+011
1978 2.6467e+011
1979 2.731ge+011
1980 2.7125e+011
1981 2.6868e+011
1982 2.6715e+Ol1
1983 2.7155e+011
1984 2 .. 8373e+011
1985 2.9263e+011
1986 2.9891e+011
1987 3.1047e+011
1988 3.2111e+011
1989 3.272e+011
1990 3.2567e+011
Gas Production

(International Energy
Agency 1989; World
Energy Council 1989;
Energy Information
Administration 1995)

1960 1.753ge+010
1961 1.8806e+010
1962 2.0165e+010

1963 2.1622e+010
1964 2.3184e+010
1965 2.485ge+010
1966 2.6655e+010
1967 2.8581e+010
1968 3.0645e+010
1969 3.286e+010
1970 3.5234e+OiO
1971 3.777ge+010
1972 3.9623e+Ol0
1973 4.142e+Ol0
1974 4.2353e+010
1975 4.2412e+010
1976 4.426e+010
1977 4.6032e+010
1978 4.7578e+010
1979 5.1005e+010
1980 5.1576e+010
1981 5.276ge+010
1982 5.2643e+010
1983 5.3122e+010
1984 5.7716e+010
1985 5.9892e+010
1986 6.14e+010
1987 6.4814e+010
1988 6.7544e+010
1990 7.6e+010
1992 7.84e+010
oil Production (Jenkins

1989; United Nations
1991; Energy
Information
Administration 1995)

1870 3 .. 3432e+007
1890 4.10823e+008
1910 1.76226e+009
1925 5.89281e+009
1930 7.85767e+009
1938 1.0966e+010
1950 2.0835e+010
1955 3.3113e+010
1960 4.52ge+010
1961 4.9277e+010
1962 5.3464e+Ol0
1963 5.7435e+010
1964 6.1858e+010
1965 6.6521e+010
1966 7.2085E:+Ol0
1967 7.7524e+010
1968 8.4545e+010
1969 9.1461e+010
1970 1.0005e+011
1971 1.06e+011
1972 1.1221e+011
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1973 1.2263e+Ol1
1974 1.2283e+Ol1
1975 1.166ge+Ol1
1976 1.258ge+Ol1
1977 1.311e+Ol1
1978 1.3217e+Ol1
1979 1.3784e+Ol1
1980 1.3147e+Ol1
1981 1.241::>e+Ol1
1982 1.195ge+Ol1
19B3 1.1881e+Ol1
1984 1~2177e+Ol1

1985 1.2071e+011
1986 1.2643e+Ol1
1987 1.2617e+Ol1
1988 1.2863e+Ol1
1989 1.3027e+011
1990 1.428e+Ol1
1992 1.438e+Ol1
Primary Energy

(Goldemberg, Johansson
et al. 1987; World
Energy Council 1989;
Schipper and Meyers
1992)

1850 2.1444e+010
1870 2.522ge+010
1890 3.1536e+010
1910 5.0458e+010
1930 7.1587e+Ol0
1950 1.0281e+011
1960 1 .. 553ge+011
1966 1.9458e+Ol1
1967 1.9931e+Oll
1968 2.0561e+Ol1
1969 2.194ge+Ol1
1970 2.3147e+Ol1
1971 2.4125e+011
1972 2.5197e+Ol1
1973 2.6522e+Ol1
1974 2.667ge+Ol1
1975 2.6711e+Ol1
1976 2.8162e+011
1977 2~9045e+011

1978 2.9991e+011
1979 3.1063e+Ol1
1980 300874e+Ol1
1981 3.0685e+Ol1
1984 3.3617e+011
Traditional Energy

(Jenkins 1989; World
Energy Council 1989;
Schipper and Meyers
1992)



1870 1.934ge+010
1890 1.734e+010
1910 1.7614e+010
1930 2.5891e+010
1950 3.0861e+010
1960 2.94e+010
1973 2.7636e+010
1980 3.278ge+010
1~84 3.6565e+010
1990 4.8565e+010
Cons Frac GDP (World Bank

1995)
1960 0 .. 636
1961 0 .. 638
1962 0 .. 637
1963 0.634
1964 0 .. 629
1965 0 .. 624
1966 0 .. 617
1967 0 .. 619
1968 0.616
1969 0.612
1970 0.608
1971 0.607
1972 0.604
1973 0.593
1974 0.593
1975 0.601
1976 0.597
1977 0.597
1978 0.594
1979 0.592
1980 0.593
1981 0.596
1982 0.607
1983 0.612
1984 0.607
1985 0.615
1986 0.617
1987 0.615
1988 0.612
1989 0.61
1990 0.612
1991 0.612
1992 0.618
1993 0.62
GDP Deflator (World Bank

1995)
1960 0.2357
1961 0.238
1962 0.2429
1963 0.2457
1964 0.2501
1965 0.256

:i966 0.2646
1967 0.2715
1968 0.2868
1969 0 .. 3021
1970 0 .. 3169
1971 0.3353
1972 0 .. 3534
1973 0.3717
1974 0 .. 4033
1975 0.4442
1976 0.473
1977 0.5002
1978 0.5392
1979 0.5869
1980 0 .. 6428
1981 0 .. 7042
1982 0.7476
1983 0.7788
1984 0.8101
1985 0 .. 8384
1986 0.8586
1987 0.886
1988 O.9~03

1989 0.96
1990 1
1991 1.0346
1992 1.0597
1993 1.0805
Invest Frac GDP (World

Bank 1995)
1960 0.216
1961 0.208
1962 0.207
1963 0.211
1964 0.22
1965 0.225
1966 0.227
1967 0.221
1968 0.223
1969 0.229
1970 0.23
1971 0 .. 231
1972 0.233
1973 0.249
1974 0.252
1975 0.233
1976 0.24
1977 0_244
1978 0.247
1979 0.246
1980 0 .. 241
1981 0~238

1982 0_222
1983 0 .. 214
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1984 0.225
1985 0.223
1986 0.222
1987 0.225
1988 0.233
1989 0.24
1990 0.232
1991 0 .. 225
1992 0.217
1993 0.215
World GDP (World Bank

1995)
1960 6124
1961 6394
1962 6735
1963 7086
1964 7555
1965 7949
1966 8414
196, 8790
1968 ~287

1969 9822
1970 10254
1971 10636
1972 11174
1973 11910
1974 12090
1975 12548
1976 13171
1977 13742
1978 14311
1979 14857
1980 15111
1981 15352
1982 15414
1983 15874
1984 16566
1985 17111
19B6 17635
1987 18261
1988 19046
1989 19695
1990 20119
1991 20284
1992 20541
1993 20911
World Pop Growth Rt

(World Bank 1995)
1961 0.0132
1962 0.0173
1963 0.021
1964 0.0207
1965 0.0209
1966 0.0209



1967 0.0205
1968 0.0207
1969 0.021
1970 0.0211
1971 0.0208
1972 0.0202
1973 0.0199
1974 0.0195
1975 0.0189
1976 0.0174
1977 0.0171
1978 0.0171
1979 0.0172
1980 0.017
1981 0.0164
1982 0.0169
1983 0.017
1984 0.0167
1985 0.0169
1986 0.017
1987 0.0173
1988 0.0173
1989 0.0172
1990 0.0173
lS91 0.0167
1992 0.0164
1993 0.0166
1994 0.0153
World Population (World

Bank 1995)
1960 3041
1961 3082
1962 3135
1963 3201
1964 3267
1965 3335
1966 3405
1967 3475
1968 3546
1969 3621
1970 3697
1971 3775
1972 3851
1973 3928
1974 4004
1975 4080
1976 4151
1977 4222
1978 4294
1979 4368
1980 4442
1981 4515
1982 4591
1983 4669

1984 4747
1985 4828
1936 4910
1987 4995
1988 5081
1989 5168
1990 5258
1991 5345
1992 5433
1993 5523
1994 5608
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Carbon Cycle Models Documen~'ation

This appendix dOCUUlents the replicated carbon cycle models discussed in the
Feedback Structure in Integrated Models and Model Description.

Model Equations

Citations are provided in the header for each subsystem. The model listing is
cross-referenced for easy perusal of the equations. The listing was generated by the
Vensim documentatioll tool. For details of the Vensim language, refer to (Vf~I)tana

Systems 1994). The format is as follows:

(###) Variable = equation
units
Comment

(##II) Causes (inp\lts to tllis variable)
(###) Uses (dependellt variables)

The model is normaly simulated using Euler integration.

.Climate
Drawn from Nordhaus' DICE model. See:

Nordllaus.. W. D. 1994. Managing the Global Commons. Cambridge, MA: MIT Press.
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Preindustrial C02

C02RadFOrce~ ?iIlAtrn>
C02 Rad Forcine

Other GI1G Rad Forcing

/'
Radiative Forcing

Chg A VO~p ~1IQIU1----- A ua Heat Cup

Temp Diff-----Jla.~ Heat Transfer 4Q---Heat Trnns CoefT

Climate F~Alback Param

\
Reference remperature....._--...AtInOS U~e<X1t-Cbac6=k=f'AlO=Ii=

ng

::x:=====)_

Climate Dam,I'8C Temp

Climate Damage Scale

Climate Damage Nonlinearity

Deep Ocean
Temp DO Iteat Cap

_Heat Capacity Ratio

(001) A_UO_Heat_Cap = 44.248
walt" year / DegreesC / (meter • meter)
Atmosphere & Upper Ocean Heat Capacity per Unit Area

(003)Chg_A_UO_Temp

(002) Atmos_UQcean_Temp[model] = INTEG ( Chg_A_UO_Temp[model] ,
Init_Atmos_UOcean_Temp)

DegreesC
Temperature of the Atmosphere and Upper Ocean

(003)Chg_A_UO_Temp
(Ol7)lnit_Atmos_UOcean_Temp

(005)Climate_Damage_Frac
(013)Feedback_Cooling
(021)Temp_Diff

(003) Chg_A_UO_Temp[modell = (Radiative_Forcing [model] -
Feedback_Cooling [model] - Heat_Transfer[model]) / A_UO_Heat_Cap

DegreesC / year
Rate of Change iIi the Atmosphere & Upper Ocean Temperature.

(OOl)A_UO_Heat_Cap
(013)Feedback_Cooling
(016)Heat_.Tral\sfer
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(019)Radiative_Forcing
(002)Atmos_UOcean_Temp

(004) Chg_DO_Temp[model] = Haat_Transfer[model] / DO_Heat_Cap
DegreesC / year
Rate of Change in the Deep Ocean Temperature

(012)DO~Heat_Cap

(016)Iieat_Transfer
(011)Deep_Ocean_Temp

(005) Climate_Damage_Frac[modell = 1 - 1 / {l + Climat€_Damage_Scale *
(Atmos_UOcean_Temp[modell i
Reference_Temperature)~Climate_Damage_Nonlinearity)

dmfll
Fraction of Olltput lost to climate damages.

(002)Atmos_UOcean_l'1emp
(006)Climate_Damage_Nonlinearity
(007)Climate_Damage_Scale
(020)Reference_Temperature

(005) Climate_Damage_Nonlinearity = 2
dmnl
Nonlinearity of Climate Damage Cost Fraction.

(005)Climate_Damage_Frac

(007) Climate_Damage_Scale = 0.013
dmnl
Climate Damage Fraction at Reference Temperature

(005)Climate_Damage_Frac

(008) Climate_Feedback_Param = 1.41
watt / "ieter / meter / DegreesC
Climate Feedback Parameter - detemlines feedback effect from temperature increase.

(013)Feedback_Cooling

(009) C02_Rad_Force_Coeff = 4.1
watt / r:zeter / meter
Coefficient of Radiative Forcing from C02

(OlO)C02_Rad_Forcing

(010) C02_Rad_Forcing[modell = C02_Rad__Force_Coeff * LOG (C02__in_Atm[model] /
Preindustrial_C02 I 2)

watt / meter / meter
Radiative forcing from aCt.~ulationof C02.

(134)C02_ll1_Atm
(009)C02_Rad_Force_Coeff
(078)Preindustrial_C02

(019)Radiative_Forcing

(011) Deep_Ocean_Temp[~odel] = INTEG ( Chg_DO_Temp[model], 0.1)
DegreesC
Temperamre of the Deep Ocean

(OO4)Ch~DO_Temp
(021)Telnp_Diff

(012) DO_Heat_Cap = Heat_Capacity_Ratio * Heat_Trans_~oeff

watt .. year / Degreese / nleter / meter
Deep Oc'ean Heat Capacity per Unit Area
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(014)Heat_Capacity_Ratio
(015)Heat_Trans_Coeff

(004)Chg_DO_Temp
(016)Heat_Transfer

(013) Feedback_Cooling [model] = Atmos_UOcean_Temp[model] *
Climate_Feedback_Param

watt / meter / ",eter
Feedback cooling of atmosphere / upper ocearl system due to blackbody radiation.

(OO2)Atmos_UOcean_Temp
(OOB)Climate_Feedback_Param

(003)Chg_A_UO_Temp

(014) Heat_Capacity_Ratio = 0.44
watt / (meter If. meter" DegreesC)
Ratio of Thermal Capacity of Deep Ocean to Heat Transfer Time Constant

(012)DO_Heat_Cap

(015) Heat_Trans_Coeff = 500
year
Heat Transfer Coefficient [tau12] (years) Coefficient of heat transfer between the atmospllerc
& upper ocean and the deep ocean. May be interpreted as a mixing time constant.

(012)DO_Heat_Cap
(016)Heat_Transfer

(016) Heat_Transfer [model] = Temp_Diff[model] * DO~Heat_Cap / Heat_Trans_Coeff
~att / nneter / nneter
Heat Transfer from the Atmosphere & Upper Ocean to the Deep Ocean

(012)DO_Heat_Cap
(015)Heat_Trans_Coeff
(021)Temp_Diff

(003)Chg_A_UO_Temp
(OO4)Chg_DO_Temp

(017) Init_Atmos_UOcean_Temp = 0.2
DegreesC
Initial Temperature of the AtInosphere and Upper Ocean

(OO2)Atmos_UOcean_Telnp

(OlS) Other_GHG_Rad_Forcing = 0
lOaft / nneter / flneter
Radiative Forcing from Other GHGs Additional radiative forcing Eroln accuInulation of otller
GHGs (e.g. NOx and Methane).

(019)Rl\diative_Forcing

(019 ) Radiative_Forcing [model] = C02_Rad_,Forcing [model] +
Other_GHG_Rad_Forcing

tvatt / ~eter / ,nefer
Total Radiative Forcing from All GHGs

(OlO)C02_Rad_Forcing
(018)Other_GHG_Rad_Forcing

(003)Chg_A_UO_Ten\p

(020) Reference_Temperature = 3
DegreesC
Reference Temperature for Calculation of Climate Damages.

(005)Climate_.Damage_Frac
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(021) Temp_.Diff[n\odel] = Atmos_UOcean_Tem};,[model] - Deep_Ocean_Temp[roodel]
DegreesC
Temperature Difference between Upper and Deep Ocean

(OO2)Atmos_UOcean_Temp
(011)Deep_Ocean_Temp

(016}Heat_Transfer

.Control
Simulation Control Parameters

(022) F'INAL_TIME :: 2305
year
The final time for the simulation.

(023) INITIAL_TIME = 1775
year
The initial time for the simulation.

(OOO)Time

(024) SAVEPER = 5
year
The frequency with which output is stored.

(025) TIME_STEP = 0.5
year
The time step for the simulation.

.DICE
Carbon cycle model from Nordhaus' DICE model. See:

Nordhaus, W. D. 1994. Managing the Global Commons. Cambridge, MA: MIT Press.

<Init (:()2 in /\lIn> Atrnos Retention DICE

C02 Net Emiss

MarginalAtmos~ \

<CO():! Flni~sh'\n~>

Rate of C02 TidtlSfer

Preindustrial C02

(026) Atmos_Retention_DICE = zidz(C02_Net_Emiss - C02_Storage, C02_Net_Emiss)
dmnl
Total (average) atmospheric retention in Nordhaus carbon cycle.

(028)C02_Net_Emiss
(029)C02_Storage

(027) C02_in_Atmos_DICE = INTEG(C02_Net_Emiss - C02_Storage, Init_C02_in_Atm)
Tone
Greenhouse Gases in Atmosphere

(028)C02_Net_Emiss
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(029)C02_Storage
(077)Init__C02_in_Atm

(134)C02_in_Atm
(029)C02_Storage

(028) C02_Net_Emiss = Marginal_Atmos_Retention * C02_Emissions
Tone / year
Net Greenhouse Gas Emissions (tOIlS carbon equivaleIlt / year) Greenhouse gas elnissions less
short - run uptake from the abnosphere.

(033)C02_Emissions
(030)Marginal_Atmos_Retention

(027)C02_in_Atmos_DICE
(026)Atmos_Retention_DICE

(029) C02_.Storage = (C02_in_Atmos_DICE - Preindustrial_C02) *
Rate_of_C02_Trans fez.'

To;.tC / year
Greenhouse Gas removal from the abnosphere and storage by long - term processes.

(027)C02_in_Atmos_DICE
(078)Preindustrial_C02
(031 )Rate_of_C02_Transfer

(027)C02_in_Atmos_DICE
(026)Atmos_Retention_DICE

(030) Marginal_Atrnos_Retention = 0.64
dmnl
Atmospheric Retention Fraction Marginal fraction of Greenhouse Gas Emissions which
accumulate in the atmosphere.

(031) Rate_of_C02_Transfer = 0.008333
1 / year
Rate of Storage of Atmospheric Greermouse Gases Inverse yields average residence time of
gases (120 years).

(029)C02_Storage
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.Emissions
Emissions Switch

C02 Emissions

Emiss Pulse

/t
<TI~tE STEP> Pulse Volume

EmifStcp

Step Size

C02 Emiss Emiss Table

I"
<l~()2 Enlission~ L()OKlJP.>

(032) C02_Emiss
Emissions from data from DICE reference model

(033)C02_Emissions

(033) C02_Emissions ~ if_then_else(Emissions_Switch = 0, C02_Emiss,
if_then_else(Emissions_Switch = 1, Emiss_Table,
if_then_else(Emissions_Switch = 2, Emiss_Step, Emiss_Pulse))

Tone / year
Total C02 emissions. Switchable among test inputs. lJ = data; 1 = lookup; 2 = step; 3 = pulse

(032)C02_Emiss
(035)Emiss_Pulse
(036)Emiss_Step
(037)Emiss_Table
(038)Emissions_Switch

(115)C02_in_AtmMix
(046)C02_in_Atmosphere_C
(093)C02_in_Atmosphere_Oescl\ger
(071).l~tmos_Reten_GLOCO
(080)Atmos_Reteo_ICAM
(041)Atmospheric_Retention_C
(089)Atmospheric_Retention_Oeschger
(110)Atmospheric_Retention_S
(082)C02_Elniss_to_Box
(072)C02_Emiss_to_Bo~<_O

(028)C02_Net_Emiss

(034) C02_Emissions_LOOKUP «((1965, 0) - (2305, 4e+010)], (1965, 3e+009),
(1990, 6e+009), (2025, 1.2e+010), (2075, 2.4e+Ol0), (2100,
2.4e+010), (2105, 1.2e+010), (2205, 1.2e+010) )

TOfie / year
Emissions lookup table.

(037)Emiss_Table

(035) Emiss_Pulse = Pulse_Vollli~e * PULSE(1965, TIME_STEP) / TIME_STEP
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'fone / year
Emissions pulse for response testing.

(039)Pulse_Volume
(025)TIME_STEP

Feedback Complexity ill Integrated Clirnale-Ecopzotuy Models

(033)C02_Emissions

(036) Emiss_Step = STEP (Step_Size, 1965)
Tone / year
Emissions step for response testingr

(040)Step_Size
(033)C02_Emissions

(037) Emiss_Table = C02_Emissions_LOO~uP(Time)

Tone / year
Emissions from lookup table.

(OOO)Tiu\e
(034)C02_Emissions_LOOKUP

(033)C02_Emissions

(038) ~nissions_Switch= 0
dmnl
Switches among emissions inputs. 0 =data; 1 =lookup; 2 = step; 3 =pulse

(033)C02_Emissions

(039) Pulse_Volume = 5.94e+Ol1
Tone
Volume of emissions pulse (set to double atmospheric stock)

(035)Emiss_Pulse
(137)Pulse_Retained

(040) Step_Size = 6e+009
Tone / year
SiZE: of step emissions input.

(036)Emiss_Step

.FREE
FREE carbon cycle model, coupling the abnosphere / mixed ocean interactions of the IMAGE 1.0 model
to a simpler 10 - box eddy diffusion deep ocean and a 2 - box biosphere. See:

Fiddaman, T. 1997. Feedback Complexity in Integrated Climate - Economy Models. Ph.D. Dissertatioll.
MIT Sloan School of Management.

Goudriaan, J. and P. Ketner. 1984. A Simulation Study for the Global Carbon Cycle, Including Moots
Impact on the Biosphere. Climatic Change 6: 167 - 192.

Oeschger, H., U. Siegenthaler, et al. 1975. A Box Diffusion Model to Study the Carbon Dioxide
Exchange in Nature. Tellus XXVII(2): 167 - 192.

Rotmans, J. 1990. IMAGE: An Integrated Model to Assess the Greenhouse Effect. Boston: KJuwer
Academic Publishers.
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HunlUS Res Time

\
Flux Humus to Atmosphere

init co2 in alm C

<Atmospheric Retention C>

Init NPP 0

-: Prdnd Cl)2 in ..\l1n If.·

BuffC02 Cocff
~

Buffer Factor 0~CfBuffer Faclor

) . Ref BuffC02

Equil C02 in Mixed Layer

~
(nit C02 in Mixed Layer 0

Preind C02 in Attn 0

Mixed Depth 0

~.

Diffusion Flux 0 4sI _Eddy DiffCoeffO

'\~Thickncss0

Concentration 0

(041) Atmospheric_Retention_C = zidz(C02_Emissions - Flux_Atm_to_Ocean ­
Flux_Atm_to_Biolnass + Flux_Biomass_to_Atmosphere +

Flux_Humus_to~Atmosphere , C02_Emissions )
dmnl
Atmospheric retention of emissions.

(033)C02_Emissions
(055)Flux_Atm_to_Biomass
(056)Flux_Atm_to_Ocean
(057)Flux_Biomass_to_Atmosphere
(059)Flux_Humus_to_Atmosphere

(042) Biomass_Res_Time = 10.6
year
Average residence time of carbon in biomass.

(047)C02_in_Biomass
(057)Flux_Biomass_to_Atmosphere
(058)Flux_Biomass_to_HulllllS

(043) Biostim_Coeff_O = 0.4
dmlZl
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Coefficient for response of primary production to C02 concentration.
(055)Flux_Atm_to_Biomass

(044) Buff_C02_Coeff = 4.05
dmnl

(045) Buffer_Factor_O = Ref_Buffer_Factor + Buff_C02 Coeff *
r~(C02_in_Atmosphere_C / Ref_Buff_C02}

d111nl
Buffer factor for atmosphere / mixed ocean carbon equilibration.

(046)C02_in_Atmosphere_C
(044)Buff_C02_Coeff
(068)Ref_Buff_C02
(069)Ref_Buffer_Factor

(054)Equil_C02_in_Mixed_Layer

(046) C02_in_Atmosphere_C = INTEG ( C02_Emissions - Flux_Atm_to_Ocean ­
Flux_Atm_to_Biomass + Flux_Biomass_to_Atmosphere +
Flux_Hurnus_to_Atmosphere, init_co2_in_atm_c)

Tone
Carbon in atmosphere

(033)C02_Emissions
(055)Flux_Atm_to_Biomass
(056)FIux_AtIn_to_Ocean
(057)Flux_Biomass_to_Atmosphere
(059)Flux_Humus_to_Atmosphere
(062)init_co2_in_atm_c

(045)Btlffer_Factor_O
(134)C02_in_P~tm

(054)Equil_C02_in_Mixed_Layer
(055)Flux_Atm_to._Biomass

(047) C02_in_Biomass == INTEG ( Flux_Atm_to_Biolnass ­
Flux_Biomass_to_Atmosphere - Flux_Biomas3_to_Humus, Init_NPP 0 *
Biomass_Res_Time)

TonC
Carbon in biosphere (biomass, litter, and humus)

(042)Biomass_Res_Time
(055)Flux_Atm_to_Biomass
(057)Flux_Biomass_to_Atmosphere
(058)Flux_Biomass_to_Humus
(064)Init_NPP_0

(057)Flux_Biomass_to_Atmosphere
(058)Flux_Biomass_to_Humus

(048) C02_in_Deep_Ocean_O[upperl = INTEG ( Diffusion_Flux._O[upper] ­
Diffusion_Flux_O[lower] , C02_in_Mixed_Layer_O * Thickness_O[upper]
/ Mixed_Depth_O)C02_in_Deep_Ocean_O[layerlOl = INTEG (
Diffusion_Flux_O[layerlO], C02_in_Mixed_Layer_O *
Thickness_O[layerlO] / Mixed_Depth_O)

TonC
Carbon in deep ocean.

(050)C02_in_Mixed_Layer_O
(052)Diffusion_FIux_O
(065)Mixed_Depth_O
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(070)Thickness_O
(051)Col1centration_O

(049) C02 in Humus = INTEG ( Flux_Biomass_to_Humus - Flux_Humus_to_Atmosphere,
Flux_Biomass_to_Humus * Humus_Res_Time)

Tone
Carbon in humus.

(058)Flux_Biomass_to_Humus
(059)Flux_Humus_to_Atmospllere
(061)Humus__Res_Time

(059)Flux_~Humus_to_Atmosphere

(050) C02_in_Mixed_Layer_0 = INTEG(Flux_Atm_to_Ocean ­
Diffusion_Flux_O[layerl], Equil_C02_in_Mixed_Layer)

Tone
Carbon in mixed layer.

(052)Diffusion_Aux_O
(054)Equil_C02_in_Mixed_Layer
(056)Flux_Atm_to_Ocean

(048)C02_in_Deep_Ocean_O
(052)Diffusion_Flux_O
(056)Flux_Atm_to_Ocean

(051) Concentration_O(layers] = C02_in_Deep_Ocean_O[layers] /
Thickness_O[layers]

Tone / meter
Concentration of carbon in ocean layers.

(048)C02_in_Deep_Ocean_O
(070)Thickness_O

(052}Diffusion_Flux_O

(052) Diffusion_Flux_O[layerl] = (C02_in_Mixed_Layer_O / Mixed_Depth_O ­
Concentration_O[layerl]) * Eddy_Diff_Coeff_O * 2 / (Mixed_Depth_O
+ Thickness_O[layerl])

Diffusion_Flux_O[lower] = (Concentration_O[upper] ­
Concentration_O[lower]) * Eddy_Diff_Coeff_O * 2 /
(Thickness_O[upper] + Thickness_O[lower])

Tone / year
Diffusion flux between ocean layers.

(050)C02_in_Mixed_Layer_O
(051)Concentration_O
(053)Eddy_Diff_eoeff_O
(065)Mixed_Depth_O
(070)Thicknes~_O

(048)C02_in_Deep_Oceatl_O
(050)C02_in_Mixed_Layer_O

(053) Eddy_Diff_Coeff_O = 4000
nzeter .. meter / year
Eddy diffusion coefficient.

(052)Diffusion_Flux_O

(054) Equil_C02_in_Mixed_Layer = Init_C02_in_Mixed_Layer_O *
(C02_in_Atmosphere_C / Preind_C02_in_Atm_O) A(l / Buffer_Factor_O)

Tone
Equilibrium carbon content of mixed layer.
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(046)C02_in_Annosphere_C
(045)Buffer_Factor_O
(063)Init_C02_in_Mixed_Layer_O
(067)Preind_C02_in_Atm_O

(050)C02_in_Mixed_I~ayer_O

(056)Flux_Atm_to_Ocean

(OSS) Fl'ux Atm_to_Biomass = Init_NPP_O * (1 + Biostirn_Coeff_O *
LN(C02_in_Atmosphere_C / Preind_C02_in_Atm_O))

Tone / year
Carbon flux from atmosphere to biosphere (from primary production)

(046)C02_in_Atmosphere_C
(043)Biostim_Coeff_O
(064)Init_NPP_0
(067)Preind_C02_in_Atm_O

(046)C02_in_Atmosphere_C
(047)C02_in_Biomass
(041)Atmospheric_Retention_C

(056) Flux_Atm_to_Ocean = (Equil_C02_in_Mixed_Layer - C02_in_Mixed_Layer_O) /
Mixing_Time

Tone / year
Carbon flux from atmosphere to mixed ocean layer..

(OSO)C02._in_Mixed_Layer_O
(054)Equil_C02_in_Mixed_Layer
(066)Mixing_Time

(046)C02_in_Atmosphere_C
(050)C02_in_Mixed_Layer_O
(041)Atmospheric_Retention_C

(057) Flux_Biomass_to_Atmosphere = C02_in_Biornass / Biomass_Res_Tirne * (1 ­
Humification_Fraction)

Tone / year
Carbon flux from biomass to abnosphere.

(047)C02_in_Biomass
(042)Biolnass_Res~Time
(060)Humification_Fraction

(046)C02_in_Atmosphere_C
(047)C02_in_Biomass
(041)Atmospheric_Retention_C

(058) Flux Biomass to Humus = C02 in_Biomass / Biomass_Res_Time *
Humification_Fractioll

Tone I year
Carbon flux from biomass to humus.

(047)C02_in_Biomass
(042)Biomass_Res_Time
(060)Humification_Fraction

(047)C02_in_Biomass
(049)C02_in_Humus

(059) Flux_Humus_to_Atmosphere = C02_in_Humus / Humus_Res_Time
Tone / year
Carbon flux from humus to abnosphere.

(049)C02_in_Humus
(061)Hunlus_Res_Time
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(046)C02_ll1_Atmosphere_C
(049)C02_in_Humus
(041)Atmospheric_RetentioIl_C

(060) Humification_Fraction = 0.428
dmnl
Fraction of carbon outflow from biomass that enters hun\us stock.

(057)Flux_Biomass_to_Atmosphere
(058)Flux_Biomass_to_Humus

(061) Humus_Res_Time = 27.8
year
Average carbon residence time in humus.

(049)C02_in_Humus
(059)Flux_Humus_to_Atmosphere

(062) init_co2_in_atm_c = 6.7832e+Ol1
Tone
Initial carbon in atmosphere.

(046)C02_in_Atmosphere_C

(063) Init_C02_in_Mixed_Layer_O = 7.678e+Ol1
Tone
Initial carbon COlltent of mixed ocean layer.

(064) Init_NPP_O = 6e+010
Tone / year
Initial net primary production.

(047)C02_in_Biomass
(055)Flux_Atm_to_Biomass

(065) Mixed_Depth_O = 75
meter
Mixed ocean layer depth.

(048)C02_in_Deep_Ocean_O
(095)C02_in_Deep_Ocean_l
(052)Diffusion_Flux_O

(066) Mixing_Time = 9.5
year
Atmosphere - mixed ocean layer mixing time.

(067) Preind_C02_in_Atm_0 = 5.ge+Ol1
Tone
Preuldustrial C02 in atmosphere.

(054)Equil_C02_in_Mixed_Layer
(055)Flux_Atm_to_Biomass

(068) Ref_Buff_C02 = 7.6e+Ol1
Tone
C02 in atmosphere at normal buffer factor.

(045)Buffer_Factor_O

(069) Ref_Buffer_Factor = 10
dnlnl
Normal buffer factor.

(045)Buffer_Factor_O

345



D-4681 'fhomas Fiddaman Feedback Conlplexity in Integrated (:1inla£c-Eco1l0TUY lv1vdels

(070) Thickness_O[topS] = 200

Thickness_O[bottomSl = 560
meter
Deep ocean layer thicknesses.

(048)C02_in_Deep_Ocean_O
(095)C02_in_Deep_Ocean_l
(051)Concentration_.O
(052)Diffusion_Flux._O

.GLOCO
Meta - model fitted to GLOCO. See:

Keller, A. A. and R A. Goldstein. 1995. Oceanic TratlSport and Storage of Carbon Emissions. Climatic
Change 30: 367 - 395.

<Preindustrial co:!>

+Total C02 in Atm GLOCO

C02 Uptake front Box 0

~ ""-C02 L4ifetimc 0

<:====::X:===liIlll-lC02 in Atmos1=====~fC====~[~
Box 0

Emiss Fraction 0

(071) Atlnos Reten GLOCO = zidz (SUM (C02_Emiss_to_Box_O [box!]) ­
SUM (C02_Uptake_froin_Box_O [box!]) I C02_EmissiollS)

dmnl
Atmospheric retention of emissions.

(072)C02_Emiss_to_Box_O
(033)C02_Emissions
(075)C02_Uptake_froffi_Box_O

(072) C02_Emiss_to_Box_O[box] = Emiss_Fraction_O[box] * C02_Emissions
Tone / year
Emissions, partitioned into atmospheric boxes with differeIlt residence times.

(033)C02__Emissions
(076)Emiss_Fraction_O

(073)C02_in_Atmos_Box_O
(071)Atmos_Reten_Gl#OCO

(073) C02_i~_Atmos_Box_0[hox] = INTEG(C02_EmisR_to_Box_O[box] ­
C02_Uptake_froffi_Box_O [box] I (Ini t_C02_in_Atm - Preindus tri.al_CC)2 )
* Erniss_Fraction_O[box])
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Tone
Carbon contents of abnospheric boxes with different residence times. Note tllat initi~ ..nzatjon is
imperfect.

(072)C02_Emiss_to_Box_O
(075)C02_Uptake_flom_Box_O
(076)Emiss_Fraction_O
(077)Init_C02_in_Atm
(078)Preindustrial_C02

(075)C02_Uptake_frol11_Dox_O
(079)Total_C02_in_Atm_GLOCO

(074) C02_Lifetime_O[box] = 1e+009, 421.4, 66.25, 7.115, 1.056
year
Residence times of carbon in box

(075)C02_Uptake_from_Box_O

(075) C02_Uptake_frorn_Box_O[box] = if_then_else(C02_in-Atmos_Box_O[box»le ­
009, C02_in_Atmos_Box_O[box] / C02_Lifetime_O[box], 0)

Tone / year
Carbon uptake from atmospheric partitions. IF THEN ELSE protects against FP error.

(073)C02_in_Atmos_Box_O
(074)C02_Lifetime_O

(073)C02_in_Atmos_Box_0
(071)Atmos_Reten_GLOCO

(076) Emiss_Fraction_O[box] = 0.1608, 0.2867, 0.2018, 0.2712, 0.0798
dmnl
Fractional partitioning of emissions to boxes with different residence times.

(073)C02_in_Atmos_Box_O
(072)C02_Emiss_to_Box_O

(077) Init_C02_in_Atm = 6.77e+Ol1
Tone
C02 in Abnosphere in 1965 (Preindustrial level is 5.gel1)

(115)C02_in_.AtmMix
(083)C02_in_Atmos_Box
(073)C02_in_Atmos_Box_O
(027)C02_in_Atmos_DICE
(116)C02_.in_Atmosphere_S

(072) Preindustrial_C02 = 5.ge+Ol1
Tone
Preindustrial atmospheric stock of carbon.

(083)C02_in_Atmos_Box
(073)C02_in_Atmos_Box_O
(OlO)C02_Rad_Forcing
(029)C02_Storage
(124)¥lux_AtmMix_to_Biosphere
(079)Tota1_C02_in_Atm_GLOCO
(087)Total_C02_in_Atm_ICAM

(079) Total_C02_in_Atrn_GLOCO = Preindustrial_C02 +

SUM(C02_in_Atmos_Box_O[box!])
Tone
Total carbon in atmosphere.

(073)C02_in_Atmos_Box_O
(078)Preuldustrial_C02

347

f,-J·::.'.,.~.



D-4681 Thomas Fiddamnn Feedback Complexity in lutegrQted Clitllale-Economy Models

.lCAM
Meta - model of carbon uptake from reAM 2.1r; based on Maier - Reimer & Hasselmall. See:

Dowlatabadi, H. and M. Ball. 1994. An Overview of the Integrated Climate Assessment Model Version
2. Vancouver, Canada, Western Economic Association.

Maier - Reimer, E. and K. Hasselman. 1987. Transport and Storage of C02 in the Ocean - An IIlorganic
Ocean - Circulation Model. Climate Dynamics 2: 63 - 90.

Total C02 in Atm ICAM4QfS---~:'PrciJ1dlJ~trial (~()2.'"

C02UPtake~

C02 Lifetime

C02 in Atmos 1======X====~~~e;J,(:::::===::)i:===1lI!1Ir4 Box

«~02 EI11issions'>Emiss Fraction

Atmos Reten ICAM

(DaD) Atmos_Reten_ICAM = zidz(SUM(C02_Erniss_to_Box[box!]) ­
SUM(C02_Uptake_from_Box[box!]), C02_Emissions)

dmnl
Atmospheric retention of emissions.

(082)C02_Emiss_to_Box
(033)C02_Emissions
(085)C02_Uptake_froffi_Box

(081) box: (boxl - box5)
Atmospheric boxes.

(082) C02_Emiss_to_Box[box] = Emiss_Fraction[box] * C02_Emissions
Tone / year
Emissions, partitioned into atmospheric boxes with different residence times.

(033)C02_Emi5sions
(086)Emiss_Fraction

(083)C02_in_Atmos_Box
(080)Atmos_Reten_ICAM

(083) C02_in_Atmos_Box[box] = INTEG (C02_Emiss_to_Box [box] ­
C02_Uptake_from_Box[box], (Init_C02_in_Atm - Preindustrial_~02) *
Emiss_Fraction[box])

Tone
C02 remaining in atm.ospheric boxes. Note that initialization is imperfect.

(082)C02_Emiss_to_Box
(085)C02_Uptake_from_Box
(086)Emiss_Fraction
(077)Init_C02_in_Atm
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(078)Preindustrial_C02
(085)C02_Uptake_from_Box
(087)Total_C02_il1_Atm_ICAM

(084) C02_Lifetime [box] = 1000, 313.8, 79.8, 18.8, 1.2
year
Lifetime of carbon in box

(085)C02_Uptake_froffi_Box

(085) C02_Uptake_from_Box[box] = if_then_else(C02_in_Atmos_Box[boxl>le - 009,
C02_in_Atmos_Box[box] / C02_Lifetime[boxl, 0)

Tone / year
Uptake of carbon from atmospheric boxes. IF mEN ELSE protects against FI) error

(083)C02_in_Atmos_Box
(084)C02_Lifetime

(083)C02_in_Atmos_Box
(OBO)Atmos_Reten_ICAM

(086) Emiss_Fraction[boxl = 0.131, 0.201, 0.323, 0.206, 0.088
dmnl
Fraction of emissions to box. Note that these sum only to .949, so there is implicitly a sixth box
with zero residence time.

(083)C02_in_Atrnos_Box
(082)C02_Emiss_to_Box

(DB?) Total_C02_in_Atm_ICAM Preindustrial_C02 + SUM(C02_in_Atmos_Box[box!])
Tone
Total C02 in abnosphere.

(083)C02_in_Atmos_Box
(078)Preindustrial_C02

(134)C02_in_Atm

.ModOeschger
Modified replication of the Oeschger model. Major difference is that tllis version has fewer deep ocean
layers (10 instead of 42). See:

Oeschger, H., U. Siegenthaler, et al. 1975. A Box Diffusion Model to Study the Carbon Dioxide
Exchange in Nature. Tellus XXVII(2): 167 - 192.
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foit Fmc NPP Rate

fnit NPP I

C02 in
• .+ Biosphere I

Flux AtJn to Biosphere 0

Flux Atm to Ocean~ Atm Res Time Prcind C02 in Atm I

~,s~
Init C02 in Mixed Layer I

Mixed Depth I
~

Diffusion Flux I~ Eddy DiffCoeff I

con~~iCkness I

C02 in Mixed
Layer I

<C02 Emissions>

init co2 in atm oes

Atmospheric Retention Oeschger

C02 in Deep
Ocean I

(D8S) Atrn_Res_Time = 7.7
year

(101 )Flux_Atm_to_Ocean_O
(103)Init_C02_in_lvlixed_Layer_l

(089) Atmospheric_Retention_Oeschger ~ zidz(C02_Emissions ­
Flux_Atm_to_Ocean_O - Flux__Atm_to_Biosphere_O, C02_Emissions)

dmnl
Abnospheric retention of carbon emissions.

(033)C02_Emissions
(lOO)Flux_Atm_to_Biosphere_O
(lOl)Flux_Atm_to_Ocean_O

(090) Biosphere_Res_Time_l = 60
year
Average residence time of carbon in biosphere.

(094)C02_in_Biosphere_l
(lOO)Flux_Atm_to_Biosphere_O

(091) Biostirn_Coeff_l = 0.2
dmnl
Coefficient of response of net primary production to atmospheric C02 concentration.

(lOO)Flux_Atffi_to_Biospllere_O

(092) Buffer_Factor_l = 10
dmnl
Buffer factor.
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(lOl)Flux__Atm_to_Ocean_O

(093) C02_in_Atmosphere_Oeschger = INTEG{C02_Emissions - Flux_Atm_to_Ocean_O ­
Flux_Atm_to_Biosphere_O, init_co2_in_atm_oes)

Tone
Carbon in atmosphere.

(033)C02_Emissions
(lOO)Flux_Atm_to_Biosphere_O
(lOl)Flux_Atm_to_Ocean_O
(102)init_co2_in_atm_oes

(134)C02_in_Atm
(lOO)Flux_Atm_to_Biospllere_O
(lOl)Flux_Atm_to_Ocean_O

(094) C02_in_Biosphere_l = INTEG (Flux_Atm_to_Biosphere_O, Init_NPP_l *
Biosphere_Res_Time_l)

Tone
Carbon in biosphere.

(090)Biosphere_Res_Time_l
(lOO)Flux_Atm_to_Biosphere_O
(105)Init_NI-'P_1

(lOO)Flux_Atm_to_Biosphere_O

(095) C02_in_Deep_Ocean_l[upper] = INTEG ( Diffusion_Flux_l[upper) ­
Diffusion_Flux_l[lower], C02_in_Mixed_Layer_l * ~lhickness_O[upper]

/ Mixed_Depth_O)C02_in_Deep_Ocean_1[layerlO] = INTEG (
Diffusion_Flux_l[layerlO], C02_in_Mixed_Layer_l *
Thickness_O[layerlOl / Mixed_Depth_O)

Tone
Carbon in d~p ocean iayers.

(096)C02_in_Mixed_Layer_l
(098)Diffusion_Flux_l
(065)Mixed_Depth_O
(070)Thickness_O

(097)Concentration_l

(096) C02_in_Mixed_Layer_l = INTEG ( Flux_Atm_to_Ocean_O ­
Diffusion_Flux_l[layerl], Init_C02_in_Mixe~_Layer_l)

Tone
Carbon in mixed ocean layer.

(098)Diffusion_Flux_l
(lOl)Flux_Atm_to_Ocean_O
(103)Init_C02_in_Mixed_Layer_l

(095)C02_in_Deep._Ocean_l
(098)DiffusioI\_FIux_l
(lOl)Flux_Atm_to_Ocean_O

(097) Concentration_l[layersl = C02_i.n_Deep_Ocean_l[layersl /
Thickness_l[layersl

Tone / meter
Concentration of carbon in deep ocean layers.

(095)C02_in_Deep_Ocean_l
(109)Thickness_l
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(098) Diffusion_Flux_l[layerl] = (C02_in_Mixed_Layer_l / Mixed_Depth_l ­
Concentration_l[layerl]) * Eddy_Diff_Coeff_l * 2 / (Mixed_Depth_l
+ Thickness_l[layerl])

Diffusion_Flux_l[lower] = (Concentration_l[upper] ­
Concentration_l[lower]) * EddY__Diff_Coeff_l * 2 /
(Thickness_l[upper] + Thicb1ess_l[lower])

Tone / year
Diffusion flux between ocean layers.

(096)C02_in_Mixed_Layer_l
(097)Concentration_l
(099)Eddy_Diff_Coeff_l
(106)Mixed_Deptl\_1
(109)Thickness_l

(095)C02_in_Deep_Ocean_l
(096)C02_in_Mixed_Layer_l

(099) Edd~_Diff_Coeff_1 = 3987
meter * meter / year
Eddy diffusion coefficient.

(lOO) Flux_Atm_to_Biosphere_O = Init_NPP_l * (1 + Biostirn_Coeff_l *
(C02_in_Atmosphere_Oeschger - Preind_C02_in_At~_1) /
Preind_C02_in_Atm_l) - C02_in_Biosphere_l / Biosphere_Res_Time_l

Tone ,I year
Carbon flux from atmosphere to biosphere.

(093)C02_in_Atmosphere._Oeschger
(094)C02_in_Biosphere_1
(090)Biosphere_Res_Time_1
(091)Biostim_Coeff_l
(10S)Init_NPP_1
(108)Preind_C02_in_Atm_I

(093)C02_in_Atmosphere_Oeschger
(094)C02_in_Biosphere_l
(OB9)Atmospheric_Retention_Oeschger

(lOl) Flux Atrn to Ocean 0 = C02_in_Atmosphere_Oeschger / Atm_Res_Time ­
(Init_C02_in_Mixed_Layer_1 + Buffer_Factor_l *
(C02_in_Mixed_Layer_l - Init_C02_in_Mixed_Layer_l)) /
Mixed_Res_Time

Tone / year
Carbon flux from atmosphere to mixed ocean layer.

(093)C02_in_Atmosphere_Oeschger
(096)C02_in_Mixed_Layer_1
(088)Atm_Res_Time
(092)Buffer_Factor_l
(103)Init_C02_in_Mixed_Layer_1
(107)Mixed_Res_Time

(093)C02_in_Atmosphere_Oeschger
(096)C02_in_Mixed_Layer_1
(089)Atmospheric_Retention_Oescllger

(102) init_co2_in_atrn_oes = 6. 7832e+Oll
Tone
Initial carbon in atmosphere.
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(093)C02_in_Atmosphere_Oescllger

(103) Init_C02_in~Mixed_Layer__l = Preind_C02_in_Atm_l * Mixed_Res_Time I
Atm_Res_Time

Tone
Initial carbon in mixed ocean layer.

(088)Atm_Res_Time
(107)Mixed_Res_Time
(108)Preind_C02_in_AtIn_l

(096)C02_in_Mixed_Layer_l
(101)Flux_Atm_to_Ocean_O

(104) Ini t_.Frac_NPP_Rate = o. 04
1 / year
Initial net primary production, as a fraction of atmospheric carbon stock.

(105)Init_NPP_1

(105) Init_NPP_l = INITIAL ( Init_Frac_NPP_Rate * Preind_C02_in_Atm_l)
Tone / year
Initial net primary production.

(104)Init_Frac_NPP_Rate
(108)Preind_C02_in_Atm_l

(094)C02_in_Biosphere_l
(lOO)Flux_Atm_to_Biospllere_O

(106) Mixed_Depth_l = 75
meter
Depth of mixed ocean layer.

(098)Diffusion_FIux_l

(107) Mixed_Res_Time = 10
year
Carbon residence time in mixed ocean layer.

(lOl)Flux__.!\tffi_to_Ocean_O
(103)Init_.C02_in_Mixed_Layer_l

(108) Preind_C02_in_Atm_l = 5.ge+Ol1
Tone
Preindustrial C02 in atmosphere.

(lOO)Flux_Atm_to_BioSI'here_O
(103)Init_C02_in_Mixed_Layer_l
(105)Illit_NPP_1

(109) Thickness_l£top5] = 200

Thickness_1[bottom5] = 560
meter
lhickness of deep ocean layers.

(097)Concenrration_l
(098)Diffusion_Flux_l

.NICE
Reduced version of the FREE carbon cycle model, used in the ~'1CEmodel. Created by linearizing the
atmosphere - mixed ocean relationship and solving for equilibrium, and simplifying the biospllere to a
single box. This eliminates the troublesome fast atmosphere - mixed ocean dynamics, so that the model
may be simulated with a time constant as large as five years. See:
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Fiddaman, T. 1996. A System Dynamics Perspective on an Influential Climate / Econon\y ModeL
Submitted to System Dynamics Review.

C02 in
Biosphere

Biosphere Res Time

fnit NPP

Flux AtmMix to Biosphere

....~--.. I'r<:indllstrial c(.l2:>

C02 in Atmosphere S~ ::Inil C()2 in AUl1.:-

~ ~
C02 in Mixed Layer ~B ffi F

) u er 'actor

Diffusion Flux·., <~'lixcd Depth>

~
<Fddy Diff Co~fr>

<I nit C()2 in ~\'1 ixcJ Layer>

<C02 Emissions>

Atmospheric Retention S

~====::X:===:::fI~02 in AtmMi't..m:===:::x:====~~

C02 in Deep
Ocean

(110) Atrnospheric_Retention_S = zidz(C02_Emissions - Diffusion_Flux [layerl] ­
Flux_AtmMix_to_Biosphere, C02_Emi.ssions)

dmnl
Average atmospheric retention of C02

(033)C02_Emissions
(122)Diffusion_Flux
(124)Flux_AtmMix_to_Biosphere

(111) Biosphere_Res_Time = 25
year
Residence time of C02 ill the biosphere. Trees and soils have longer residence times.

(117)C02_in_Biosphere
(124)Flux_AtmMix_to_Biosphere

(112) Biostirn_Coeff = 0.3
dmnl
Sensitivity of primary production to changes in atmospheric C02 concentration.

(124)Flux_AtmMix_to_Biosphere
(113) bottomS: (layer6 - layerlO)
Bottom 5 (thick) ocean layers.

(114) Buffer_Factor = 10
dmnl
Revelle or Buffer factor; relates increase in ocean C02 partial pressure to ocean carbon
concentration.
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(115) C02_in_AtmMix = INTEG{C02_Emissions - Diffusion_Flux[layerl] ­
Flux_AtmMix_to_Biosphere, Init_C02_in_Atm +
Init_C02_in_Mixed_Layer)

Tone
C02 in atmosphere and mixed ocean layer.

(033)C02_Emissions
(122)Diffusion_Flux
(124)F!ux_AtmMix_to_Biosphere
(077)Init_C02_in_Atm
(126)Init_C02_in_Mixed_Layer

(116)C02_in_Atmosphere~S

(119)C02_in_Mixed_l~ayer

(116) C02_in_Atmosphere_S = (C02_in_AtmMix - Init_C02_in_Mixed_Layer * (1 - 1
/ Buffer_Factor)} / (1 + Init_C02_in_Mixed_Layer / Init_C02_in_Atm
/ Buffer_Factor)

Tone
C02 in atmosphere, from equilibrium solution to more complex model with explicit atmospllere
and mixed layer stocks.

(115)C02_in_AtmMix
(114)Buffer_Factor
(077)Init_C02_in_Atm
(126)Init_C02_in_Mixed_Layer

(134)C02_in_Atm
(119)C02_in_Mixed_Layer
(124)Flux_AtmMix_to_Biosphere

(117) C02_in_Biosphere = INTEG (Flux_AtmMix_to_Biosphere, Init_NPP *
Biosphere_Res_Time)

Tone
C02 in terrestrial biota.

(111)Biosphere_Res_Time
(124)Flux_AtmMix_to_Biosphere
(127)Init_NPP

(124)Flux_AlmMix_to_Biosphere

(118) C02_in_Deep_Ocean[upper] = INTEG ( Diffusion_Flux [upper] ­
Diffusion_Flux[lowerl, Init_C02_in_Deep_Ocean * Thickness[upper] /
Deep_Ocean_Depth)

C02_in_Deep_Ocean[layerlOl = INTEG{Diffusion_Flux[layerlO],
Init_C02_in_Deep_Ocean * Thickness[layerlO] / Deep_Ocean_Depth)

Tone
C02 in deep ocean, by layer.

(121)Deep_Ocean_Depth
(122)Diffusion_Flux
(125)Init_C02_in_Deep_Ocean
(131)Thickness

(120)Concentratio.n

(119) C02_in_Mixed_Layer = C02_in_AtmMix - C02_in_Atmosphere_S
Tone
C02 in mixed ocean layer, from equilibrium solution to more complex model with explicit
atmosphere and mixed layer stocks.

(115)C02_in_AtmMix
(116)C02_in_Atmosphere_S
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(122)Diffusion_Flux

(120) Concentration [layers] = C02_in_Deep_Ocean[layers] / Thickness[layers)
TonC / meter
C02 concentration in deep ocean layers.

(118)C02_in_Deep_Ocean
(131)TIlickness

(122)Diffusion_Flux

(121) Deep_Ocean_Depth = 3800
meter
Total depth of deep ocean.

(118)C02_in_Deep_Ocean
(125)Init_C02_in_Deep_Ocean

(122) Diffusion_Flux [layerl] = (C02_in_Mixed_Layer / Mixed_Depth ­
Concentration[layerl]) * Eddy_Diff_Coeff * 2 / (Mixed_Depth +
Thickness[layer1])

Diffusion_Flux [lower] = (Concentration [upper]
EddY_Diff_Coeff * 2 / (Thickness [upper]

TonC / year
Diffusion flux of C02 between ocean layers.

(119)C02_in_Mixed_1.,ayer
(120)Concentration
(123)Eddy_Difl_Caeff
(130)Mixed_Depth
(131)Thickness

Concentration[lower) *
+ Thickness[lower])

(115)C02_in_AtmMix
(118)C02_.in_Deep_Ocean
(110)Atmospheric_Retention_S

(123) Eddy_Diff_Coeff = 4000
meter * nleter / year
Ocean diffusion flux coefficient.

(122)Diffusion_Flux

(124) Flux_AtmMix_to_Biosphere = Init_NPP * (1 + Biostim_Coeff *
LN(C02_in_Atmosphere_S / Preindustrial_C02» - C02_in_Biosphere /
Biosphere_Res_Time

Tone / year
Net flow of carbon from the atmosphere and mixed layer to the biosphere.

(117)C02_in_Biosphere
(111)Biosphere_Res_Time
(112)Biostim_Coeff
(116)C02_in_Atmosphere_S
(127)Init_NPP
(078)Preindustrial_C02

(115)C02_in_AtmMix
(117)C02_ill_Biosphere
(110)Atmospheric_Retention_S

(125) Init_C02_in_Deep_Ocean = Init_C02_in_Mixed_I.ayer * Deep_Ocean_Depth /
Mixed_Depth

Tone
Initial C02 in deep ocean

(121)Deep_Ocean_Depth
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(126)Init_C02_in_Mixed_Layer
(130)Mixed_Depth

(126) Init_C02_.in_Mixed_Layer = 7 .. 678e+Ol1
Tone
Initial C02 in mixed ocean layer

(115)C02_in_AtmMix
(116)C02_in_Atmosphere_S
(125)Init_C02_in_Deep_Ocean

(127) Init_NPP = 6e+010
Tone / year
Initial net primary production

(117)C02_in_Biosphere
(124)Flux_AtmMix_to_Biosphere

(128) layers: (layerl -- layerl0)
Deep ocean layers.
(129) lower: (layer2 - layerl0) - > upper
Lower 9 deep ocean layers.

(130) Mixed_Depth = 75
meter
Depth of mixed ocean layer.

(122)Diffusion_Flux
(125)Init_C02_in_Deep_Ocean

(131) Thickness [topS] = 200

Thickness [bottomS] = 560
meter
Layers chosen to be relatively thick, as fast d}'llamics are not of interest.

(118)C02_in_Deep_Ocean
(120)Concentration
(122)l1iffusion_Flux

(132) topS: (layer1 - layerS)
Top 5 (thin) ocean layers.
(133) upper: (layerl - layer9) - > lower
Upper 9 deep ocean layers.

.Summary

<.C02 in !\111l0~ DICE.>

<Total ('()] in Atm GLOC(»

<:rinlC>

~
C02 in Attn Sample

/""----.C02 in Atm .Pulse Retained c1lQ------::Puls~ Voluln~·>
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(134) C02_in_Atm[DICEl = C02_in_Atmos_DICE

C02_in_Atm[FREE] = C02_in_Atmosphere_C

C02_in_Atm[ModOes] = C02_in_Atrnosphere_Oeschger

C02_in_Atm[NICE] = C02_in_Atmosphere_S

C02_in_Atm[GLOCO] = Total_C02_in_Atm_GLOCO

C02_in_Atm[ICAMl = Total_C02_in_Atm_ICAM
Tone

(027)C02_in_Atmos_DICE
(046)C02_in_Atmosphere_C
(093)C02_in_Atmosphere_Oeschger
(116)C02_in_Atmosphere_S
(079)Total_C02_in_Atm_GLOCO
(087)Total_C02_in_Atm_ICAM

(135)C02_in_Atm_Sample
(01O)C02_Rad_Forcing
(137)Pulse_Retained

(135) C02_in_Atrn_Sample[model] = SM~PLE IF TRUE {Time<1965, C02._in_Atm[model],
C02_in_Atm(model] )

Tone
Sampling of atmospheric C02 in 1965.

(OOO)Tinle
(134)C02_in_Atm

(137)Pulse_F.etained
(136) model: DICE, FREE, NICE, lVfodOes, ICAM, GLOCO
Subscript for different models.

(137) Pulse_Retained [model] = (C02_in_Atm[model] - C02_in_Atm_Sample[model]) I
Pulse_Volume

dmnl
Fraction of emissions pulse remaining resident in atmosphere.

(134)C02_in_Atm
(135)C02_in_Atm_Sample
(03~)P~lse_Volume
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ConlTol Files

PULSE.CIN
{Performs 2xC02 pulse test}
SAVEPER = 1
Emissions_Switch = 3
Init_C02_in_Atm = S.ge+Ol1
init_co2_in_atm_c = 5.ge+Ol1
init_co2_in_atm_oes = 5.ge+Ol1

INFINIlY.DAT
{Emissions from DICE run with continuing technology growth}
{1780-1930 from Goudriaan, J. and P. Ketner. 1984. A Simulation Study for the

Global Carbon Cycle, Including Man's Impact on the Biosphere. Climatic
Change 6: 167 - 192. }

C02 Emiss
1775 0
1780 .01e9
1880 .22e9
1930 1.08e9
1965 4.42111e+009
1975 5.78506e+009
1985 7.2933e+009
1995 8.9018ge+009
2005 9.S878e+009
2015 1.10672e+010
2025 1.25816e+Ol0
2035 1.40934e+010
2045 1.55911e+010
2055 1.70904e+OlO
2065 1.86195e+010
2075 2.01788e+010
2085 2.17613e+010
2095 2.33674e+010
2105 2.50008e+010
2115 2.67602e+010
2125 2.B5B44e+010
2135 3.04776e+010
2145 3.24457e+010
2155 3.44958e+010
2165 3.66357e+010
2175 3.88731e+010
2185 4.12162e+010
2195 4.36731e+010
2205 4.62522e+OlO
2215 4.9064ge+010
2225 5.20536e+010
2235 5.52187e+010
2245 5.85654e+010
2255 6.21021e+Ol0
2265 6.58384e+010

359



2275 6.97854e+010
2285 7.39548e+010
2295 7.83591e+010
2305 8.30112e+010
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