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Abstract

Data movement is a growing problem in modern chip-multiprocessors (CMPs). Processors spend the majority of their time, energy, and area moving data, not processing it. For example, a single main memory access takes hundreds of cycles and costs the energy of a thousand floating-point operations. Data movement consumes more than half the energy in current processors, and CMPs devote more than half their area to on-chip caches. Moreover, these costs are increasing as CMPs scale to larger core counts.

Processors rely on the on-chip caches to limit data movement, but CMP cache design is challenging. For efficiency reasons, most cache capacity is shared among cores and distributed in banks throughout the chip. Distribution makes cores sensitive to data placement, since some cache banks can be accessed at lower latency and lower energy than others. Yet because applications require sufficient capacity to fit their working sets, it is not enough to just use the closest cache banks. Meanwhile, cores compete for scarce capacity, and the resulting interference, left unchecked, produces many unnecessary cache misses.

This thesis presents novel architectural techniques that navigate these complex tradeoffs and reduce data movement. First, virtual caches spatially partition the shared cache banks to fit applications' working sets near where they are used. Virtual caches expose the distributed banks to software, and let the operating system schedule threads and their working sets to minimize data movement. Second, analytical replacement policies make better use of scarce cache capacity, reducing expensive main memory accesses: Talus eliminates performance cliffs by guaranteeing convex performance, and EVA uses planning theory to derive the optimal replacement metric under uncertainty. These policies improve performance and make qualitative contributions: Talus is cheap to predict, and so lets cache partitioning techniques (including virtual caches) work with high-performance cache replacement; and EVA shows that the conventional approach to practical cache replacement is sub-optimal.

Designing CMP caches is difficult because architects face many options with many interacting factors. Unlike most prior caching work that employs best-effort heuristics, we reason about the tradeoffs through analytical models. This analytical approach lets us achieve the performance and efficiency of application-specific designs across a broad range of applications, while further providing a coherent theoretical framework to reason about data movement. Compared to a 64-core CMP with a conventional cache design, these techniques improve end-to-end performance by up to 76% and an average of 46%, save 36% of system energy, and reduce cache area by 10%, while adding small area, energy, and runtime overheads.
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Introduction

This thesis tackles the growing cost of data movement in modern chip-multiprocessors (CMPs). Sequential processor performance peaked in the early 2000s, forcing computer architects to turn to parallelism to sustain performance growth [3]. This shift was primarily motivated by power concerns, as the end of Dennard scaling meant it was no longer practical to increase core frequency with each technology generation [24, 39, 46]. Although core frequency and complexity have since plateaued, the number of cores in CMPs has increased exponentially following Moore’s law. The concomitant increase in memory references from these additional cores places mounting pressure on the memory system.

Yet current memory system designs do not scale their performance to match demand. Data movement consumes more than 50% of chip energy in conventional designs, caches take more than 50% of chip area, and still many applications spend most of their time waiting for data. The performance gap arises for two main reasons. Most significantly, off-chip bandwidth is limited by power constraints, so it has increased much more slowly than core count. Main memory references are thus increasingly expensive and frequently limit processor performance. To cope with this growing problem, future CMPs must satisfy more memory requests using on-chip caches or memories. Unfortunately, on-chip cache accesses are also becoming more expensive. CMP caches are split into banks that are distributed across the chip and connected by an on-chip network (see Figure 1.1). The network diameter increases with additional cores, and hence the average network distance between caches is increasing with larger core counts. We find that on-chip network latency often limits performance and consumes significant energy, even when using state-of-the-art cache designs.

To achieve good CMP performance scaling, future memory systems must address both of these problems. Indeed, without major architectural innovations, data movement may soon consume so much energy that it limits performance for power reasons alone—in current processors, moving 256 B across the on-chip network consumes $15 \times$ as much energy as a floating-point multiply-add, and a single DRAM access consumes $1000 \times$ as much [33, 78]. Prior work has focused on computational efficiency for general-purpose processors and domain-specific accelerators. But the memory system dominates power for many workloads, and hence data movement must be reduced to limit power consumption as well.

To summarize, raw computing power has never been cheaper, but it is increasingly difficult to supply cores with the data they demand. A large volume of work in new technologies and architectures focuses on reducing data movement: Emerging technologies like high-bandwidth off-chip links [86] and 3D stacking [21] provide a large increase in off-chip bandwidth. Commercial processors devote an increasing fraction of chip area to caches. And architectural innovations have reduced off-chip memory accesses [44, 69, 79, 124, 125, 130, 141, 151, 159] and on-chip latency [9, 10, 27, 29, 30, 35, 53, 64, 106, 123, 165]. Yet the design of future memory systems remains an open question.
1.1. Challenges

On-chip memories keep data close to cores and are thus critical to minimize data movement. Ideally, programs or compilers would manage the on-chip memories (i.e., as a scratchpad), since in theory they have the most information about how memory is used. But in practice scratchpads are too cumbersome for programmers and too difficult for compilers to use effectively [92], particularly in shared systems.

The central challenge is that programs are themselves often unpredictable, and it is better in most cases to manage on-chip resources as a cache. Doing so shifts the responsibility of managing on-chip memories from the programmer to the memory system, which is more convenient for the programmer but loses application-level information. Thus there is a need for robust, general-purpose techniques that reduce data movement, without foreknowledge of how the application accesses memory.

Most caching techniques use heuristics drawn from observations of common application behaviors. However, applications are diverse, and optimizing for the common case leaves significant performance on the table. Adaptive heuristics recover some of this performance by choosing among a few fixed policies, but there is an opportunity for substantial further improvement.

Organizing shared cache banks: To capture frequently accessed data, the cache must be large enough to hold the application’s working set, but ideally no larger, since large caches take longer to access. To navigate this tradeoff, the on-chip cache is traditionally organized as a hierarchy of increasingly larger and slower caches. Hierarchy allows a simple, fixed design to benefit a wide range of applications, because working sets settle at the smallest (and hence fastest and most efficient) level where they fit. However, rigid hierarchies also cause significant overheads because each level adds latency and energy even when it does not capture the working set.

The tradeoff between cache size and latency/energy is particularly relevant to multicore CMPs (see Figure 1.1). Each core has its own private cache levels (the L1s and L2), but the bulk of cache capacity is shared among cores (the L3) so that applications with large working sets have sufficient capacity available to them. The shared cache typically takes upwards of 50% of chip area [89] and adopts a non-uniform cache access (NUCA [85]) design. NUCAs divide capacity into banks and then distribute banks across the chip. Each bank is a self-contained cache that contains a small fraction of the overall shared capacity. This distribution exposes a fine-grain tradeoff between cache size and access latency/energy, since for any given core some banks are further away than others.
State-of-the-art NUCA designs use simple, hierarchical heuristics. In particular, they treat the on-chip cache banks as separate levels of a cache hierarchy. An application may thus require multiple cache lookups to reach the bank where its working set fits. Because the latency and energy difference across banks is small, every lookup is similarly expensive and hierarchy imposes significant costs. Future CMPs cannot afford to have multiple bank lookups to access data, but must exploit the distribution of cache banks to keep data near where it used—how should cache designs harness this growing heterogeneity?

**Improving performance within a single cache level:** With sufficient associativity, a cache’s performance is determined by its replacement policy. The optimal replacement policy, Belady’s MIN [17, 104], is impractical because it requires knowledge of the future. Practical replacement policies must cope with uncertainty, never knowing precisely when candidates will be referenced. The challenge is uncertainty itself, since with complete information the optimal policy is simple: evict the candidate that is referenced furthest in the future. The most common approach to replacement under uncertainty, which was already well-established in the 1970s [4], is to predict when candidates will be referenced and evict the candidate that is predicted to be referenced furthest in the future.

In practice, policies make predictions using a number of different heuristics. Traditional policies like least-recently used (LRU) perform poorly at the last-level cache (i.e., the L3 in Figure 1.1) [80, 83, 125]. They also exhibit performance cliffs, where performance suddenly improves beyond a threshold cache size, that waste cache space and make it difficult to manage shared caches.

Much recent work has explored techniques to improve upon LRU through various empirical, best-effort heuristics [44, 69, 73, 79, 125, 141, 159]. These policies tend to perform similarly on average, but no policy dominates across different applications. Indeed, these policies give no guarantees of good performance and often perform poorly on particular access patterns. Moreover, there is substantial room for improvement, since these policies tend to close only around 40% of the gap between random and optimal replacement. Clearly, best-effort heuristics are not making the best use of available information. But to substantially improve performance, we require new insights—what is the right approach to cache replacement under uncertainty?

**Contributions**

This thesis presents novel architectural techniques to reduce data movement. Specifically, we make contributions in two areas:

- **Jigsaw** spatially partitions the distributed cache banks into virtual caches, placing each application’s working set in nearby cache banks. Virtual caches are a single, coherent approach to harness the increasing heterogeneity of on-chip memories.

- Analytical replacement policies make better use of scarce cache capacity and provide qualitative benefits over best-effort heuristics. (i) **Talus** guarantees convex cache performance, letting well-studied policies like LRU perform competitively with state-of-the-art heuristics without sacrificing their attractive features. (ii) **EVA** is derived from first principles and gives a useful analytical framework for cache replacement under uncertainty. We show that predicting when candidates will be referenced is sub-optimal, and that EVA is in fact the right metric. EVA is practical to implement and substantially outperforms state-of-the-art heuristics.

Our goal is to match or exceed the performance of application-specific designs while performing well across many applications. To achieve this, we take an analytical approach: These techniques use simple but highly configurable hardware mechanisms, lightweight hardware monitors that profile applications,
and analytical models that periodically reconfigure the mechanisms to adapt to running programs. We find this design minimizes data movement at low overhead. In total, this thesis constitutes a comprehensive and robust foundation to scale memory system performance in future CMPs.

**Jigsaw:** Non-uniform cache architectures (NUCAs) present an opportunity to customize the cache hierarchy to the application. We propose that heterogeneity should be exposed to software, allowing an operating system-level runtime to organize cache banks into virtual caches customized to applications. Each virtual cache is sized to fit an application's working set and placed in nearby cache banks to minimize access latency.

**Jigsaw** (Chapter 3) implements virtual caches via (i) a lightweight software runtime that spatially partitions cache banks into virtual caches, and (ii) modest hardware support that provides a configurable layer of indirection between an address and its on-chip location. In software, finding the best virtual cache configuration is NP-hard, and Jigsaw's runtime must complete in at most a few milliseconds. Jigsaw uses novel partitioning algorithms and a simple latency model to perform within 1% of idealized, impractical solutions. In hardware, a small structure called the virtual cache translation buffer (VTB) maps addresses to banks. The VTB stores a small number of bank ids (e.g., 128 ids), and maps each cache line to a single bank by hashing its address to select a bank id. Unlike prior NUCAs, in Jigsaw addresses do not move when accessed, so Jigsaw requires only a single cache lookup to access data. Our results show that virtual cache hierarchies improve performance by up to 76% and geometric mean of 46% over commercial designs, save 36% of system energy, and add less than 3% area overhead to the last-level cache.

Virtual caches are an application-centric rather than system-centric approach to CMP caching. Virtual caches are configured based on how applications accesses memory: e.g., applications with smaller working sets get smaller virtual caches, regardless of the number of banks in the system. This has the important implication that virtual cache performance and energy scale independently of system size. Virtual caches thus provide asymptotically better memory system performance scaling than prior NUCA schemes.

**Cache replacement policies:** To improve cache replacement, our critical insight is that the access stream at the last-level cache is effectively randomized because lower cache levels strip out the short-term temporal locality. The last-level cache, which dominates cache capacity, can therefore be accurately modeled as a random process. This simple idea opens the door to several techniques.

First, we build Talus, a partitioning scheme that guarantees convex cache performance (Chapter 4). Convexity means that cache space yields diminishing returns in hit rate, eliminating performance cliffs and improving performance. Convexity thus improves performance and simplifies cache partitioning because simple algorithms (e.g., hill climbing) yield globally optimal configurations.

In addition to convexity, Talus's main contribution is letting cache partitioning achieve good replacement performance within each partition. This is important because recent replacement policies, which speed up some applications by more than 20%, are incompatible with cache partitioning: To allocate cache capacity intelligently, partitioning techniques like Jigsaw require predictions of miss rate at different partition sizes. This requirement has confined partitioning to well-studied policies like LRU that are cheap to predict. Talus transforms LRU into a policy competitive with recent empirical heuristics, resolving the unintended conflict between partitioning and high-performance replacement. Talus thus merges two independent lines of cache research. It is the first scheme to do so.

Talus works by randomly sampling accesses between two shadow partitions that are invisible to software. We present an intuitive model for how sampling scales cache performance, and use this result to derive the sampling rate and shadow partition sizes that yield convex performance. We prove that Talus works on arbitrary replacement policies and partitioning schemes, and use this framework to
further prove that (i) optimal replacement is convex and (ii) bypassing, a common replacement heuristic, is sub-optimal.

Second, we study optimal replacement under uncertainty, exploring the limits of practical cache replacement. Specifically, we model that reuse distances\(^1\) are drawn independently from a small set of probability distributions. This memory reference model is simple enough to analyze and accurate enough to yield useful insights. In particular, it is easy to show within this model that the standard approach to cache replacement under uncertainty (i.e., predicting when candidates will be referenced) is sub-optimal. In appendices, we validate this model by using it to accurately predict cache behavior across many workloads, replacement policies, and cache sizes.

Using planning theory, we show that the optimal replacement policy is to replace candidates based on their economic value added (EVA, Chapter 5), or how many more hits each candidate yields over the average candidate. This intuitive metric reconciles the two main tradeoffs in replacement: the probability that a candidate will hit (its benefit) and the cache space it will consume (its cost). We show that EVA follows from a Markov decision process (MDP [122]) model of cache replacement. EVA is the first rigorous study of cache replacement under uncertainty since the 1970s [4], and gives a general principle of optimal cache replacement under uncertainty that should prove useful in designing future policies.

We implement EVA using a small structure called the eviction priority array. Candidates’ ages are used to look up their eviction priority during replacement, and the candidate with the highest priority is evicted. We have implemented a small circuit to compute eviction priorities and synthesized it in a 65 nm commercial manufacturing process. EVA adds roughly 1% area and energy overhead over the last-level cache. We find that EVA widely outperforms prior replacement policies, closing 57% of the gap between random and optimal replacement on average vs. 41-47\% at equal performance, EVA saves 10% cache area over the best alternative policy.

Two common themes emerge from these techniques. The first and most important theme is the use of analytical models to predict performance and find a configuration—e.g., virtual cache placement or replacement policy—that yields the best performance. The second theme is how these models are realized in implementation. We develop simple but highly configurable hardware mechanisms (viz., the VTB and eviction priority array), and then infrequently configure these mechanisms to implement the desired policy. We demonstrate that our approach yields both significant quantitative and qualitative benefits over empirical heuristics. These themes therefore serve as a blueprint for designing robust, high-performance memory systems.

---
\(^1\)A reference’s reuse distance is the number of accesses between references to the same address. Reuse distances are an intuitive starting point because they correspond to candidates’ time until reference, which is the basis for optimal replacement.
Background

This chapter presents the relevant prior work on CMP memory systems that we build and improve on. This work falls into several categories: cache architecture, cache replacement policies, cache partitioning, cache modeling, and non-uniform cache architectures.

Modern cache architecture

Modern multicores feature multilevel cache hierarchies (refer back to Figure 1.1, pg. 16). Each core has one or two levels of small, fast, private caches (L1 and L2). Private caches are backed by a much larger last-level cache (LLC, L3 in Figure 1.1) that contains the bulk of cache capacity, and often consumes more than half of chip area [89]. The LLC is shared among cores so that applications with large working sets have sufficient capacity available to them.

Cache architecture varies greatly across levels. The purpose of the private levels is to cache the program's most frequently accessed data at low latency and high bandwidth, so they are kept small and simple—and therefore fast. Specifically, both the L1 and L2 adopt a familiar, set-associative architecture and use simple replacement policies like random replacement, least-recently used (LRU), not-recently-used (NRU), or approximations thereof (e.g., pseudo-LRU).

The cache architecture is more sophisticated at the LLC. Since off-chip misses are expensive, various caching techniques are attractive for the LLC that are a poor design for the private levels. In particular, the LLC adopts a non-uniform cache access (NUCA) design, distributing its capacity in banks throughout the chip and connected by the on-chip network (NoC). Each bank is a self-contained cache containing a small fraction of shared capacity. Splitting the LLC into banks provides sufficient bandwidth to all cores at reasonable overheads; a monolithic cache with sufficient read and write ports would be prohibitively expensive.

While distributed banks are more efficient, they introduce data placement as a major design concern. Since each individual bank is fairly small, its access latency is typically not much worse than the L2 caches (say, 9 cycles vs. 6 cycles), and their energy is similar as well. Most of the latency and energy of an LLC access is spent in the on-chip network, not accessing the bank. For example, with 3 cycles per network hop, the round-trip time across an 8 × 8 mesh is 84 cycles. In other words, when accessing a distant cache bank, more than 90% of the latency can come from the on-chip network. Commercial cache designs often ignore data placement and simply hash addresses across cache banks, but clearly performance can be improved by adapting data placement to the access pattern.

The architecture of individual LLC banks is also quite different from the private cache levels. The most significant change is the replacement policy, discussed in detail below. In addition, the LLC adopts an array organization that ensures high effective associativity. For instance, by hashing addresses before indexing the array, the cache pseudo-randomly spreads accesses across sets and reduces conflicts [84, 89, 140, 156]. Other designs further increase effective associativity without adding ways. For instance, skew-associative
caches [133] use a different hash function for each way, mixing replacement candidates across sets; and zcaches [129] use cuckoo hashing to select many more replacement candidates than physical ways.

From the perspective of an analytical memory system design, there are two important implications. First, private caches capture most “hot” data, so the LLC’s access stream is stripped of short-term temporal correlations: a second access to the same line requires that the line be first evicted from the L1 and L2. Second, since modern LLCs use hashing and achieve high effective associativity, replacement candidates form a representative sample of cached lines [14, 124, 129]. Details of array organization, which have been the focus of prior analytical models [1, 41, 104, 132, 160], are relatively unimportant in modern LLCs. We leverage this insight by modeling replacement as a probabilistic process affecting individual lines.

2.2 Replacement policies

The optimal replacement policy, Belady’s MIN [17, 104], relies on a perfect oracle to replace the line that will be reused furthest in the future. Since an oracle is not generally available, practical policies must cope with uncertainty, never knowing precisely when or if a candidate will be referenced.

Broadly speaking, prior work has taken two approaches to practical cache replacement. On the one hand, architects can develop a probabilistic model of how programs reference memory and then solve for the optimal replacement policy within this reference model. On the other hand, architects can observe programs’ behaviors and find best-effort heuristics that perform well on common access patterns. These two approaches are complementary: analytical work yields insight into how to approach replacement, while empirical work tunes the policy so that it performs well on real applications at low overhead. But the vast majority of research has been on the empirical side; analytical work dates from the early 1970s [4].

Caches traditionally use simple heuristics like least-recently used (LRU) or least-frequently used (LFU) to choose a victim. These policies are well studied and have some attractive features. For instance, LRU is provably within a constant factor of optimal replacement [135], and it obeys the stack property [104]—i.e., on the same reference stream, a smaller LRU cache will hold a strict subset of a larger LRU cache—which makes it cheap to monitor [124].

Unfortunately, LRU performs poorly at the last-level cache (LLC) because the private caches filter most temporal locality [14, 80, 83], and without temporal locality LRU causes thrashing and performance cliffs. For example, iterating sequentially over a 1 MB array gets zero hits with less than 1 MB of cache, but every access suddenly hits at 1 MB. Recent years have seen a resurgence of cache replacement research, which has been quickly adopted in commercial multicores [65, 156]. These policies propose many mechanisms and heuristics that attempt to emulate optimal replacement.

2.2.1 Replacement theory

In the 1970s, Aho et al. [4] studied page replacement within the independent reference model (IRM), which assumes that pages are accessed non-uniformly with known probabilities. They model cache replacement as a Markov decision process, and show that the optimal policy, \( A_0 \), is to evict the page with the lowest reference probability. In the context of web caching, Bahat et al. [7] extend IRM to support non-uniform miss costs (e.g., due to network congestion). They show that with non-uniform costs, the IRM still yields a simple, optimal policy.

Aho et al. is the work most closely related to EVA (Chapter 5), but we observe that the independent reference model is a poor fit for processor caches. Capturing dynamic behavior is crucial for good performance, but the IRM does not. We thus first formalize a reference model that tractably captures
dynamic behavior. Then, like Aho et al., we use Markov decision processes to find the optimal replacement policy.

**Empirical replacement policies**

Many policies follow MIN's example and try to predict candidates' time until reference. This longstanding approach was described by Aho et al. [4] as the informal principle of optimality: "the candidate to be replaced is that which has the longest expected time until next reference", and they showed it was optimal in a simple memory reference model discussed below. We observe that, details aside, empirical policies use three broad techniques:

- **Recency**: Recency prioritizes recently used lines over old ones. LRU uses recency alone, which has obvious pathologies (e.g., thrashing and scanning [40, 125]). Most high-performance policies combine recency with other techniques.

- **Classification**: Some policies divide lines into separate classes, and treat lines of each class differently. For example, several policies classify lines as reused or non-reused [69, 83]. Classification works well when classes have markedly different access patterns.

- **Protection**: When the working set does not fit in the cache, some policies choose to protect a portion of the working set against eviction from other lines to avoid thrashing. Protection is equivalent to thrash-resistance [69, 125].

Empirical policies implement these techniques in different ways. DIP [125] enhances LRU by dynamically detecting thrashing using set dueling, and protects lines in the cache by inserting most lines at low priority in the LRU chain. DIP inserts a fixed fraction of lines ($e = 1/32$) at high priority to avoid stale lines. DRRIP [69] classifies between reused and non-reused lines by inserting lines at medium priority, includes recency by promoting lines on reuse, and protects against thrashing with the same mechanism as DIP. SHiP [159] extends DRRIP with more elaborate classification, based on the memory address, PC, or instruction sequence. PDP [44] decides how long to protect lines based on the reuse distance distribution, but does not do classification. lBRDP [79] uses PC-based classification, but does not do protection. Finally, IRGD [141] adapts its policy to the access stream, ranking lines according to their harmonic expected reuse distance. These policies are starting to ship in commercial processors, with recent Intel processors using DRRIP in the LLC [65, 156].

Empirical policies improve over LRU on average, but have some drawbacks. First, these policies use empirically tuned heuristics that may not match application behavior, so they sometimes perform worse than traditional alternatives like LRU. Moreover, there is no common design principle in these policies, and it is unclear which if any take the right approach. Second, the miss curve for these policies cannot be easily estimated in general, which makes them hard to use with partitioning, as we discuss below.

**Trends**: Beyond their particular techniques, we observe two relevant trends in recent research. First, most empirical policies exploit dynamic behavior by using the candidate's age (the time since it was last referenced) to select a victim. That is, lines enter the cache at a given priority, which changes over time according to how long the line has been in the cache. For example, LRU prefers recently used lines to capture temporal locality; RRIP [69, 159] predicts a longer re-reference interval for older candidates; PDP [44] protects candidates from eviction for a fixed number of accesses; and IRGD [141] uses a heuristic function of ages.

Second, recent empirical policies adapt themselves to the access stream to varying degrees. DIP [125] detects thrashing with set dueling, and avoids thrashing by inserting most lines at low priority. DRRIP [69]
inserts lines at medium priority, preferring lines that have been reused, and avoids thrashing using the same mechanism as DIP. SHiP [159] extends DRRIP by adapting the insertion priority based on the memory address, PC, or instruction sequence. PDP [44] and IRGD [141] use auxiliary monitors to profile the access pattern and periodically recompute their policy.

These two trends show that (i) on real access streams, aging reveals information relevant to replacement; and (ii) adapting the policy to the access stream improves performance. But these policies do not make the best use of the information they capture, and prior theory does not suggest the right policy. Indeed, we show that with dynamic behavior, predicting time until reference is the wrong approach.

In Chapter 4, we use partitioning to improve the performance of prior policies like LRU, achieving competitive performance to empirical policies without sacrificing LRU’s attractive properties.

In Chapter 5, we use planning theory to design a practical policy, EVA, that maximizes the cache’s hit rate given imperfect information about candidates. EVA is intuitive and inexpensive to implement. In contrast to most empirical policies, it does not explicitly encode particular heuristics (e.g., preferring recently-used lines). Rather, it is a general approach that aims to make the best use of the limited information available, so that prior heuristics arise naturally when appropriate.

2.3 Cache partitioning

Cache partitioning allows software to divide cache space among cores, threads, or types of data, enabling system-wide management of shared caches. For example, partitioning improves performance by favoring applications that cache well, and can provide quality-of-service by isolating applications' working sets. There are several ways to implement partitioning schemes. Cache partitioning requires a partitioning policy to select partition sizes, and a partitioning scheme to enforce them.

2.3.1 Partitioning schemes

A partitioning scheme should support a large number of partitions with fine-grained sizes, disallow interference among partitions, strictly enforce partition sizes, avoid hurting cache associativity or replacement policy performance, support changing partition sizes efficiently, and require small overheads. Achieving these properties is not trivial.

Several techniques rely on restricting the locations where a line can reside depending on its partition. Way partitioning [28] restricts insertions from each partition to its assigned subset of ways. It is simple, but it supports a limited number of coarsely-sized partitions (in multiples of way size), and partition associativity is proportional to its way count, sacrificing performance for isolation. To avoid losing associativity, some schemes can partition the cache by sets instead of ways [127, 149], but they require significant changes to cache arrays. Alternatively, virtual memory and page coloring can be used to constrain the pages of a process to specific sets [95, 143]. While software-only, these schemes are incompatible with superpages and caches indexed using hashing (common in modern CMPs), and repartitioning requires costly recoloring (copying) of physical pages.

Caches can also be partitioned by modifying the allocation or replacement policies. These schemes avoid the problems with restricted line placement, but most rely on heuristics [101, 158, 161], which provide no guarantees and often require many more ways than partitions to work well. In contrast, Vantage [130] and Futility Scaling [151] leverage the statistical properties of skew-associative caches [133] and zcaches [129] to implement partitioning efficiently. These schemes support hundreds of partitions, provide strict guarantees on partition sizes and isolation, can resize partitions without moves or invalidations, and are cheap to implement (requiring \( \approx 1\% \) extra state and negligible logic).
Our techniques are agnostic to partitioning scheme, but we often employ Vantage to partition cache banks because it supports many partition sizes with strict isolation and can reconfigure partition sizes cheaply.

**Partitioning policies**

Partitioning policies consist of a monitoring mechanism, typically in hardware, that profiles partitions, and a controller, in software or hardware, that uses this information to set partition sizes to maximize some metric, such as throughput [124], fairness [95, 110, 138], security [115], or QoS [77, 93].

Utility-based cache partitioning (UCP) is a frequently used policy [124]. UCP introduces a utility monitor (UMON) per core, which samples the address stream and measures the partition’s miss curve, i.e. the number of misses that the partition would have incurred with each possible number of allocated ways. System software periodically reads these miss curves and repartitions the cache to maximize cache utility (i.e., the expected number of cache hits). Miss curves are often not convex, so deriving the optimal partitioning is NP-hard. UCP decides partition sizes with the Lookahead algorithm, an $O(N^2)$ heuristic that works well in practice, but is too slow beyond small problem sizes. Although UCP was designed to work with way partitioning, it can be used with other schemes [130, 161]. Instead of capturing miss curves, some propose to estimate them with analytical models [138], use simplified algorithms, such as hill-climbing, that do not require miss curves [101], or capture them offline [20], which simplifies monitoring but precludes adaptation. Prior work has also proposed approximating miss curves by their convex fits and using efficient convex optimization instead of Lookahead [20].

In our work, we observed that miss curves are often non-convex, so hill-climbing or convex approximations are insufficient. However, UCP’s Lookahead is too slow to handle large numbers of fine-grained partitions. To solve this problem, we reformulate Lookahead in a much more efficient way, making it linear-time (Chapter 3). We also develop a general technique that makes cache performance convex, letting simple and efficient convex optimization methods find the globally optimal cache configuration (Chapter 4, see below).

**Replacement policies vs. partitioning**

Cache partitioning is often used to improve performance in systems with shared caches [110, 124, 137], and is sometimes compared to thread-aware extensions of several replacement policies [44, 66, 69]. However, cache partitioning has many other uses beyond performance, and is better thought of as an enabling technology for software control of the cache. Partitioning strikes a nice balance between scratchpad memories, which yield control to software but are hard to use, and conventional hardware-only caches, which are easy to use but opaque to software. For instance, partitioning has been used to improve fairness [110, 116], implement priorities and guarantee QoS [31, 51, 77, 96], improve NUCA designs [12, 91], and eliminate side-channel attacks [115].

Partitioning is therefore a general tool to help achieve system-level objectives. After all, caches consume over half of chip area in modern processors [89]; surely, software should have a say in how they are used. Hardware-only replacement policies simply do not support this—they use policies fixed at design time and cannot know what to optimize for. However, in order to allocate capacity intelligently, partition schemes need predictions of cache performance at different sizes.

**Predictability:** We say that a replacement policy is predictable if the miss curve, i.e. its miss rate on a given access stream at different partition sizes, can be estimated efficiently. Miss curves allow partitioning policies to reason about the effect of different partition sizes without actually running and measuring performance at each size. Using miss curves, dynamic partitioning algorithms can find and set the
appropriate sizes without trial and error. Because resizing partitions is slow and the space of choices is very large, predictability is highly desirable.

The need for predictability has confined partitioning to LRU in practice. LRU's miss curve can be cheaply sampled in hardware using utility monitors (UMONs) [124], or in software using address-based sampling [41, 132]. However, recent replacement policies lack this predictability. Since they are designed empirically and do not obey the stack property, there is no simple known monitoring scheme that can sample their miss curve cheaply. Likewise, much work has gone into modeling LRU's performance for general access patterns, but little for empirical policies. For example, DIP was analyzed on cyclic, scanning access patterns [125]. While insightful, this analysis does not extend to general access patterns that do not exhibit cyclic behavior.

Alternatively, non-predictable policies can adapt through slow trial and error [31, 55]. However, these schemes can get stuck in local optima, scale poorly beyond few cores (since the design space grows exponentially), and are unresponsive to changes in application behavior since partitions take tens of milliseconds to be resized. PDP [44] includes a cache model, but it is not accurate enough to use in partitioning (see Section C.6).

2.3.4 Convexity

One of the main flaws in LRU is thrashing, exhibited as performance cliffs where performance abruptly improves beyond a threshold size. Not only do performance cliffs cause performance problems, they also make cache management NP-hard and difficult to reason about.

By contrast, convexity means that the miss curve's slope shrinks as cache space grows [139]. Convexity implies that the cache yields diminishing returns on performance with increasing cache space, and thus implies the absence of performance cliffs. It has two other important benefits: it makes simple allocation algorithms (e.g., hill climbing) optimal, and it avoids all-or-nothing behavior, improving fairness. Although the benefits of convexity may not be obvious, prior work shows that there is latent demand for convex cache behavior in order to simplify cache management.

Convexity is not a substitute for predictability. Some empirical policies are mostly convex in practice, but without some way of predicting their performance, such policies cannot be effectively controlled by software to achieve system-level objectives.

High-performance cache replacement and partitioning are consequently at loggerheads: techniques that improve single-thread performance are incompatible with those used to manage shared caches. This is unfortunate, since in principle they should be complementary. A key contribution of Talus (Chapter 4) is to eliminate this conflict by capturing much of the benefit of high-performance policies without sacrificing LRU's predictability.

Simple resource allocation: Without convexity, partitioning cache capacity to maximize performance is an NP-complete problem [139]. Existing algorithms yield approximate and often good solutions, but they are either inefficient [124] or complex (Appendix A, [110]). This makes them hard to apply to large-scale systems or multi-resource management [20]. Alternatively, prior work consciously ignores non-convexity and applies convex optimization [20, 31], sacrificing performance for simplicity and reduced overheads. As we will see in Section 4.5, applying convex optimization to LRU wipes out most of the benefits of partitioning. Thus, it is not surprising that prior techniques that use hill climbing or local optimization methods to partition LRU find little benefit [20, 31], and those that use more sophisticated methods, such as Lookahead or dynamic programming, report significant gains [12, 77, 110, 124, 130, 161].

Talus eliminates this tradeoff, as cheap convex optimization (e.g., hill climbing) finds the optimal partition sizes [23, 139]. Talus thus simplifies cache management.
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Fairness: Even if optimization complexity is not a concern, convexity also avoids all-or-nothing behavior in allocations and improves fairness. For example, imagine a system with a 32 MB cache running two instances of libquantum, an application that scans over 32 MB. If the cache is unpartitioned, both applications will evict each other's lines, getting no hits (both will have effective capacity below the 32 MB cliff). Partitioning can help one of the applications by giving it the whole 32 MB cache, but this is unfair. Any other choice of partition sizes will yield no benefit. Imbalanced partitioning [116] finds that this is common in parallel applications, and proposes to allocate most cache space to a single thread of a homogeneous parallel application to improve performance. Convex miss curves make this unnecessary: with a convex miss curve, giving 16 MB to each instance of libquantum accelerates both instances equally and maximizes the cache’s hit rate. In general, with homogeneous threads and convex miss curves, the maximum-utility point is equal allocations, which is also the most fair.

In summary, convexity not only provides smooth, stable behavior, but makes optimal resource allocation cheap, improves fairness, and leads to better allocation outcomes.

Cache modeling

As discussed above, predictability is a prerequisite to unlock the myriad benefits of cache partitioning. It is inexpensive to monitor LRU's performance in hardware, but not for empirical replacement policies. Fortunately, analytical cache performance models offer a promising alternative.

Most prior work has developed analytical cache models using stack distance distributions [1, 41, 104, 132, 160]. The stack distance of an access is the number of unique addresses accessed after the last reference to the same address. For example, in the sequence ABCBDDA the stack distance of A is four, as B, C, and D are accessed between both accesses to A. Stack distances are meaningful for LRU: in a fully-associative LRU cache of S lines, accesses with stack distance ≤ S will be hits, and all others will be misses.

However, no prior work gives a general way to predict recent empirical policies. DIP gives a simple performance analysis on scanning access patterns (i.e., iterating over an array), but does not consider performance on real applications, nor does their analysis generalize to such cases. PDP employs an analytical model to choose for how long to protect lines in the cache. PDP's model is simple, but it is inaccurate on common access patterns (Appendix C). Moreover, even if it were accurate, it is limited to modeling protecting distances, and therefore does not solve the general problem of modeling different replacement policies.

Stack distances are inherently meaningful for LRU, but not for recent empirical policies. Our insight is that reuse distances can be used to model cache behavior for a much wider range of replacement policies. The reuse distance of an access is the total number of references after the last reference to the same address. For example, in ABCBDDA the reuse distance of access A is six. Reuse distances correspond to lines' ages: a line with reuse distance d will hit at age d if it is not first evicted. Reuse distance distributions cannot be trivially translated into miss rates. Our cache model's key innovation is to perform this translation for a broad class of age-based policies (Appendix C). Prior work has used reuse distances only in a limited context: Sen et al. [132] use reuse distances to model random replacement, but use stack distances for LRU. By contrast, we model all policies through a single framework based on reuse distances. Since we are able to model LRU, our model demonstrates that reuse distances dominate stack distances in predictive power.
2.5 Non-uniform cache access (NUCA) architectures

Partitioning alone scales poorly because it does not optimize placement. NUCA techniques [8, 85] reduce the access latency of large distributed caches, and have been the subject of extensive research. Static NUCA (S-NUCA) [85] simply spreads the data across all banks with a fixed line-bank mapping, and exposes a variable bank access latency. Commercial designs often use S-NUCA [89]. Dynamic NUCA (D-NUCA) schemes improve on S-NUCA by adaptively placing data close to the requesting core [9, 10, 27, 29, 30, 35, 53, 64, 106, 123, 165]. They involve a combination of placement, migration, and replication strategies. Placement and migration dynamically place data close to cores that use it, reducing access latency. Replication makes multiple copies of frequently used lines, reducing latency for widely read-shared lines (e.g., hot code), at the expense of some capacity loss.

2.5.1 Shared- vs private-based NUCA

D-NUCA designs often build on a private-cache baseline. Each NUCA bank is treated as a private cache, lines can reside in any bank, and coherence is preserved through a directory-based or snoopy protocol, which is often also leveraged to implement NUCA techniques. For example, Adaptive Selective Replication [9] controls replication by probabilistically deciding whether to store a copy of a remotely fetched line in the local L2 bank; Dynamic Spill-Receive [123] can spill evicted lines to other banks, relying on remote snoops to retrieve them. These schemes are flexible, but they require all LLC capacity to be under a coherence protocol, so they are either hard to scale (in snoopy protocols), or incur significant area, energy, latency, and complexity overheads (in directory-based protocols).

In contrast, some D-NUCA proposals build on a shared-cache baseline and leverage virtual memory to perform adaptive placement. Cho and Jin [30] use page coloring and a NUCA-aware allocator to map pages to specific banks. Hardavellas et al. [53] find that most applications have a few distinct classes of accesses (instructions, private data, read-shared, and write-shared data), and propose R-NUCA, which specializes placement and replication policies for each class of accesses on a per-page basis, and significantly outperforms NUCA schemes without this access differentiation. Shared-baseline schemes are simpler, as they require no coherence for LLC data and have a simpler lookup mechanism. However, they may incur significant overheads if remappings are frequent or limit capacity due to restrictive mappings.

2.5.2 Isolation and partitioning in NUCA

Unlike partitioning, most D-NUCA techniques rely on best-effort heuristics with little concern for isolation, so they often improve typical performance at the expense of worst-case degradation, further precluding QoS. Indeed, prior work has shown that D-NUCA often causes significant bank contention and uneven distribution of accesses across banks [10]. We also see this effect in Chapter 3 — R-NUCA has the highest worst-case degradation of all schemes. Dynamic Spill-Receive mitigates this problem with a QoS-aware policy that avoids spills to certain banks [123]. This can protect a local bank from interference, but does not provide partitioning-like capacity control. Virtual Hierarchies rely on a logical two-level directory to partition a cache at bank granularity [103], but this comes at the cost of doubling directory overheads and making misses slower.

Because conventional partitioning techniques (e.g., way partitioning) only provide few partitions and often degrade performance, D-NUCA schemes seldom use them. ASP-NUCA [45], ESP-NUCA [106], and Elastic Cooperative Caching [58] use way partitioning to divide cache banks between private and shared levels. However, this division does not provide isolation, since applications interfere in the shared level.

CloudCache [91] implements virtual private caches that can span multiple banks. Each bank is way partitioned, and partitions are sized with a distance-aware greedy algorithm based on UCP with a limited
Table 2.1: Desirable properties achieved by main cache organizations.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>High capacity</th>
<th>Low latency</th>
<th>Capacity control</th>
<th>Isolation</th>
<th>Directory</th>
<th>less</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private caches</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>Shared caches</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>Partitioned shared caches</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>Private-based D-NUCA</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>Shared-based D-NUCA</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>Virtual caches</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Virtual caches vs. prior work

We propose virtual caches, software-managed collections of NUCA banks, as an improvement over prior NUCA schemes (Chapter 3). Table 2.1 summarizes the main differences among techniques.

We build on a shared cache baseline to avoid additional coherence. However, instead of mapping pages to locations as in prior work [30, 53], we map pages to virtual caches, and decide the physical configuration of the virtual caches independently. This avoids page table changes and TLB shootdowns on reconfigurations, though some reconfigurations still need cache invalidations.

In contrast to prior D-NUCAs, we partition the cache into multiple isolated virtual caches that, due to smart placement, approach the low latency of private caches. Prior schemes often size partitions using hill-climbing (e.g., shadow tags [45] or LRU way hit counters [58]), which can get stuck in local optima, whereas we capture full miss curves to make global decisions.

In contrast to prior partitioned NUCA schemes, we implement single-lookup virtual shared caches, providing coordinated placement and capacity management without the overheads of a globally shared directory or multi-level lookups, and performs global (not limited-frontier) capacity partitioning efficiently using novel algorithms (Section 3.3).

Thread scheduling in multicores

In most cache designs, cache performance is fairly insensitive to thread placement because a thread's location has little impact on how much capacity is available to it or how far away its capacity lies.

Conventional NUCA techniques [85] are concerned with data placement, but do not place threads or divide cache capacity among them. S-NUCA spreads data across banks with a fixed address-bank mapping, exposing variable bank latency. Access latency is thus approximately the average latency to every bank, and although thread placement can change this average latency somewhat (e.g., on open network topologies like meshes), it does not have sufficient impact to gain notice in prior work. D-NUCAs [9, 10, 27, 29, 30, 53, 64, 106, 123, 165] generally either place lines nearby in the local bank or use a fixed, global mapping for lines that do not fit locally (e.g., spilled lines [9, 123] or write-shared data in R-NUCA [53]). There are exceptions, e.g. rotational interleaving in R-NUCA, but these affect only a fraction of cache accesses. Hence a thread's location also has little impact in D-NUCA.
However, recent spatial partitioning techniques such as Jigsaw (Chapter 3), CloudCache [91], and Virtual Hierarchies [103], are sensitive to thread placement. To fit applications' working sets, these techniques allocate virtual caches spanning multiple banks and, to minimize access latency, place them near threads. Hence if adjacent threads each access a large virtual cache, then they will compete for capacity in nearby cache banks. This capacity contention forces virtual caches to use further-away banks to fit their virtual caches and thereby degrades their access latency. Jigsaw thus also schedules threads to minimize capacity contention, letting virtual caches use closer banks and reducing data movement over the on-chip network.

CRUISE [68] is perhaps the mostly closely related work. CRUISE schedules single-threaded apps in CMPs with multiple fixed-size last-level caches, each shared by multiple cores and unpartitioned. CRUISE takes a classification-based approach, dividing apps in thrashing, fitting, friendly, and insensitive, and applies fixed scheduling policies to each class (spreading some classes among LLCs, using others as filler, etc.). CRUISE bin-packs apps into fixed-size caches, but partitioned NUCA schemes provide flexibly sized virtual caches that can span multiple banks. It is unclear how CRUISE’s policies and classification would apply to NUCA. For example, CRUISE would classify omnet as thrashing if it was considering many small LLCs, and as insensitive if considering few larger LLCs (see Section 3.1). CRUISE improves on DI [168], which profiles miss rates and schedules apps across chips to balance intensive and non-intensive apps. Both schemes only consider single-threaded apps, and have to contend with the lack of partitioned LLCs.

Other thread placement schemes focus on NUMA systems. NUMA techniques have different goals and constraints than NUCA: the large size and low bandwidth of main memory limit reconfiguration frequency and emphasize bandwidth contention over capacity contention. Tam et al. [144] profile which threads have frequent sharing and place them in the same socket. DINO [22] clusters single-threaded processes to equalize memory intensity, places clusters in different sockets, and migrates pages along with threads. In on-chip NUMA (CMPs with multiple memory controllers), Tumanov et al. [147] and Das et al. [34] profile memory accesses and schedule intensive threads close to their memory controller. These NUMA schemes focus on equalizing memory bandwidth, whereas we find that proper cache allocations cause capacity contention to be the main constraint on thread placement.

Finally, prior work has used high-quality static mapping techniques to spatially decompose regular parallel problems. Integer linear programming is useful in spatial architectures [113], and graph partitioning is commonly used in stream scheduling [118, 120]. While some of these techniques could be applied to the thread and data placement problem, they are too expensive to use dynamically, as we will see in Section 3.7.
Jigsaw: Scalable Virtual Caches

For systems to scale efficiently, data must be close to the computation that uses it. This requires keeping cached data in banks close to threads (to minimize on-chip traffic), while judiciously allocating cache capacity among threads (to minimize cache misses). As we saw in Chapter 2, prior cache designs do not address both issues jointly. On the one hand, prior non-uniform cache access (NUCA) techniques [8-10, 27, 29, 30, 53, 64, 85, 106, 123, 165] have proposed a variety of placement, migration, and replication policies to reduce network distance. However, these best-effort techniques do not explicitly manage capacity between threads, and in fact often result in hotspots and additional interference [10]. On the other hand, prior work has proposed a variety of partitioning techniques [28, 95, 101, 143, 158], but these schemes only work on fully shared caches, and so do not reduce data movement from accessing distributed cache banks.

Moreover, prior work has ignored thread placement in NUCA, which can have a large impact on access latency. Thread placement techniques mainly focus on non-uniform memory access (NUMA) [22, 34, 68, 144, 147, 168] and use policies, such as clustering, that do not translate well to NUCA. In contrast to NUMA, where capacity is plentiful but bandwidth is scarce, capacity contention is the main constraint for thread placement in NUCA (Section 3.1).

We present Jigsaw, a design that jointly addresses the scalability and interference problems of shared caches. On the hardware side, we partition individual cache banks and add a small, efficient hardware structure that lets software divide the access stream across banks. Jigsaw lets software combine multiple bank partitions into a logical, software-defined cache, which we call a virtual cache. By mapping data to virtual caches, and configuring the locations and sizes of the individual bank partitions that compose each virtual cache, software has full control over both where data is placed in the cache, and the capacity allocated to it. Jigsaw efficiently supports reconfiguring virtual caches dynamically and moving data across them, and implements novel monitoring hardware to let software find the optimal virtual cache configuration efficiently.

On the software side, we develop a lightweight system-level runtime that divides data into virtual caches and decides where to place each thread and virtual cache to minimize data movement. We find that to achieve good performance, the system must both place cache capacity well and schedule threads to limit capacity contention. This is a complex, multi-dimensional optimization problem that Jigsaw must solve in at most a few milliseconds. We develop novel and efficient resource management algorithms that achieve performance within 1% of impractical, idealized solutions. In particular, we develop Peekahead, an exact linear-time implementation of the previously proposed quadratic-time Lookahead algorithm [124], enabling global optimization with non-convex utilities on large caches at negligible overheads.

We evaluate Jigsaw with simulations of 16- and 64-core tiled CMPs. On multiprogrammed mixes of 64 single-threaded workloads, Jigsaw improves weighted speedup by up to 72% (46% gmean) over a conventional shared LLC, up to 51% (32% gmean) over Vantage partitioning [130], up to 53% (32%
3.1. MOTIVATION

gmean) over R-NUCA [53], and up to 25% (20% gmean) over an idealized shared-private D-NUCA organization (IdealSPD) that uses twice the cache capacity of the other schemes [58]. Jigsaw also reduces energy by 36% over a conventional shared LLC. Jigsaw delivers similar benefits on multithreaded application mixes.

Overall, Jigsaw makes the following contributions:

- (Hardware) We design a simple hardware mechanism, the virtual cache translation buffer (VTB), that allows software to control the placement of data across cache banks with a single lookup.

- (Hardware) We design miss curve monitors that use geometric sampling to scale to very large NUCA caches efficiently (Section 3.2.3).

- (Hardware) We present novel hardware that enables incremental reconfigurations of NUCA caches, avoiding the bulk invalidations and long pauses that make reconfigurations expensive in prior NUCAs [53, 103].

- (Software) We develop Peekahead, an efficient partitioning algorithm that maximizes non-convex utility on very large caches at low overhead.

- (Software) We develop a novel thread and data placement scheme that takes into account both data allocation and access intensity to jointly place threads and data across CMP tiles.

Jigsaw requires simple hardware (3% of LLC area), works transparently to applications, and reconfigures the full chip every few milliseconds with minimal software overheads (0.2% of system cycles). Jigsaw demonstrates that, given the right hardware primitives, software can manage large distributed caches efficiently.

3.1 Motivation

To explore the effect of thread placement on different NUCA schemes, we simulate a 36-core CMP running a specific mix. The CMP is a scaled-down version of the 64-core chip in Figure 3.3, with 6x6 tiles. Each tile has a simple 2-way OOO core and a 512 KB LLC bank. (See Section 3.4 for methodology details.)

We run a mix of single- and multi-threaded workloads. From single-threaded SPEC CPU2006, we run six instances of omnet (labeled O1-O6) and 14 instances of m1lc (M1-M14). From multi-threaded SPEC OMP2012, we run two instances of tlbdc (labeled I1 and I2) with eight threads each. We choose this mix because it illustrates the effects of thread and data placement—Section 3.5 uses a comprehensive set of benchmarks.

Figure 3.1 shows how threads and data are placed across the chip under different schemes. Each square represents a tile. The label on each tile denotes the thread scheduled in the tile's core (labeled by benchmark as discussed before). The colors on each tile show a breakdown of the data in the tile's bank. Each process uses the same color for its threads and data. For example, in Figure 3.1b, the upper-leftmost tile has thread O1 (colored blue) and its data (also colored blue); data from O1 also occupies parts of the top row of banks (portions in blue).

Figure 3.1a shows the thread and data breakdown under R-NUCA when applications are grouped by type (e.g., the six copies of omnet are in the top-left corner). R-NUCA maps thread-private data to each thread's local bank, resulting in very low latency. Banks also have some of the shared data from the multithreaded processes I1 and I2 (shown hatched) because R-NUCA spreads shared data across the chip. Finally, code pages are mapped to different banks using rotational interleaving, though this is not visible in this mix because apps have small code footprints. R-NUCA excels at reducing LLC access latency to
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Figure 3.1: Case study: 36-tile CMP with a mix of single- and multi-threaded workloads (omnet×6, milc×14, 8-thread ilbdc×2) under different NUCA organizations and thread placement schemes. Threads are labeled and data is colored by process.

Figure 3.2: Application miss curves.

Table 3.1: Per-app and weighted speedups for the mix studied.

<table>
<thead>
<tr>
<th>Organization</th>
<th>omnet</th>
<th>ilbdc</th>
<th>milc</th>
<th>Weighted Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-NUCA</td>
<td>1.09</td>
<td>0.99</td>
<td>1.15</td>
<td>1.08</td>
</tr>
<tr>
<td>Jigsaw+Clustered</td>
<td>2.88</td>
<td>1.40</td>
<td>1.21</td>
<td>1.48</td>
</tr>
<tr>
<td>Jigsaw+Random</td>
<td>3.99</td>
<td>1.20</td>
<td>1.21</td>
<td>1.47</td>
</tr>
<tr>
<td>Jigsaw</td>
<td>4.00</td>
<td>1.40</td>
<td>1.20</td>
<td>1.56</td>
</tr>
</tbody>
</table>

private data vs. an S-NUCA cache, which spreads all accesses among banks. This helps milc and omnet, as shown in Figure 3.1. Overall, R-NUCA speeds up this mix by 8% over S-NUCA.

But R-NUCA does not use capacity efficiently in this mix. Figure 3.2 shows why, giving the miss curves of each app. Each miss curve shows the misses per kilo-instruction (MPKI) that each process incurs as a function of LLC space (in MB). omnet is very memory-intensive, and suffers 85 MPKI below 2.5 MB. However, over 2.5 MB, its data fits in the cache and misses turn into hits. ilbdc is less intensive and has a smaller footprint of 512 KB. milc gets no cache hits no matter how much capacity it is given—it is a streaming application. In R-NUCA, omnet and milc apps get less than 512 KB, which does not benefit them, and ilbdc apps use more capacity than they need.

Jigsaw uses capacity more efficiently, giving 2.5 MB to each instance of omnet, 512 KB to each ilbdc (8 threads), and near-zero capacity to each milc. Each application is given its own virtual cache, which is placed in nearby cache banks to minimize access latency. Figure 3.1b uses the same thread placement as R-NUCA and shows how Jigsaw tries to place data close to the threads that use it. By using partitioning, Jigsaw can share banks among multiple types of data without introducing capacity contention. However, the omnet threads in the corner heavily contend for capacity of neighboring banks, and their data is placed farther away than if they were spread out. Clearly, when capacity is managed efficiently, thread placement has a large impact on capacity contention and achievable latency. Nevertheless, because omnet's data now fits in the cache, its performance vastly improves, by 2.88× over S-NUCA (its AMAT
improves from 15.2 to 3.7 cycles, and its IPC improves from 0.22 to 0.61). \texttt{ilbdc} is also faster, because its shared data is placed close by instead of across the chip; and because \texttt{omnet} does not consume memory bandwidth anymore, \texttt{milc} instances have more of it and speed up moderately (Figure 3.1). Overall, Jigsaw speeds up this mix by 48\% over S-NUCA.

Figure 3.1c shows the effect of randomizing thread placement to spread capacity contention among the chip. \texttt{omnet} instances now have their data in neighboring banks (1.2 hops on average, instead of 3.2 hops in Figure 3.1b) and enjoy a 3.99\times speedup over S-NUCA. Unfortunately, \texttt{ilbdc}'s threads are spread further, and its performance suffers relative to clustering threads (Figure 3.1). This shows why one policy does not fit all: depending on capacity contention and sharing behavior, apps prefer different placements. Specializing policies for single- and multithreaded apps would only be a partial solution, since multithreaded apps with large per-thread footprints and little sharing also benefit from spreading.

Finally, Figure 3.1d shows how Jigsaw places threads to further reduce data movement. Jigsaw spreads \texttt{omnet} instances across the chip, avoiding capacity contention, but clusters \texttt{ilbdc} instances across their shared data. Jigsaw achieves a 4\times speedup for \texttt{omnet} and a 40\% speedup for \texttt{ilbdc}. Jigsaw speeds up this mix by 56\%.

In summary, this case study shows that partitioned NUCA schemes use capacity more effectively and improve performance, but they are sensitive to thread placement, as threads in neighboring tiles can aggressively contend for capacity.

### 3.2 Jigsaw hardware

Jigsaw exposes on-chip caches to software and enables their efficient management using a small set of primitives. First, Jigsaw lets software explicitly divide a distributed cache in collections of bank partitions, which we call virtual caches. Virtual caches can be dynamically reconfigured by changing the size of each bank partition. Second, Jigsaw provides facilities to map data to virtual caches, and to quickly migrate data among virtual caches. Third, Jigsaw implements virtual cache monitoring hardware to let software find the optimal virtual cache configuration efficiently.

#### 3.2.1 Virtual caches

Figure 3.3 illustrates the overall organization of Jigsaw. Jigsaw banks can be divided in bank partitions. Jigsaw is agnostic to the partitioning scheme used, as well as the array type and replacement policy. As discussed in Chapter 2, in our evaluation we select Vantage partitioning due to its ability to partition banks at a fine granularity with minimal costs.
Virtual caches are configurable collections of bank partitions, visible to software. Each virtual cache has a unique id number and comprises a set of bank partitions that can be sized independently. The virtual cache size is the sum of its bank partition sizes. The virtual cache id is independent from the individual partition ids.

We could exploit virtual caches in two ways. On the one hand, we could assign cores to virtual caches, having virtual caches behave as virtual private caches. This is transparent to software, but would require a coherence directory for LLC data. On the other hand, we can map data to virtual caches. This avoids the need for coherence beyond the private (L2) caches, as each line can only reside in a single location. Mapping data to virtual caches also enables specializing virtual caches to different types of data (e.g., shared vs. thread-private [53]). For these reasons, we choose to map data to virtual caches. This has the added benefit that an LLC access requires only one cache bank lookup in Jigsaw.

Jigsaw leverages the virtual memory subsystem to map data to virtual caches. Figure 3.3 illustrates this implementation, highlighting the microarchitectural structures added and modified. Specifically, we add a virtual cache id to each page table entry, and extend the TLB to store the virtual cache id. Virtual cache ids are needed in L2 accesses, so these changes should not slow down page translations.

On a miss on the private cache levels, a per-core virtual cache-bank translation buffer (VTB) finds the bank the line maps to, as well as its bank partition. Figure 3.3 depicts the per-core VTBs. Each VTB has a small number of resident virtual caches descriptors. Like in a software-managed TLB, an access to a non-resident virtual cache causes an exception, and system software can refill the VTB. As we will see in the next section, supporting a small number of resident virtual caches per core (typically 4) is sufficient. Each virtual cache descriptor consists of an array of \( N \) bank and bank partition ids. To perform a translation, Jigsaw hashes the address and uses the hash value to select an array entry. We take the VTB translation latency out of the critical path by doing it speculatively on L2 accesses. Figure 3.4 details the different steps involved in a Jigsaw cache access.

There are several interesting design dimensions in the VTB. First, the hash function can be as simple as bit-selection. However, to simplify virtual cache management, the VTB should divide the requests into sub-streams with statistically similar access patterns. A more robust hash function can achieve this. Specifically, we use an H3 hash function (H in Figure 3.3), which is universal and efficient to implement in hardware [26]. All VTBs implement the same hash function. Second, increasing \( N \), the number of entries in a virtual cache descriptor, lets us fine-tune the load we put on each bank to adapt to heterogeneous bank partition sizes. For example, Figure 3.5 shows a virtual cache consisting of bank partitions X and Y. X is 128 KB and Y is 384 KB (3× larger). By setting one-fourth of VTB entries to X and three-fourths to Y, Y receives 3× more accesses than X. Thus, together X and Y behave like a 512 KB cache.
In our implementation, we choose $N$ equal to twice the number of banks, so virtual caches spanning few bank partitions can be finely tuned to bank partition sizes, but large virtual caches that span most banks cannot. For a 64-core system with 64 banks in which each bank has 64 partitions, bank and bank partition ids are 6 bits, and each virtual cache descriptor takes 768 bits (96 bytes). Supporting four virtual caches can be done with less than 400 bytes, a 0.2% storage overhead over the private cache sizes. Alternatively, more complex weighted hash functions or more restrictive mappings can reduce this overhead.

Coherence: Jigsaw maintains coherence using two invariants. First, in-cache directories track the contents of private caches. This ensures private caches stay coherent. Second, in the shared levels, lines do not migrate in response to accesses. Instead, between reconfigurations, all accesses to the same line follow the same path (i.e., through the same bank and then to main memory). For example, if a line mapped to the top-right bank in Figure 3.3, then accesses to that line will go that bank regardless of which core issued the access. This mapping only changes infrequently, when the system is reconfigured. Having all accesses to a given address follow the same path maintains coherence automatically.

### 3.2.2 Dynamic adaptation

So far we have seen how Jigsaw works on a static configuration. To adapt dynamically, however, we must also support both reconfiguring a virtual cache and remapping data to another virtual cache.

**Virtual cache reconfiguration:** Virtual caches can be changed in two dimensions. First, per-bank partition sizes can be dynamically changed. This concerns the bank partitioning technique used (e.g., in Vantage, this requires changing a few registers [130]), and is transparent to Jigsaw. Second, the virtual cache descriptor (i.e., the mapping of lines to bank partitions) can also change at runtime, to change either the bank partitions that comprise the virtual cache, or the load put on each bank partition. We observe that with few hardware modifications, we can spatially reconfigure the cache incrementally, without pausing cores, by moving lines to their new location. To our knowledge, this is the first scheme to achieve on-chip data migration through moves without requiring a coherence directory.

The key idea is to, upon a reconfiguration, temporarily treat the cache as a two-level hierarchy. We add a shadow VC descriptor to each VTB entry, doubling the number of descriptors. Upon reconfiguration, each core copies the VC descriptors into the shadow descriptors, and updates the normal VC descriptors with the new configuration. When the shadow descriptors are active, the VTB finds both the current and previous banks and bank partitions for the line, and, if they are different, sends the old bank id along with its request. Figure 3.6 illustrates this protocol. If the current bank misses, it forwards the request to the old bank instead of memory. If the old bank hits, it sends both the line and its coherence state to the
new bank, invalidating its own copy. This moves the line to its new location. We call this a demand move (Figure 3.6a). If the old bank misses, it forwards the request to the memory controller (Figure 3.6b). Demand moves have no races because all requests follow the same path through both virtual levels, i.e. they access the same sequence of cache banks. If a second request for the same line arrives at the new bank, it is queued at the MSHR that’s currently being used to serve the first request.

Demand moves quickly migrate frequently used lines to their new locations, but the old banks must still be checked until all lines have moved. This adds latency to cache accesses. To limit this cost, banks walk the array in the background and incrementally invalidate lines whose location has changed. These background invalidations are not on the critical path and can proceed at a comparatively slow rate. For example, by scanning one set every 200 cycles, background invalidations finish in 100K cycles. Background invalidations begin after a short period (e.g., 50K cycles) to allow frequently-accessed lines to migrate via demand moves. After banks walk the entire array, cores stop using the shadow VTB descriptors and resume normal operation.

In addition to background invalidations, we also experimented with background moves, i.e. having banks send lines to their new locations instead of invalidating them. However, we found that background moves and background invalidations performed similarly—most of the benefit comes from not pausing cores to invalidate lines that have moved. We prefer background invalidations because they are simpler: background moves require additional state at every bank (viz., where the line needs to be moved, not just that its location has changed), and require a more sophisticated protocol (as there can be races between demand and background moves).

Page remapping: To classify pages dynamically (Section 3.3), software must also be able to remap a page to a different virtual cache. A remap is similar to a TLB shootdown: the initiating core quiesces other cores where the virtual cache is accessible with an IPI; it then issues a bulk invalidation of the page. Once all the banks involved finish the invalidation, the core changes the virtual cache in the page table entry. Finally, quiesced cores update the stale TLB entry before resuming execution. Page remaps typically take a few hundred cycles, less than the associated TLB shootdown, and are rare in our runtime, so their performance effects are negligible.

Invalidations due to both remappings and reconfigurations could be avoided with an extra directory between Jigsaw and main memory. Section 3.5 shows that this is costly and not needed, as reconfiguration overheads are negligible.

Monitoring

In order to make reasonable partitioning decisions, software needs monitoring hardware that gives accurate and timely information. As discussed in Chapter 2, utility monitors (UMONs) [124] are an efficient way to gather miss curves. Prior partitioning schemes use per-core UMONs [124, 130], but this is insufficient in Jigsaw, as virtual caches can be accessed from multiple cores, and different cores often have wildly different access patterns to the same data. Moreover, as CMPs scale to larger core counts, the total size of the LLC makes conventional UMONs prohibitively expensive.

Monitoring miss curves in large CMPs is challenging. To allocate capacity efficiently, we should manage it in small chunks (e.g., the size of the L1s) so that it isn’t over-allocated where it produces little benefit. This is crucial for VCs with small working sets, which see large gains from a small size and no benefit beyond. Yet we also need miss curves that cover the full LLC because a few VCs may benefit from taking most capacity. These two requirements—fine granularity and large coverage—are problematic for existing monitors.

UMONs were originally designed to work with set-associative caches, and worked by sampling a small but statistically significant number of sets. UMONs gather the miss curve by counting hits at each
way. UMONs can also be used with other cache designs [130] by sampling a fraction of cache accesses at the UMON. Given high enough associativity, a sampling ratio of UMON lines : S behaves like a cache of S lines (Chapter 4, Theorem 4). Moreover, the number of UMON ways determines the resolution of the miss curve: an W-way UMON yields W + 1-point miss curves. UMONs monitor a fixed cache capacity per way, and would require a prohibitively large associativity to achieve both fine detail and large coverage. Specifically, in a UMON with W ways, each way models 1/W of LLC capacity. To allocate a 32 MB LLC in 64 KB chunks, a conventional UMON needs 512 ways to have enough resolution. This is expensive to implement, even for infrequently used monitors.

Instead, we develop a novel monitor, called a geometric monitor (GMON). GMONs need fewer ways—64 in our implementation—to model capacities from 64 KB up to 32 MB. This is possible because GMONs vary the sampling rate across ways, giving both fine detail for small allocations and large coverage, while using many fewer ways than conventional UMONs. Figure 3.7 shows this design: A GMON consists of small set-associative, tag-only array. Instead of storing address tags, GMON tags store 16-bit hashed addresses. GMONs also have a limit register per way. The limit registers progressively decrease across ways, and are used to filter out a fraction of lines per way as follows. In a conventional UMON, when an address is inserted or moved up to the first way, all other tags are moved to the next way. (This requires potentially shifting as many tags as ways, but only a small fraction of accesses are monitored, so the energy impact is small.) In a GMON, on each move, the hash value of the tag is checked against the way's limit register. If the value exceeds the limit register, the tag is discarded instead of moving to the next way, and the process terminates. Discarding lines achieves a variable, decreasing sampling rate per way, so GMONs model an increasing capacity per way (Chapter 4, Theorem 4). We set limit registers to decrease the sampling rate by a factor γ < 1, so the sampling rate at way w is k_w = γ^w less than at way zero (Section A.4), and then choose γ to cover the full cache capacity. For example, with a 32 MB LLC, a 64-way GMON with γ ≈ 0.95 covers the full cache while having the first way model 64 KB. Modeled capacity per way grows by 26×, from 0.125 to 3.3 banks. This means GMONs miss curves are sparse, with high resolution at small sizes, and reduced resolution at large sizes. We find these GMONs work as well as the impractical UMONs described above (Section 3.7).

We place each virtual cache's monitor in a fixed location on the chip to avoid clearing or migrating monitor state. Since cores already hash lines to index the VTB, we add the initial limit value (corresponding to k_0) to the VTB so cores know when to forward the hashed address over the network to the GMON. Monitoring is off the critical path, so this has no performance impact as long as the traffic is kept low.

Each monitor array consists of s = 1 K lines organized into W = 64 ways. Lines are 16-bit, hashed, partial tags. To achieve a minimum allocation of 64 KB with 512 KB LLC banks, we choose k_0 = 1/64. This means monitor traffic is one-sixty-fourth of a S-NUCA cache, and in fact less since each update is only 16 bits. With 512 KB LLC banks (8 K×64 B lines) and two monitors per bank, this is 0.8% overhead, in line with prior work [124].
Jigsaw software

Virtual caches are a general mechanism with multiple potential uses (e.g., maximizing throughput or fairness, providing strict process isolation, implementing virtual local stores, or avoiding side-channel attacks). In this work, we design a system-level runtime that leverages Jigsaw to jointly improve cache utilization and access latency transparently to user-level software. The runtime first classifies data into virtual caches, then periodically decides how to size and where to place each virtual cache.

Virtual caches and page mapping

Jigsaw defines three types of virtual caches: global, per-process, and per-thread. Jigsaw maps pages accessed by multiple processes (e.g., OS code and data, library code) to the (unique) global virtual cache. Pages accessed by multiple threads in the same process are mapped to a per-process virtual cache. Finally, each thread has a per-thread virtual cache. With this scheme, each core's VTB uses three entries, but there are a large number of virtual caches in the system.

Similar to R-NUCA [53], page classification is done incrementally and lazily, at TLB/VTB miss time. When a thread performs the first access to a page, it maps it to its per-thread virtual cache. If another thread from the same process tries to access the page, the page is remapped to the per-process virtual cache. On an access from a different process (e.g., due to IPC), the page is remapped to the global virtual cache. When a process finishes, its virtual caches are deallocated and bulk-invalidated.

A simple cost model for thread and data placement

Jigsaw configures virtual caches to minimize overall data movement. As discussed in Section 2.6, classification-based heuristics are hard to apply to NUCA. Instead, Jigsaw uses a simple analytical cost model that captures the effects of different configurations on total memory access latency, and uses it to find a low-cost solution. This latency is better analyzed as the sum of on-chip (L2-to-LLC) and off-chip (LLC-to-memory) latencies.

Off-chip latency: Assume a system with \( T \) threads and \( D \) virtual caches (VCs). Each thread \( t \) accesses VC \( d \) at a rate \( a_{t,d} \) (e.g., 50 K accesses in 10 ms). If VC \( d \) is allocated \( s_d \) lines in the cache, its miss ratio is \( M_d(s_d) \) (e.g., 10% of accesses miss). Then the total off-chip access latency is:

\[
\text{Off-chip latency} = \sum_{t=1}^{T} \sum_{d=1}^{D} a_{t,d} \times M_d(s_d) \times \text{MemLatency}
\]

where MemLatency is the latency of a memory access. This includes network latency, and relies on the average distance of all cores to memory controllers being the same (Figure 3.3). Extending Jigsaw to NUMA would require modeling a variable main memory latency in Equation 3.1.

On-chip latency: Each VC's capacity allocation \( s_d \) consists of portions of the \( N \) banks on chip, so that \( s_d = \sum_{b=1}^{N} s_{d,b} \). The capacity of each bank \( B \) constrains allocations, so that \( B \geq \sum_{d=1}^{D} s_{d,b} \). Limited bank capacities sometimes force data to be further away from the threads that access it, as we saw in Section 3.1. Because the VTB spreads accesses across banks in proportion to capacity, the number of accesses from thread \( t \) to bank \( b \) is \( \alpha_{t,b} = \sum_{d=1}^{D} \frac{s_{d,b}}{s_d} \times a_{t,d} \). If thread \( t \) is placed in a core \( c_t \) and the
3.3.3 Overview of Jigsaw reconfigurations

Figure 3.8 gives an overview of a Jigsaw reconfiguration. Scalable geometric monitors sample the miss curves of each virtual cache. An OS runtime periodically reads these miss curves and uses them to jointly place VCs and threads using a 4-step procedure that accounts for both access latency and capacity contention. Finally, this runtime uses hardware support to move cache lines to their new locations.

With the cost model above, the virtual cache configuration problem is to choose the $c_t$ (thread placement) and $s_{t,b}$ (VC size and data placement) that minimize total latency, subject to the given constraints. However, finding the optimal solution is NP-hard [59, 117], and different factors are intertwined. For example, the size of VCs and the thread placement affect how close data can be placed to the threads that use it.

Jigsaw takes a multi-step approach to disentangle these interdependencies. Jigsaw first adopts optimistic assumptions about the contention introduced by thread and data placement, and chooses the size of virtual caches under these optimistic assumptions. Jigsaw then gradually refines these assumptions to produce the final data and thread placement. Figure 3.9 shows this schematically: given VC sizes, thread and data placement are interdependent because the best placement for either depends on the other's placement. Jigsaw breaks the dependency cycle by performing placement twice. Specifically, reconfigurations consist of four steps:

1. **Latency-aware allocation** divides capacity among VCs assuming data is compactly placed (no capacity contention).

2. **Optimistic contention-aware VC placement** places VCs among banks to avoid capacity contention. This step produces a rough picture of where data should be in the chip, e.g. placing omnet VCs far enough away in Figure 3.1 to avoid the pathological contention in Figure 3.1b.
3. **Thread placement** uses the optimistic VC placement to place threads close to the VCs they access. For example, in Figure 3.1d, this step places omnet applications close to the center of mass of their data, and clusters 1bdic threads around their shared data.

4. **Refined VC placement** improves on the previous data placement to, now that thread locations are known, place data closer to minimize on-chip latency. For example, a thread that accesses its data intensely may swap allocations with a less intensive thread to bring its data closer; while this increases latency for the other thread, overall it is beneficial.

By considering data placement twice (steps 2 and 4), Jigsaw accounts for the circular relationship between thread and data placement. We were unable to obtain comparable results with a single VC placement step; and Jigsaw performs almost as well as impractically expensive schemes, such as integer linear programming (Section 3.7). Jigsaw uses arbitrary distance vectors, so it works with arbitrary topologies. However, to make the discussion concrete, we use a mesh topology in the examples.

**Latency-aware capacity allocation**

As we saw in Section 3.1, VC sizes have a large impact on both off-chip latency and on-chip latency. Prior work has partitioned cache capacity to reduce cache misses [124], i.e. off-chip latency. However, it is well-known that larger caches take longer to access [54, 56, 146]. Most prior partitioning work has targeted fixed-size LLCs with constant latency. But capacity allocation in NUCA caches provides an opportunity to also reduce on-chip latency: if an application sees little reduction in misses from a larger VC, the additional network latency to access it can negate the benefits of having fewer misses.

In summary, larger allocations have two competing effects: decreasing off-chip latency and increasing on-chip latency. This is illustrated in Figure 3.12, which shows the average memory access latency to one VC (e.g., a thread's private data). Figure 3.12 breaks latency into its off- and on-chip components, and shows that there is an optimal size that minimizes total latency.

This has two important consequences. First, unlike in other D-NUCA schemes, it is sometimes better to leave cache capacity unused. Second, incorporating on-chip latency changes the curve's shape and also its marginal utility [124], leading to different cache allocations even when all capacity is used.

Jigsaw allocates capacity from **total memory latency curves** (the sum of Equation 3.1 and Equation 3.2) instead of miss curves. However, Equation 3.2 requires knowing the thread and data placements, which are unknown at the first step of reconfiguration, i.e. when sizing VCs. Jigsaw instead uses an optimistic on-chip latency curve, found by compactly placing the VC around the center of the chip and computing the resulting average latency. For example, Figure 3.10 shows the optimistic placement of an 8½-bank VC accessed by a single thread, with an average distance of 1.27 hops. Optimistic on-chip latency curves are constant, so we precompute them from the network topology.
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Figure 3.12: Memory access latency broken into access latency (increasing) and miss latency (decreasing).

With this simplification, Jigsaw partitions capacity to minimize total memory latency. While these allocations account for on-chip latency, they generally underestimate it due to capacity contention. Nevertheless, we find that this scheme works well because the next steps are effective at limiting contention.

Conceptually, sizing virtual caches is no different than in UCP: the runtime computes the per-virtual cache latency curves, then runs Lookahead [124] to compute the virtual cache sizes that minimize latency. Unfortunately, using Lookahead is unfeasible. Lookahead greedily allocates space to the partition that provides the highest utility per unit (hits per allocation quantum). Because miss curves are not generally convex, on each step Lookahead traverses each miss curve looking for the maximum utility per unit it can achieve with the remaining unallocated space. This results in an $O(P \cdot S^2)$ run-time, where $P$ is the number of partitions and $S$ is the cache size in allocation quanta, or “buckets”. With way partitioning, $S$ is small (the number of ways) and this is an acceptable overhead. In Jigsaw, banks can be finely partitioned, and we must consider all banks jointly. Lookahead is too inefficient at this scale.

Virtual cache sizing with Peekahead: To address this, we develop the Peekahead algorithm, an exact $O(P \cdot S)$ implementation of Lookahead. We leverage the insight that the point that achieves the maximum utility per unit is the next one in the convex hull of the miss curve. For example, Figure 3.13 shows a non-convex miss curve (blue) and its convex hull (red). With an unlimited budget, i.e., abundant unallocated cache space, and starting from $A$, $D$ gives maximal utility per unit (steepest slope); starting from $D$, $H$ gives the maximal utility per unit; and so on along the convex hull. With a limited budget, i.e. if the remaining unallocated space limits the allocation to $S'$, the point that yields maximum utility per unit is the next one in the convex hull of the miss curve in the region $[0, S']$. For example, if we are at $D$ and are given limit $S'$ between $F$ and $G$, the convex hull up to $S'$ is the line $DFS'$ and $F$ yields maximal utility per unit. Conversely, if $S'$ lies between $G$ and $H$, then the convex hull is $DS'$, $S'$ is the best option, and the algorithm terminates (all space is allocated).

If we know these points of interest (POIs), the points that constitute all reachable convex hulls, traversing the miss curves on each allocation becomes unnecessary: given the current allocation, the next relevant POI always gives the maximum utility per unit. For example, in Figure 3.13, the only POIs are $A$, $D$, $F$, and $H$; Table 3.2 shows all possible decisions. Figure 3.14 shows several example miss curves and their POIs. Note that some POIs do not lie on the full convex hull (dashed lines), but are always on the convex hull of some sub-domain. The animation at [11] shows how to construct all intermediate convex hulls from the POIs.

Peekahead first finds all POIs in $O(S)$ for each partition. This is inspired by the three coins algo-
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Figure 3.13: Non-convex miss curve (blue), and its convex hull (red).

<table>
<thead>
<tr>
<th>Start</th>
<th>S' &lt; D</th>
<th>D ≤ S' &lt; F</th>
<th>F ≤ S' &lt; G</th>
<th>G ≤ S' &lt; H</th>
<th>H ≤ S'</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>S'</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>D</td>
<td>S'</td>
<td>F</td>
<td>S'</td>
<td>S'</td>
<td>H</td>
</tr>
<tr>
<td>F</td>
<td>-</td>
<td>S'</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>H</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>S'</td>
</tr>
</tbody>
</table>

Table 3.2: Maximal utility allocations for Figure 3.13 across the entire domain from all possible starting positions.

Algorithm [105]. For example, we construct the convex hull \( ADHI \) in Figure 3.13 by considering points from left to right. At each step, we add the next point to the hull, and then backtrack to remove previous points that no longer lie on the hull. We begin with the line \( AB \). \( C \) is added to form \( ABC \), and then we backtrack. Because \( B \) lies above \( AC \), it is removed, leaving \( AC \). Similarly, \( D \) replaces \( C \), leaving \( AD \). Next, \( E \) is added to form \( ADE \), but since \( D \) lies below \( AE \), it is not removed. Continuing, \( F \) replaces \( E \), \( G \) replaces \( F \), \( H \) replaces \( G \), and finally \( I \) is added to give the convex hull \( ADHI \).

We extend this algorithm to build all convex hulls over \([0, X]\) for any \( X \) up to \( S \), which produces all POIs. We achieve this in \( O(S) \) by not always deleting points during backtracking. Instead, we mark points in convex regions with the \( x \)-coordinate at which the point becomes obsolete, termed the horizon (e.g., \( F \)'s horizon is \( G \)). Such a point is part of the convex hull up to its horizon, after which it is superseded by the higher-utility-per-unit points that follow. However, if a point is in a concave region then it is not part of any convex hull, so it is deleted (e.g., \( C \) and \( G \)).

Appendix A lists the algorithms in detail, proves their correctness, and analyzes their asymptotic performance.

Optimistic contention-aware VC placement

Once VC sizes are known, Jigsaw first finds a rough picture of how data should be placed around the chip to avoid placing large VCs close to each other. The main goal of this step is to inform thread placement by avoiding VC placements that produce high capacity contention, as in Figure 3.1b.

To this end, we sort VCs by size and place the largest ones first. Intuitively, this works well because larger VCs can cause more contention, while small VCs can fit in a fraction of a bank and cause little
contention. For each VC, the algorithm iterates over all the banks, and chooses the bank that yields the least contention with already-placed VCs as the center of mass of the current VC. To make this search efficient, we approximate contention by keeping a running tally of claimed capacity in each bank, and relax capacity constraints, allowing VCs to claim more capacity than is available at each bank. With \( N \) banks and \( D \) VCs, the algorithm runs in \( O(N \cdot D) \).

Figure 3.11 shows an example of optimistic contention-aware VC placement at work. Figure 3.11a shows claimed capacity after two VCs have been placed. Figure 3.11b shows the contention for the next VC at the center of the mesh (hatched), where the uncontended placement is a cross. Contention is approximated as the claimed capacity in the banks covered by the hatched area—or 33\% in this case. To place a single VC, we compute the contention around that tile. We then place the VC around the tile that had the lowest contention, updating the claimed capacity accordingly. For instance, Figure 3.11c shows the final placement for the third VC in our example.

### 3.3.6 Thread placement

Given the previous data placement, Jigsaw tries to place threads closest to the center of mass of their accesses. Recall that each thread accesses multiple VCs, so this center of mass is computed by weighting the centers of mass of each VC by the thread’s accesses to that VC. Placing the thread at this center of mass minimizes its on-chip latency (Equation 3.2).

Unfortunately, threads sometimes have the same centers of mass. To break ties, Jigsaw places threads in descending intensity-capacity product (sum of VC accesses \( \times \) VC size for each VC accessed). Intuitively, this order prioritizes threads for which low on-chip latency is important, and for which VCs are hard to move. For example, in the Section 3.1 case study, omnet accesses a large VC very intensively, so omnet instances are placed first. ilbdc accesses moderately-sized shared data at moderate intensity, so its threads are placed second, clustered around their shared VCs. Finally, milc instances access their private VCs intensely, but these VCs are tiny, so they are placed last. This is fine because the next step, refined VC placement, can move small VCs to be close to their accessors very easily, with little effect on capacity contention.

For multithreaded workloads, this approach clusters shared-heavy threads around their shared VC, and spreads private-heavy threads to be close to their private VCs. Should threads access private and shared data with similar intensities, Jigsaw places threads relatively close to their shared VC but does
Figure 3.15: Trading data placement: Starting from a simple initial placement, VCs trade capacity to move their data closer. Only trades that reduce total latency are permitted.

not tightly cluster them, avoiding capacity contention among their private VCs.

**Refined VC placement**

Finally, Jigsaw performs a round of detailed VC placement to reduce the distance between threads and their data.

Jigsaw first simply iterates over VCs, placing capacity as close to threads as possible without violating capacity constraints. This greedy scheme is a reasonable starting point, but produces sub-optimal placements. For example, a thread’s private VC always gets space in its local bank, regardless of the thread’s memory intensity. Also, shared VCs can often be moved at little or no cost to make room for data that is more sensitive to placement. This is because moving shared data farther away from one accessing thread often moves it closer to another.

Furthermore, unlike in previous steps, it is straightforward to compute the effects of moving data, since we have an concrete placement to compare against. Jigsaw therefore looks for beneficial trades between pairs of VCs after the initial, greedy placement. Specifically, Jigsaw computes the latency change from trading capacity between VC$_1$ at bank $b_1$ and VC$_2$ at bank $b_2$ using Equation 3.2. The change in latency for VC$_1$ is:

$$\Delta \text{Latency} = \frac{\text{Accesses}}{\text{Capacity}} \times (D(VC_1, b_1) - D(VC_1, b_2))$$

The first factor is VC$_1$’s accesses per byte of allocated capacity, which we also call the *intensity*. Multiplying by this factor accounts for the number of accesses that are affected by moving capacity, which varies between VCs. The equation for VC$_2$ is similar, and the net effect of the trade is their sum. If the net effect is negative (lower latency is better), then the VCs swap bank capacity.

Naïvely enumerating all possible trades is prohibitively expensive, however. Instead, Jigsaw performs a bounded search by iterating over all VCs: Each VC spirals outward from its center of mass, trying to move its data closer. At each bank $b$ along the outward spiral, if the VC has not claimed all of $b$’s capacity then it adds $b$ to a list of desirable banks. These are the banks it will try to trade into later. Next, the VC tries to move its data placed in $b$ (if any) closer by iterating over closer, desirable banks and offering trades with VCs that have data in these banks. If the trades are beneficial, they are performed. The spiral terminates when the VC has seen all of its data, since no farther banks will allow it to move any data closer.

Figure 3.15 illustrates this for an example CMP with four VCs and some initial data placement. For example, to perform a bounded search for VC1, we spiral outward starting from VC1’s center of mass at bank A, and terminate at VC1’s farthest data at bank C. Desirable banks are marked with black checks on
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the left of Figure 3.15. We only attempt a few trades, shown on the right side of Figure 3.15. At bank B, VC1's data is two hops away, so we try to trade it to any closer, marked bank. For illustration, suppose none of the trades are beneficial, so the data does not move. This repeats at bank C, but suppose the first trade is now beneficial. VC1 and VC4 trade capacity, moving VC1's data one hop closer.

This approach gives every VC a chance to improve its placement. Since any beneficial trade must benefit one party, it would discover all beneficial trades. However, for efficiency, in Jigsaw each VC trades only once, since we have empirically found this discovers most trades. Finally, this scheme incurs negligible overheads, as we will see in Section 3.7.

These techniques are cheap and effective. We also experimented with more expensive approaches commonly used in placement problems: integer linear programming, simulated annealing, and graph partitioning. Section 3.7 shows that they yield minor gains and are too expensive to be used online.

3.3.8 Putting it all together

**Hardware overheads:** Implementing Jigsaw as described imposes small overheads, which are a well worth the achieved system-wide performance and energy savings:

- Each bank is partitioned. With 512 KB banks and 64-byte lines, Vantage adds 8 KB of state per bank to support 64 bank partitions [12] (each tag needs a 6-bit partition id and each bank needs 256 bits of per-partition state).
- Each tile's VTB is 588 bytes: 576 bytes for 6 VC descriptors (3 normal + 3 shadow) and 12 bytes for the 3 tags.
- Jigsaw uses 4 monitors per bank. Each GMON has 1024 tags and 64 ways. Each tag is a 16-bit hash value (we do not store full addresses, since rare false positives are fine for monitoring purposes). Each way has a 16-bit limit register. This yields 2.1 KB monitors, and 8.4 KB overhead per tile.

In total, Jigsaw requires 17.1 KB of state per tile (2.9% of the space devoted to the tile's bank) and simple logic. Overheads are similar to prior partitioning-based schemes [12, 124].

**Software overheads:** Periodically (every 25 ms in our implementation), a software runtime wakes up on core 0 and performs the steps in Figure 3.8. Reconfiguration steps are at most quadratic on the number of tiles (Section 3.3.5), and most are more efficient. Software overheads are small, 0.2% of system cycles, and are detailed in Section 3.7 and Table 3.5.

**Jigsaw without partitioning:** If partitioned banks are not desirable, Jigsaw can be used as-is with non-partitioned NUCA schemes [30, 64, 103]. To allow more VCs than threads, we could use several smaller banks per tile (e.g., 4×128 KB), and size and place VCs at bank granularity. This would eliminate partitioning overheads, but would make VTBs larger and force coarser allocations. We evaluate the effects of such a configuration in Section 3.7. Jigsaw's thread placement could also be used in spilling D-NUCAs [123], though the cost model (Section 3.3.2) would need to change to account for the multiple cache and directory lookups.

3.4 Experimental Methodology

**Modeled systems:** We perform microarchitectural, execution-driven simulation using zsim [131], an x86-64 simulator based on Pin [98], and model tiled CMPs with 16 and 64 cores and a 3-level cache
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Table 3.3: Configuration of the simulated 16-core/64-core CMPs.

<table>
<thead>
<tr>
<th>Core Configuration</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cores</td>
<td>16 / 64 cores, x86-64 ISA, 2 GHz, in-order IPC = 1 except on memory accesses / Silvermont-like OOO [75]: 8B-wide ifetch; 2-level bpred with 512x10-bit BHSRs + 1024x2-bit PHT, 2-way decode/issue/ rename/commit, 32-entry IQ and ROB, 10-entry LQ, 16-entry SQ</td>
</tr>
<tr>
<td>L1 caches</td>
<td>32 KB, 8-way set-associative, split D/I, 3-cycle latency</td>
</tr>
<tr>
<td>L2 caches</td>
<td>128 KB private per-core, 8-way set-associative, inclusive, 6-cycle latency</td>
</tr>
<tr>
<td>L3 cache</td>
<td>1 MB/512 KB per tile, 4-way 52-candidate zcache, 9 cycles, inclusive, S-NUCA/R-NUCA/Vantage/Jigsaw/idealized shared-private D-NUCA with 2x capacity (IdealSPD)</td>
</tr>
<tr>
<td>Coherence protocol</td>
<td>MESI protocol, 64 B lines, in-cache directory, no silent drops; sequential consistency</td>
</tr>
<tr>
<td>Global NoC</td>
<td>8x8 mesh, 128-bit flits and links, XY routing, 3-cycle pipelined routers, 1-cycle links</td>
</tr>
<tr>
<td>Memory controllers</td>
<td>1/4 MCUs, 1 channel/MCU, 120 cycles zero-load latency, 12.8 GB/s per channel</td>
</tr>
</tbody>
</table>

hierarchy, as shown in Figure 3.3. We use both simple in-order core models and detailed OOO models similar to Silvermont [75]. The 64-core CMP, with parameters shown in Table 3.3, is organized in 64 tiles, connected with an 8x8 mesh network-on-chip (NoC), and has 4 memory controllers at the edges. The scaled-down 16-core CMP has 16 tiles, a 4x4 mesh, and a single memory controller. The 16-core CMP has a total LLC capacity of 16 MB (1 MB/tile), and the 64-core CMP has 32 MB (512 KB/tile). The 64-core system is similar to Knights Landing [62]. We use McPAT [94] to derive the area and energy numbers of chip components (cores, caches, NoC, and memory controller) at 22 nm, and Micron DDR3L datasheets [107] to compute main memory energy. With simple cores, the 16-core system is implementable in 102 mm² and has a typical power consumption of 10-20 W in our workloads, consistent with adjusted area and power of Atom-based systems [49].

Cache implementations: Experiments use an unpartitioned, shared (static NUCA) cache with LRU replacement as the baseline (S-NUCA). We compare Jigsaw with Vantage, a representative partitioned design, and R-NUCA, a representative shared-baseline D-NUCA design. Because private-baseline D-NUCA schemes modify the coherence protocol, they are hard to model. Instead, we model an idealized shared-private D-NUCA scheme, IdealSPD, with 2x the LLC capacity. In IdealSPD, each tile has a private L3 cache of the same size as the LLC bank (512 KB or 1 MB), a fully provisioned 5-cycle directory bank that tracks the L3s, and a 9-cycle exclusive L4 bank (512 KB or 1 MB). Accesses that miss in the private L3 are serviced by the proper directory bank (traversing the NoC). The L4 bank acts as a victim cache, and is accessed in parallel with the directory to minimize latency. This models D-NUCA schemes that partition the LLC between shared and private regions, but gives the full LLC capacity to both the private (L3) and shared (L4) regions. Herrero et al. [58] show that this idealized scheme always outperforms several state-of-the-art private-baseline D-NUCA schemes that include shared-private partitioning, selective replication, and adaptive spilling (DCC [57], ASR [9], and ECC [58]), often by significant margins (up to 30%).

Vantage and Jigsaw both reconfigure every 50 M cycles (25 ms). Vantage uses utility-based cache partitioning (UCP) [124]. R-NUCA is configured as proposed [53] with 4-way rotational interleaving and page-based reclassification. Jigsaw and R-NUCA use the page remapping support discussed in Section 3.2, and Jigsaw uses demand-moves with background invalidations. Jigsaw uses thread-private and per-process virtual caches. In all configurations, banks use 4-way 52-candidate zcache arrays [129] with H3 hash functions, though results are similar with more expensive 32-way set-associative hashed arrays.
3.5. Evaluation without Thread Placement

We first compare Jigsaw against alternative cache organizations on the 16-core, in-order CMP to demonstrate the benefits of virtual caches and analyze their performance in detail. Simple, IPC=1 cores let us study the memory system in detail without confounding factors (e.g., memory-level parallelism) introduced by out-order cores. These results do not include Jigsaw’s contention-aware thread placement; they instead focus on the benefits of virtual caches alone. In Section 3.6, we evaluate single- and multi-threaded mixes with thread placement on the 64-core, out-of-order CMP to show how Jigsaw’s performance and energy savings increase with larger systems.

3.5.1 Single-threaded mixes on 16-core, in-order CMP

Performance across all mixes: Figure 3.16 summarizes both throughput and weighted speedup for the cache organizations we consider across the 140 mixes. Each line shows the performance improvement of a single organization against the shared S-NUCA baseline. For each line, workload mixes (the x-axis)
Figure 3.16: Weighted speedup of Jigsaw, Vantage, R-NUCA, and IdealSPD (with 2x cache space) over the S-NUCA baseline, for 140 SPEC CPU2006 mixes on the 16-core chip with in-order cores.

are sorted according to the improvement achieved. Lines are sorted independently, so these graphs give a concise summary of improvements, but should not be used for workload-by-workload comparisons among schemes.

Figure 3.16 shows that Jigsaw is beneficial for all mixes, and achieves large throughput and fairness gains: up to 2.2x weighted speedup over an unpartitioned shared cache. Overall, Jigsaw achieves gmean weighted speedups of 18.4%, Vantage achieves 8.2%, R-NUCA achieves 6.3%, and IdealSPD achieves 11.4%.

**Performance of memory-intensive mixes:** These mixes have a wide range of behaviors, and many access memory infrequently. For the mixes with the highest 20% of memory intensities (aggregate LLC MPKIs in S-NUCA), where the LLC organization can have a large impact, the achieved gmean weighted speedups are 29.2% for Jigsaw, 19.7% for Vantage, 4.8% for R-NUCA, and 14% for IdealSPD. Jigsaw and Vantage are well above their average speedups, R-NUCA is well below, and IdealSPD is about the same. Most of these mixes are at the high end of the lines in Figure 3.16 for Jigsaw and Vantage, but not for R-NUCA. R-NUCA suffers on memory-intensive mixes because its main focus is to reduce LLC access latency, not MPKI, and IdealSPD does not improve memory-intensive mixes much because it provides no capacity control in the shared region.

Figure 3.17 illustrates this observation, showing the performance of each mix versus memory intensity. Performance is measured by weighted speedup over S-NUCA, and memory intensity is measured by S-NUCA’s average memory access time. The figure also includes the best-fit linear regression, which shows the performance-memory intensity correlation for each cache organization. Jigsaw and Vantage both perform increasingly well with increasing memory intensity, exhibiting similar, positive correlation. Vantage is the worst-performing scheme at low memory intensity, but under high intensity it is only bested by Jigsaw. In constrast, R-NUCA’s performance degrades with increasing memory intensity due to its limited capacity. Finally, IdealSPD shows only slightly increasing performance versus S-NUCA despite having twice the cache capacity. In [58] IdealSPD was (predictably) shown to outperform other D-NUCA schemes by the largest amount on mixes with high memory intensity. Therefore, it’s unclear if actual D-NUCA schemes would realize even the modest improvement with increasing memory intensity seen in Figure 3.17. Jigsaw performs similarly to D-NUCA schemes at low memory intensity, and at high
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Figure 3.17: Performance with increasing memory intensity. Weighted speedup is plotted vs. S-NUCA's average memory access time for each mix on the 16-core chip. Lines indicate the best-fit linear regression.

intensities is clearly the best organization.

Performance breakdown: To gain more insight into these differences, Figure 3.18 shows a breakdown of execution time for nine representative mixes. Each bar shows the total number of cycles across all workloads in the mix for a specific configuration, normalized to S-NUCA's (the inverse of each bar is throughput over S-NUCA). Each bar further breaks down where cycles are spent, either executing instructions or stalled on a memory access. Memory accesses are split into their L2, NoC, LLC, and memory components. For R-NUCA and Jigsaw, we include time spent on reconfigurations and remappings, which is negligible. For IdealSPD, the LLC contribution includes time spent in private L3, directory, and shared L4 accesses.

We see four broad classes of behavior: First, in capacity-insensitive mixes (e.g., fffn0, sfff3, and snnn3) partitioning barely helps, either because applications have small working sets that fit in their local banks or have streaming behavior. Vantage thus performs much like S-NUCA on these mixes. R-NUCA improves performance by keeping data in the closest bank (with single-threaded mixes, R-NUCA behaves like a private LLC organization without a globally shared directory). Jigsaw maps virtual caches to their closest banks, achieving similar improvements. IdealSPD behaves like R-NUCA on low memory intensity mixes (e.g., fffn0) where the shared region is lightly used so all data lives in local banks. With increasing memory intensity (e.g. sfff3 and snnn3) its directory overheads (network and LLC) begin to resemble S-NUCA, so much so that its overall performance matches S-NUCA at snnn3. For all remaining mixes in Figure 3.18, IdealSPD has similar network and LLC overheads to S-NUCA.

Second, capacity-critical mixes (e.g., stnn0) contain applications that do not fit within a single bank, but share the cache effectively without partitioning. Here, Vantage and IdealSPD show no advantage over S-NUCA, but R-NUCA in particular performs poorly, yielding higher MPKI than the shared S-NUCA baseline. Jigsaw gets the benefit of low latency, but without sacrificing the MPKI advantages of higher capacity.

Third, in partitioning-friendly mixes (e.g., ftnn2, sssf3, and tttn2) each application gets different utility from the cache, but no single application dominates LLC capacity. Partitioning reduces MPKI slightly, whereas R-NUCA gets MPKI similar to the shared S-NUCA baseline, but with lower network latency. IdealSPD performs somewhere between Vantage and S-NUCA because it does not partition within the
Figure 3.18: Execution time breakdown of S-NUCA (S), Vantage (V), R-NUCA (R), IdealSPD (I), and Jigsaw (J), for representative 16-core single-thread mixes. Cycles are normalized to S-NUCA's (lower is better).

shared region. Jigsaw captures the benefits of both partitioning and low latency, achieving the best performance of any scheme.

\texttt{tttnn2} is typical, where Vantage gives modest but non-negligible gains, and IdealSPD matches this performance by allowing each application a private bank (capturing high-locality accesses) and dividing shared capacity among applications (giving additional capacity to high-intensity apps). R-NUCA gets very low latency, but at the cost of additional MPKI which makes it ultimately perform worse than Vantage. Jigsaw gets the benefits of both partitioning and low latency, and achieves the best performance. \texttt{sssf3} shows a similar pattern, but IdealSPD's directory overheads (specifically directory accesses, included in LLC access time) hurt its performance compared to Vantage.

\texttt{ttnn2} demonstrates the importance of capacity control. Vantage shows significant reductions in DRAM time, but IdealSPD resembles (almost identically) the shared S-NUCA baseline. This performance loss is caused by the lack of capacity control within the shared region.

Fourth, partitioning-critical mixes (e.g., \texttt{tttt3} and \texttt{fttt2}) consist of cache-fitting apps that perform poorly below a certain capacity threshold, after which their MPKI drops sharply. In these mixes, a shared cache is ineffective at dividing capacity, and partitioning achieves large gains. R-NUCA limits apps to their local bank and performs poorly. Jigsaw is able to combine the advantages of partitioning with the low latency of smart placement, achieving the best performance.

In some mixes (e.g., \texttt{fttt2}), IdealSPD achieves a lower MPKI than Vantage and Jigsaw, but this is an artifact of having twice the capacity. Realistic shared-private D-NUCA schemes will always get less benefit from partitioning than Vantage or Jigsaw, as they partition between shared and private regions, but do not partition the shared region among applications. This effect is fairly common, indicating that our results may overestimate the top-end performance of private-baseline NUCA schemes.

Finally, Figure 3.18 shows the average breakdown of cycles across all mixes and for the mixes with the top 20% of memory intensity. They follow the trends already discussed: Vantage reduces DRAM time but not network latency. R-NUCA reduces network latency significantly, but at the cost of additional DRAM time. IdealSPD performs similarly to Vantage; in particular, its global directory overheads are significant. Jigsaw is the only organization to achieve both low DRAM time and low network latency. The main difference on high memory intensity mixes is that Vantage and Jigsaw reduce DRAM time significantly more than other organizations.
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Figure 3.19: System energy across LLC organizations on 16-core, in-order chip: per-mix results, and average energy breakdown across mixes. Results are normalized to S-NUCA’s energy (lower is better).

Energy: Figure 3.19 shows the system energy (full chip and main memory) consumed by each cache organization for each of the 140 mixes, normalized to S-NUCA’s energy. Lower numbers are better. Jigsaw achieves the largest energy reductions, up to 42%, 10.6% on average, and 22.5% for the mixes with the highest 20% of memory intensities. Figure 3.19 also shows the per-component breakdown of energy consumption for the different cache organizations, showing the reasons for Jigsaw’s savings: its higher performance reduces static (leakage and refresh) energy, and Jigsaw reduces both NoC and main memory dynamic energy. These results do not model UMON or VTB energy overheads because they are negligible. Each UMON is small and is accessed infrequently. VTBs are less than 400 bytes, and each VTB lookup reads only 12 bits of state.

3.5.2 Multi-threaded mixes on 64-core, in-order CMP

Figure 3.20 shows weighted speedup results of different organizations on 40 random mixes of four 16-thread workloads in a 64-core CMP with in-order cores. We include two variants of Jigsaw: one with a single per-process virtual cache (Jigsaw (P)), and another with additional thread-private virtual caches as discussed in Section 3.3 (Jigsaw). Jigsaw achieves the highest improvements of all schemes. Overall, gmean weighted speedups are 8.9% for Jigsaw, 2.6% for Vantage, 4.7% for R-NUCA, and 5.5% for IdealSPD.

Unlike the single-threaded mixes, most applications are capacity-insensitive and have low memory intensity; only canneal is cache-friendly, and ocean is cache-fitting. This is why we model a 32 MB LLC: a 64 MB LLC improves weighted speedup by only 3.5%. Longer network latencies emphasize smart placement, further de-emphasizing MPKI reduction. Consequently, Vantage yields small benefits except on the few mixes that contain canneal or ocean. IdealSPD enjoys the low latency of large local banks as well as a large shared cache, but read-write sharing is slower due to the deeper private hierarchy and global directory, ultimately yielding modest improvements. This drawback is characteristic of all private-based D-NUCA schemes. On the other hand, R-NUCA achieves low latency and, unlike the single-threaded mixes, does not suffer from limited capacity. This is both because of lower memory intensity and because R-NUCA uses shared cache capacity for data shared among multiple threads.
Jigsaw (P) does better than Vantage, but worse than Jigsaw due to the lack of per-thread virtual caches. Jigsaw achieves lower network latency than R-NUCA and outperforms it further when partitioning is beneficial. Note that R-NUCA and Jigsaw reduce network latency by different means. R-NUCA places private data in the local bank, replicates instructions, and spreads shared data across all banks. Jigsaw just does placement: per-thread virtual caches in the local bank, and per-process virtual caches in the local quadrant of the chip. This reduces latency more than placing data throughout the chip and avoids capacity loss from replication. Because there is little capacity contention, we tried a modified R-NUCA that replicates read-only data (i.e., all pages follow a Private→Shared Read-only→Shared Read-write classification). This modified R-NUCA improves weighted speedup by 8.5% over S-NUCA, bridging much of the gap with Jigsaw. While Jigsaw could implement fixed-degree replication a la R-NUCA, we defer implementing an adaptive replication scheme (e.g., using cost-benefit analysis and integrating it in the runtime) to future work.

Summary of results

Figure 3.21 summarizes our findings with in-order cores, using 16-core mixes. For each cache organization, each mix is represented by a single point. Each point's x-coordinate is its LLC and main memory latency (excluding network) normalized to S-NUCA, and the y-coordinate is its network latency normalized to S-NUCA; lower is better in both dimensions. This representation tries to decouple each organization's intrinsic benefits in MPKI and latency reduction from the specific timing of the system. Overall, we draw the following conclusions:

- **Vantage is able to significantly reduce MPKI, but has no impact on network latency.** Vantage partitions within each bank, but does not trade capacity between banks to reduce access latency. In many mixes, network time far exceeds the savings in DRAM time, and a scheme that improved data placement could yield much greater improvements.

- **R-NUCA achieves low network latency, but at the cost of increased MPKI for a significant portion of mixes.** Often the losses in MPKI exceed the savings in network latency, so much so that R-NUCA has the worst-case degradation of all schemes.
Figure 3.21: Intrinsic MPKI and network latency reduction benefits of Jigsaw, Vantage, R-NUCA, and IdealSPD (with 2x cache space) over S-NUCA. Each point shows the average LLC + memory latency (x) and network latency (y) of one mix normalized to S-NUCA's (lower is better).

- **IdealSPD** is able to act as either a private-cache or shared-cache organization, but cannot realize their benefits simultaneously. IdealSPD can match the main memory performance of Vantage on many mixes (albeit with twice the capacity) and R-NUCA's low latency on some mixes. However, IdealSPD struggles to do both due to its shared/private dichotomy, shown by its T-shape in Figure 3.21. Mixes can achieve low latency only by avoiding the shared region. With high memory intensity, global directory overheads become significant, and it behaves as a shared cache.

- **Jigsaw** combines the latency reduction of D-NUCA schemes with the miss reduction of partitioning, achieving the best performance on a wide range of workloads. Indeed, for most mixes, Jigsaw is the only scheme that simultaneously improves network and access latency.

### 3.6 Evaluation with Thread Placement

We now evaluate Jigsaw on larger systems with out-of-order cores. We show that Jigsaw's performance advantage increases on these larger systems and that virtual caches allow thread placement to further reduce data movement.

#### 3.6.1 Single-threaded mixes on 64-core, out-of-order CMP

Figure 3.22 shows the distribution of weighted speedups that Vantage, IdealSPD, R-NUCA, and Jigsaw achieve in 50 mixes of 64 randomly-chosen, memory-intensive SPECCPU2006 applications. We find that S-NUCA, Vantage, IdealSPD, and R-NUCA are insensitive to thread placement (performance changes by ≤ 1%): S-NUCA, Vantage, and IdealSPD spread accesses among banks in the shared level, and R-NUCA because its policies cause little contention, as explained in Section 3.1. Therefore, we report results for both with a random scheduler, where threads are placed randomly at initialization, and stay pinned.

Figure 3.22 shows that Jigsaw significantly improves system performance, achieving 46% gmean weighted speedup and up to 76%. IdealSPD achieves 21% gmean weighted speedup and up to 42%,
R-NUCA achieves 18% gmean weighted speedup and up to 23%, and Vantage achieves 8.4% gmean weighted speedup and up to 13%. These results mirror those seen with 16 in-order cores, except with a larger system, placement becomes even more important. Vantage reduces misses and thereby increases performance, but it trails the D-NUCA schemes. IdealSPD and R-NUCA keep some data in the local bank, but misses from the local bank are expensive (going either to far-away cache banks or to off-chip main memory). IdealSPD and R-NUCA thus achieve similar speedups on average. Because of this, and since IdealSPD's extra cache capacity is increasingly unrealistic at larger system sizes, we only consider R-NUCA in the remaining evaluation. Meanwhile, Jigsaw gives each application enough capacity to fit its working set in nearby cache banks, and achieves the largest performance advantage of all schemes. Jigsaw's performance improvement is 2× the improvement of the best alternative.

Additionally, we evaluate the effect of thread placement in Jigsaw by running Jigsaw with three schedulers: random (Jigsaw+R) and clustered (Jigsaw+C), as in Section 3.1, and Jigsaw's capacity-aware thread scheduler. As we will see, neither random nor clustered schedules are better in general—different mixes prefer one over the other.

Figure 3.23a shows that Jigsaw's capacity-aware thread scheduling significantly improves system performance. Jigsaw+R achieves 38% gmean weighted speedup and up to 64%, and Jigsaw+C achieves 34% gmean weighted speedup and up to 59%. Jigsaw+C shows near-pathological behavior, as different instances of the same benchmark are placed close by, introducing capacity contention and hurting latency when they get large VCs (as in Figure 3.1b). Jigsaw+R avoids this behavior and performs better, but Jigsaw avoids capacity contention much more effectively and attains higher speedups across all mixes. Jigsaw widely outperforms R-NUCA, as R-NUCA does not manage capacity efficiently in heterogeneous workload mixes (Section 3.1).

Figure 3.23 gives more insight into these differences. Figure 3.23b shows the average network latency incurred by LLC accesses across all mixes (Equation 3.2), normalized to Jigsaw, while Figure 3.23c compares off-chip latency (Equation 3.1). S-NUCA incurs 11× more on-chip network latency than Jigsaw on L2-LLC accesses, and 23% more off-chip latency. R-NUCA classifies most pages as private and maps them to the nearest bank, so its network latency for LLC accesses is negligible. However, the lack of capacity management degrades off-chip latency by 46% over Jigsaw. Jigsaw+C, Jigsaw+R and Jigsaw achieve similar off-chip latency, but Jigsaw+C and Jigsaw+R have 2× and 51% higher on-chip network.
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Figure 3.23: Evaluation of S-NUCA, R-NUCA, and Jigsaw across 50 mixes of 64 SPEC CPU2006 apps on a 64-core CMP.

latency for LLC accesses than Jigsaw.

Figure 3.23d compares the network traffic of different schemes, measured in flits, and split in L2-to-LLC and LLC-to-memory traffic. S-NUCA incurs 3x more traffic than Jigsaw, most of it due to LLC accesses. For other schemes, traffic due to LLC misses dominates, because requests are interleaved across memory controllers and take several hops. We could combine these schemes with NUMA-aware techniques [34, 36, 100, 144, 147, 150] to further reduce this traffic. Though not explicitly optimizing for it, Jigsaw achieves the lowest traffic.

Because Jigsaw improves performance and reduces network and memory traffic, it reduces energy as well. Figure 3.23e shows the average energy per instruction of different organizations. Static energy (including chip and DRAM) decreases with higher performance, as each instruction takes fewer cycles. S-NUCA spends significant energy on network traversals, but other schemes make it a minor overhead; and R-NUCA is penalized by its more frequent memory accesses. Overall, Jigsaw+C, Jigsaw+R and Jigsaw reduce energy by 33%, 34% and 36% over S-NUCA, respectively.

Jigsaw benefits apps with large cache-fitting footprints, such as omnet, xalanc, and sphinx3, the most. They require multi-bank VCs to work well, and benefit from lower access latencies. Apps with smaller footprints benefit from the lower contention, but their speedups are moderate.

3.6.2 Multithreaded mixes

Figure 3.24a shows the distribution of weighted speedups for 50 mixes of eight 8-thread SPEC CPU2012 applications (64 threads total) running on the 64-core CMP. Jigsaw achieves gmean weighted speedup of 21%. Jigsaw+R achieves 14%, Jigsaw+C achieves 19%, and R-NUCA achieves 9%. Trends are reversed:
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Figure 3.24: Weighted speedup distribution and traffic breakdown of 50 mixes of eight 8-thread SPEC OMP2012 apps on a 64-core CMP.

Figure 3.25: Weighted speedups for 50 mixes of four 8-thread SPEC OMP2012 apps (32 threads total) on a 64-core CMP, and case study with private-heavy and shared-heavy apps.

on multi-threaded benchmarks, Jigsaw works better with clustered thread placement than with random (S-NUCA and R-NUCA are still insensitive). Jigsaw sees smaller benefits over Jigsaw+C. Figure 3.24b shows that they get about the same network traffic, while others are noticeably worse.

Figure 3.25a shows the distribution of weighted speedups with under-committed system running mixes of four 8-thread applications. Jigsaw increases its advantage over Jigsaw+C, as it has more freedom to place threads. Jigsaw dynamically clusters or spreads each process as the context demands: shared-heavy processes are clustered, and private-heavy processes are spread out. Figure 3.25b illustrates this behavior by showing the thread and data placement of a specific mix, where one of the apps, mgrid (process P0), is private and intensive, and the others, md (P1), lbdc (P2), and nab (P3) access mostly shared data. Jigsaw gives most capacity to mgrid, spreads its threads over the CMP, and tightly clusters P1–3 around their shared data.

From the results of Section 3.6.1 and Section 3.6.2, we can see that Jigsaw+R and Jigsaw+C help different types of programs, but no option is best in general. Yet by jointly placing threads and data, Jigsaw always provides the highest performance across all mixes. Thus, beyond improving performance, Jigsaw provides an important advantage in guarding against pathological behavior incurred by fixed policies.
3.7 Jigsaw analysis

Peekahead scaling: Table 3.4 shows the average core cycles required to partition the cache using both UCP Lookahead and Peekahead algorithms. To run these experiments, we use the miss curves from the 140 16-core mixes at different resolutions. Conventional Lookahead scales near quadratically (3.2× per 2x buckets), while Peekahead scales sublinearly (1.9× per 2x buckets). ALLHULLS dominates Peekahead's run-time, confirming linear asymptotic growth (Appendix A).

Reconfiguration overheads: Table 3.5 shows the CPU cycles spent, on average, in each of the steps of the reconfiguration procedure. Overheads are negligible: each reconfiguration consumes a mere 0.2% of system cycles. Our results use 64-way GMONs, where Peekahead is 9.2× faster than Lookahead. Peekahead's advantage increases quickly with resolution. Sparse GMON curves improve Peekahead's runtime, taking 1.2 M cycles at 64 cores instead of the 7.6 M cycles it would require with 512-way UMONs. Overall, PEKEHEAD takes less than 0.1% of system cycles in reconfigurations at both 16 and 64 cores, imposing negligible overheads. Although thread and data placement have quadratic runtime, they are practical even at thousands of cores (1.2% projected overhead at 1024 cores).

Alternative thread and data placement schemes: We have considered more computationally expensive alternatives for thread and data placement. First, we explored using ILP to produce the best achievable data placement. We formulate the ILP problem by minimizing Equation 3.2 subject to the bank capacity and VC allocation constraints, and solve it in Gurobi [52]. ILP data placement improves weighted speedup by 0.5% over Jigsaw on 64-app mixes. However, Gurobi takes about 219 M cycles to solve 64-cores, far too long to be practical. We also formulated the joint thread and data placement ILP problem, but Gurobi takes at best tens of minutes to find the solution and frequently does not converge.

Since using ILP for thread placement is infeasible, we have implemented a simulated annealing [155] thread placer, which tries 5000 rounds of thread swaps to find a high-quality solution. This thread placer is only 0.6% better than Jigsaw on 64-app runs, and is too costly (6.3 billion cycles per run).

We also explored using METIS [76], a graph partitioning tool, to jointly place threads and data. We were unable to outperform Jigsaw. We observe that graph partitioning methods recursively divide...
threads and data into equal-sized partitions of the chip, splitting around the center of the chip first. Jigsaw, by contrast, often clusters one application around the center of the chip to minimize latency. In trace-driven runs, graph partitioning increases network latency by 2.5% over Jigsaw.

**Geometric monitors:** 1K-line, 64-way GMONs match the performance of 256-way UMONs. UMONs lose performance below 256 ways because of their poor resolution: 64-way UMONs degrade performance by 3% on 64-app mixes. In contrast, unrealistically large 16K-line, 1K-way UMONs are only 1.1% better than 64-way GMONs.

**Reconfiguration schemes:** We evaluate several LLC reconfiguration schemes: demand moves plus background invalidations (as in Jigsaw), bulk invalidations (pausing cores until all moved lines are invalidated, as in [12]), and idealized, instant moves. The main benefit of demand moves is avoiding global pauses, which take 114K cycles on average, and up to 230K cycles. While this is a 0.23% overhead if reconfigurations are performed every 50M cycles (25 ms), many applications cannot tolerate such pauses [38, 114]. Figure 3.26 shows a trace of aggregate IPC across all 64 cores during one representative reconfiguration. This trace focuses on a small time interval to show how performance changes right after a reconfiguration, which happens at 200 K cycles. By serving lines with demand moves, Jigsaw prevents pauses and achieves smooth reconfigurations, while bulk invalidations pause the chip for 100K cycles in this case. Besides pauses, bulk invalidations add misses and hurt performance. With 64 apps (Figure 3.23), misses are already frequent and per-thread capacity is scarce, so the average slowdown is 0.5%. Note that since SPEC CPU2006 is stable for long phases, these results may underestimate overheads for apps with more dynamic behavior. Figure 3.27 compares the weighted speedups of different schemes when reconfiguration intervals increase from 10 M cycles to 100 M cycles. Jigsaw outperforms bulk invalidations, though differences diminish as reconfiguration interval increases.

We also evaluated backing Jigsaw with a directory. We optimistically model an ideal, 0-cycle, fully-provisioned directory that causes no directory-induced invalidations. The directory enables migrations between lines in different banks after a reconfiguration, and avoids all bulk and page remapping invalidations. At 50 M cycles, directory-backed Jigsaw improves performance by 1.7% over bulk invalidations. We conclude that a directory-backed Jigsaw would not be beneficial. Even efficient implementations of this directory would require multiple megabytes and add significant latency, energy, and complexity. However, our workloads are fairly stable, we pin threads to cores, and do not overcommit the system. Other use cases (e.g., overcommitted systems) may change the tradeoffs.
Bank-partitioned NUCA: Jigsaw can be used without fine-grained partitioning (Section 3.3.8). With the parameters in Table 3.3 but 4 smaller banks per tile, Jigsaw achieves 36% gmean weighted speedup (up to 49%) over S-NUCA in 64-app mixes, vs. 46% gmean with partitioned banks. This difference is mainly due to coarser-grain capacity allocations, as Jigsaw allocates full banks in this case.

3.8 Summary

We have presented Jigsaw, a cache organization that addresses the scalability and interference issues of distributed on-chip caches. Jigsaw lets software define virtual caches of guaranteed size and placement and provides efficient mechanisms to monitor, reconfigure, and map data to virtual caches. We have developed an efficient, novel software runtime that uses these mechanisms to achieve both the latency-reduction benefits of NUCA techniques and the hit-maximization benefits of controlled capacity management. As a result, Jigsaw significantly outperforms state-of-the-art NUCA and partitioning techniques over a wide range of workloads. Jigsaw can potentially be used for a variety of other purposes, including maximizing fairness, implementing process priorities or tiered quality of service, or exposing virtual caches to user-level software to enable application-specific optimizations.
CACHES can be a major headache for architects and programmers. Unlike most system components (e.g., frequency or memory bandwidth), caches often do not yield smooth, diminishing returns with additional resources (i.e., capacity). Instead, they frequently cause performance cliffs: thresholds where performance suddenly changes as data fits in the cache.

Cliffs occur, for example, with sequential accesses under LRU. Imagine an application that repeatedly scans a 32 MB array. With less than 32 MB of cache, LRU always evicts lines before they hit. But with 32 MB of cache, the array suddenly fits and every access hits. Hence going from 31 MB to 32 MB of cache suddenly increases hit rate from 0% to 100%. The SPEC CPU2006 benchmark libquantum has this behavior. Figure 4.1 shows libquantum’s miss curve under LRU (solid line), which plots misses per kilo-instruction (MPKI, y-axis) against cache size (MB, x-axis). libquantum's miss curve under LRU is constant until 32 MB, when it suddenly drops to near zero. Cliffs also occur with other access patterns and policies.

Performance cliffs produce three serious problems. First, cliffs waste resources and degrade performance. Cache space consumed in a plateau does not help performance, but wastes energy and deprives other applications of that space. Second, cliffs cause unstable and unpredictable performance, since small fluctuations in effective cache capacity (e.g., due to differences in data layout) result in large swings in performance. This causes confusing performance bugs that are difficult to reproduce [32, 61, 111], and makes it hard to guarantee quality of service (QoS) [63, 77]. Third, as we saw in Chapter 3, cliffs greatly complicate cache management, because without convex miss curves optimal allocation is an NP-complete problem.

Two areas of prior work address performance cliffs in caches: high-performance replacement policies and cache partitioning. High-performance replacement policies have addressed many of the common pathologies of LRU [44, 69, 125, 159]. These policies achieve good performance and often avoid cliffs, but due to their empirical design they are difficult to predict and sometimes perform worse than LRU. The loss of predictability is especially unfortunate, since performance predictions are needed for efficient cache partitioning.

Partitioning handles cliffs by avoiding operating on plateaus. For example, faced with the miss curve in Figure 4.1, efficient partitioning algorithms will allocate either 32 MB or 0 MB, and nowhere in between. This ensures cache space is either used effectively (at 32 MB) or is freed for use by other applications (at 0 MB). Partitioning thus copes with cliffs, but still suffers from two problems: First, cliffs force “all-or-nothing” allocations that degrade fairness. Second, since optimal partitioning is NP-complete, partitioning algorithms are forced to use expensive or complex approximations [12, 110, 124].

Cliffs are not a necessary evil: optimal cache replacement (MIN [17]) does not suffer them. Rather, cliffs are evidence of the difficulty in using cache space effectively. Eliminating cliffs would be highly desirable, since it would put resources to good use, improve performance and fairness, increase stability,
Figure 4.1: Performance of libquantum over cache sizes. LRU causes a performance cliff at 32 MB. Talus eliminates this cliff.

and—perhaps most importantly in the long term—make caches easier to reason about and simpler to manage.

We observe that performance cliffs are synonymous with non-convex miss curves. A convex miss curve has slope that shrinks with increasing capacity. By contrast, non-convex miss curves have regions of small slope (plateaus) followed by regions of larger slope (cliffs). Convexity means that additional capacity gives smooth and diminishing hit rate improvements.

We present Talus, a simple partitioning technique that ensures convex miss curves and thus eliminates performance cliffs in caches. Talus achieves convexity by partitioning within a single access stream, as opposed to prior work that partitions among competing access streams. Talus divides accesses between two shadow partitions, invisible to software, that emulate caches of a larger and smaller size. By choosing these sizes judiciously, Talus ensures convexity and improves performance. Our key insight is that only the miss curve is needed to do this. We make the following contributions:

- We present Talus, a simple method to remove performance cliffs in caches. Talus operates on miss curves, and works with any replacement policy whose miss curve is available.
- We prove Talus’s convexity and generality under broad assumptions that are satisfied in practice.
- We design Talus to be predictable: its miss curve is trivially derived from the underlying policy’s miss curve, making Talus easy to use in cache partitioning.
- We prove that optimal cache replacement is convex.
- We contrast Talus with bypassing, a common replacement technique. We derive the optimal bypassing scheme and show that Talus is superior, and discuss the implications of this result on the design of replacement policies.
- We develop a practical, low-overhead implementation of Talus that works with existing partitioning schemes and requires negligible hardware and software overheads.
- We evaluate Talus under simulation. Talus transforms LRU into a policy free of cliffs and competitive with state-of-the-art replacement policies [44, 69, 125]. More importantly, Talus’s convexity simplifies cache partitioning algorithms, and automatically improves their performance and fairness.
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In short, Talus is the first approach to offer both the benefits of high-performance cache replacement and the versatility of software control through cache partitioning.

Talus Example

This section illustrates how Talus works with a simple example. Talus uses partitioning to eliminate cache performance cliffs. Unlike prior work that partitions capacity among different cores, Talus partitions within a single access stream. It does so by splitting the cache (or, in partitioned caches, each software-visible partition) into two hidden shadow partitions. It then controls the size of these partitions and how accesses are distributed between them to achieve the desired performance.

Talus computes the appropriate shadow partition configuration using miss curves; in this example we use the miss curve in Figure 4.2. Figure 4.2 is the miss curve of LRU on an application that accesses 2 MB of data at random, and an additional 3 MB sequentially. This results in a performance cliff around 5 MB, when MPKI suddenly drops from 12 to 3 once the application’s data fits in the cache. Since the cache gets 12 MPKI at 2 MB, there is no benefit from additional capacity from 2 until 5 MB. Hence at 4 MB, half of the cache is essentially wasted since it could be left unused with no loss in performance.

Talus can eliminate this cliff and improve performance. Specifically, in this example Talus achieves 6 MPKI at 4 MB. The key insight is that LRU is inefficient at 4 MB, but LRU is efficient at 2 MB and 5 MB. Talus thus makes part of the cache behave like a 2 MB cache, and the rest behave like a 5 MB cache. As a result, the 4 MB cache behaves like a combination of efficient caches, and is itself efficient.

Significantly, Talus requires only the miss curve to ensure convexity. Talus is totally blind to the behavior of individual lines, and does not distinguish between lines’ usage (e.g., sequential vs. random-access data), nor is Talus tied to particular replacement policies.

Talus traces out the convex hull [87] of the original miss curve, the dotted line in Figure 4.2. The convex hull of a curve is the smallest convex shape that contains the curve. Intuitively, it is the curve produced by stretching a taut rubber band across the curve from below. The convex hull thus connects points on the original curve, bridging its non-convex regions. The convex hull of a curve can be cheaply found with a single pass through the original curve using the three-coins algorithm [105].

Figure 4.3 shows how Talus works in this example. First, we describe how the cache behaves at 2 MB and 5 MB, and then show how Talus combines parts of these caches at 4 MB. Figure 4.3a shows the original 2 MB cache, split into parts by sets in a 1 : 2 ratio. Figure 4.2 indicates this application accesses the cache at rate of 24 accesses per kilo-instruction (APKI). With a hashed cache, incoming
Figure 4.3: Performance of various caches for the miss curve in Figure 4.2. Figure 4.3a and Figure 4.3b show the original cache (i.e., without Talus), conceptually dividing each cache by sets, and dividing accesses evenly across sets. Figure 4.3c shows how Talus eliminates the performance cliff with a 4 MB cache by dividing the cache into partitions that behave like the original 2 MB (top) and 5 MB (bottom) caches. Talus achieves this by dividing accesses in dis-proportion to partition size.

 accesses will be evenly split across sets, so accesses are also split at a 1 : 2 ratio between the top and bottom sets. Specifically, the top third of sets receive \( 24/3 = 8 \) APKI, and the bottom two thirds receive \( 24 \times 2/3 = 16 \) APKI (left side of Figure 4.3a). Figure 4.2 further indicates a miss rate of 12 MPKI at 2 MB. Misses are also distributed approximately in proportion to accesses, so the top sets produce \( 12/3 = 4 \) MPKI and the bottom sets \( 12 \times 2/3 = 8 \) MPKI (right side of Figure 4.3a).

 Figure 4.3b is similar, but for a 5 MB cache. This cache is also split by sets at a 1 : 2 ratio. It achieves 3 MPKI, coming from the top sets at 1 MPKI and the bottom sets at 2 MPKI.

 Finally, Figure 4.3c shows how Talus manages the 4 MB cache using set partitioning. The top sets behave like the top sets of the 2 MB cache (Figure 4.3a), and the bottom sets behave like the bottom sets of the 5 MB cache (Figure 4.3b). This is possible because Talus does not hash addresses evenly across sets. Instead, Talus distributes them in the same proportion as the original caches, at a 1 : 2 ratio between top : bottom. Hence the top sets in Figure 4.3c operate identically to the top sets in Figure 4.3a. (They receive the same accesses, have the same number of sets and lines, etc.) In particular, the top sets in Figure 4.3c and Figure 4.3a have the same miss rate of 4 MPKI. Similarly, the bottom sets between Figure 4.3c and Figure 4.3b behave identically and have the same miss rate of 2 MPKI. Hence the total miss rate in Figure 4.3c is \( 4 + 2 = 6 \) MPKI (instead of the original 12 MPKI). This value lies on the convex hull of the miss curve, as shown in Figure 4.2.

 In this example, Talus partitions by set. However, with sufficient associativity, capacity is the dominant factor in cache performance, and cache organization or partitioning scheme are less important. So while this example uses set partitioning, Talus works with other schemes, e.g. way partitioning.

 The only remaining question is how Talus chooses the partition sizes and sampling rates. 4 MB lies at a ratio of 2 : 1 between the end points 2 MB and 5 MB. Although not obvious, the partitioning ratio should be the inverse, 1 : 2. We derive and explain this in detail in the next section.

4.2 Talus: Convexity by Design

Figure 4.4 summarizes the parameters Talus controls. It shows a single application accessing a cache of size \( s \), employing some replacement policy that yields a miss curve \( m(s) \). For example, \( m(1 \text{ MB}) \) gives the miss rate of a 1 MB cache. Talus divides the cache into two shadow partitions of sizes \( s_1 \) and \( s_2 \), where \( s = s_1 + s_2 \). Each shadow partition has its own miss curve, \( m_1(s_1) \) and \( m_2(s_2) \) respectively. Furthermore, Talus inserts a fraction \( \rho \) of the access stream into the first shadow partition, and the remaining \( 1 - \rho \)
into the second.

We now show how, for any given size \( s \), we can choose \( s_1, s_2, \) and \( \rho \) to achieve performance on the convex hull of the original miss curve. We develop the solution in three steps. First, we show how miss curves change when the access stream is divided among shadow partitions. Second, we show how to choose partition sizes to linearly interpolate cache performance between any two points of the original miss curve. Third, we show that by choosing these points appropriately, Talus traces the original miss curve's convex hull. Because these claims are broad, independent of particular applications or replacement policies, we present rigorous proofs.

**General assumptions**

Before we get started, we need to make some basic assumptions about cache performance and application behavior. These assumptions are often implicit in prior work, and as we shall see, are well-supported by experiments (Section 4.5).

**Assumption 1.** Miss curves are stable over time, and change slowly relative to the reconfiguration interval.

Talus uses the miss curve sampled in a given interval (e.g., 10 ms) to adjust its configuration for the next interval. If the access stream drastically changes across intervals, Talus's decisions may be incorrect. In practice, most applications have stable miss curves. Dynamic partitioning techniques and PDP [44] also make this assumption.

**Assumption 2.** For a given access stream, a partition's miss rate is a function of its size alone; other factors (e.g., associativity) are of secondary importance.

With reasonable associativity, size is the main factor that affects performance. Assumption 2 is inaccurate in some cases, e.g. way partitioning with few ways. Our implementation (Section 4.4) describes a simple way to satisfy this in practice, justified in our evaluation (Section 4.5). This assumption is made in prior partitioning work [12, 130] that uses UMONs to generate miss curves without using way partitioning.

This assumption also means that, although we prove results for Talus on an unpartitioned cache, our results also apply to individual partitions in a partitioned cache.

**Assumption 3.** Sampling an access stream produces a smaller, statistically self-similar access stream.

In large last-level caches, hits and misses are caused by accesses to a large collection of cache lines. No single line dominates accesses, as lower-level caches filter temporal locality. For example, if a program accesses a given line very frequently, that line will be cached in lower levels and will not produce last-level cache accesses. Thus, by pseudo-randomly sampling the access stream (i.e., by hashing addresses), we obtain an access stream with similar statistical properties to the full stream [81]. This holds in practice for large caches and good hash functions [26, 84, 129, 148]. Assumption 3 is extensively used, e.g. to produce miss curves cheaply with UMONs [124], dynamically switch replacement policies using set dueling [125], or accelerate trace-driven simulation [81]. Talus uses this property to reason about the behavior of the shadow partitions.

**Miss curves of shadow partitions**

Using the previous assumptions, we can easily derive the relationship between the partition's full miss curve, \( m(s) \), and the miss curves of an individual shadow partition, \( m'(s') \). Intuitively, a shadow
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Figure 4.4: Talus divides cache space in two partitions of sizes $s_1$ and $s_2$, with miss rates $m_1(s_1)$ and $m_2(s_2)$, respectively. The first partition receives a fraction $\rho$ of accesses.

A partitioned cache with accesses split pseudo-randomly in proportion to partition size behaves the same as an unpartitioned cache (see Figure 4.3a and Figure 4.3b). In particular, misses are also split proportionally between shadow partitions. So if the partition gets a fraction $\rho = s'/s$ of accesses, its miss curve is $m'(s') = s'/s \ m(s) = \rho \ m(s'/\rho)$. This relation holds when accesses are distributed disproportionately as well:

**Theorem 4.** Given an application and replacement policy yielding miss curve $m(s)$, pseudo-randomly sampling a fraction $\rho$ of accesses yields miss curve $m'(s')$:  
\[ m'(s') = \rho \ m\left(\frac{s'}{\rho}\right) \]  

*Proof.* Since a sampled access stream is statistically indistinguishable from the full access stream (Assumption 3) and capacity determines miss rate (Assumption 2), it follows that misses are distributed evenly across capacity. (If it were otherwise, then equal-size partitions would exist with different miss rates, exposing either statistical non-uniformity in the access stream or sensitivity of miss rate to factors other than capacity.) Thus, following the discussion above, Equation 4.1 holds for proportionally-sampled caches.

Equation 4.1 holds in general because, by assumption, two partitions of the same size $s'$ and sampling rate $\rho$ must have the same miss rate. Hence a disproportionally-sampled partition's miss rate is equal to that of a partition of a larger, proportionally-sampled cache. This cache's size is $s'/\rho$, yielding Equation 4.1.

4.2.3 Convexity

To produce convex cache performance, we trace the miss curve's convex hull (e.g., the dotted lines in Figure 4.2). Talus achieves this by linearly interpolating between points on the miss curve's convex hull, e.g., by interpolating between $\alpha = 2$ MB and $\beta = 5$ MB in Figure 4.2.

We interpolate cache performance using Theorem 4 by splitting the cache into two partitions, termed the $\alpha$ and $\beta$ shadow partitions (Figure 4.4), since Talus configures them to behave like caches of size $\alpha$ and $\beta$. We then control the sizes of the shadow partitions, $s_1$ and $s_2$, and the sampling rate, $\rho$ (into the $\alpha$ partition), to achieve the desired miss rate. First note from Theorem 4 that the miss rate of this system
is:

\[ m_{\text{shadow}}(s) = m_1(s_1) + m_2(s_2) \]
\[ = \rho \left( \frac{s_1}{\rho} \right) + (1 - \rho) \left( \frac{s - s_1}{1 - \rho} \right) \]  \hspace{1cm} (4.2)

**Lemma 5.** Given an application and replacement policy yielding miss curve \( m(\cdot) \), one can achieve miss rate at size \( s \) that linearly interpolates between any two points on the curve, \( m(\alpha) \) and \( m(\beta) \), where \( \alpha \leq s < \beta \).

**Proof.** To interpolate, we must anchor terms in \( m_{\text{shadow}} \) at \( m(\alpha) \) and \( m(\beta) \). We wish to do so for all \( m \), in particular injective \( m \), hence anchoring the first term at \( m(\alpha) \) implies:

\[ m(s_1/\rho) = m(\alpha) \Rightarrow s_1 = \rho \alpha \]  \hspace{1cm} (4.3)

Anchoring the second term at \( m(\beta) \) implies:

\[ m \left( \frac{s - s_1}{1 - \rho} \right) = m(\beta) \Rightarrow \rho = \frac{\beta - s}{\beta - \alpha} \]  \hspace{1cm} (4.4)

Substituting these values into the above equation yields:

\[ m_{\text{shadow}} = \frac{\beta - s}{\beta - \alpha} m(\alpha) + \frac{s - \alpha}{\beta - \alpha} m(\beta) \]  \hspace{1cm} (4.5)

Hence as \( s \) varies from \( \alpha \) to \( \beta \), the system’s miss rate varies proportionally between \( m(\alpha) \) to \( m(\beta) \) as desired.

**Theorem 6.** Given a replacement policy and application yielding miss curve \( m(s) \), Talus produces a new replacement policy that traces the miss curve’s convex hull.

**Proof.** Set sizes \( \alpha \) and \( \beta \) to be the neighboring points around \( s \) along \( m \)'s convex hull and apply Lemma 5. That is, \( \alpha \) is the largest cache size no greater than \( s \) where the original miss curve \( m \) and its convex hull coincide, and \( \beta \) is the smallest cache size larger than \( s \) where they coincide.

Finally, we now apply Theorem 6 to Figure 4.3 to show how the partition sizes and sampling rate were derived for a \( s = 4 \) MB cache. We begin by choosing \( \alpha = 2 \) MB and \( \beta = 5 \) MB, as these are the neighboring points on the convex hull (Figure 4.2). \( \rho \) is the “normalized distance to \( \beta \)”: 4 MB is two-thirds of the way to 5 MB from 2 MB, so one third remains and \( \rho = 1/3 \). \( s_1 \) is the partition size that will emulate a cache size of \( \alpha \) with this sampling rate. By Theorem 4, \( s_1 = \rho \alpha = 2/3 \) MB. Finally, \( s_2 \) is the remaining cache space, \( 10/3 \) MB. This size works because—by design—it emulates a cache of size \( \beta \): the second partition’s sampling rate is \( 1 - \rho = 2/3 \), so by Theorem 4 it models a cache of size \( s_2/(1 - \rho) = 5 \) MB.

Hence, a fraction \( \rho = 1/3 \) of accesses behave like a \( \alpha = 2 \) MB cache, and the rest behave like a \( \beta = 5 \) MB cache. This fraction changes as \( s \) moves between \( \alpha \) and \( \beta \), smoothly interpolating performance between points on the convex hull.

**Theoretical Implications**

A few interesting results follow from the previous section. All of the following should be taken to hold approximately in practice, since the assumptions only hold approximately.
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4.3.1 Predictability enables convexity

Theorem 6 says that so long as the miss curve is available, it is fairly simple to ensure convex performance by applying Talus. While Talus is general (we later show how it convexifies SRRIP, albeit using impractically large monitors), it is currently most practical with policies in the LRU family [132]. Talus motivates further development of high-performance policies for which the miss curve can be cheaply obtained.

4.3.2 Optimality implies convexity

Theorem 6 gives a simple proof that optimal replacement (MIN) is convex. We are not aware of a prior proof of this fact.

Corollary 7. Optimal cache replacement is convex.

Proof. By contradiction. If it were not convex, by Theorem 6 some shadow partitioning would exist that traced its convex hull (we need not compute the shadow partition sizes or sampling rates that trace it to guarantee its existence). This convex hull would achieve fewer misses than the optimal policy.

4.3.3 Talus vs. Bypassing

As discussed in Chapter 2, high-performance replacement policies frequently use bypassing or low-priority insertions to avoid thrashing [44, 69, 125]. Theorem 4 explains why bypassing is an effective strategy. This theorem says that by bypassing some lines, non-bypassed lines behave like a larger cache (since $s/p > s$). So one can essentially get a larger cache for some lines at the price of missing on bypassed lines.

Figure 4.5 gives an example using Figure 4.2. Once again, the cache is 4 MB, which lies on a cliff that yields no improvement over 2 MB. At 5 MB, the working set fits and misses drop substantially. Bypassing improves performance in this instance. There are two effects: (i) Non-bypassed accesses (80% in this case) behave as in a 5 MB cache and have a low miss rate (dotted line). (ii) Bypassed accesses (20% in this case) increase the miss rate by the bypass rate (dashed line). The net result is a miss rate of roughly 8 MPKI—better than without bypassing, but worse than the 6 MPKI that Talus achieves.

In general, Talus is superior to bypassing: while bypassing matches Talus under some conditions, it cannot outperform the convex hull of the miss curve, and often does worse. For example, Figure 4.6 shows the miss curves that optimal bypassing (dashed line) and Talus (convex hull) achieve.
Corollary 8. Bypassing on a miss curve \( m(s) \) achieves performance no better than the miss curve's convex hull.

Proof. Consider a cache that accepts a fraction \( \rho \) of accesses and bypasses \( 1 - \rho \). This is equivalent to sampling a fraction \( \rho \) of accesses into a "partition of size \( s \)" (the full cache), and sending the remainder to a "partition of size zero" (bypassed). By Theorem 4, this yields a miss rate of:

\[
  m_{\text{bypass}}(s) = \rho m(s/\rho) + (1 - \rho) m(0/(1 - \rho))
\]

Letting \( s_0 = s/\rho \), \( m_{\text{bypass}}(s) = \rho m(s_0) + (1 - \rho) m(0) \). Thus, \( m_{\text{bypass}} \) describes a line connecting points \( (0, m(0)) \) and \( (s_0, m(s_0)) \). Both points are in the original miss curve \( m \), and by definition, \( m \)'s convex hull contains all lines connecting any two points along \( m \) [87]. Thus, \( m_{\text{bypass}}(s) \) either lies on the convex hull or above it (as in Figure 4.6).

Because Talus traces the convex hull, it performs at least as well as optimal bypassing. However, this claim comes with a few important caveats: most replacement policies do not really bypass lines. Rather, they insert them at low priority. The distinction is sometimes relatively unimportant (e.g., in DIP [125]), but it can be significant. For example, with a high miss rate many lines can occupy the lowest priority in DRRIP, so a "bypassed" line may not even be the first evicted.

Additionally, unlike Assumption 3, most policies do not sample by address, but instead sample lines via other methods not strictly correlated to address. For example, DIP inserts lines at high priority every 32nd miss, regardless of address [125]. Assumption 3 and hence Theorem 4 are consequently less accurate for these policies.

Finally, this corollary also says that Talus will perform as well as optimal bypassing on that policy. It says nothing about the performance of Talus vs. bypassing for different baseline policies, although the intuition behind Corollary 8 is still useful to reason about performance in such cases. For example, PDP comes close to our description of optimal bypassing, so one might expect Talus on LRU to always outperform PDP. However, PDP evicts MRU among protected lines and sometimes outperforms Talus on LRU. Hence this result is a useful but inexact tool for comparing policies (see Section 4.5.3).

**Practical Implementation**

Talus builds upon existing partitioning solutions, with minor extensions in hardware and software. Our implementation is illustrated in Figure 4.7 and described in detail below.
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Figure 4.7: Talus implementation: pre- and post-processing steps in software, and simple additions and extensions to existing partition schemes in hardware.

4.4.1 Software

Talus wraps around the system's partitioning algorithm. Talus does not propose its own partitioning algorithm. Instead, Talus allows the system's partitioning algorithm—whatever it may be—to safely assume convexity, then realizes convex performance. This occurs in pre- and post-processing steps.

In the pre-processing step, Talus reads miss curves from hardware monitors (e.g., UMONs [124] or the SRRIP monitors described later) and computes their convex hulls. These convex hulls are passed to the system's partitioning algorithm, which no longer needs to concern itself with cliffs.

In the post-processing step, Talus consumes the partition sizes generated by the partitioning algorithm, and produces the appropriate shadow partition sizes and sampling rates. It does so using Theorem 6 and the convex hulls.

4.4.2 Hardware

Talus works with existing partitioning schemes, either coarse-grained (e.g., set [95, 127] or way [6, 28, 124] partitioning) or fine-grained (e.g., Vantage [130] or Futility Scaling [151]).

Talus extends these by (i) doubling the number of partitions in hardware, (ii) using two shadow partitions per "logical" (i.e., software-visible) partition, and (iii) adding one configurable sampling function to distribute accesses between shadow partitions. The sampling function consists of an 8-bit hash function (we use inexpensive H3 [26] hashing) and an 8-bit limit register per logical partition. Each incoming address is hashed. If the hash value lies below the limit register, the access is sent to the $\alpha$ partition. Otherwise it is sent to the $\beta$ partition.

Deviation from assumptions: The theory relies on a few assumptions (Section 4.2.1) that are good approximations, but not exact. We find that our assumptions hold within a small margin of error, but this margin of error is large enough to cause problems if it is not accounted for. For example, although applications are stable between intervals, they do vary slightly, and sampling adds small deviations, even over many accesses. Unaccounted for, these deviations from theory can "push $\beta$ up the performance cliff," seriously degrading performance.

We account for these deviations by adjusting the sampling rate $\rho$ to build in a margin of safety into our implementation. (The effect of adjusting $\rho$ by $X\%$ is to decrease $\alpha$ by $X\%$ and increase $\beta$ by $X\%$.) We have empirically determined an increase of 5% ensures convexity with little loss in performance.
Talus on way partitioning: Talus works on way partitioning, but way partitioning can somewhat egregiously violate Assumption 2. Specifically, way partitioning forces coarse-grain allocations that can significantly reduce associativity. This means that the coarsened shadow partition sizes will not match the math, and Talus will end up interpolating between the wrong points. We address this by recomputing the sampling rate from the final, coarsened allocations: \( \rho = s_1/\alpha \).

Talus on Vantage: Vantage partitioning supports many partitions sized at line granularity, and is a good fit for Talus. However, Vantage does not partition a small fraction of the cache, known as the unmanaged region (10% of the cache in our evaluation). Vantage can give no guarantees on capacity for this region. Hence, at a total capacity of \( s \), our Talus-on-Vantage implementation assumes a capacity of \( s' = 0.9s \). Using Talus with Futility Scaling [151] would avoid this complication.

Inclusion: Talus can cause performance anomalies with inclusive LLCs. By sampling accesses into a small partition, Talus can back-invalidate lines that are frequently reused in lower cache levels and cause LLC accesses that aren't reflected in the sampled miss curve. We use non-inclusive caches to avoid this problem. Alternatively, one could sample the miss curve at lower cache levels (e.g., at the L2), or lower-bound the emulated sizes of the shadow partitions.

Monitoring

We gather LRU miss curves with utility monitors [124] (UMONs). We use 64-way, 1 K line UMONs to monitor the full LLC size. However, if this was the only information available, Talus would miss the behavior at larger sizes and be unable to trace the convex hull to these sizes. This matters for benchmarks with cliffs beyond the LLC size (e.g., libquantum).

Miss curve coverage: To address this, we add a second monitor per partition that samples accesses at a much lower rate. By Theorem 4, this models a proportionally larger cache size. With a sampling rate of 1 : 16 of the conventional UMON, we model 4× LLC capacity using just 16 ways.

With 32-bit tags, monitoring requires 5 KB per core (4 KB for the original UMON plus 1 KB for the sampled one).

Other replacement policies: Talus can work with other policies, but needs their miss curve. UMONs rely on LRU’s stack property [104] to sample the whole curve with one monitor, but high-performance policies do not obey the stack property. We evaluate Talus with SRRIP by using multiple monitor arrays, one per point on the miss curve. By sampling at different rates, each monitor models a cache of a different size. We use 64-point curves, which would require \( 64 \times 4 = 256 \) KB of monitoring arrays per core, too large to be practical. CRUISE [68] takes a similar approach (using set sampling instead of external monitors) to find the misses with both half of the cache and the full cache, in effect producing 3-point miss curves; producing higher-resolution curves would be similarly expensive. Perhaps future implementations can reduce overheads by using fewer monitors and dynamically adapting sampling rates, but this is non-trivial and orthogonal to our purpose: demonstrating that Talus is agnostic to replacement policy.

Overhead analysis

Talus adds small hardware overheads. Doubling the number of partitions adds negligible overhead in way partitioning [6, 28]; in Vantage, it requires adding an extra bit to each tag (each tag has a partition...
4.5. Evaluation

We evaluate Talus in a variety of settings, to demonstrate the following claims from Chapter 4:

- Talus avoids performance cliffs, and is agnostic to replacement policy and partitioning scheme.
- Talus on LRU achieves performance competitive with high-performance policies and avoids pathologies.
- Talus is both predictable and convex, so simple convex optimization improves shared cache performance and fairness.

Talus is the first approach to combine high-performance cache replacement with the versatility of cache partitioning.

4.5.1 Methodology

We use zsim [131] to evaluate Talus in single-threaded and multi-programmed setups. We simulate systems with 1 and 8 OOO cores with parameters in Table 4.1.

We perform single-program runs to evaluate Talus's convexity and performance on LLCs of different sizes. We also simulate SRRIP, DRRIP, and PDP, which are implemented as proposed. DRRIP uses $M = 2$ bits and $\epsilon = 1/32$ [69]. For fairness, these policies use external auxiliary tag directories (DRRIP) and monitors (PDP) with the same overheads as Talus monitors (Section 4.4). We use SPEC CPU2006 apps, executed for 10B instructions after fast-forwarding 10B instructions.
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We also perform multi-programmed runs to evaluate Talus's cache partitioning improvements (simplicity, performance, and fairness). We compare LRU, TA-DRRIP [69], and several cache partitioning schemes with and without Talus. Our methodology resembles prior work [66, 130]. We run random mixes of SPEC CPU2006 apps, with 1 B instructions per app after a 20 B fast-forward. We use a fixed-work methodology: all apps are kept running until all finish 1 B instructions, and we only consider the first 1 B instructions of each app to report aggregate performance. We report weighted speedup relative to LRU, \((\sum_i IPC_i / IPC_{i,LRU}) / N_{apps}\), which accounts for throughput and fairness; and harmonic speedup, \(1 / \sum_i(IPC_{i,LRU} / IPC_i)\), which emphasizes fairness [124, 136]. We repeat runs to achieve 95% confidence intervals.

Talus yields convex miss curves

We first evaluate the miss curves (MPKI vs. LLC size) Talus produces in different settings and demonstrate its convexity.

Talus is agnostic to partitioning scheme: Figure 4.8 shows Talus with LRU on two representative SPEC CPU2006 apps, libquantum and gobmk (other apps behave similarly). We evaluate Talus on three partitioning schemes: Vantage (Talus+V/LRU), way partitioning (Talus+W/LRU), and idealized partitioning on a fully-associative cache (Talus+I/LRU).

In all schemes, Talus avoids LRU's performance cliffs, yields smooth, diminishing returns, and closely traces LRU's convex hull. Because Vantage partitions only 90% of the cache, Talus+V/LRU's performance lies slightly above the convex hull. This is particularly evident on libquantum. Likewise, variation between reconfiguration intervals causes small deviations from the convex hull, especially evident on gobmk.

One might be concerned that small non-convexities cause problems when using convex optimization with Talus. However, recall from Figure 4.7 that Talus produces convex miss curves from LRU's in a pre-processing step, not from measuring Talus itself. The distinction is subtle but important: these curves are guaranteed to be convex; Figure 4.8 shows that Talus achieves performance very close to these curves in practice. Thus, the system's partitioning algorithm can assume convexity with confidence that Talus will achieve the promised performance.

Talus is agnostic to replacement policy: Figure 4.9 shows Talus with SRRIP replacement and way partitioning (Talus+W/SRRIP) on libquantum and mcf. The purpose of this experiment is to demonstrate
that Talus is agnostic to replacement policy; SRRIP is hard to predict, so we use impractical 64-point monitors (Section 4.4.3). As with LRU, Talus eliminates the cliff in libquantum and IBM and traces SRRIP's convex hull. Finally, note that DRRIP achieves similar performance to Talus+V/SRRIP with lower monitoring overheads, but DRRIP is unpredictable and not guaranteed to be convex in general, so it lacks the partitioning benefits of Talus on LRU.

Talus is agnostic to prefetching: We have reproduced these results using L2 adaptive stream prefetchers validated against Westmere [131]. Prefetching changes miss curves somewhat, but does not affect any of the assumptions that Talus relies on.

Talus is agnostic to multi-threading: We have run Talus with LRU on the multi-threaded benchmark suite SPEC OMP2012, where it achieves convex miss curves similar to Figure 4.8 and Figure 4.10. With non-inclusive caches and directories to track the L2 contents, shared data is served primarily from other cores, rather than through the LLC. Hence, Talus's assumptions hold, and it works equally well on multi-threaded apps.

We have only observed significant non-convexities in Talus on benchmarks with exceptionally low memory intensity (e.g., on povray and tonto, which have <0.1 L2 MPKI). These benchmarks do not access the LLC frequently enough to yield statistically uniform access patterns across shadow partitions. However, since their memory intensity is so low, non-convexities on such applications are inconsequential.

In the remainder of the evaluation, we use Talus with Vantage partitioning and LRU replacement (Talus+V/LRU).

4.5.3 Talus with LRU performs well on single programs

MPKI: Figure 4.10 shows MPKI curves from 128 KB to 16 MB for six SPEC CPU2006 benchmarks. We compare Talus+V/LRU with several high-performance policies: SRRIP, DRRIP, and PDP, and include LRU for reference.

Generally, Talus+V/LRU performs similarly to these policies. On many benchmarks (not shown), all policies perform identically to LRU, and Talus+V/LRU matches this performance. On perlbench, libquantum, lmb, and xalancbmk (and others not shown), Talus+V/LRU outperforms LRU and matches the high-performance replacement policies.

On perlbench, cactusADM, libquantum, and lmb, Talus+V/LRU outperforms one or more high-performance policies. perlbench and cactusADM are examples where PDP performs poorly. These
benchmarks have a cliff following a convex region in the LRU miss curve. Since PDP is based on bypassing, it cannot achieve convex performance on such applications, and Talus+V/LRU outperforms it (Section 4.3.3). lbm is an example where RRIP policies perform poorly (Gems also shows this behavior). We found that DRRIP is largely convex on SPEC CPU2006, but this comes at the price of occasionally under-performing LRU and sacrificing its predictability.

Since Talus+V/LRU works by simply avoiding cliffs in LRU, it never degrades performance over LRU, and outperforms RRIP on such benchmarks. However, this is a limitation as well as a strength: Talus’s performance is limited by the performance of the replacement policy it operates on. On some benchmarks this is significant. For instance, mcf and cactusADM benefit tremendously from retaining lines that have been reused. LRU does not track this information, so it is not available to Talus+V/LRU. Policies that capture reused lines (RRIP especially, somewhat for PDP) will outperform Talus+V/LRU on such benchmarks. This limitation is not inherent to Talus, though—any predictable replacement policy that captured such information would allow Talus to exploit it.

IPC: Figure 4.11 shows IPC vs. LRU for the policies shown in Figure 4.10 at 1 MB and 8 MB. These sizes correspond to the per-core LLC capacity, and the LLC capacity of the 8-core CMP. (Beyond 8 MB differences among policies steadily diminish.) The left side of Figure 4.11 shows the IPC vs. LRU for every benchmark that is affected at least 1%, and the right side shows the gmean speedup across all 29 SPEC CPU2006 benchmarks.

Talus+V/LRU improves performance whenever other policies do, and gives similar benefits, except for a few cases where DRRIP outperforms all others at 1 MB. Significantly, Talus+V/LRU never causes large degradations, while at 8 MB other policies all cause significant degradations for some benchmark.
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Figure 4.11: IPC improvement over LRU of Talus (+V/LRU) and high-performance replacement policies over all SPEC CPU2006 benchmarks. (Only apps with >1% IPC change shown.) Talus achieves competitive performance and avoids degradations.

Averaging over SPEC CPU2006, Talus+V/LRU gives IPC benefits comparable to other policies. At 1 MB, it is similar to PDP and SRRIP, but trails DRRIP (1.9% vs. 2.4%, 2.2%, 3.8%, respectively); at 8 MB, it outperforms PDP, SRRIP, and DRRIP (1.0% vs. 0.69%, -0.03%, 0.39%).

In summary, Talus avoids LRU’s inefficiencies and approaches state-of-the-art replacement policies, without adopting an empirical design that sacrifices LRU’s predictability.

4.5.4 Talus simplifies cache management and improves the performance and fairness of managed LLCs

We now evaluate Talus+V/LRU on an 8-core CMP with a shared LLC. These experiments demonstrate the qualitative benefits of Talus: Talus is both predictable and convex, so simple partitioning algorithms produce excellent outcomes. We apply partitioning to achieve two different goals, performance and fairness, demonstrating the benefits of software control of the cache. Hardware-only policies (e.g., TA-DRRIP) are fixed at design time, and cannot adapt to the changing needs of general-purpose systems. Both of Talus’s properties are essential: predictability is required to partition effectively, and convexity is required for simple algorithms to work well.

Performance: Figure 4.12 shows the weighted (left) and harmonic (right) speedups over unpartitioned LRU for 100 random mixes of the 18 most memory intensive SPEC CPU2006 apps. Figure 4.12 is a quantile plot, showing the distribution of speedups by sorting results for each mix from left to right along the x-axis.

We compare Talus+V/LRU, partitioned LRU, and TA-DRRIP. Moreover, we compare two partitioning algorithms: hill climbing and Lookahead [124]. Hill climbing is a simple algorithm that allocates cache capacity incrementally, giving capacity to whichever partition benefits most from the next little bit. Its
Figure 4.12: Weighted and harmonic speedup over LRU of Talus (+V/LRU), partitioned LRU (using both Lookahead [124] and hill climbing), and thread-aware DRRIP.

Implementation is a trivial linear-time for-loop. Lookahead is a quadratic heuristic that approximates the NP-complete solution of the non-convex optimization problem. Equivalent algorithms achieve linear-time common case performance, at the cost of extra complexity [12]. Talus+V/LRU uses hill climbing, and partitioned LRU is shown for both Lookahead and hill climbing.

Weighted speedups over LRU are up to 41%/gmean of 12.5% for hill climbing on Talus+V/LRU, 34%/10.2% for Lookahead on LRU, 39%/6.3% for TA-DRRIP, and 16%/3.8% for hill climbing on LRU. Thus Talus+V/LRU achieves the best performance of all schemes with simple hill climbing, whereas partitioned LRU sees little benefit with hill climbing. This is caused by performance cliffs: with non-convexity, hill climbing gets stuck in local optima far worse than the best allocation. In contrast, since Talus+V/LRU is convex, hill climbing is optimal (in terms of LLC hit rate).

Lookahead avoids this pitfall, but must make “all-or-nothing” allocations: to avoid a cliff, it must allocate to sizes past the cliff. This means that if the most efficient allocation lies beyond the cache capacity, Lookahead must ignore it. Talus+V/LRU, in contrast, can allocate at intermediate sizes (e.g., along the LRU plateau) and avoid this problem. Hence Talus+V/LRU outperforms Lookahead by 2%. Finally, TA-DRRIP under-performs partitioning, trailing Talus+V/LRU by 5.6% gmean over all mixes.

Talus+V/LRU also improves fairness, even while optimizing for performance, illustrated by harmonic speedups in Figure 4.12(b). Harmonic speedups over LRU are gmean 8.0% for hill climbing on Talus+V/LRU, 7.8% for Lookahead on LRU, 5.2% for TA-DRRIP, and -1.8% for hill climbing on LRU. Talus+V/LRU modestly outperforms Lookahead in harmonic speedup. In contrast, TA-DRRIP’s harmonic speedup is well below partitioned schemes, while hill climbing on LRU actually degrades performance over an unpartitioned cache.

The only scheme that is competitive with naïve hill climbing on Talus+V/LRU is Lookahead, which is expensive, or alternatives like Peekahead (Section 3.3), which are more complex. This shows that, by ensuring convexity, Talus makes high-quality partitioning simple and cheap.

Fairness: Figure 4.13 shows three case studies of eight copies of benchmarks on the 8-core system with LLC sizes from 1 MB to 72 MB. This system represents a homogeneous application in a setting where fairness is paramount. Figure 4.13 shows three benchmarks: libquantum, omnetpp, and xalancbmk, all of which have a performance cliff under LRU. We compare the execution time of a fixed amount of work per thread for various schemes (lower is better) vs. unpartitioned LRU with a 1 MB LLC. As before, we compare Talus+V/LRU against partitioned LRU and TA-DRRIP. In this case, we employ fair partitioning (i.e., equal allocations) for LRU and Talus+V/LRU, and Lookahead on LRU.

libquantum has a large performance cliff at 32 MB. With eight copies of libquantum, unpartitioned
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Figure 4.13: Fairness case studies: 8 copies of a benchmark with fair partitioning (Talus+V/LRU and LRU) and Lookahead (LRU). We plot performance as execution time vs. unpartitioned LRU (left); and (un-)fairness as the coefficient of variation of per-core IPC (right). In both cases, lower is better.

LRU does not improve performance even at 72 MB, as the applications interfere in the cache (Figure 4.13a, left). Likewise, fair partitioning with LRU provides no speedup, since each application requires 32 MB to perform well. Lookahead improves performance, but at the cost of fairness: after 32 MB, Lookahead gives the entire cache to one application, boosting its performance without benefiting the others. This leads to a large gap between the IPCs of different cores, shown by the coefficient of variation of core IPC (i.e., the standard deviation of IPCs divided by the mean IPC; Figure 4.13a, right). TA-DRRIP thrashes in the cache, and never settles on any single core to prioritize.

In contrast, Talus+V/LRU gives steady gains with increasing LLC size, achieving the best performance except when Lookahead briefly outperforms it (due to Vantage's unmanaged region; see Section 4.4). Unlike Lookahead, fair partitioning speeds up each copy equally, so Talus+V/LRU does not sacrifice fairness to improve performance.

This pattern repeats for omnetpp (Figure 4.13b) and xalancbmk (Figure 4.13c), which have cliffs at 2 MB and 6 MB, respectively. In non-convex regions, Lookahead improves performance, but at the cost of grossly unfair allocations. Unlike in libquantum, TA-DRRIP improves performance in these benchmarks,
but also at the cost of fairness. Note that unpartitioned LRU is occasionally unfair around the performance cliff. This occurs when one copy of the benchmark enters a vicious cycle: it misses in the cache, slows down, is unable to maintain its working set in the cache, and thus misses further. Hence most cores speed up, except for one or a few unlucky cores that cannot maintain their working set, resulting in unfair performance. Over all sizes, Talus+V/LRU gives steady performance gains and never significantly sacrifices fairness.

These results hold for other benchmarks. Most are barely affected by partitioning scheme and perform similarly to LRU. Across all benchmarks, Talus+V/LRU with fair partitioning has at most 2% coefficient of variation in core IPC and averages 0.3%, whereas Lookahead/TA-DRRIP respectively have up to 85%/51% and average 10%/5%. While Lookahead or TA-DRRIP reduce execution time in some cases, they sacrifice fairness (e.g., omnetpp in Figure 4.13b). Imbalanced partitioning [116] time-multiplexes unfair allocations to improve fairness, but Talus offers a simpler alternative: naïve, equal allocations.

Hence, as when optimizing performance, Talus makes high-quality partitioning simple and cheap. We have shown that Talus, using much simpler algorithms, improves shared cache performance and fairness over prior partitioning approaches and thread-aware replacement policies. Both of Talus's qualitative contributions—predictability and convexity—were necessary to achieve these outcomes: Predictability is needed to make informed decisions, and convexity is needed to make simple algorithms work well.

Summary

Convexity is important in caches to avoid cliffs and thereby improve cache performance and simplify cache management. We have presented Talus, a novel application of partitioning that ensures convexity. We have proven Talus's convexity rigorously under broadly applicable assumptions, and discussed the implications of this analytical foundation for designing replacement policies. Talus improves performance over LRU and, more importantly, allows for simple, efficient, and optimal allocation of cache capacity. Talus is the first approach to combine the benefits of high-performance cache replacement with the versatility of cache partitioning.
EVA: A Practical Cache Replacement Policy using Planning Theory

LAST-LEVEL caches consume significant resources, typically over 50% of chip area [89], so it is crucial that they are managed efficiently. Prior work has approached cache replacement from both theoretical and practical standpoints. Unfortunately, there is a large gap between theory and practice.

From a theoretical standpoint, the optimal replacement policy is Belady's MIN [17, 104], which evicts the candidate referenced furthest in the future. But MIN's requirement for perfect knowledge of the future makes it impractical. In practice, policies must cope with uncertainty, never knowing exactly when candidates will be referenced. Most policies emulate MIN by evicting the candidate with the largest predicted time until reference.

Theoretically-grounded policies account for uncertainty by using a simplified, statistical model of the reference stream in which the optimal policy can be found analytically. The key challenge is defining a model that faithfully captures the important tradeoffs, yet is simple enough to analyze. For instance, prior work uses the independent reference model (IRM), which assumes that candidates are referenced independently with static probabilities. The IRM-optimal policy is to evict the candidate with the lowest reference probability [4]. Though useful in other areas (e.g., web caches [7]), IRM is inadequate for processor caches because it assumes reference probabilities do not change over time.

Instead, replacement policies for processor caches are designed empirically, using heuristics based on observations of common-case access patterns [44, 69, 73, 79, 125, 141, 159]. We observe that, unlike the IRM, these policies do not assume static reference probabilities. Instead, they exploit dynamic behavior through various aging mechanisms. While often effective, high-performance policies lack a theoretical foundation. Each policy performs well on particular programs, yet no policy dominates overall, suggesting that these policies are not making the best use of available information.

In this chapter, we seek to bridge theory and practice in cache replacement with two key contributions. First, we describe a simple reference model that captures the important tradeoffs of dynamic cache behavior. We use planning theory to show that the correct approach is to replace candidates by their economic value added (EVA); i.e., how many more hits one expects from each candidate vs. the average. Second, we design a practical implementation of this policy and show it outperforms existing policies.

Because EVA improves replacement decisions, it needs less space than prior policies to achieve the same performance, and thus saves area. Figure 5.1 shows the cache area breakdown for different replacement policies at iso-performance, including all replacement overheads. Specifically, each policy achieves the same average misses per kilo-instruction (MPKI) on SPEC CPU2006 as a 4 MB cache using random replacement (see Section 5.6.1 for details). EVA saves 10% area over the best practical alternative, SHiP [159]. Prior policies have focused on reducing replacement overheads [44, 69, 73, 159], but Figure 5.1 shows that these constitute roughly 1% of cache area. Far more area can be saved by making better use of the other 99% of cache area—i.e., by improving replacement decisions—even if doing so increases
overheads. Indeed, Figure 5.1 shows that MIN could consume a third of the cache and yet still save area. However, in order for larger overheads to be a good investment, we need a policy that makes good use of them. EVA’s analytical design achieves this, and EVA benefits more than prior policies from additional replacement state. (Figure 5.1 compares the most area-efficient configuration of each policy.) Hence, despite modestly increasing replacement overheads, EVA yields substantial area savings over prior policies.

**Contributions:** We make the following contributions:

- We formalize a simple memory reference model, the *iid reuse distance model*, that captures the important dynamic tradeoffs of real reference streams within practical constraints (Section 5.1).

- We show that predicting time until reference, the conventional approach to replacement under, is a flawed strategy (Section 5.2). We discuss the two main tradeoffs in cache replacement: hit probability and cache space, and describe how EVA reconciles them with a single intuitive metric (Section 5.3).

- We describe a practical implementation of EVA, which we have synthesized in a 65 nm commercial process. EVA adds less than 0.5% area overhead on a 1 MB cache, plus 1% overhead in tags vs. 2-bit SHiP [159]. Unlike prior policies, EVA does not require set sampling or auxiliary tagged monitors (Section 5.5).

- We evaluate EVA against prior high-performance policies on SPEC CPU2006 and OMP2012 over many cache sizes (Section 5.6). EVA reduces LLC misses over existing policies at equal area, closing 57% of the gap from random replacement to MIN vs. 47% for SHiP [159], 41% for DRRIP [69], and 42% for PDP [44]. Fewer misses translate into large area savings—gmean 8% over SHiP across LLC sizes (Figure 5.1.)

- Finally, we formulate cache replacement within the iid reuse distance model as a Markov decision process (MDP), and show that EVA follows from MDP theory, though an exact solution is impractical (Section 5.4).
CHAPTER 5. EVA CACHE REPLACEMENT

Overall, our results show that formalizing cache replacement yields practical benefits. Beyond our particular design, we expect replacement by economic value added (EVA) to be useful in the design of future high-performance policies.

The iid reuse distance model

This section introduces the iid reuse distance model, a memory reference model intended to capture the main features and constraints of real LLC access streams. Refer to Section 2.2.1 for background in replacement theory.

Motivation for a new model

The independent reference model assumes that replacement candidates have distinct reference probabilities that are constant over time. While this model may be appropriate for web caching [7], where references come from many, independent web clients, it is a poor fit for multicore caches, where references come from at most a few threads.

Within a single thread, reference probabilities change rapidly over time and cache lines tend to behave similarly. For example, consider a program that scans over a 100K-line array. This is an anti-recency pattern: with less than 100K lines, LRU evicts every line before it hits and yields zero hits. The optimal replacement policy is to protect a fraction of the array so that some lines age long enough to hit. Doing so can significantly outperform LRU on scanning patterns (e.g., achieving 80% hit rate with a 80K-line cache). But protection works only because lines have dynamic behavior: their reference probability increases as they age.

The independent reference model does not capture such information. In this example, each address is accessed once every 100K accesses, so each has the same “reference probability”. Thus, the IRM-optimal policy, which evicts the candidate with the lowest reference probability, cannot distinguish among lines and would replace them at random. Moreover, the IRM-optimal policy relies on identifying the reference probabilities of every address, which would be difficult to track in hardware. Clearly, a new model is needed.

Model description

We propose the iid reuse distance model, a model better suited to processor caching. Rather than assuming cache lines behave non-uniformly with static reference probabilities, the model asserts they behave homogeneously and share dynamic reference probabilities. Specifically, the model assumes that reuse distances are drawn independently from a common probability distribution, called the reuse distance distribution. Figure 5.2 and Table 5.1 summarize the nomenclature used.

Time is measured in accesses. A reference’s reuse distance is the time (not unique addresses, cf. stack distances [41]) between references to the same address. A line’s age is the time since its contents were last referenced. Thus a line’s reuse distance always equals its age plus its time until reference. For example, in Figure 5.2, the dashed vertical line shows A at age 3. A has a reuse distance of four (the second A in ABBDA is four accesses after the first), so its time until reference is 1.

We divide time for each line into lifetimes, the idle periods between hits or evictions. For example, in Figure 5.2, A enters the cache at time t = 0, hits at t = 3 and t = 7, and is evicted by C at t = 10 (final column of figure). This produces three lifetimes for A, in order: length three, ending with a hit; length four, ending with a hit; and length three, ending with an eviction to insert C. In Section 5.2.2, we show that the ages of hits and evictions, and their implied lifetimes, frame the main tradeoffs for cache replacement.
5.1. THE IID REUSE DISTANCE MODEL

Figure 5.2: Model terminology on a simple, 3-line cache. Terms are shown for the line holding A following the third reference to B (dashed line). Each thick-bordered box is a lifetime.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P[y]$</td>
<td>The probability of event $y$.</td>
</tr>
<tr>
<td>$E[X]$</td>
<td>The expected value of random variable (rv) $X$.</td>
</tr>
<tr>
<td>$P_x(x)$</td>
<td>The probability that rv $X$ equals $x$, $P[X = x]$.</td>
</tr>
<tr>
<td>$P_{x,y}(x,y)$</td>
<td>The joint probability rv $X$ equals $x$ and rv $Y$ equals $y$.</td>
</tr>
<tr>
<td>$P_{x</td>
<td>y}(x)$</td>
</tr>
</tbody>
</table>

Table 5.1: A summary of our notation. $D$ is a property of the access stream; $A$, $H$, and $E$ are properties of cached lines.

**Definition.** The *iid reuse distance model* asserts that references' reuse distances are independent. Additionally, it divides references into a small number of classes, and asserts that reuse distances are identically distributed within each class. In class $c$, reuse distances $d$ are distributed according to $P[D_c = d]$.

The iid model describes how candidates' reuse probability changes over time, and thus captures dynamic behavior. It is a simple, analyzable model that yields useful insights: we use it to model arbitrary age-based replacement policies (Appendix C), to obtain explicit, closed-form equations for miss rate under different access patterns (Appendix D), and PDP [44] also uses a similar model (although they do not formalize it to study the optimal policy). These results validate that the model usefully describes how programs reference the LLC.

The iid model is reasonably accurate because the private cache levels strip out most short-term temporal locality, often leaving complex and irregular access patterns at the LLC. Moreover, by dividing references into classes, the iid model captures relevant heterogeneity without adding much complexity. References could be classified in many ways; e.g., by thread, instruction vs. data, or compiler or programmer hints. However, for simplicity, in this work we classify candidates into those that have been reused and those that have not. Prior work has shown this simple scheme is effective [69, 82]; but note that unlike prior work, we do not automatically prefer reused over non-reused candidates—we use classification to describe how different lines behave, but rank all candidates within a common analytical framework.
Motivating identical distributions: The iid reuse distance model assumes lines behave identically within a class, but in reality some addresses are referenced more frequently than others or are accessed in distinct patterns. Nevertheless, this is a justifiable simplification at the LLC, since the most frequently accessed lines will be pinned in the lower levels of the cache hierarchy. Thus the LLC naturally sees an access stream stripped of short-term temporal locality [14, 80, 83]. Prior work has assumed caches exhibit statistically uniform behavior for other purposes [14, 44, 124, 125], and our evaluation justifies its use here.

Assuming identical distributions lets us focus on candidates' dynamic behavior at the cost of failing to distinguish between some candidates. Contrast this with the IRM [4], which focuses on heterogeneity at the cost of dynamic behavior. Prior work suggests that for processor LLCs, dynamic behavior is more important (Section 2.2), so the iid reuse distance model is a better fit. Moreover, recall that the iid model supports some heterogeneity via reference classes.

Motivating independence: The iid reuse distance model assumes reuse distances are independent, but this is inaccurate since reuse distances must not conflict with each other. Consider the access stream ABx. If A has reuse distance 2, then x is A; but if B has reuse distance 1, then x is B. Thus if A has reuse distance 2, then B cannot have reuse distance 1—their reuse distances are not independent.

A fully accurate model would have considered the history of reuse distances to avoid these collisions, which would be prohibitively expensive. But in practice the number of replacement candidates (e.g., 16 for a 16-way cache) is a small fraction of the cache, so collisions are rare. Appendix B approximates the error introduced by ignoring conflicts and shows it is small.

The iid reuse distance model is not a perfect description of programs, but that is not our goal. Rather, the model is a tool through which we explore the important tradeoffs in dynamic cache replacement. What matters is that is accurate enough to yield useful insights, while still being simple enough to analyze. Section 5.4 discusses the tradeoff between accuracy and complexity in depth. We first build the intuition behind EVA—what are the main tradeoffs in dynamic cache replacement, and what is the right replacement strategy?

Replacement under uncertainty

Many high-performance replacement policies rank candidates by predicting their time until reference, e.g. RRIP [69, 159] and IbrDP [79]. (RRIP stands for re-reference interval prediction, i.e. time until reference prediction, and RDP for reuse distance prediction.) While this approach is optimal with perfect information (MIN) and within the IRM ($A_0$), we now show it leads to sub-optimal performance within the iid model.

Flaws in predicting time until reference

A simple counterexample illustrates why predictions of time until reference are inadequate. It might seem obvious to some readers, but the prevalence of predicted time until reference among architects and in prior work suggests otherwise.

Suppose the replacement policy has to choose a victim from two candidates: A is referenced immediately with probability 9/10, and in 100 accesses with probability 1/10; and B is always referenced in two accesses. In this case, the best choice is to evict B, betting that A will hit immediately, and then evict A if it does not. Doing so yields an expected hit rate of 9/10, instead of 1/2 from evicting A. Yet
A's expected time until reference is $1 \times \frac{9}{10} + 100 \times \frac{1}{10} = 10.9$, and B's is 2. Thus, according to their predicted time until reference, A should be evicted. This is wrong.

Predictions fail because they ignore the possibility of future evictions. When behavior is uncertain and changes over time, the replacement policy can learn more about candidates as they age. This means it can afford to gamble that candidates will hit quickly and evict them if they do not. But expected time until reference ignores this insight, and is thus influenced by large reuse distances that will never be reached in the cache. In this example, the expected time until reference is skewed by reuse distance 100. But the optimal policy never keeps lines this long. Indeed, the value “100” plays no part in calculating the cache’s maximum hit rate, so it is wrong for it to influence replacement decisions.

Such situations arise in practice and can be demonstrated on simple examples (Appendix B) and real programs (Section 5.6). This example uses expected time until reference to make predictions, as it is the most intuitive and commonly used heuristic, but other intuitive prediction metrics fail on similar counterexamples. The optimal policy should only consider what will actually happen to lines in the cache, given its own replacement decisions. This feedback loop differentiates replacement under uncertainty from replacement with perfect information (i.e., MIN).

Note that the problem is not a matter of prediction quality—it is sub-optimal even if one exactly computes the expected time until reference. In other words, introducing uncertainty around dynamic behavior invalidates the informal principle of optimality (Section 2.2.2). We are unaware of any prior in-depth discussion of its failings, nor of alternative principles to guide replacement policy design.

5.2.2 Fundamental tradeoffs in replacement

All replacement policies have the same goal and face the same constraints. Namely, they try to maximize the cache’s hit rate subject to limited cache space. We can develop the intuition behind EVA by considering each of these in greater depth. The following discussion applies to all replacement policies, regardless of memory reference model.

First, we introduce two random variables, $H$ and $L$. $H$ is the age at which the line hits, undefined if it is evicted; and $L$ is the age at which the line’s lifetime ends, whether by hit or eviction. For example, $P[H = 8]$ is the probability the line hits at age 8; and $P[L = 8]$ is the probability that it either hits or is evicted at age 8. (We discuss how to practically sample these distributions in Section 5.5.)

Policies try to maximize the cache’s hit rate, which necessarily equals the average line’s hit probability:

$$\text{Hit rate} = \text{P[hit]} = \sum_{a=1}^{\infty} \text{P}[H = a], \quad (5.1)$$

but are constrained by limited cache space. Since every access starts a new lifetime, the average lifetime equals the cache size (Section B.3):

$$S = \sum_{a=1}^{\infty} a \cdot \text{P}[L = a] \quad (5.2)$$

Comparing these two equations, we see that hits are beneficial irrespective of their age, yet the cost in space increases in proportion to age (the factor of $a$ in Equation 5.2). So to maximize the cache’s hit rate, the replacement policy must attempt to both maximize hit probability and limit how long lines spend in the cache. From these considerations, one can see why MIN is optimal.

---

1Aho et al. [4] acknowledge the existence of counterexamples “under arbitrary assumptions” in an isolated remark, but do not elaborate. Moreover, [4] repeatedly emphasizes that $A_0$ conforms to the informal principle, and leaves the informal principle’s performance outside the IRM to future work.
But how should one trade off between these competing, incommensurable objectives in general? Obvious generalizations of MIN like expected time until reference or expected hit probability are inadequate, since they only account for one side of the tradeoff.

We resolve this problem by viewing time spent in the cache as forgone hits, i.e. as the opportunity cost of retaining lines. We thus rank candidates by their economic value added (EVA), or how many hits the candidate yields over the “average candidate”. Section 5.4 shows this intuitive formulation follows from MDP theory, and in fact maximizes the cache’s hit rate.

### EVA replacement policy

EVA essentially views retaining a line in the cache as an investment, with the goal of retaining the candidates that yield the highest profit (measured in hits). Since cache space is a scarce resource, we need to account for how much space each candidate consumes. We do so by “charging” each candidate for the time it will spend in the cache (its remaining lifetime). We charge candidates at a rate of a line’s average hit rate (i.e., the cache’s hit rate divided by its size), since this is the long-run opportunity cost of consuming cache space. Therefore, the EVA for a candidate of age \( a \) is:

\[
EVA(a) = P[\text{hit}| \text{age }a] - \frac{\text{Hit rate}}{S} \times E[L-a|\text{age }a] \tag{5.3}
\]

**Example:** To see how EVA works, suppose that a candidate has a 20% chance of hitting in 10 accesses, 30% chance of hitting in 20 accesses, and a 50% chance of being evicted in 32 accesses. We would expect to get 0.5 hits from this candidate, but these come at the cost of the candidate spending an expected 24 accesses in the cache. If the cache’s hit rate were 40% and it had 16 lines, then a line would yield 0.025 hits per access on average, so this candidate would cost an expected 24 \times 0.025 = 0.6 forgone hits. Altogether, the candidate yields an expected net \( 0.5 - 0.6 = -0.1 \) hits—its value added over the average candidate is negative! In other words, retaining this candidate would tend to lower the cache’s hit rate, even though its chance of hitting (50%) is larger than the cache’s hit rate (40%). It simply takes up too much cache space to be worth the investment.

Now suppose that the candidate was not evicted (maybe there was an even less attractive candidate), and it appeared again \( t = 16 \) accesses later. Since time has passed and it did not hit at \( t = 10 \), its expected behavior changes. It now has a \( 30%/ (100% - 20%) = 37.5% \) chance of hitting in \( 20 - 16 = 4 \) accesses, and a \( 50%/ (100% - 20%) = 62.5% \) chance of being evicted in \( 32 - 16 = 16 \) accesses. Hence we expect 0.375 hits, a lifetime of 13.5 accesses, and forgone hits of \( 13.5 \times 0.025 = 0.3375 \). In total, the candidate yields net \( 0.0375 \) hits over the average candidate—after not hitting at \( t = 10 \), it has become more valuable! This example shows that EVA can change over time, sometimes in unexpected ways.

We have limited our consideration to the candidate’s current lifetime in these examples. But conceptually there is no reason for this, and we should also consider future lifetimes. We can get away with not doing so within a single class, because the iid reuse distance model asserts that candidates behave identically following a reference. We thus assume a candidate’s EVA (its difference from the average candidate) is zero after its current lifetime. We extend EVA to classification in Section 5.3.2.

### Computing EVA

We can generalize these examples using conditional probability and the random variables \( H \) and \( L \) introduced above. (Section 5.5 discusses how we sample these distributions.) To compute EVA, we compute the candidate’s expected current lifetime and its probability of hitting in that lifetime.
Following conventions in MDP theory, we denote EVA at age $a$ as $h(a)$ and the cache’s hit rate as $\bar{g}$. Let $r(a)$ be the expected number of hits, or reward, and $c(a)$ the forgone hits, or cost. Then from Equation 5.3:

$$\text{EVA}(a) = h(a) = r(a) - c(a)$$ (5.4)

The reward $r(a)$ is the expected number of hits for a line of age $a$. This is simple conditional probability; a line of age $a$ restricts the sample space to lifetimes at least $a$ accesses long:

$$r(a) = \frac{P[H > a]}{P[L > a]}$$ (5.5)

The forgone hits $c(a)$ are $\bar{g}/S$ times the expected lifetime:

$$c(a) = \frac{\bar{g}}{S} \sum_{x=1}^{\infty} x \cdot \frac{P[L = a + x]}{P[L > a]}$$ (5.6)

To summarize, we select a victim by comparing each candidate’s EVA (Equation 5.4) and evict the candidate with the lowest EVA. Note that our implementation does not evaluate Equation 5.4 during replacement, but instead precomputes ranks for each age and updates ranks infrequently. Moreover, Equations 5.5 and 5.6 at age $a$ can each be computed incrementally from age $a + 1$, so EVA requires just a few arithmetic operations per age (Section 5.5).

5.3.2 EVA with classification

We now extend EVA to support multiple reference classes, within which reuse distances are iid (Section 5.1). Specifically, we discuss in detail how to extend EVA to support reused/non-reused classification. The main difference is that lines do not regress to the mean at the end of their current lifetime; rather, their EVA depends on whether they hit or are evicted, since this determines if they transition to a reused or non-reused lifetime, respectively.

We denote the EVA of reused lines as $h^R(a)$, and the EVA of non-reused lines as $h^{NR}(a)$. We refer to class $C$ whenever either $R$ or $NR$ apply. With classification, the terms of EVA are further conditioned upon a line’s class. For example, the reward for a reused line is:

$$r^R(a) = \frac{P[H > a|\text{reused}]}{P[L > a|\text{reused}]}$$ (5.7)

Forgone hits and non-reused lines are similarly conditioned.

Without classification, we were able to consider only the current lifetime, assuming all lines behaved identically following a reference. When distinguishing among classes, this is untenable, and we must consider all future lifetimes because each class may differ from the average. The EVA for a single lifetime of class $C$ is unchanged:

$$h^C_C(a) = r^C_C(a) - c^C_C(a),$$ (5.8)

but the future lifetimes are now important. Specifically, if a lifetime ends in a hit, then the next will be a reused lifetime. Otherwise, if it ends in an eviction, then the next will be non-reused. Thus if the miss rate of class $C$ is $m_C$, then the EVA (extending to infinity) is:

$$h^C_C(a) = h^C_C(0) + (1 - m_C) \cdot h^R(0) + m_C \cdot h^{NR}(0)$$ (5.9)
Figure 5.3: Example MDP with three states. Actions transition between states probabilistically (e.g., \( \alpha_{1,1} \) to \( s_2 \) or \( s_3 \)) and produce a reward (adjacent to edge label). A state may allow multiple actions (e.g., \( s_2 \)).

Moreover, the average line’s EVA is zero by definition, and reused lines are simply those that hit. So if the cache’s miss rate is \( m \), then:

\[
0 = (1 - m) \cdot h^R(0) + m \cdot h^{NR}(0)
\]

(5.10)

From Equation 5.9 and Equation 5.10, it follows that:

\[
h^R(a) = h^R_t(a) + \frac{m - m_R}{m} \cdot h^R(0)
\]

(5.11)

\[
h^{NR}(a) = h^{NR}_t(a) + \frac{m - m_{NR}}{m} \cdot h^R(0)
\]

(5.12)

These equations have simplified terms, so their interpretation is not obvious. Essentially, these equations compare the rate that a class is creating additional reused lines \( (m - m_c) \) to the rate at which lines are leaving the reused class \( (m_R) \), and their ratio is how similar the class is to reused lines.

**Summary:** Classification ultimately amounts to adding a constant to the unclassified, per-lifetime EVA. If reused and non-reused lines have the same miss rate, then the added terms cancel and EVA reverts to Equation 5.4. EVA thus incorporates classification without a fixed preference for either class, instead adapting its policy based on observed behavior.

Although we have focused on reused/non-reused classification, these ideas apply to other classification schemes as well, so long as one is able to express how lines transition between classes (e.g., Equation 5.9).

**Cache replacement as an MDP**

We now formulate cache replacement in the iid reuse distance model as a Markov decision process (MDP). We use the MDP to show that (i) EVA maximizes hit rate and (ii) our implementation follows from a relaxation of the MDP. Finally, we discuss some nice properties that follow from this formulation.

**Background on Markov decision processes**

MDPs [122] are a popular framework to model decision-making under uncertainty, and can yield optimal policies for a wide variety of settings and optimization criteria. MDPs are frequently used in operations research, economics, robotics, and other fields.

As the name suggests, MDPs extend Markov chains to model decision-making. An MDP consists of a set of states \( S \). In state \( s \in S \), an action \( \alpha \) is taken from the set \( A_s \), after which the system transitions to state \( s' \) with probability \( P(s'|s, \alpha) \). Finally, each action gives a reward \( r(s, \alpha) \).

Figure 5.3 illustrates the key elements of MDPs with a simple example. This MDP has three states \( (s_i) \) and four actions (action \( \alpha_{i,j} \) denotes the \( j \)th action in state \( s_i \)). Actions trigger state transitions, which may be probabilistic and have an associated reward. In this example, all actions except \( \alpha_{1,1} \) are
deterministic, but $\alpha_{1,1}$ can cause a transition to either $s_2$ or $s_3$. Actions $\alpha_{1,1}$ and $\alpha_{3,1}$ give a reward, while $\alpha_{2,1}$ and $\alpha_{2,2}$ do not. To maximize rewards in the long run, the optimal policy in this case is to take actions $\alpha_{1,1}$, $\alpha_{2,2}$, and $\alpha_{3,1}$ in states $s_1$, $s_2$, and $s_3$, respectively.

The goal of MDP theory is to find the best actions to take in each state to achieve a given objective, e.g. to maximize the total reward. After describing the cache replacement MDP, we give the relevant background in MDP theory needed to describe the optimal cache replacement policy.

### 5.4.2 The MDP

Our MDP models a single set of cache lines with state transitions on each access. Each access to the set can be a hit or a miss. A miss yields no reward, and allows the replacement policy to choose a victim. A hit yields reward of 1. The optimal policy maximizes the long-run average reward (i.e., the hit rate).

**State space:** Every line in the set has reuse distance that is iid. The optimal replacement policy (MIN [17]) is to evict the line with the largest time until next reference. Thus the state of the MDP is simply the time until reference of each line in the set.

With associativity of $W$, each state $q$ is a tuple:

$$q = (t_1, t_2 \ldots t_W)$$

where each $t_i$ is the time until reference of the $i^{th}$ line in the set, i.e. an integer greater than zero. If $t_i$ is 1, then the $i^{th}$ line hits on the next access.

This state is unobservable to any practical replacement policy, but it is the proper starting point to maximize cache performance. Any practical policy must instead operate on a partially-observable MDP (POMDP [109]) whose states $s$ reflect beliefs about the true state $q$. In general, the states of a POMDP are probability distributions over all possible $q$, and beliefs are updated from observations upon every state transition. This framework lets POMDPs inherit the theoretical results of MDPs; however, solving POMDPs directly is unfeasible even for small problems, and is in fact undecidable in general [99]. Fortunately, careful consideration of the information available to a replacement policy within the iid reuse distance model lets us simplify beliefs considerably.

The time until reference of each line is its reuse distance minus its age, and by assumption every reuse distance within a single class is iid. A line's only distinguishing feature is its age $a$ and class $c$, and this only implies (since reuse distances are iid) that its reuse distance must be larger than $a$ (otherwise it would have hit). In other words, upon observing that a line of age $a$ did not hit, the POMDP learns only that the line's reuse distance is greater than $a$. Hence the probability that a line of age $a$ and class $c$ has time until reference $t$ is the conditional probability:

$$P[D_c = t + a | age a] = \frac{P[D_c = t + a]}{P[D_c \geq a]}$$

Consequently, each belief-state $s$ of the POMDP can be represented:

$$s = (c_1, a_1, c_1, a_2 \ldots c_W, a_W),$$

where each $a_i/c_i$ is the age/class, rather than time until reference, of the $i^{th}$ line. This state space encodes the information directly observable to the replacement policy. It is sufficient within our reference model to fully describe beliefs about the underlying state $q$, since lines are independent and Equation 5.14 requires only the line's age $a_i$ and class $c_i$ to compute the probability distribution of its time until reference $t_i$. 
Figure 5.4: Cache replacement MDP for a 2-line set with a single reference class. The state $s = (a_1, a_2)$ is lines' ages; each hit gives reward 1; a line's age resets to 1 upon hit or eviction.

**State transitions:** Every access causes a state transition. In all states, there are $W$ actions available to the replacement policy, $a_1 \ldots a_W$, corresponding to evicting the $i^{th}$ line upon a miss. However, these actions only affect the next state $s' = (c'_1, a'_1 \ldots c'_W, a'_W)$ when an access to the set misses; otherwise, the next state is independent of replacement action. There are three possible outcomes to every cache access (Figure 5.4):

1. **Accesses to a different set:** In a cache with many sets, most accesses are to other sets. For these accesses, each line ages by one, i.e. $a_i$ ages to $a'_i = a_i + 1$ and stays in the same class.

2. **Hits:** If the access is to the set, then lines may hit. Each line hits with probability that its time until reference is zero (Equation 5.14). Each line that hits then transitions to age 1 and may transition to a new class. Lines that do not hit age by one, as above.

3. **Evictions:** If the access is to the set and no line hits, then the replacement policy must choose a line to evict. To evict line $j$, it takes action $a_j$. In this case, line $j$ transitions to age $a'_j = 1$ with the incoming reference's class, and all other lines age by one.

The reward in this MDP is the probability of having hit on any line, and is independent of action:

$$r(s, a_j) = \sum_{i=1}^{W} p[\text{hit } i|s] \quad (5.16)$$

It is unnecessary to explicitly compute the state transition probabilities to describe the optimal policy. Instead, we qualitatively describe the optimal policy and show our implementation approximates it.

**Related work:** Prior work has used MDPs to study replacement within the IRM [4, 7]. Our MDP is similar, but with the critical difference that we tractably model dynamic behavior. This is essential to achieve good performance. Prior approaches are too complex: Aho et al. [4] propose modeling the reference history to capture dynamic behavior, but deem this approach intractable and do not consider it in depth.

Since the IRM assumes static, heterogeneous reference probabilities, their MDP states are the addresses cached. In contrast, we use the iid reuse distance model, so we ignore addresses. Instead, the MDP states are the ages and classes cached. This lets us tractably capture dynamic behavior and produce a high-performance policy.
5.4.3 Background in optimal MDP policies

This section gives a brief overview of MDP theory, narrowly focused on our application of MDPs to cache replacement. For a comprehensive treatment, see Puterman [122]. MDP theory describes the optimal policy for many optimization criteria. We focus on the policy that maximizes the long-run average reward, as this represents the cache's hit rate in our model.

The goal of MDP theory is to describe the optimal policy for a given optimization criterion and give algorithms to solve for it explicitly. Depending on usage, different criteria are appropriate. For instance, one intuitive criterion is expected total reward, which maximizes received rewards over a finite or infinite horizon. In our MDP, the reward represents the probability of hitting in the cache at each state. The total reward over a finite horizon is thus the total number of hits after a specified number of accesses. To optimize the cache's hit rate, the appropriate optimization criterion is the long-run average reward.

Actions are chosen following a policy $\pi$. In general, the policy can be randomized or deterministic, and depend on the full history of states and actions or only the current state. Stationary (history-independent), deterministic policies are the simplest: such policies select an action as a function of the current state $a = \pi(s)$. For the long-run average reward criterion, there always exists an optimal policy that is stationary and deterministic, so we limit consideration to such policies.

The optimal policy depends on the optimization criterion, but the general procedure is common across criteria. Each criterion has an associated optimality equation, which assigns a value to each state based on actions taken. For example, the optimality equation for the expected total reward after $T$ actions is $v^T(s)$:

$$v^T(s) = \max_{a \in A} \left\{ r(s, a) + \sum_{s' \in S} P(s'|s, a) v^{T+1}(s') \right\} \tag{5.17}$$

Equation 5.17 says that the maximum total reward is achieved by taking the action that maximizes the immediate reward plus the expected total future reward. For an infinite horizon, Equation 5.17 drops the superscripts and becomes recursive on $v$.

The significance of the optimality equation is that any $v^*$ that satisfies the optimality equation gives the maximum achievable value over all policies. Hence, a solution $v^*$ directly yields an optimal policy: take the action chosen by the max operator in Equation 5.17. Optimality equations therefore summarize all relevant information about present and future rewards.

Optimality equations also suggest an obvious algorithm to find $v^*$ via iteration to a fixed point, called value iteration. For the MDPs we consider, value iteration is guaranteed to converge within arbitrary precision. However, value iteration is computationally expensive and our MDP has a large number of states, so we approximate the optimal solution, as discussed below.

**Long-run average reward:** The long-run average reward can be intuitively described using the expected total reward. If the expected total reward after $T$ actions is $v^T(s)$, then the expected average reward, or gain, is $g^T(s) = v^T(s)/T$. The long-run average reward is just the limit as $T$ goes to infinity. However, since all states converge to the same average reward in the limit, the gain is constant $g(s) = \bar{g}$ and does not suffice to construct an optimal policy. That is, the cache converges to the same hit rate from every initial state, so the long-run hit rate cannot by itself distinguish among states.

To address this, MDP theory introduces the *bias* of each state $h(s)$, which represents how much the total reward from state $s$ differs from the mean. In other words, after $T$ accesses one would expect a total reward (i.e., cumulative hits) of $T \bar{g}$; the bias is the asymptotic difference between the expected
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2Our cache model is a unichain MDP, which can be made aperiodic following the transformation in [122, §8.5.4].
total reward from $s$ and this value:

$$h(s) = \lim_{T \to \infty} v^T(s) - T \bar{g} \tag{5.18}$$

In the limit, the bias is a finite but generally non-zero number. The bias is also called the transient reward, since in the long run, it becomes insignificant relative to the total reward $v^T(s)$ once all states have converged to the average reward $\bar{g}$.

Perhaps surprisingly, this transient reward indicates how to achieve the best long-run average reward. Optimizing the bias is equivalent to optimizing the expected total reward after $T$ actions, and choosing $T$ large enough effectively optimizes the long-run average reward (to within arbitrary precision). For rigorous proofs, see [122, §8]. The optimality equation for the long-run average reward is:

$$\bar{g} + h(s) = \max_{a \in A} \left\{ r(s, a) + \sum_{s' \in S} P(s'|s, a) h(s') \right\} \tag{5.19}$$

Since solving Equation 5.19 yields an optimal policy, the optimal policy for long-run average reward MDPs is to take the action that maximizes the immediate reward plus expected bias.

### A practical implementation of the MDP

This policy can be solved for explicitly, but doing so at run-time is impractical. Given a maximum reuse distance of $d_{max}$, this MDP has $d_{max}^W$ states. Even after compressing the state space (e.g., by removing unnecessary ordering of lines within the set), it has intractably many states. The MDP formulation is useful for its insight, but not as a practical policy itself.

Since the immediate reward (Equation 5.16) is independent of action, the optimal replacement policy is to maximize the expected future bias (Equation 5.19). Bias is the expected reward minus the expected average reward over the same number of actions—bias is exactly EVA (Section 5.3). Moreover, MDP theory guarantees that this approach maximizes the hit rate in the long run.

Since it is impractical to directly solve the MDP, we now discuss how we arrived at our implementation.

#### Ranking candidates:

The main approximation is to decompose the policy from MDP states to individual candidates. That is, rather than selecting a victim by looking at all ages simultaneously, our implementation ranks candidates individually and evicts the one with highest rank. This approach is common in practical policies [44, 69, 141, 159], and we believe it introduces little error to the MDP solution.

The idea is that (i) hits occur to individual lines, so the cache's EVA is simply the sum of every line's EVA; (ii) we can thus maximize the cache's EVA by retaining the lines with the highest EVA; and (iii) following MDP theory, this maximizes the cache's hit rate.

#### EVA as a function of age:

Moreover, the iid reuse distance model lets us approximate each line's EVA as a function of its age and class. In the iid model, these form a concise summary of beliefs about its time until reference. Since LLCs have high associativity and evictions continuously filter the pool of candidates, candidates will be compared against statistically similar alternate victims. Thus the EVA of the “average line”—the expectation conditioned only on age and class—is informative when selecting a victim.

#### EVA per lifetime:

The final approximation is to consider EVA one lifetime at a time. This follows directly from Equation 5.18 by assuming the EVA is zero after a reference and letting $T \to \infty$.

Although these approximations do not follow necessarily from the iid model, we believe they are accurate in practice for large, highly-associative LLCs. Our evaluation indicates that the ranking approach is empirically effective.
5.4.5 Generalized optimal replacement

MDPs are capable of modeling a wide variety of memory reference models and cache replacement problems. We have presented an MDP for the iid reuse distance model, but it is easy to extend MDPs to other contexts. For example, prior work models the IRM with uniform [4] and non-uniform [7] replacement costs. With small modifications, our MDP can model a compressed cache [119], where candidates have different sizes and conventional prediction-based policies are clearly inadequate. The above discussion applies equally to such problems, and shows that EVA is a general principle of optimal replacement under uncertainty.

In particular, EVA subsumes prior optimal policies, i.e. MIN and \( A_0 \) (the IRM-optimal policy), in their respective memory reference models. MIN operates on lines' times until reference—the unobservable \( q \) states in Section 5.4.2. Since all hits yield the same reward, EVA is maximized by minimizing forgone hits, i.e. by minimizing time until reference. Hence a smaller time until reference is clearly preferable. In some sense, MIN is “buying hits as cheaply as possible”. MDP theory guarantees that this greedy approach maximizes the long-run hit rate, and thus that MIN is optimal. In the IRM, \( A_0 \) operates on lines' reference probabilities. Reward is proportional to hit probability and forgone hits are inversely proportional to hit probability, so EVA is maximized by evicting lines with the lowest hit probability. EVA thus yields the optimal policy in both reference models.

The real contribution of the MDP framework, however, lies in going beyond prior reference models. Unlike predicting time until reference, the MDP approach does not ignore future evictions. It therefore gives an accurate accounting of all outcomes. In other words, EVA generalizes MIN.

5.4.6 Qualitative gains from planning theory

**Convergence:** MDPs are solved using iterative algorithms that are guaranteed to converge to an optimal policy within arbitrary precision. One such algorithm is policy iteration [88], wherein the algorithm alternates between computing the value \( v^T \) for each state and updating the policy. Our implementation uses an analogous procedure, alternatively monitoring the cache's behavior (i.e., “computing \( v^T \)”) and updating ranks. Although this analogy is no strict guarantee of convergence, it gives reason to believe that our implementation converges on stable applications, as we have observed empirically.

**Convexity:** We proved in Chapter 4 that MIN is convex (Corollary 7). This proof does not rely on any specific properties of MIN, it only requires that (i) the policy is optimal in some model and (ii) its miss rate can be computed for any arbitrary cache size. Since EVA is iid-optimal and the MDP yields the miss rate, the proof holds for EVA as well. Thus EVA is convex, provided that the iid model and other assumptions hold. Empirically, we observe convex performance in the idealized implementation, and minor non-convexities with coarsened ages.

5.5 Implementation

Figure 5.5 shows the structures required to implement EVA. We first describe how our implementation ranks candidates during normal operation, then how we sample the hit and lifetime distributions to update ranks. We use a small table to rank candidates and periodically compute EVA to update this table. Since EVA requires the distribution of hits and evictions, we also count cache events under normal operation. However, we do not devote a fraction of sets to monitoring alternative policies (cf. [69, 125]), nor do we require auxiliary tags to monitor properties independent of the replacement policy (cf. [14, 44, 142]). This is possible because of EVA's analytical foundation: it converges to the right policy.
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Figure 5.5: An efficient implementation of EVA.

simply by monitoring its own behavior (Section 5.4.6, cf. [159]). As a result, our implementation makes full use of the entire cache and eliminates overheads from monitors.

Coarse ages: We use global, coarsened timestamps [129, 130]. The cache controller has a k-bit timestamp counter (k = 7 in our prototype) that it increments every A accesses, and each cache tag has a k-bit timestamp field. A is chosen large enough to make wrap-arounds rare but give enough resolution (e.g., A = S/32).

Ranking: To rank candidates cheaply, we use a small eviction priority array. During replacement, each line's age is the difference between the current timestamp and its timestamp. We use each age to index into the priority array, and evict the candidate with the highest eviction priority. We assign ranks by order of EVA, i.e. if age a has higher rank than b, then h(a) < h(b).

To work with classification, we add a reused bit to each cache tag, and use two priority arrays to store the priorities of reused and non-reused lines. Eviction priorities require $2^{k+1} \times (k + 1)$ bits, or 256 B with k = 7.

The eviction priority array is dual ported to support peak memory bandwidth. With 16 ways, we can sustain one eviction every 8 cycles, for 19.2 GBps per LLC bank.

Event counters: To sample the hit and lifetime distributions, we add two arrays of 16-bit counters ($2^k \times 16 = 256$ B per array) that record the age histograms of hits and evictions. When a line hits or is evicted, the cache controller increments the counter in the corresponding array. These counters are periodically read to update the eviction priorities. To support classification, there are two arrays for both reused and non-reused lines, or 1 KB total with k = 7.

Updates: Periodically (every 128 K accesses), we recompute the EVA for every age and class. First, we obtain the hit and lifetime distributions ($P[H = a]$ and $P[L = a]$) from the counters. Then, we compute EVA in a small number of arithmetic operations per age. Finally, we sort the result to find the eviction priority of each age and update the eviction priority array.

These steps can be performed either in hardware or software. Algorithm 1 gives pseudo-code for the update algorithm. Updates occur in three passes over ages. In the first pass, we compute $m_R$, $m_{NR}$, and $m = 1 - \frac{g}{g}$ by summing counters. Second, we compute lifetime EVA incrementally: Equation 5.8 requires four additions, one multiplication, and one division per age. Third, classification (e.g., Equation 5.9) adds one more addition per age.

In hardware, updates are off the critical path and can thus afford to be simple. Figure 5.6 shows a circuit that computes EVA using a single adder and a small ROM microprogram. We use fixed-point arithmetic, requiring $2^{k+1} \times 32$ bits to store the results plus seven 32-bit registers, or 1052 B with k = 7.
Algorithm 1. EVA’s update algorithm.

**Inputs:** hitCtrs, evictionCtrs — event counters, ageScaling — age coarsening factor

**Returns:** rank — eviction priorities for all ages and classes

1. function UPDATE
2. \[ m, m_R, m_{NR} \leftarrow \text{MISSRATES}(\text{hitCtrs}, \text{evictionCtrs}) \]  
   \[ \text{perAccessCost} \leftarrow (1 - m)/S \times \text{ageScaling} \]
3. for \( c \in \{ \text{reused}, \text{nonReused} \} \):
4. \[ \text{expectedLifetime}, \text{hits}, \text{events} \leftarrow 0 \]
5. for \( a \leftarrow 2^k \) to 1:
   \[ \text{expectedLifetime} += \text{events} \]
   \[ \text{eva}[c, a] \leftarrow (\text{hits} - \text{perAccessCost} \times \text{expectedLifetime})/\text{events} \]
   \[ \text{hits} += \text{hitCtrs}[c, a] \]
   \[ \text{events} += \text{hitCtrs}[c, a] + \text{evictionCtrs}[c, a] \]
6. \[ \Delta h_R \leftarrow (m - m_R)/m_R \times \text{eva[reused, 0]} \]
7. \[ \Delta h_{NR} \leftarrow (m - m_{NR})/m_R \times \text{eva[reused, 0]} \]
8. for \( a \leftarrow 1 \) to \( 2^k \):
   \[ \text{eva[reused, a]} += \Delta h_R \]
   \[ \text{eva[nonReused, a]} += \Delta h_{NR} \]
9. order \leftarrow \text{ARGSORT(eva)}
10. for \( i \leftarrow 1 \) to \( 2^{k+1} \):
   \[ \text{rank[order[i]]} \leftarrow 2^{k+1} - i \]
11. return rank

We have also implemented a small FSM to compute the eviction priorities (not shown), which performs an argsort using the merge sort algorithm, adding \( 2 \times 2^{k+1} \times (k + 1) \) bits, or 512 B.

In software, updates can use low-priority threads to minimize interference. Software updates may be preferable to integrate EVA with other system objectives (e.g., cache partitioning [151]), to reduce implementation complexity, or on systems with dedicated OS cores (e.g., the Kalray MPPA-256 [37] or Fujitsu Sparc64 XIfx [163]).

**Overheads:** Our implementation imposes small overheads. The additional state is 1 KB for counters, 256 B for priority arrays, and 1.5 KB for hardware updates. We have implemented all components and synthesized them in a commercial process at 65 nm. We lack access to an SRAM compiler, so we use CACTI 5.3 [146] for all SRAMs (using register files instead of SRAM for all memories makes the circuit 4x larger). Ranking and counters run at 2 GHz; updates at 1 GHz. Table 5.2 shows the area and energy for each component at 65 nm. Absolute numbers should be scaled to reflect more recent technology nodes. We compute overhead relative to a 1 MB LLC using area from a 65 nm Intel E6750 [43] and energy from
Table 5.2: Implementation overheads at 65 nm.

<table>
<thead>
<tr>
<th></th>
<th>Area</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(mm$^2$)</td>
<td>(nJ / LLC miss)</td>
</tr>
<tr>
<td>Ranking</td>
<td>0.010</td>
<td>0.014</td>
</tr>
<tr>
<td>Counters</td>
<td>0.025</td>
<td>0.010</td>
</tr>
<tr>
<td>Updates</td>
<td>0.052</td>
<td>380 / 128 K</td>
</tr>
</tbody>
</table>

Table 5.3: Configuration of the simulated systems for single- (ST) and multi-threaded (MT) experiments.

CACTI. Overheads are small, totaling 0.5% area and 1.1% energy over a 1 MB LLC. Total leakage power is 2.2 mW. Even with one LLC access every 10 cycles, EVA adds just 7 mW at 65 nm, or 0.01% of the E6750's 65 W TDP [43].

Updates are off the critical path and complete in a few tens of K cycle in either hardware or software (vs. M cycles between updates). The longest step is sorting the priority arrays.

Each tag requires 8 b for replacement ($k = 7$ b timestamp plus one reused bit). This is a 1% overhead over 2-bit DRRIP; note other schemes use timestamps like EVA [44, 130, 141]. Moreover, our evaluation shows that EVA saves cache space over prior policies at iso-performance.

**Complexity:** A common concern with analytical policies like EVA is their complexity. However, we should be careful to distinguish between conceptual complexity—equations, MDPs, etc.—and implementation complexity. EVA was fully implemented in Verilog by a non-expert in one week. The circuit takes a few hundred lines of Verilog. A software implementation of updates is even simpler and takes only 68 lines of C++.

The only performance-sensitive components of EVA are ranking and counters, which are trivial to implement. Updates are off the critical path and use a single-cycle, single-ALU design. Complexity is low compared to microcontrollers shipping in commercial processors (e.g., Intel Turbo Boost [128]). Moreover, software updates eliminate even this modest complexity.

**Evaluation**

We now evaluate EVA over diverse benchmark suites and configurations. We show that EVA performs consistently well across benchmarks, and consequently outperforms existing policies, closes the gap with MIN, and saves area at iso-performance.

**Methodology**

We use zsim [131] to simulate systems with 1 and 8 OOO cores with parameters shown in Table 5.3. We simulate LLCs with sizes from 1 to 8 MB. The single-core chip runs single-threaded SPEC CPU2006 apps,
while the 8-core chip runs multi-threaded apps from SPECOMP2012. Our results hold across different LLC sizes, benchmarks (e.g., PBBS [134]), and with a strided prefetcher validated against real Westmere systems [131].

**Policies:** We compare EVA with MIN, random, LRU, RRIP variants (DRRIP and SHiP), and PDP, which are implemented as proposed. We sweep configurations for each policy and select the one that is most area-efficient at iso-performance. DRRIP uses $M = 2$ bits and $c = 1/32$ [69]. SHiP uses $M = 2$ bits and PC signatures [159] with idealized, large history counter tables. DRRIP is only presented in text because it performs similarly to SHiP, but occasionally slightly worse. These policies' performance degrades with larger $M$. PDP uses an idealized implementation with large timestamps.

**Area:** Except where clearly noted, our evaluation compares policies' performance against their total cache area at 65 nm, including all replacement overheads. For each LLC size, we use CACTI to model data and tag area, using the default tag size of 45 b. We then add replacement tags and other overheads, taken from prior work. When overheads are unclear, we use favorable numbers for other policies: DRRIP and SHiP add 2-bit tags, and SHiP adds 1.875 KB for tables, or 0.1 mm$^2$. PDP adds 3-bit tags and 10 K NAND gates, or 0.02 mm$^2$. LRU uses 8-bit tags. Random adds no overhead. Since MIN is our upper bound, we also grant it zero overhead. Finally, EVA adds 8-bit tags and 0.09 mm$^2$, as described in Section 5.5.

**Workloads:** We execute SPEC CPU2006 apps for 10 B instructions after fast-forwarding 10 B instructions. Since IPC is not a valid measure of work in multi-threaded workloads [5], we instrument SPECOMP2012 apps with heartbeats. Each completes a region of interest (ROI) with heartbeats equal to those completed in 1 B cycles with an 8 MB, LRU LLC (excluding initialization).

**Metrics:** We report misses per thousand instructions (MPKI) and end-to-end performance; for multi-threaded apps, we report MPKI by normalizing misses by the instructions executed on an 8 MB, LRU LLC. We evaluate how well policies use information by comparing against random and MIN; these policies represent the extremes of no information and perfect information, respectively. We report speedup using IPC (single-threaded) and ROI completion time (multi-threaded).

### 5.6.2 Single-threaded results

Figure 5.7 plots MPKI vs. cache area for ten representative, memory-intensive SPEC CPU2006 apps. Each point on each curve represents increasing LLC sizes from 1 to 8 MB. First note that the total cache area at the same LLC size (i.e., points along x-axis) is hard to distinguish across policies. This is because replacement overheads are small—less than 3% of total cache area in all cases.

In most cases, MIN outperforms all practical policies by a large margin. Excluding MIN, some apps are insensitive to replacement policy; e.g., zeusmp performs similarly across all practical policies. On others, random replacement and LRU perform similarly; e.g., mcf and libquantum. In fact, random often outperforms LRU.

**EVA performs consistently well:** SHiP and PDP improve performance by correcting LRU's flaws on particular access patterns. Both perform well on libquantum (a scanning benchmark), shtmlx3, and xalancbmk. However, their performance varies considerably across apps. For example, SHiP performs particularly well on perlbench, mcf, and cactusADM. PDP performs particularly well on GemsFDTD and lbm, where SHiP exhibits pathologies and performs similar to random replacement.
CHAPTER 5. EVA CACHE REPLACEMENT

EVA matches or outperforms SHiP and PDP on most apps and cache sizes. This is because EVA is optimal within a model that accurately represents many programs, so the right replacement strategies naturally emerge from EVA where appropriate. As a result, EVA successfully captures the benefits of SHiP and PDP within a common framework, and sometimes outperforms both. Since EVA performs consistently well, but SHiP and PDP do not, EVA achieves the lowest MPKI of all policies on average.

The cases where EVA performs slightly worse arise for two reasons. First, in some cases (e.g., mcf with small caches), the access pattern changes significantly between policy updates. EVA can take several updates to adapt to the new pattern, during which performance suffers. But in most cases the access pattern changes slowly, and EVA performs well. Second, our implementation coarsens ages at a fixed granularity that can cause wraparounds for some apps (e.g., lbm). We observe that larger timestamps fix the problem, and so should adaptive age coarsening.

**EVA edges closer to optimal replacement:** Figure 5.8 compares the practical policies against MIN, showing the average MPKI gap over MIN across the most memory-intensive SPEC CPU2006 apps—a.e., each policy's MPKI minus MIN's at equal area. One would expect a practical policy to fall somewhere between random replacement (no information) and MIN (perfect information). But LRU actually performs worse than random at many sizes because private caches strip out most temporal locality before it reaches the LLC, leaving scanning patterns that are pathological in LRU. In contrast, both SHiP and PDP significantly outperform random replacement. Finally, EVA performs best over all cache areas. On average, EVA closes 57% of the random-MIN MPKI gap. In comparison, DRRIP (not shown) closes 41%, SHiP 47%, PDP 42%, and LRU –9%.

**EVA saves cache space:** Because EVA improves performance, it requires a smaller cache than other policies to achieve a given level of performance. Figure 5.9 shows the iso-MPKI total cache area of each policy, i.e. the area required to match random replacement’s average MPKI for different LLC sizes (lower
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All with ≥3 L2 MPKI; Figure 5.7 plus bzip2, gcc, milc, gromacs, leslie3d, gobmk, soplex, calculix, omnetpp, and astar.
is better). For example, a 21.5 mm² EVA cache achieves the same MPKI as a 4 MB cache using random replacement, whereas SHiP needs 23.6 mm² to match this performance. (Refer back to Figure 5.1 for a detailed area breakdown.)

EVA is the most area efficient over the full range. On average, EVA saves 41% total cache area over random, 46% over LRU, 12% over PDP, 10% over DRRIP (not shown), and 8% over SHiP, the best practical alternative. However, note that MIN saves 48% over EVA, so there is still room for improvement.

EVA achieves the best end-to-end performance: Figure 5.10 shows the IPC speedsups over random replacement on a 4 MB LLC. Only benchmarks that are sensitive to the replacement policy are shown, i.e. benchmarks whose IPC changes by at least 1% under some policy. Each policy uses a 4 MB LLC, so this experiment is not iso-area, but we still find the results meaningful since area varies by less than 2% across policies. (For a fixed policy, small changes in LLC size yield negligible performance differences. This is why small performance improvements yield large cache area savings.)

EVA achieves consistently good speedups across apps, while prior policies do not. SHiP performs poorly on xalancbmk and lbm, and PDP performs poorly on mcf and cactusADM. Consequently, EVA achieves the best speedup overall. Gmean speedups on sensitive apps (those shown) are for EVA 8.4%, DRRIP (not shown) 6.7%, SHiP 6.8%, PDP 4.5%, and LRU -2.3%.
**EVA makes good use of additional state:** Figure 5.11 sweeps the number of tag bits for different policies and plots their average MPKI at 4 MB. The figure shows the best configuration on the right. (The trends are the same at other sizes.) Prior policies achieve peak performance with 2 or 3 bits, after which their performance plateaus or degrades.

EVA requires more tag bits to perform well, but its peak performance exceeds prior policies by a good margin. Comparing the best configurations, EVA’s improvement over SHiP is 1.8× greater than SHiP’s improvement over DRRIP. EVA with 8 b tags performs as well as an idealized implementation, yet still adds small overheads. These overheads more than pay for themselves, saving area at iso-performance (Figure 5.9).

**EVA outperforms simple predictions:** Figure 5.12 compares EVA, EVA without classification (EVA-NC), and an idealized prediction policy that ranks lines by their expected time until reference (ETR) given their age.4

Figure 5.12 shows results for just two apps: perlbench and cactusADM. ETR performs worse than random replacement in both cases, whereas EVA and EVA-NC rarely do so (except for noise on insensitive apps). Across all applications, ETR performs poorly compared to high-performance policies: it closes just 29% of the random-MIN MPKI gap, and its gmean IPC speedup vs. random at 2 MB is 1.4%. It handles
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4We use large, idealized monitors. References with immeasurably large reuse distances use twice the maximum measurable distance in Equation 5.14.
simple access patterns well (e.g., libquantum), but fails on more complex patterns. These results support
the claim that EVA is the correct generalization of MIN under uncertainty.

Figure 5.13: Misses per thousand instructions (MPKI) vs. total cache area across sizes (1 MB, 2 MB, 4 MB,
8 MB, 16 MB, and 32 MB) for random, LRU, SHiP, PDP, and EVA on selected SPEC OMP2012 benchmarks.
(Lower is better.)

5.6.3 Multi-threaded results

Figure 5.13 extends our evaluation to multi-threaded apps from SPEC OMP2012. Working set sizes vary
considerably, so we consider LLCs from 1 to 32 MB, with area shown in log scale on the x-axis. All
qualitative claims from single-threaded apps hold for multi-threaded apps. Many apps are streaming or
access the LLC infrequently; we discuss four representative benchmarks from the remainder.

As with single-threaded apps, SHiP and PDP improve performance on different apps. SHiP outperforms
PDP on some apps (e.g., nab), and both perform well on others (e.g., smithwa). Unlike in single-threaded
apps, however, DRRIP and thread-aware DRRIP (TADRIP) outperform SHiP. This difference is largely due
to a single benchmark: smithwa at 8 MB.

EVA performs well in nearly all cases and achieves the highest speedup. On the 7 OMP2012 apps that
are sensitive to the replacement policy\(^5\), the gmean speedup over random for EVA is 4.5%, DRRIP (not
shown) 2.7%, TA-DRRIP 2.9%, SHiP 2.3%, PDP 2.5%, and LRU 0.8%.

5.7 Summary

We have argued for cache replacement by \textit{economic value added} (EVA). We showed that predicting time
until reference, a common replacement strategy, is sub-optimal; and we used first principles of caching
and MDP theory to motivate EVA as an alternative principle. We developed a practical implementation of
EVA that outperforms existing high-performance policies nearly uniformly on single- and multi-threaded
benchmarks. EVA thus gives a theoretical grounding for practical policies, bridging the gap between
theory and practice.

\(^5\)Figure 5.13 plus md, botsspar, and kd.
Future Work

In this thesis open many directions for future work. Virtual caches are a natural framework in which to incorporate heterogeneous memories and allow for shared memory to scale to thousands of cores. Analytical cache replacement also has many potential extensions.

Virtual caches and heterogeneous memories: Systems are starting to ship with large on-chip memories. For example, 3D-stacked DRAM offers GBs of capacity at low energy and high bandwidth. Forthcoming technologies such as phase-change memory PCM offer similar promise. It is unclear, however, how to incorporate these memories into CMP memory systems.

Prior work has proposed using stacked DRAM either as OS-managed memory [2, 42, 72, 157] or an extra layer of cache [48, 71, 97, 126]. When used as a cache, the main challenge is how to use stacked DRAM for those applications that benefit without adding significant latency to main memory accesses for those that do not. Avoiding stacked DRAM when it is not beneficial is critical because the difference between stacked DRAM and main memory is small. Hence a conventional stacked DRAM cache must have a very high hit rate in order to improve performance.

Virtual caches naturally incorporate heterogeneous memories. Instead of treating new memories as an additional layer of cache, we can add them to the pool of capacity that is allocated among virtual caches. Thus, applications that need large capacity will use stacked DRAM when it is beneficial, but if no application requires the capacity, it will simply be left unused.

Virtual caches may thus harness the benefits of heterogeneous memories without the latency and energy penalties of a rigid cache hierarchy.

Virtual cache hierarchies: Virtual caches give each application a cache sized and placed according to how it uses memory. In this sense, virtual caches remove the need for cache hierarchy, since hierarchy is the traditional design to adapting to different working set sizes. However, cache hierarchy is also beneficial for individual applications that access data structures of different sizes. For these applications, a single-level virtual cache is an incomplete solution.

To improve the performance of these applications and let them fully exploit heterogeneous memories like stacked DRAM, we can extend virtual caches to build virtual cache hierarchies. By chaining together several virtual caches, we can size each level and place it in cache banks to further reduce data movement.

The key challenge in virtual cache hierarchies would be managing the additional complexity in reconfigurations. To configure a single-level virtual cache, Jigsaw starts by computing its size. No single parameter describes a multi-level hierarchy, however, and we instead need the size of each level. This is a multi-dimensional optimization problem that is more computationally difficult to solve.

Program-level data classification: Both virtual caches and EVA rely on coarse-grain classification schemes to distinguish between different types of memory references. Jigsaw relies on sharing pattern
at a page granularity, so any page that is referenced by another thread is permanently upgraded to the process-shared VC and loses data placement information. EVA uses reused/non-reused classification which, although simple and effective, could be potentially improved.

One approach is to extend classification further up the software stack. Cache-based systems generally assume an opaque interface to software, and give programmers no way to express semantic information about how they use memory. Prior work that allows such hints exposes a static interface, where the programmer or compiler say whether or not to cache a given memory reference. This interface, while effective on regular programs, falls foul of the same problems as scratchpads: when program behavior is unpredictable, it performs worse than having no hints at all. And programs are unpredictable for many reasons: input-dependent behavior, phase changes, irregular access patterns, changing resources in shared systems, or sheer complexity that makes them difficult to analyze.

Much like Jigsaw improved upon prior D-NUCAs by giving a layer of indirection between a class and its placement, we can improve on cache hints by providing a layer of indirection between the semantic hint and the caching policy. That is, we can allow programmers to express semantic relationships between memory references, and let the cache dynamically decide the right policy for each class.

In practice, this would mean letting programs define their own virtual caches (in Jigsaw) or classes (in EVA). This strategy would let each actor do what it knows best: programs express the "big picture" about how they use memory, and the cache adapts to dynamic behavior in response. The goal is to get the most information at the least cost: programmers and compilers often know very well how they use memory, but have no good way to express it in current systems; while dynamic caching policies know the system resources available, but have no good way to capture program semantics in current systems.

**Scaling shared memory systems to thousand+ cores:** One of Jigsaw's main advantages is that it allows cache performance to scale independent of system size. Programs with small working sets can use nearby cache banks, without any global scaling bottlenecks. This qualitative advantage changes the marginal tradeoffs in system design in favor of larger systems, since adding cores results in smaller penalty than in prior cache designs. In particular, it should be possible to scale Jigsaw to very large systems with more than a thousand cores, possibly spread across multiple boards or racks and connected by high-speed interconnects, without harming the performance of individual applications. For Jigsaw to work well on these large systems, it will be particularly important to scale parallel runtime systems to encourage locality—without locality of reference, no caching scheme can reduce data movement.

**Cache-aware algorithms:** Similarly, since virtual cache performance changes with the number of threads sharing data and the size of the working set, virtual caches shift marginal algorithmic tradeoffs. Virtual caches make algorithms sensitive to their degree of parallelism in a way that S-NUCA cache designs do not. Algorithms may therefore want to focus more on data locality, so that virtual caches can keep data placed near threads that use it. Algorithms may also want to restrain their parallelism to increase data locality if the marginal speedup from additional threads does not compensate for the additional latency to shared data.

**Applying Talus to other policies:** Talus is currently limited by its baseline policy, which is in practice LRU. LRU does not capture certain access patterns (e.g., reused vs. non-reused heterogeneity), and so this information is not available to Talus. There is no fundamental reason, however, why Talus cannot divide the cache into reused and non-reused partitions [83]. Doing so may allow Talus to match SHiP's performance without sacrificing LRU's predictability.
Extending EVA to new contexts: We have evaluated EVA in the traditional context of cache replacement, but other replacement problems have received attention in prior work. For example, compressed caches [119] have candidates of different sizes, and web caching [7] has non-uniform replacement costs. These differing costs change the optimal policy, but in ways that are easily captured by MDPs. SSDs are widely used as hard disk caches, and misses are very expensive (milliseconds, or millions of cycles). SSD caches can thus afford much larger replacement overheads than LLC caches, and analytical techniques like EVA, combined with predictive modeling (Appendix C), could be particularly attractive. It should be straightforward, therefore, to extend EVA to these contexts.
Conclusion

This thesis has presented novel techniques to reduce data movement. We have shown that an analytical approach can improve performance and provide further qualitative benefits over purely empirical, best-effort designs. In particular, we have presented the following contributions:

- **Virtual caches** are a flexible way to manage non-uniform cache architectures. Virtual caches schedule data across cache banks to fit applications' working sets in nearby cache banks. Virtual caches thus reduce both cache access latency and miss rate, the two sources of data movement. Virtual caches require lightweight hardware mechanisms: chiefly the VTB, a small table to configure the placement of data, reconfiguration support, and small monitors to sample miss curves. These mechanisms grant software complete control over the data layout, but finding the best layout is itself a challenging problem. We have developed efficient algorithms to solve this problem, improving on standard partitioning algorithms.

We reduced data movement even further through **contention-aware thread scheduling**, which reduces contention for scarce cache capacity by separating threads with large working sets.

- We have explored a principled approach to cache replacement. We showed how to use partitioning to eliminate performance cliffs, capturing much of the benefit of high-performance replacement policies while retaining the attractive properties of well-studied policies like LRU. Our technique uses a simple model of sampled access streams to guarantee **predictable, convex cache performance**, letting cache partitioning benefit from high-performance replacement, while simplifying partitioning algorithms and improving fairness. Our technique adds just a single hardware hash function and a lightweight software runtime to existing cache partitioning schemes.

We also used planning theory to argue for **replacement by economic value added** (EVA), and presented a practical implementation of this policy. To develop EVA, we introduced the iid reuse distance model, a simple memory reference model that faithfully captures the important facets of dynamic cache behavior. In appendices, we validated this model by accurately predicting the performance of several policies across many workloads. We use Markov decision processes (MDPs) to model cache replacement within the iid model and show that EVA maximizes the cache's hit rate. EVA has a simple implementation, inspired by MDP algorithms, and improves performance and saves area over prior policies.

These contributions provide both (i) quantitative performance and energy benefits over the state-of-the-art and (ii) qualitative advantages over best-effort heuristics. Moreover, by taking an analytical approach, we have developed a coherent theoretical framework to reason about data movement.
Appendices
Algorithm listings

Algorithm 2 shows the complete Peekahead algorithm. First, ALLHULLS preprocesses each virtual cache's miss curve and computes its POIs. Then, PEEKAHEAD divides cache space across virtual caches iteratively using a max-heap. In practice, ALLHULLS dominates the run-time of Algorithm 2 at $O(P \cdot S)$, as Appendix 3.7 confirms.

**AllHulls:** In ALLHULLS, the procedure is as described previously: Two vectors are kept, pois and hull. pois is the full list of POIs whereas hull contains only the points along the current convex hull. Each POI is represented by its coordinates and its horizon, which is initially $\infty$.

The algorithm proceeds as described in the example. Points are always added to the current hull (lines 18-19). Previous points are removed from hull by backtracking (lines 7-17). A point $(x, y)$ is removed from pois when it lies in a concave region. This occurs when it is removed from hull at $x + 1$ (line 13). Otherwise, the point lies in a convex region and is part of a sub-hull, so its horizon is set to $x$, but it is not deleted from pois (line 15).

**Peekahead:** PEEKAHEAD uses POIs to implement lookahead. POIs for partition $p$ are kept in vector pois[$p$], and current[$p$] tracks its current allocation. heap is a max-heap of the maximal utility per unit steps for each partition, where a step is a tuple of: (partition, utility per unit, step size, POI).

PEEKAHEAD uses two helper routines. NEXTPOI gives the next relevant POI for a partition from its current allocation and given remaining capacity. It simply iterates over the POIs following current[$p$] until it reaches capacity (line 28), a valid POI is found (line 29), or no POIs remain (line 31) which indicates a concave region, so it claims all remaining capacity. ENQUEUE takes the next POI and pushes a step onto heap. This means simply computing the utility per unit and step size.

The main loop repeats until capacity is exhausted taking steps from the top of heap. If capacity has dropped below the best next step's requirements, then the step is skipped and the best next step under current capacity enqueued (line 40).

**Placement:** Algorithm 3 shows the complete partitioning algorithm, in particular Jigsaw's data placement algorithm following the invocation of PEEKAHEAD to obtain the virtual cache sizes, or "budgets". The goal of the algorithm is for each virtual cache to exhaust its budget on banks as close to the source as possible. The source is the core or "center of mass" of cores that generate accesses to a virtual cache. The distance of banks from the source is precomputed for each partition and passed as the lists $D_1...D_p$. Each bank is given an inventory of space, and virtual caches simply take turns making small "purchases" from...
Algorithm 2. The Peekahead algorithm. Compute all reachable convex hulls and use the convexity property to perform Lookahead in linear time. Letters in comments refer to points in Figure 3.13. $\overline{AB}$ is the line connecting $A$ and $B$.

**Inputs:** A single miss curve: $M$, Cache size: $S$

**Returns:** POIs comprising all convex hulls over $[0,X] \forall 0 \leq X \leq S$

1: **function** `ALLHULLS(M, S)`  
2: start $\leftarrow (0, M(0), \infty)$  
3: pois [...] $\leftarrow$ {start}  
4: hull [...] $\leftarrow$ {pois.HEAD}  
5: for $x \leftarrow 1$ to $S$:  
6: next $\leftarrow (x, M(x), \infty)$  
7: for $i \leftarrow$ hull.LENGTH $- 1$ to $1$:  
8: candidate $\leftarrow$ hull[i]  
9: prev $\leftarrow$ hull[i $- 1$]  
10: if candidate is not BELOW prev next:  
11: hull.POPBACK()  
12: if candidate.x $\geq$ x $- 1$:  
13: pois.POPBACK()  
14: else:  
15: candidate.horizon $\leftarrow$ x $- 1$  
16: else:  
17: break  
18: pois.PUSHBACK(next)  
19: hull.PUSHBACK(pois.TAIL)  
20: return pois

**Inputs:** Partition miss curves: $M_1...M_p$, Cache size: $S$

**Returns:** Partition allocations: $A[...]$

21: **function** `PEEKAHEAD(M...M_p, S)`  
22: pois [...] $\leftarrow$ {ALLHULLS($M_1$, S)...ALLHULLS($M_p$, S)}  
23: current [...] $\leftarrow$ {pois[1].HEAD...pois[p].HEAD}  
24: $A[...]$ $\leftarrow$ {0...0}  
25: heap $\leftarrow$ MAKEHEAP()  
26: **function** `NEXTPOI(p)`  
27: for $i \leftarrow$ current[p] $+ 1$ to pois[p].TAIL:  
28: if $i$.x $>$ current[p].x $+ S$: break  
29: if $i$.horizon $>$ current[p].x $+ S$: return i  
30: x $\leftarrow$ current[p].x $+ S$  
31: return $(x, M_p(x), \infty)$  
32: **function** `ENQUEUE(p)`  
33: next $\leftarrow$ NEXTPOI(p)  
34: $\Delta S$ $\leftarrow$ next.x $-$ current[p].x  
35: $\Delta U$ $\leftarrow$ (current[p].y $-$ next.y) / $\Delta S$  
36: heap.PUSH((p, $\Delta U$, $\Delta S$, next))  
37: ENQUEUE([1...P])  
38: while $S > 0$:  
39: $(p, \Delta U, \Delta S, \text{next})$ $\leftarrow$ heap.POP()  
40: if $S \geq \Delta S$:  
41: current[p] $\leftarrow$ next  
43: $S$ $\leftarrow$ $S$ $-$ $\Delta S$  
44: ENQUEUE(p)  
45: return $A[...]$
Algorithm 3. Jigsaw's partitioning policy. Divide the LLC into virtual caches to maximize utility and locality. Virtual caches use budgets produced by Peekahead to claim capacity in nearby bank partitions in increments of $\Delta_0$.

Inputs: Partition miss curves: $M_1 \ldots M_p$, Cache size: $S$, Num. banks: $B$, Banks sorted by distance: $D_1 \ldots D_p$

Returns: Virtual cache allocation matrix: $[A_{p,b}]$ where $1 \leq p \leq P$ and $1 \leq b \leq B$

1: function PARTITION($M_1 \ldots M_p, S, B$)
2:   budget[...] $\leftarrow$ PEEKAHEAD($M_1 \ldots M_p, S$)
3:   inventory[...] $\leftarrow \begin{cases} S & S \\ S & S \\ B & B \end{cases}$
4:   $d[\ldots] \leftarrow \{D_1, \text{HEAD} \ldots D_p, \text{HEAD}\}$
5:   $A \leftarrow [0]_{1 \leq s \leq P}$
6:   while $\sum \text{budget} > 0$:
7:     for $s \leftarrow 1$ to $P$:
8:       $b \leftarrow d[i]$  
9:       if $\text{inventory}[b] > \Delta_0$:
10:          $\Delta \leftarrow \Delta_0$
11:          $A_{p,b} \leftarrow \Delta$
12:          $\text{budget}[s] \leftarrow \text{budget}[s] - \Delta$
13:          $\text{inventory}[b] \leftarrow \text{inventory}[b] - \Delta$
14:     else:
15:        $\Delta \leftarrow \text{inventory}[b]$
16:        $d[i] \leftarrow d[i]+1$
17:   return $A$

banks until all budgets are exhausted. Peekahead dominates the run-time of the complete algorithm at $O(P \cdot S)$.

Correctness

The correctness of Algorithm 2 relies on ALLHULLS constructing all relevant convex hulls and PEEKAHEAD always staying on a convex hull. The logic is as follows:

- The highest utility per unit step for a miss curves comes from the next point on its convex hull.
- If a point $(x, y)$ is on the convex hull of $[0, Y]$, then it is also on the convex hull of $[0, X]$ for any $x \leq X \leq Y$.
- POIs from ALLHULLS and repeated calls to NEXTPOI with capacity $0 \leq S' \leq S$ produce the convex hull over $[0, S']$.
- Remaining capacity $S'$ is decreasing, so current[p] always lies on the convex hull over $[0, S']$.
- Therefore PEEKAHEAD always makes the maximum-utility move, and thus correctly implements lookahead.

Definition. A miss curve is a decreasing function $M : [0, S] \rightarrow \mathbb{R}$.

Definition. Given a miss curve $M$ and cache sizes $x, y$, the utility per unit between $x$ and $y$ is defined as:

$$\Delta U(M, x, y) = \frac{M(y) - M(x)}{x - y}$$

Which in plain language is simply the number of additional hits per byte gained between $x$ and $y$.  

We now define what it means to implement the lookahead algorithm. Informally, a lookahead algorithm is one that successively chooses the maximal utility per unit allocation until all cache space is exhausted.

**Definition.** Given $P$ partitions, miss curves $M_1...M_p$, remaining capacity, $S'$ and current allocations $x_1...x_p$, a *lookahead move* is a pair $(p, s)$ such that partition $p$ and allocation $0 < s \leq S'$ give maximal utility per unit:

$$\forall q : \Delta U(M_p, x_p, x_p + s) \geq \Delta U(M_q, x_q, x_q + s)$$

**Definition.** Given $P$ partitions, miss curves $M_1...M_p$, cache size $S$, a *lookahead sequence* is a sequence $L = (p_1, s_1), (p_2, s_2)...(p_N, s_N)$ such that the allocations for $p$ at $i$, $x_{p,i} = \sum_{i=1}^{N} s_i \cdot \{i : p_i \equiv p\}$, and remaining capacity at $i$, $S_i = \sum_{i=1}^{N} s_i$, satisfy the following:

1. For all $i$, $(p_i, s_i)$ is a lookahead move for $M_1...M_p$, $S' = S - S_i$, and $x_1, ... x_p$.
2. $S_N = S$.

**Definition.** A *lookahead algorithm* is one that produces a lookahead sequence for all valid inputs: $M_1...M_p$, and $S$.

**Theorem 9.** UCP Lookahead is a lookahead algorithm.

**Proof.** UCP Lookahead is the literal translation of the definition. At each step, it scans each partition to compute the maximum utility per unit move from that partition. It then takes the maximum utility per unit move across all partitions. Thus at each step is makes lookahead moves, and proceeds until capacity is exhausted.

We now show that PEEKAHEAD implements lookahead.

**Lemma 10.** Given a miss curve $M$ and starting from point $A$ on the convex hull over $[0, S]$, the first point on the miss curve that yields maximal utility per unit is the next point on the miss curve's convex hull.

**Proof.** Let the convex hull be $H$ and the next point on the convex hull be $B$.

Utility per unit is defined as negative slope. Thus, maximal utility per unit equals minimum slope. Convex hulls are by definition convex, so their slope is non-decreasing. The minimum slope of the convex hull therefore occurs at $A$. Further, the slope of the hull between $A$ and $B$ is constant, so $B$ yields the maximal utility per unit.

To see why it is the first such point, consider that all points on $M$ between $A$ and $B$ lie above $H$. If this were not the case for some $C$, then the slope between $A$ and $C$ would be less than or equal to that between $A$ and $B$, and $C$ would lie on $H$. Therefore since all points lie above $H$, none can yield the maximal utility per unit.

**Lemma 11.** For any miss curve $M$, if $(x, y)$ is on $H_x$, the convex hull of $M$ over $[0, X]$ then it is also on $H_X$, the convex hull of $M$ over $[0, X]$, for any $x \leq X \leq Y$.

**Proof.** By contradiction. Assume $(x, y)$ is on $H_Y$ but not on $H_X$. Then there must exist on $M : [0, X] \rightarrow \mathbb{R}$ points $A = (a, M(a))$ and $B = (b, M(b))$ such that $a < x < b$ and $(x, y)$ lies above the line $AB$. But $[0, X] \subset [0, Y]$ so $A$ and $B$ are also in $[0, Y]$. Thus $(x, y)$ is not on $H_Y$.

**Lemma 12.** In ALLHULLs on a miss curve $M$ over domain $[0, S]$, upon completion of iteration $x \equiv X$, hull contains $H_X$, the convex hull of $M$ over $[0, X]$. 
Proof. All points in \([0, X]\) are added to hull, so we only need to prove that all points not on the hull are removed. By the definition of a convex hull, a point \((a, M(a))\) is on \(H_x\) iff it is not below the line connecting any two other points on \([0, X]\). Now by induction:

Base case: At \(X = 1\), hull contains the points \((0, M(0))\) and \((1, M(1))\). These are the only points on \([0, 1]\), so hull contains \(H_1\).

Induction: Assume that hull contains \(H_x\). Show that after iteration \(X + 1\), hull contains \(H_{X+1}\). This is guaranteed by backtracking (lines 7-17), which removes all points on \(H_x\) not on \(H_{X+1}\). Let \(H_x = \{h_1, h_2... h_N\}\) and \(h_{N+1} = (X + 1, M(X + 1))\). Then next \(\equiv h_{N+1}\) and, at the first backtracking iteration, candidate \(\equiv h_N\) and prev \(\equiv h_{N-1}\).

First note that \(H_{X+1} \subset H_x \cup \{h_{N+1}\}\). This follows from Lemma 11; any point on \(H_{X+1}\) other than \(h_{N+1}\) must lie on \(H_x\).

Next we show that backtracking removes all necessary points by these propositions:

(i) If candidate lies is on \(H_{X+1}\) then all preceding points are on \(H_{X+1}\).
Backtracking stops when a single point is valid (line 17). We must show that no points that should be removed from hull are missed by terminating the loop. This is equivalent to showing

\[ h_i \not\in H_{X+1} \Rightarrow h_{i+1}... h_N \not\in H_{X+1} \]

Let \(h_i\) be the first point on \(H_x\) not on \(H_{X+1}\). Then there exists \(i < k \leq N + 1\) such that \(h_i\) lies above \(\ell_k = h_{i-1}h_i\). Further, all \(h_i\) for \(i < j \leq N\) lie above \(\ell_i = h_{i-1}h_i\). But since \(h_i\) lies above \(\ell_k\), \(\ell_i\) is above \(\ell_k\) to the right of \(h_i\). Since all \(i < j \leq N\) lie above \(\ell_i\), \(k = N + 1\). Therefore all \(h_j\) for \(i < j \leq N\) lie above \(h_{i-1}h_{N+1}\).

(ii) Points below prev next lie on \(H_{X+1}\).
Backtracking removes all points that do not lie below prev next. We must show this is equivalent to testing all pairs of points in \([0, X]\).

Note that for all \(1 \leq i \leq N\), \(M : [0, X] \rightarrow \mathbb{R}\) lies on or above \(h_i\) by the definition of a convex hull.

Consider cases if candidate \(\in H_{X+1} \cap H_x\):

candidate \(\in H_{X+1}\): By the first proposition, prev is also on \(H_{X+1}\). So by the previous note, \(M\) lies above both prev candidate and candidate next. Therefore candidate lies below prev next.

candidate \(\not\in H_{X+1}\): If prev \(\in H_{X+1}\) then by definition of a convex hull, candidate lies above prev next. If not, then let \(h_i\) be the last point on \(H_{X+1}\) before candidate and \(h_k\) the first point on \(H_{X+1}\) after candidate. Then candidate lies above \(h_ih_k\). Note that \(h_k\) \(\equiv\) next by the previous proposition. \(h_i\) is also before prev because no points on \(H_{X+1}\) lie between candidate and prev. Furthermore, since next lies below \(h_i\) but above \(\overline{h_ih_k}\), prev next lies above \(h_i\) next. \(H_x\) has non-decreasing slope and \(M\) is decreasing, so \(h_j\) next lies above \(h_{j-1}\) next for all \(i < j \leq N\). In particular, candidate next lies above prev next and thus candidate lies above prev next.

\[ \therefore \text{candidate} \in H_{X+1} \iff \text{candidate is below prev next} \]

(iii) Backtracking removes all points on \(H_x\) not on \(H_{X+1}\).
Backtracking continues until candidate is on \(H_{X+1}\) or hull is empty. By the previous two propositions, this removes all such points.
Finally, \( h_{N+1} \) is added to hull (line 19), and hull contains \( H_{X+1} \).

\[ \text{hull} \equiv H_X. \]

**Lemma 13.** \textsc{AllHulls} on a miss curve \( M \) over domain \([0,S]\) produces POIs for which \( H_X \), the convex hull over \([0,X]\), is equivalent to:

\[
h_i = \begin{cases} (0, M(0)) & \text{if } i \equiv 1 \\ \text{NEXTPOI}(h_{i-1}) & \text{otherwise} \end{cases}
\]

**Proof.** Consider how \textsc{NextPOI} works. It simply filters pois to the set

\[
V = \{ p : p \in \text{pois and } p.x < X \text{ and } p.horizon > X \}
\]
\[
\cup \{ (X, M(X), \infty) \}
\]

By Lemma 12, we must show \( V \) is the same as the contents of hull at iteration \( x \equiv X \).

First note that whenever points are removed from hull, they are either removed from pois (line 13) or their horizon is set (line 15). If a point obsolesces at \( x \equiv X \), then its horizon is always \( X - 1 \).

\( V \subset H_X \): Show that all points in \([0,X]\) not in \( H_X \) are either deleted from pois or have their horizon set smaller than \( X \).

By Lemma 12, at completion of iteration \( x \equiv X \), hull contains \( H_X \). Therefore all points not on \( H_X \) have been removed from hull and are either deleted from pois or have horizon set to a value less than \( X \).

\( H_X \subset V \): Show that no point in \( H_X \) is deleted from pois or has a horizon set smaller than \( X \).

Points are only deleted or have their horizon set when they are removed from hull. By Lemma 12, no point on \( H_X \) is removed from hull before \( x \equiv X \). So the earliest a point in \( H_X \) could be removed from hull is at \( X + 1 \), and its horizon would be \( X \).

Furthermore no point earlier than \( X \) will be deleted at \( X + 1 \), because \textsc{AllHulls} only deletes a point \((a, M(a))\) if it obsolesces at \( x \equiv a + 1 \). If the point \((X, M(X))\) is deleted from pois, then \textsc{NextPOI} will replace it (via the union in \( V = \ldots \)).

\[ \therefore H_X = V. \]

**Lemma 14.** \texttt{current[p]} in Algorithm 2 always lies on the convex hull over \([0,S]\) over all iterations.

**Proof.** \texttt{current[p]} is initially set to \texttt{pois[p].HEAD}, which lies on all convex hulls for \( M_p \). It is subsequently updated by \( \text{next} = \text{NEXTPOI}(\text{current[p]}) \). Thus for some \( i \), \texttt{current[p]} = \( h_i \) as in Lemma 13, and \texttt{current[p]} lies on the convex hull over \([0,S]\). Note that \( S \) is decreasing over iterations of the main loop, so by Lemma 11 it is on the hull for all iterations.

**Theorem 15.** \texttt{PeeKahead} is a lookahead algorithm.

**Proof.** By Lemma 14, we know that \textsc{NextPOI} is called always starting from a point on the convex hull over remaining capacity, \([0,S]\). By Lemma 10 and Lemma 13, \textsc{NextPOI} returns the maximal utility per unit move for the partition. By Lemma 11 we know that so long as \( s \leq S \), this move remains on the convex hull and by Lemma 10 remains the maximal utility per unit move. If \( s > S \) then \texttt{PeeKahead} recomputes the best move.

Because heap is a max-heap, heap.POP is the maximal utility per unit move across partitions. Thus each move made by \texttt{PeeKahead} is a lookahead move. \texttt{PeeKahead} does not terminate until \( S \equiv 0 \).
Furthermore, Peekahead is guaranteed forward progress, because at most $P$ moves can be skipped before a valid move is found and $S$ is reduced.

Therefore for all inputs Peekahead produces a lookahead sequence. \hfill \Box

### Asymptotic run-time

AllHulls has asymptotic run-time of $O(S)$, using the standard argument for the three-coins algorithm. All vector operations take constant time. Each point is added at most once in the main loop to pois and hull, giving $O(S)$. Finally backtracking removes points from hull at most once (and otherwise checks only the tail in $O(1)$), so over the lifetime of the algorithm backtracking takes $O(S)$. The overall run-time is thus $O(S + S) = O(S)$.

Now consider the run-time of Peekahead. Line 22 alone is $O(P \cdot S)$ ($P$ invocations of AllHulls). The run-time of the remainder is complicated by the possibility of skipping steps (line 40). We first compute the run-time assuming no steps are skipped. In this case, Nextpoi iterates over POIs at most once during the lifetime of the algorithm in $O(P \cdot S)$ total. Push (line 36) takes $O(\log P)$, and the main loop invokes $O(S)$ iterations for $O(\log P \cdot S)$. Thus altogether the run-time is $O(P \cdot S + \log P \cdot S) = O(P \cdot S)$.

If steps are skipped, then Nextpoi can take $O(S)$ per skip to find the next POI. Further, $O(P)$ steps can be skipped per decrement of $S$. So it may be possible to construct worst-case miss curves that run in $O(P \cdot S^2)$. Note, however, that the number of skips is bounded by the number of concave regions. Miss curves seen in practice have at most a few concave regions and very few skips. The common case run-time is therefore bounded by AllHulls at $O(P \cdot S)$.

Indeed, Table 3.4 shows that the main loop (lines 38-44) runs in sub-linear time and AllHulls dominates, taking over 99% of execution time for large problem sizes. Contrast this with the common-case $O(P \cdot S^2)$ performance of UCP.

### Analysis of geometric monitors

Let $s$ be the number of lines in the GMON, $k_0$ be its sampling rate, $\gamma$ be the rate at which the sampling rate decreases per way, and $W$ be the number of ways. At way $w$, the GMON models $m_w = s/(W \cdot k_0 \cdot \gamma^w) = m_0/\gamma^w$ lines. Thus the modeled lines per way increase geometrically, and a GMON with $W$ ways models in total:

$$\text{Modeled capacity} = \sum_{w=0}^{W} m_w = \sum_{w=0}^{W} \frac{m_0}{\gamma^w} = \frac{m_0}{\gamma} \cdot \frac{1 - \gamma^{W+1}}{1 - \gamma}$$

The last factor tends to $1/(1 - \gamma)$ very quickly with $W$, so modeled capacity grows $O(1/\gamma^W)$, while the low end maintains fidelity of $m_0$ according to the choice of $k_0$.

GMONs thus allow us to model a large cache and make efficient, small allocations. GMONs curves are sparse, containing only $W$ points (where $W$ is much smaller than in conventional UMONs of similar fidelity). This reduces software overheads considerably, since Peekahead's run-time is proportional to curve size (Appendix A.3).
EVA Appendices

Quantifying reference model error

The iid reuse distance model assumes each reference's reuse distance is distributed independently of the others, but this is not so (see Appendix 5.1). We can get a sense for the magnitude of the error through some simple calculations. We will focus on a single set, assuming that considering more than a single set is impossible for a practical replacement policy. The error arises because hits to different lines are disjoint events, but the iid reuse distance model treats them as independent. Hence the number of hits in the iid model follows a binomial distribution \[19\], and multiple hits can occur on a single access. Suppose the hit rate per line is a constant \(g\), the cache size is \(S\), and the associativity is \(W\). In reality, the miss probability is \(1 - Wg\) and the hit probability for a single set is \(Wg\). But using a binomial distribution, the miss probability is \((1 - g)^W\) and single hit occurs with probability \(Wg(1 - g)^{W-1}\). Hence, the models do not agree on the probabilities of these events. The error term is the “missing probability” in the binomial model, i.e. the probability of more than one hit. To quantify this error, consider the linear approximation of the binomial distribution around \(g = 0\):

\[
(1 - g)^W = 1 - Wg + O(g^2) \\
Wg(1 - g)^{W-1} = Wg + O(g^2)
\]

When \(g\) is small, \(O(g^2)\) is negligible, and the binomial distribution approximates the disjoint event probabilities. Since the average per-line hit rate is small, at most \(1/S \ll 1/W\), the error from assuming independence is negligible.

An explicit counterexample to the informal principle of optimality

Figure B.1 lays out in detail a counterexample to the informal principle of optimality. It shows a particular case where evicting lines by their expected time until reference lowers the cache’s hit rate. This example is somewhat contrived to make it as simple as possible, but as our evaluation shows (Figure 5.12), the central problem arises in real programs as well.

We consider a cache consisting of a single line that has the option of bypassing an incoming accesses. The replacement policy always chooses between two candidates: (i) the currently cached line at age \(a\), or (ii) the incoming reference. Hence all deterministic replacement policies degenerate to choosing an age at which they evict lines, \(a_e\).

Moreover, it is trivial to compute the cache’s hit rate as a function of \(a_e\). All reuse distances less than
B.2. COUNTEREXAMPLE TO INFORMAL PRINCIPLE

Figure B.1: Counter-example to the informal principle of optimality, where replacing lines by their expected time until reference leads to sub-optimal hit rate. (a) Reuse distance probability distribution. (b) Hit rate of different policies; retaining lines for 8 accesses is optimal. (c) Expected time until reference for different lines; the informal principle says to evict lines after 4 accesses (since 25.33... > 19), and is not optimal.

or equal to \(a_E\) hit, and all others are evicted. The hit rate is:

\[
P[\text{hit}] = \frac{P[D \leq a_E]}{a_E \cdot P[D > a_E] + \sum_{a=1}^{a_E} a_E \cdot P[D = a]} \tag{B.1}
\]

We consider Equation B.1 on an access stream with a trimodal reuse distance distribution that takes three distinct values at different probabilities. (Three values are needed to construct a counterexample; the informal principle of optimality is correct on bimodal reuse distance distributions.) The example we choose is shown in Figure B.1a. This reuse distance distribution is:

\[
P[D = d] = \begin{cases} 
0.25 & \text{if } d = 4 \\
0.25 & \text{if } d = 8 \\
0.5 & \text{if } d = 32 
\end{cases}
\]

The sensible age at which to evict lines are thus either 4, 8, or 32. Figure B.1b computes the hit rate for each. The best choice is to evict lines after 8 accesses, i.e. \(a_E = 8\). Figure B.1c shows the expected time until reference for new accesses and those at age 4. Accesses have a lower expected time until reference when new than at age 4, so the informal principle would choose \(a_E = 4\). This choice degrades the hit rate, and the informal principle of optimality is therefore wrong.

The reason why the informal principle makes this decision is that it incorrectly uses the long reuse distance (i.e., 32) when computing the expected time until reference of lines at age 4. This is incorrect because if the cache does the right thing—evict lines at \(a_E = 8\)—then lines will never make it to age 32. Hence its not clear what 32 is doing influencing replacement decisions.

If the maximum age reached in the cache is 8, then only events that occur before age 8 should be

---

1 Equation B.1 is quite similar to the model PDP uses to determine protecting distances, but note that this formula does not generalize well to caches with more than one line (Appendix C.6).
taken under consideration. Our contribution is to produce a framework that generalizes to these cases.

How limited space constrains replacement

We assume inclusive caches where every access results in either a hit or eviction. In other words, no accesses bypass the cache. Thus, by definition, every access starts a new lifetime. If one visualizes the contents of an \( S \)-line cache over \( T \) accesses, then there are \( S \cdot T \) line-access cells—i.e., a cell is a line's contents at a particular time (Figure 5.2). Each line is broken into lifetimes by hits and evictions. We can now show the desired result by counting cells across lifetimes.

Proposition 1. The cache size is equal to the expected lifetime length:

\[
S = \sum_{a=1}^{\infty} a \cdot P[L = a]
\]

Proof. Each lifetime of length \( a \) takes \( a \) cells by definition. Let \( n_a \) be the number of lifetimes of length \( a \) after \( T \) accesses. In total, there are \( S \cdot T \) cells. Since every cell is part of some lifetime:

\[
S \cdot T = \sum_{a=1}^{\infty} n_a \cdot a
\]

Now divide through by \( T \) and observe, since all \( T \) accesses are part of some lifetime, that \( \lim_{T \to \infty} \frac{n_a}{T} = P[L = a] \).
A Cache Model for Modern Processors

Understanding the LLC's behavior is critical to achieve system objectives. Accurate predictions of cache behavior enable a large number of optimizations, including of single-threaded performance [14, 41], shared cache performance [12, 110, 124, 137], fairness [110, 116], quality of service [12, 77], security [115], etc. These optimizations can be performed in many ways, e.g. by explicitly partitioning the shared cache in hardware [6, 101, 130] or software [28], or through job scheduling to avoid interference in cache accesses [102, 162, 166].

Unfortunately, cache behavior is difficult to predict because it depends on many factors, both of the application (e.g., its access pattern) and the cache (e.g., its size, associativity, and replacement policy). Existing analytical cache models [1, 41, 104, 132, 160] tend to focus on traditional, set-associative caches using simple replacement policies like least-recently used (LRU), pseudo-LRU, or random replacement. But modern processors do not use LRU (or pseudo-LRU) for the LLC.

Modern LLCs instead employ high-performance replacement policies that greatly improve cache performance over traditional policies like LRU (Appendix 2.2). These designs are available in commercial processors [65, 156], and a new model is needed to understand their behavior.

We present a cache model that accurately predicts the behavior of high-performance replacement policies on modern LLCs. Our model leverages two key observations: First, each core's private cache hierarchy filters accesses before they reach the LLC, capturing most temporal locality [14, 80, 83]. Thus, LLC accesses are free of short-term temporal correlations. (This is also why LRU is a poor policy for the LLC; LRU relies on temporal locality, and at the LLC, there is little.) Second, modern LLCs use hashing to map lines to sets [84, 156], reducing hotspots. Existing models often focus on the effects of low associativity, i.e. conflict misses, which can be hard to capture. But with hashing, modern LLCs have near-uniform behavior across sets and high effective associativity [129], making conflict misses a second-order concern (Appendix 2.1).

These two observations mean that modern LLCs can be modeled as a pseudo-random process: by capturing highly correlated accesses, private caches essentially randomize the accesses seen by the LLC; and hashing and high effective associativity mean that the replacement candidates constitute a representative sample of cached lines. Our model therefore computes the probability of various events (hits and evictions) occurring to individual lines as they age. This approach lets us model arbitrary age-based policies, including familiar policies like LRU and several high-performance policies, and abstracts away the details of array organization.

These features set our model apart from existing models. Existing models target set-associative LRU caches, and many model the performance of entire sets using stack distances, which measure the number of unique addresses between references to the same line. Stack distances are meaningful for set-associative LRU caches, but have little meaning for modern LLCs. In particular, it is unclear how to model high-performance policies through stack distances (Appendix 2.4).

Our model is built from logically distinct components, each of which captures a separate aspect of
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Figure C.1: Our model consists of three inter-dependent probability distributions. Each distribution captures distinct model inputs. Arrows denote dependence, e.g. A → B means “A depends on B”.

cache behavior (Appendix C.2). For instance, to model a new replacement policy, our model only requires simple changes to a single parameter, the ranking function (Appendix C.3). We present an efficient, practical implementation of our model (Secs. C.4 and C.5) and thoroughly validate it against synthetic and real benchmarks (Appendix C.6). Finally, we present two case studies: (i) cache partitioning with high-performance replacement (Appendix C.7); and (ii) improving the replacement policy itself (Appendix C.9). In summary, we offer an efficient way to predict the performance of high-performance policies, allowing them to enjoy the many benefits that prior work has demonstrated for LRU.

C.1 Overview

Figure C.1 shows the high-level design of our cache model. The input to the model is the cache architecture (its size, associativity, and replacement policy) and a concise description of the access stream. Specifically, we describe the access stream by its reuse distance distribution; i.e., for each distance d, how many accesses have reuse distance d.

From these inputs, our model produces a concise description of the cache’s behavior. Specifically, the model produces the cache’s hit and eviction distributions; i.e., for each age a, how many accesses are hit or evicted at age a, respectively. The hit and eviction distributions directly yield the cache’s performance: the cache’s hit rate is the sum over the hit distribution. Additionally, they give a rich picture of the cache’s behavior that can be used to improve cache performance (Appendix C.9).

Internally, the model uses three distributions: the hit and eviction distributions (already discussed) and the age distribution of cached lines (i.e., the probability that a randomly selected line has age a). We define age as the number of accesses since a line was last referenced. These distributions are interdependent and related to one another by simple equations. Each incorporates a particular model input and conveys its constraints: (i) the age distribution incorporates the cache size, and constrains modeled capacity; (ii) the hit distribution incorporates the access stream and constrains when lines can hit; and (iii) the eviction distribution incorporates the replacement policy and constrains how long lines stay in the cache. The model is solved by iterating to a fixed point. When the distributions converge, the hit and eviction distributions accurately describe the cache’s behavior.

We build the model in stages. First, we introduce the model on a specific example. Second, we develop the model formulation for LRU. Third, we generalize it to other policies. Finally, we show to solve the model efficiently.
Example

Table C.1 shows the behavior of a 3-line LRU cache on a simple, repeating access pattern. Time (measured in accesses) increases from left to right and wraps around (e.g., time 9 would be identical to 1). Live lines, those that eventually hit, are colored green; dead lines, those that do not, are red. For example, the first line is live (green) at time 1 because A hits at time 2. However, D evicts A at time 6, so A is dead (red) in 2–5. Similarly, A evicts D at time 1, so D is dead in 6–9. B and C always hit, so they are always live. This divides the cache into lifetimes, the intervals from last use until hit or eviction. For example, A’s lifetime starting at time 1 ends after a single access when A hits at time 2; this starts a new lifetime that ends after four accesses when D evicts A at time 6.

We can redraw Table C.1 showing the ages of each line at each access (Table C.2). In steady state, 6 out of 8 accesses are hits. These hits (underlined) come at ages 1 (A once), 2 (B twice), and 4 (C twice and B once). The other 2 accesses are evictions (italic), at ages 3 (D) and 4 (A).

This information lets us compute the hit and eviction distributions, denoted by random variables $H$ and $E$, respectively. These distributions yield the probability that a (randomly selected) access will hit or be evicted at a given age. For example, one quarter of accesses hit at age 2 (B at times 4 and 6), so the hit distribution at age 2 is $P_H(2) = 1/4$. Table 5.1 summarizes our notation and the most important distributions in the model.

Table C.3 gives the three model distributions for the example in Table C.1. For the hit and eviction distributions, we turn counts into probabilities by dividing by 8 accesses. Since every lifetime ends

![Table C.1: Steady state behavior for a 3-line LRU cache on a simple, repeating access pattern. Live lines are colored green, and dead lines red.](image)

![Table C.2: Ages per line in Table C.1 (hits underlined, evictions italic).](image)

![Table C.3: Steady-state distributions for the cache in Table C.1.](image)
in a hit or eviction, the hit and eviction distributions together sum to 1, but separately sum to less than 1. We express the distribution inclusive of both hits and evictions as the lifetime distribution, \( P_L(a) = P_H(a) + P_E(a) \) (not shown in Table C.3). \( L \) is the age at which a line is either hit or evicted, i.e. the age when its lifetime ends. Finally, we can compute the age distribution by counting the ages of lines and dividing by 3 lines \( \times 8 \) accesses \( = 24 \).

These distributions tell us how the cache performs on this access pattern: its hit rate is the sum over the hit distribution, \( 3/4 \). Moreover, the distributions also say how lines behave: e.g., no lines make it past age 4, despite some having reuse distance of 8. Such information will prove valuable in applying the model (Appendix C.9).

In this example, we have computed the distributions by brute force, but this method is too expensive for our purposes. We instead model the relationships among distributions analytically and solve them by iteration. This example gives the intuition behind the model, but note that our independence assumptions are accurate only for large caches. So while our model is accurate on real systems (Appendix C.6), some model components are inaccurate on simple examples like Table C.1.

### C.2 Basic model (for LRU)

This section presents the model for caches with LRU replacement. We present the complete equations for the age and hit distributions, and the eviction distribution equations for LRU replacement. Appendix C.3 extends the eviction distribution to model arbitrary age-based replacement policies.

#### C.2.1 Model assumptions

First, we make a few simplifying assumptions that make cache modeling tractable, chiefly about the independence of certain events. These assumptions are motivated by the properties of modern LLCs (Appendix 2.1).

We assume each access has reuse distance \( d \) distributed identically and independently according to the distribution \( P_D(d) \). This assumption is not exactly correct in practice, but since private caches filter accesses before they reach the LLC, it is a good approximation for large caches ([14], Appendix C.6). In return, it greatly simplifies the probability calculations, allowing a simple model to capture diverse access patterns.

Similarly, we model an idealized, random-candidates cache, where replacement candidates are drawn at random from cached lines. This is a good model for modern LLCs, where the replacement candidates form a representative sample of cached lines. The random-candidates model is a direct analog of skew-associative caches or zcaches, but is also a good approximation for hashed, set-associative caches with many ways [129]. Although the accuracy of this assumption depends slightly on the cache array architecture, it is a reasonable simplifying assumption for modern LLCs.

#### C.2.2 Age distribution

The age distribution is used internally by the model to constrain cache capacity. It is presented first because it is the simplest to compute from the other distributions.

Since ages measure the time since a line was last referenced, a line reaches age \( a \) if and only if it is not hit or evicted for at least \( a \) accesses. Hence the probability of a line having age \( a \), \( P_A(a) \), is proportional to the fraction of lines that survive at least \( a \) accesses in the cache without being referenced. The probability of surviving exactly \( x \) accesses is given by the lifetime distribution at age \( x \), \( P_L(x) = P_H(x) + P_E(x) \), and the probability of surviving at least \( a \) accesses is the probability over all \( x \geq a \). The age distribution \( P_A(a) \) is thus proportional to \( P[L \geq a] \), which determines the age distribution up to a constant factor.
To find the constant factor, note that every access necessarily produces a line of age 1 (whether a hit or miss), since we define ages as the number of accesses since a line was last referenced. Since ages increase upon each access, there is always exactly one line of age 1 in the cache. Hence if the cache has $S$ lines, the age distribution at age 1 is $P_A(1) = 1/s$.

Combining the two results, we find the age distribution for a cache of $S$ lines is:

$$P_A(a) = \frac{P[L \geq a]}{S} = \sum_{x=a}^{\infty} \frac{P_H(x) + P_E(x)}{S}$$ (C.1)

For example, in Appendix C.1.1, by counting cells we find that $P_A(3) = 5/24$. That is, of the twenty-four cells depicted in Table C.2, age 3 appears five times. Equation C.1 gives another way to arrive at the same conclusion without counting cells: The probability of a hit or eviction at age 3 or greater is $3/8 + 1/8 + 1/8 = 5/8$ (Table C.3). Dividing by $S = 3$ gets $P_A(3) = 5/24$, as desired. This argument can be generalized to yield an alternative derivation of Equation C.1 and show $\sum_{a=1}^{\infty} P_A(a) = 1$ (Appendix B.3).

**Hit distribution**

We now show how to compute when hits occur for a given access pattern, again assuming the other distributions are known. The hit distribution is perhaps the most important product of the model, since it yields the cache’s hit rate.

A line will eventually hit if it is not evicted. Intuitively, a line’s hit probability depends on its reuse distance (longer distances have greater opportunity to be evicted) and the cache’s eviction distribution (i.e., at what age does the replacement policy evict lines?). Moreover, by definition, a line with reuse distance $d$ must hit at age $d$, if it hits at all. Thus the hit probability is just the reuse distance probability minus the probability of being evicted, or:

$$P_H(d) = P_D(d) - P[\text{evicted}, D=d]$$

$$= P_D(d) - \sum_{a=1}^{d-1} P_{D,E}(d,a)$$ (C.2)

It may be tempting to simply subtract the eviction probability below $d$ in the above equation. That is, $P_H(d) = P_D(d) \times (1 - P[E < d])$. This is incorrect; eviction age and reuse distance are not independent.

To proceed, we require the critical insight that candidates of age $a$ look alike to the replacement policy. In other words, the replacement policy does not know candidates’ reuse distances, only that lines of age $a$ have reuse distance $d > a$. Evicting at age $a$ thus only implies that the line’s reuse distance was at least $a$, i.e. $E = a \Rightarrow D > a$. From this insight:

$$P_{D,E}(d,a) = P_D(d|E=a)P_E(a)$$ (Insight)

$$= P_D(d|D > a)P_E(a)$$ (Simplify)

$$= \frac{P_D(d) \cdot P_E(a)}{P[D > a]}$$ (C.3)

This insight assumes that other, spurious correlations between eviction age and reuse distance can be safely ignored. Hence, Equation C.3 is accurate for the large LLCs seen in real systems (Appendix C.6), but it is inaccurate for the small example in Appendix C.1.

Finally, we substitute this result into the above equation: Summing over all $a$ below $d$ counts all the lines of reuse distance $d$ that are evicted before hitting. Since the rest hit, subtracting these from $P_D(d)$. 

\[ \text{Hit distribution} \]
yields the hit probability:

\[ P_H(d) = P_D(d) \times \left( 1 - \sum_{a=1}^{d-1} \frac{P_E(a)}{P[D > a]} \right) \]  

(C.4)

C.2.4 **Eviction distribution in LRU**

The eviction distribution accounts for the replacement process and is the most complex part of the model. It models both the selection of replacement candidates (i.e., associativity) and the selection of a victim among candidates (i.e., the replacement policy). For clarity, we begin by presenting the model for LRU only.

To compute the eviction distribution, we assume that candidates are drawn randomly from the cache, as discussed above. Among these, LRU simply evicts the oldest, so the eviction probability at age \( a \) is the probability that both an access misses and \( a \) is the oldest age among candidates. We also assume that cache misses and the oldest age are independent. This is reasonable because a large cache is negligibly affected by the behavior of a few candidates.

Hence to find the eviction probability at age \( a \), we need to know the probabilities that the access misses and the oldest candidate has age \( a \): \( P_E(a) = P[\text{miss}] \cdot P_{\text{oldest}}(a) \). The first factor is trivial, since

\[ P[\text{miss}] = 1 - P[\text{hit}] = 1 - \sum_{a=1}^{\infty} P_H(a) \]  

(C.5)

The challenge lies in finding the distribution of oldest ages, \( P_{\text{oldest}}(a) \). Replacement candidates are drawn randomly from the cache, so each has age identically and independently distributed according to \( P_A(a) \). The oldest age is just the maximum of \( W \) iid random variables, where \( W \) is the associativity. The maximum of iid random variables is a well-known result [50]: the oldest age among replacement candidates is less than \( a \) iff all candidates are of age less than \( a \). Thus given \( W \) candidates, \( P[\text{oldest} < a] = P[A < a]^W \). To get the distribution from the cumulative distribution, differentiate:

\[ P_{\text{oldest}}(a) = P[\text{oldest} < a + 1] - P[\text{oldest} < a] \]  

(C.6)

Altogether, the eviction distribution at age \( a \) for LRU is:

\[ P_E(a) = (1 - P[\text{hit}]) P_{\text{oldest}}(a) \]  

(C.7)

\[ = (1 - P[\text{hit}]) \left( P[\text{oldest} < a + 1] - P[\text{oldest} < a] \right) \]

\[ \Rightarrow P_E(a) = (1 - P[\text{hit}]) \left( P[A < a + 1]^W - P[A < a]^W \right) \]

C.2.5 **Summary**

Equations C.1, C.4, and C.7 form the complete model for LRU replacement. The age distribution incorporates the cache size and depends on the hit and eviction distributions. The hit distribution incorporates the access stream and depends on the eviction distribution. The eviction distribution incorporates the cache's associativity and replacement policy (LRU) and depends on the hit and age distributions.
Other replacement policies

We now extend the eviction distribution to support arbitrary age-based policies, like those discussed in Appendix 2.2.

Ranking functions

To support other policies, we must abstract the replacement policy in a way that can be incorporated into the model. We do so through a ranking function, $R : \text{age} \to \mathbb{R}$, which gives an eviction priority to every age. By convention, higher rank means higher eviction priority.

Ranking functions capture many existing policies. For example, LRU's ranking function is $R_{\text{LRU}}(a) = a$ (or any other strictly increasing function). This represents LRU because it ensures that older lines will be preferred for eviction. Similarly, a constant ranking function produces random replacement, e.g. $R_{\text{random}}(a) = 0$. Ranking functions can also capture many high-performance replacement policies.

PDP [44] protects lines up to an age $d_p$, known as the protecting distance. It prefers to evict lines older than the protecting distance, but if none are available among candidates, it evicts the youngest line. Thus PDP's ranking function decreases up to the protecting distance ($d_p$), upon which it jumps to a large value and increases thereafter:

$$R_{\text{PDP}}(a) = \begin{cases} 
  d_p - a & \text{If } a < d_p \\
  a & \text{If } a \geq d_p
\end{cases} \quad (C.8)$$

IRGD [141] ranks lines using an analytical formulation based on the reuse distance distribution. IRGD essentially ranks lines by their expected reuse distance, but since in practice very large reuse distances can't be measured, IRGD uses a weighted harmonic mean instead of the conventional, arithmetic mean. This lets it ignore immeasurably large reuse distances, since they have small impact on the harmonic mean.\footnote{Takagi et al. [141] express IRGD somewhat differently, but the two formulations are equivalent.} Its ranking function is:

$$R_{\text{IRGD}}(a) = P[D > a] \times \left( \sum_{x=1}^{\infty} \frac{P_D(a + x)}{a + x} \right)^{-1} \quad (C.9)$$

Rank functions thus model any age-based policy, but not all high-performance policies are strictly age-based. Our model can support such policies (e.g., RRIP [69, 159]) with specialized extensions. However, this paper presents the general framework, and we leave extensions to future work.

From the ranking function and age distribution, we can produce a rank distribution that gives the probability a line will have a given rank. It is then possible to generalize Equation C.7. While LRU evicts the oldest replacement candidate, in general the cache evicts the maximum rank among candidates.

Generalized eviction distribution

Generalizing the eviction distribution is a straightforward substitution from "oldest age" in LRU to "maximum rank" in general. If a line of age $a$ is evicted, then the maximum rank among candidates must be $R(a)$. Additionally, $R$ may rank several ages identically (i.e., $R(a) = R(b)$), so we must ensure that the candidate had age $a$ (not age $b$).

This consideration is important because, in practice, continuous ranks are quantized in units of $\Delta r$, increasing the possibility that several ages map to indistinguishable ranks. For example, if ranks can take
values in \([0, 256)\) (e.g., LRU with 8-bit ages), then an efficient model implementation might quantize ranks into regions as \([0, 8), [8, 16) \ldots [248, 256)\). Each region has size \(\Delta r = 8\), and many ages may have the “same rank” as far as the model is concerned.

We account for indistinguishable ranks by using the joint distribution of rank and age to avoid double counting:

\[
P_E(a) = (1 - P[\text{hit}]) \cdot P_{\text{max rank}}(R(a), a)
\]

The joint distribution is in turn:

\[
P_{\text{max rank}}(R(a), a) = P_{\text{max rank}}(R(a)) \cdot \frac{P_A(a)}{P_{\text{rank}}(R(a))}
\]

\(P_A(a)/P_{\text{rank}}(R(a))\) is the fraction of ranks belonging to age \(a\) in the rank quantum containing \(R(a)\) (roughly its \(\Delta r\)-neighborhood). Multiplying by this fraction eliminates double counting. This equation should simply be thought as the analog to \(P_{\text{oldest}}(a)\) in LRU.

As in LRU, the challenge lies in finding \(P_{\text{max rank}}(r)\). To start, we compute the rank distribution in the cache from the age distribution. Since ranks depend on age, the probability that a line’s rank equals \(r\) is just the total probability of ages with rank \(r\):

\[
P_{\text{rank}}(r) = \sum_{a: R(a) = r} P_A(a)
\]

Next, the cumulative distribution of maximum rank is computed just as \(P_{\text{oldest}}(a)\) in LRU as the maximum of iid rvs:

\[
P[\text{max rank} < r] = P[\text{rank} < r]^W
\]

Finally, the distribution of maximum rank is obtained by discrete differentiation [25]:

\[
P_{\text{max rank}}(r) = \frac{P[\text{max rank} < r + \Delta r] - P[\text{max rank} < r]}{\Delta r}
\]

(In LRU, the oldest age distribution uses \(\Delta r = 1\).)

These formulae fill in all the terms to compute the generalized eviction distribution:

\[
P_E(a) = (1 - P[\text{hit}]) \times \left( \frac{P_A(a)}{P_{\text{rank}}(R(a))} \right) \times \left( \frac{P[\text{rank} < R(a) + \Delta r]^W - P[\text{rank} < R(a)]^W}{\Delta r} \right)
\]

### C.3.3 Discussion

The complete cache model is given by the age (Equation C.1), hit (Equation C.4), and eviction (Equation C.15) distributions. These equations describe a cache using an arbitrary, age-based replacement policy. Our model forms a system of equations that describe a valid solution, but does not yield this solution directly.

The implicit nature of our model has benefits. The equations organize the model into logical components. Each distribution is responsible for a specific model input: the age distribution for the cache size, the hit distribution for the access pattern, and the eviction distribution for replacement (both associativity and replacement policy). This makes it easy to adapt the model to new cache architectures. For example, a new replacement policy only requires a new ranking function, and all appropriate changes naturally propagate through the eviction, hit, and age distributions. Likewise, new applications change
Algorithm 4. The cache model simultaneously solves the cache’s age, hit, and eviction distributions by iteration.

Inputs: $S$ - Cache size; $W$ - associativity; $R$ - rank function; rdd - reuse distance distribution; prd - with classification, total probability of class (Appendix C.8), or 1 otherwise.

Returns: Hit and eviction distributions, hit and evict.

1. function MODEL
2. age, hit, evict, $h' \leftarrow$ SEED
3. while not CONVERGED:
   4. $h \leftarrow h'$ > Hit rate from last iteration.
   5. $h' \leftarrow 0$ > $x'$ is solution of $x$ for this iteration.
   6. crd $\leftarrow$ rdd[1]
   7. evBelow $\leftarrow 0$ > Cumulative $D$ probability, $P[D \leq a]$.
   8. age'[1] $\leftarrow$ prd/$S$
   9. for $a \leftarrow 1$ to $N$:
      10. hit'[a] $\leftarrow$ rdd[a] (1 - evBelow)
      11. evict'[a] $\leftarrow$ (1 - h) maxRankDist[$R(a)$] (age'[a] / rankDist[$R(a)$])
      12. age'[a + 1] $\leftarrow$ age'[a] - (hit'[a] + evict'[a])/$S$
      13. $h' \leftarrow h' + hit'[a]$
      14. evBelow $\leftarrow$ evBelow + evict'[a]/(prd - crd)
      15. crd $\leftarrow$ crd + rdd[a + 1]
16. age, hit, evict $\leftarrow$ AVERAGE(age', hit', evict')
17. return hit, evict

only the reuse distance distribution.

However the drawback is that, since these equations are not explicit, their solution is not entirely obvious. We solve the system through iteration to a fixed point, discussed next.

Model solution

All components of the model are interdependent, and a general, closed-form solution is unlikely to exist. We solve the model by iterating to a fixed point, simultaneously solving the three distributions age by age (Algorithm 4). This simultaneous solution tightly couples the solution of each distribution to the others, maintaining their relationships. That is, each distribution is computed from the others as the solution evolves, rather than from the distributions at the last iteration. Only the hit rate and rank distribution are fixed across iterations. We find this tight coupling improves convergence time.

At each iteration, Algorithm 4 solves Equation C.1, Equation C.4 and Equation C.15 for age $a$ in constant time, building on the solution from age $a - 1$. Algorithm 4 uses the following recurrence relation derived from Equation C.1:

$$P_A(a + 1) = P_A(a) - \frac{P_H(a) + P_E(a)}{S}$$

(C.16)

This allows the age distribution to be updated to reflect the hit and eviction distributions as the solution evolves, which in turn influences the solution of the hit and eviction distributions. The hit and eviction distributions are thus constrained, and negative feedback loops are imposed on over-estimation. Sums in other equations are similarly broken across iterations so that each age is solved in constant time. For example, the variable evBelow is the inner sum in Equation C.4.

We seed the first iteration with sensible but arbitrary parameters (e.g., hit rate of 50%). To avoid oscillating around a stable solution, in each iteration we average the old and new distributions using an exponentially weighted moving average. We have empirically determined that a coefficient of $\frac{1}{y}$ yields good performance. We detect convergence when the hit rate stays within a $10^{-3}$ range for ten iterations. Finally, the model sets a floor of 0 for all probabilities during solution. In practice, Algorithm 4
reliably converges to the steady-state distributions after a few iterations (typically 20-40) on hundreds of thousands of distributions from real workloads (Appendix C.6).

While involved, iteration is computationally cheap: in practice, we use and monitor coarse ages (see below) for which N-point distributions with $N \approx 64-256$ suffice, and each iteration runs in linear time on the size of the distributions.

C.4.1 Convergence

Our model is designed with generality in mind, but this comes at the cost of complicating some theoretical properties. Equation C.1, Equation C.4, and Equation C.15 form a non-linear system (particularly Equation C.15) operating in many dimensions ($N$ points per distribution and multiple distributions). Moreover, the model accepts arbitrary $N$-point vectors as input (the reuse distance distribution and ranking function). Demonstrating the convergence of fixed point iteration for non-linear systems is difficult. Generally, it involves reducing the system to a contraction mapping of some relevant model parameter [70]. Although several intuitive parameters are attractive (e.g., hit rate or modeled cache size), we cannot yet prove a contraction mapping on these parameters in general—indeed, it seems that for some degenerate ranking functions (not those in Appendix C.3.1), the model does not converge.

We instead take an empirical approach. We evaluate our model on a diverse suite of real applications and demonstrate its accuracy and utility in that context. Since the model is solved online at regular intervals, our evaluation represents hundreds of thousands of model solutions. Thus we conclude that the model converges on distributions seen in practice. We leave rigorous convergence conditions to future work.

C.4.2 Increased step size

Reuse distances in practice can be quite large, and naïve iteration over all ages would be quite expensive. Moreover, age-by-age iteration is wasteful, since there are large age ranges where few events occur or the event probabilities are roughly constant. Modeling such ranges in detail is unnecessary, since they can be approximated by assuming constant event probabilities throughout the range. This observation allows the solution to take a large step over many ages at once and greatly reduces $N$, the number of points that need to be solved in Algorithm 4. Reducing $N$ is important when applying the model online, e.g. as part of a runtime system (Appendix C.7).

The concept is quite similar to adaptive step size in numerical solutions of differential equations [25]. For example, Figure C.2 shows a solution of all three model distributions for a synthetic benchmark (solid lines). These distributions are coarsened by increasing the step size (dashed lines), producing a good approximation with much less computation. Indeed, Figure C.2 shows that $N = 32$ is sufficient to model this access pattern, even though ages go up to 500. This is possible because there are large regions (e.g., ages 0-100) where few events occur. There is no reason to model these regions in great detail. Instead, we adaptively divide ages into regions, modeling regions of high activity at fine granularity and others at coarse granularity.

We then model the total probability within each coarsened region. For example, rather than computing the hit probability at a single age (e.g., $P[H = a]$), we compute the hit probability over several ages (e.g., $P[a \leq H < b]$). Remarkably, the model equations are basically unchanged by coarsening. There is a deep reason for this; these equations are connected to a system of differential equations, which can be approximated at arbitrary step sizes (Appendix D). For example, if regions are split at ages $a_1, a_2, a_3, \ldots$
then the coarsened hit equation is:

\[
P[a_i \leq H < a_{i+1}] \approx P[a_i \leq D < a_{i+1}] \times \left( 1 - \sum_{j=1}^{i-1} \frac{P[a_j \leq E < a_{j+1}]}{P[D > a_j]} \right)
\]  

(C.17)

This equation is identical in form to the fine-grain hit equation (Equation C.4), except now operating on regions rather than individual ages. Other model equations are similar (Appendix C.11).

Another important question is how to choose the regions. The choice must balance two competing goals: modeling regions with high activity at fine granularity, while modeling other ages in sufficient detail for the model to converge. We address this in two steps. First, we divide all ages evenly into \(N/2\) regions. For example, with 8-bit ages and \(N = 64\), we first create the 32 regions divided at ages: 0, 8, 16... 256. Second, we further divide these regions \(N/2\) times to try to equalize the probability of hits and evictions in each region. We sort regions by their probability of hits and evictions, and recursively divide the largest in equal-probability halves \(N/2\) times. We find this procedure chooses regions that yield efficient and accurate solutions.

**Implementation**

We now describe how to integrate our cache model into a full system which we evaluate in simulation. In our validation (Appendix C.6) and case studies (Appendix C.7 and Appendix C.9), the model is used to dynamically model or reconfigure the cache, as shown in Figure C.3. A lightweight hardware monitor samples a small fraction of accesses and produces the application's reuse distance distribution. Periodically (e.g., every 50 ms), a software runtime models the cache's behavior from the sampled reuse distance distribution, which is then used to predict the cache's behavior over the next interval.

This configuration represents just one use case for the model; it can also be used to model cache behavior offline. However, Figure C.3 is the most demanding use case, since it imposes the most stringent run-time requirements and the model must contend with sampling error.
C.5.1 Application profiling

Our model works with several low-overhead, hardware monitoring schemes. For instance, PDP [44] proposes a FIFO that samples a small fraction of accesses and, when an access hits in the FIFO, records its depth in the FIFO as the reuse distance. Other monitors record stack distance and could be adapted to work with our model. For example, utility monitors [124] are a small, tag-only LRU cache that record stack distance. Geometric monitors [15] extend utility monitors to efficiently monitor very large stack distances. Stack distances can then be approximately translated into reuse distances in software [132]. Alternatively, the monitor itself can be modified to include timestamps and record reuse distance directly; we use such monitors in our validation. In all cases, these monitors impose small overheads, typically around 1% of LLC area.

Finally, other schemes can sample the reuse distance distribution without adding hardware. Software-only schemes can sample access patterns, e.g. through injecting page faults [167]. Offline profiling can record the access trace, e.g. through compiler hooks [41] or dynamic binary translation [145]. These schemes enable our model to work when hardware support is unavailable.

C.5.2 Overheads

Our model incurs modest run-time overheads and small monitoring overheads, similar to prior schemes. The model takes only a few arithmetic operations per age region per iteration (~25). With \( N = 128 \) and 30 iterations on average, the model completes in under 100K arithmetic operations. Since the model runs infrequently (e.g., every 50 ms), this overhead is small (<1% of a single core's cycles). If this overhead is too large, \( N \) can be reduced or the reconfiguration interval can be increased, typically at little performance loss ([12, 15], Figure C.6). Alternatively, the model can be solved in the background with low-priority threads that interfere minimally with active applications [74]. Finally, computation can be reduced by specializing the model to particular ranking functions.

C.6 Validation

We now validate our model on synthetic and real benchmarks, showing that it is accurate over diverse replacement policies, access patterns, and cache sizes.

C.6.1 Synthetic

Figure C.4 compares the model against simulation of synthetic traces. These experiments demonstrate the model's accuracy in an environment that largely satisfies its assumptions (Appendix C.2.1). We
simulate a small cache that randomly selects replacement candidates; random-candidates is an idealized model of associativity [129] that matches model assumptions. Each trace is pseudorandomly generated to produce the desired reuse distance distribution.

Each trace represents a different access pattern: a cache-friendly pattern and patterns that expose cliffs in LRU and PDP. Their reuse distance distributions are shown on the left. On the right there is one graph per replacement policy. On each graph, simulation results are shown (solid lines) along with model predictions (dashed lines). The PDP graph also includes the predictions of PDP’s analytical model (dotted lines).

Our model is accurate on every configuration. The dashed lines are often not visible because model predictions are indistinguishable from simulation results. By contrast, PDP’s model exhibits significant error from simulation, failing to distinguish between the LRU-cliff and cache-friendly patterns, and mispredicting the PDP cliff badly.

**Execution-driven**

These results carry over to real benchmarks on a full system, where model assumptions only approximately hold.

**Methodology:** We use zsim [131] to evaluate our model. We perform execution-driven simulation of SPEC CPU2006 benchmarks on OOO cores using 16-way hashed, set-associative last-level caches and parameters given in Table C.4, chosen to mimic Ivy Bridge-EP. We run each benchmark for $10^8$ instructions after fast-forwarding $10^8$, and we perform enough runs to achieve 95% confidence intervals $\leq 1\%$. All results hold for skew-associative caches [133], zcaches [129], and for systems with prefetching. This methodology also applies to later case studies.
Table C.4: Configuration of the simulated systems.

<table>
<thead>
<tr>
<th>Cores</th>
<th>Westmere-like OOO [131], 2.4GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 caches</td>
<td>32 KB, 8-way set-associative, split D/I, 1-cycle latency</td>
</tr>
<tr>
<td>L2 caches</td>
<td>128 KB priv. per-core, 8-way set-assoc, inclusive, 6-cycle</td>
</tr>
<tr>
<td>L3 cache</td>
<td>Shared, non-inclusive, 20-cycle; 16-way, hashed set-assoc</td>
</tr>
<tr>
<td>Coherence</td>
<td>MESI, 64 B lines, no silent drops; sequential consistency</td>
</tr>
<tr>
<td>Memory</td>
<td>200 cycles, 12.8 Gbps/channel, 1 channel</td>
</tr>
</tbody>
</table>

Figure C.5: Model error distribution over 250 K-access intervals. Our model is accurate, while PDP’s model (dotted line) has large error.

We evaluate a large range of cache sizes, from 128 KB to 128 MB, and solve the model every 250 K accesses from the sampled reuse distance distribution in that interval. This yields many samples—over 400 K model solutions in all.

**Results:** Figure C.5 shows the distribution of modeling error (|predicted hit rate − actual hit rate|) in each interval for LRU, PDP, and IRGD. We show results (a) for coarsened solutions with N = 128 (Appendix C.4.2) and (b) full solutions. For 128-point solutions, median error is 0.1%/0.1%/0.6% for LRU/PDP/IRGD, respectively; mean error is 3.3%/3.7%/2.2%; and 90th percentile error is 7.5%/9.9%/6.1%. For full solutions, median error is 0.1%/1.1%/0.6%; mean error is 2.2%/3.5%/1.9%; and 90th percentile error is 4.8%/9.9%/5.5%.

Overall, the model is accurate, and there is modest error from coarsening solutions. Figure C.6 shows the mean and 90th percentile error for different values of N. (Median error is negligible in all

Figure C.6: Sensitivity of model to step size for LRU, PDP, and IRGD, measured by the number of steps, N (Appendix C.4.2). N = ∞ means full, age-by-age solution.
cases.) Our model is fairly insensitive to coarsening, although reducing $N$ below 128 noticeably degrades accuracy on LRU. Skew-associative LLCs improve model accuracy even further.

It is important to emphasize that these results are for 250 K-access intervals—it is not the case that 10% of benchmarks have error above 7.5%/9.9%/6.1%. Rather, 10% of intervals have this error. The distinction is critical. Many benchmarks have an unstable access pattern, and their hit rate changes rapidly between intervals. Figure C.7 shows four representative SPEC CPU2006 apps on a 1 MB, LRU LLC, plotting miss ratio over the first 25 M LLC accesses with $N = 128$-point solutions. Most apps are unstable; gcc's and hmer's hit rates fluctuate wildly across intervals. Our model does a good job of tracking these fluctuations. (Recall that the model only uses the application's reuse distance distribution; it does not observe the cache's hit rate.) However, since benchmarks are unstable, reuse distance distributions are not representative of equilibrium behavior, and model error is large in some intervals.

This model error tends to average out in the long-run, and indeed our model is quite accurate at predicting each benchmark's miss curve over its entire execution (Figure C.8). For 128-point solutions, the mean model error over 10 B instructions is 1.9%/2.7%/1.1% for LRU/PDP/IRGD, respectively, while the 90th percentile error is 4.7%/6.7%/3.1%. Results for full solutions are similarly reduced, with long-run mean error of 1.2%/2.7%/1.0% and 90th percentile error of 3.3%/6.7%/2.9%.

Hence, the model error presented in Figure C.5 is a conservative assessment of our model's accuracy. We find that in practice the model is accurate and useful at predicting cache behavior, as we now illustrate in two case studies.

---

2Model behavior on PDP and IRGD is essentially identical.
C.7. CASE STUDY: CACHE PARTITIONING

In this section and the next, we show how to apply our model to improve cache performance with high-performance replacement policies. This section focuses on shared caches, while the next focuses on single-threaded performance.

Cache partitioning is only effective when miss curves are available—otherwise, software cannot predict the effect of different partition sizes, and therefore cannot size them to achieve system objectives. Our model lets partitioning be used with high-performance replacement policies, which are otherwise difficult to predict (Chapter 4). It can model high-performance replacement policies at arbitrary cache sizes, and thus predicts the replacement policy's miss curve. These miss curves are given to the partitioning algorithm, which can then choose partition sizes that maximize performance (or achieve other objectives).

We evaluate the performance of a shared 4 MB LLC on a 4-core system running 100 random mixes of SPEC CPU2006 applications. We compare four schemes: (i) unpartitioned LRU, (ii) a representative thread-aware high-performance policy (TA-DRRIP [69]), (iii) LRU with utility-based cache partitioning (UCP) [124], and (iv) a high-performance policy (IRGD) with utility-based cache partitioning (UCP+IRGD). Partition sizes are set every 50 ms, and we employ a fixed-work methodology [60].

Results: Figure C.9 shows the distribution of weighted and harmonic speedup over the 100 mixes [47], normalized to unpartitioned LRU. TA-DRRIP and UCP outperform the LRU baseline respectively by 3.1%/5.1% on gmean weighted speedup, and 1.1%/3.6% on gmean harmonic speedup. Meanwhile, UCP+IRGD improves gmean weighted speedup by 9.5% and gmean harmonic speedup by 5.3%. Our model combines the single-stream benefits of high-performance cache replacement and the shared-cache benefits of partitioning, outperforming the state-of-the-art.
Recall that we can more accurately describe the access pattern by dividing references into a small number of classes, within which reuse distances are iid (Appendix 5.1). Just as classification added little complexity to EVA, our cache model also easily supports classification. For the most part, each class $c$ can be modeled independently using a per-class reuse distance distribution $P_{D,c}(d)$ and rank function $R_c(a)$ representing how the policy treats class $c$. Because classes share the cache, we need two additional refinements. First, the age distribution must change to reflect the relative frequency of accesses to each class. Recall from Appendix C.2.2 that $P_A(1) = 1/S$ because each access creates a line of age 1. With classification, $P_{A,c}(1)$ is proportional to the total probability of accesses to class $c$ (Algorithm 4, line 8):

$$P_{A,c}(1) = \frac{\sum_{d=1}^{\infty} P_{D,c}(d)}{S}$$  \hspace{1cm} (C.18)

Thus, summing across classes, the probability at age 1 is unchanged at $1/S$.

Second, since any access can force an eviction and victims are chosen from all classes, the eviction distribution uses the cache's total hit rate and combined rank distribution. These are obtained by summing over all classes:

$$P[\text{hit}] = \sum_c \sum_{a=1}^{\infty} P_{H,c}(a)$$  \hspace{1cm} (C.19)

$$P_{\text{rank}}(r) = \sum_c \sum_{a: R_c(a) = r} P_{A,c}(a)$$  \hspace{1cm} (C.20)

The complete model equations for access class $c$ are given in Appendix C.12. Note that although we focus on reused/non-reused classification, the above is a general framework that admits other classifications.

**Predictive reused/non-reused classification**

Performing reused/non-reused classification is challenging because being reused is a dynamic property of the cache, not an independent property of the access stream. This means we must somehow derive the reuse distance distribution of reused lines $P_{D,\text{reused}}(d)$ to perform classification, e.g. by using Equation C.9 or computing the protecting distance a la PDP. Modeling this distribution is possible because reused lines...
are just those that hit, and the model gives the distribution of hits in the cache (Equation C.4). So with some information about how lines behave after hitting, we can compute the reuse distance distribution of reused lines. We first model this behavior exactly, and then show a practical implementation.

**Exact:** To model the behavior of lines after they have hit, we need to introduce a new distribution $D'$, which gives a line's next reuse distance after the current one. $D'$ is distributed identically to $D$ unless some other condition is specified. Specifically, $D'$ is dependent on the prior reuse distance $D$, and $D$ is a property of the cache independent of the replacement policy. Moreover, $H = d$ implies a prior reuse distance of $d$, so knowing the distribution of $D'$ conditioned on $D$ lets us reason about how lines will behave after they are reused.

In particular, the reuse distance transition probabilities $P[D' = d | D = x]$ let us compute the reuse distance distribution of reused lines. These are the probabilities that lines with previous reuse distance $D = x$ will have a next reuse distance of $D' = d$. Since reused lines are those that have hit in the cache, the reuse distance distribution of reused lines is:

$$P_{D,\text{reused}}(d) = \sum_{x=1}^{\infty} P_H(x) \cdot P_D(d | D = x)$$  \hspace{1cm} (C.21)

The distribution of non-reused lines is just the difference of this and the full reuse distance distribution.

The all-to-all transition probabilities are difficult to gather in practice, however, since they require a two-dimensional histogram indexed by previous reuse distance $\times$ next reuse distance. The resulting distributions are expensive to sample and can have significant noise.

**Simplified:** We account for this by instead using a simpler distribution: the reuse distance distribution of lines that were previously reused at a distance $d$ less than some limit $\ell$. We choose the limit to serve as an effective proxy for being reused. Specifically, $\ell$ covers 90% of hits as computed by the model, $P[H < \ell] \approx 0.9$. We chose this parameter empirically; performance is relatively insensitive to its value.

We then compute the reuse distance distribution of reused lines, $P_{D,\text{reused}}(d)$, from whether the reuse came before or after the limit:

$$P_{D,\text{reused}}(d) \approx P[D' = d, H < \ell] + P[D' = d, H \geq \ell]$$  \hspace{1cm} (C.22)

We compute each term assuming the hit probability of the current access is independent of the reuse distance of the next access.\(^3\) For example, the former term:

$$P[D' = d, H < \ell] = P[\text{hit}|D' = d, D < \ell] \cdot P[D' = d, D < \ell]$$

(Independence) \hspace{1cm} = P[\text{hit}|D < \ell] \cdot P[D' = d, D < \ell]

(Simplify) \hspace{1cm} = \frac{P[H < \ell] \cdot P[D' = d, D < \ell]}{P[D < \ell]}

= \frac{P[H < \ell]}{P[D < \ell]} \cdot P[D' = d | D < \ell]$$  \hspace{1cm} (C.23)

This allows us to gather only two distributions, $P_{D}(d)$ and $P[D' = d, D < \ell]$, in order to model reused/non-reused classification.\(^4\) For this model to be informative, $\ell$ must be chosen intelligently. We choose $\ell$ to cover most hits (90%).

---

\(^3\)The same assumption is implicit in the exact derivation above, and follows nearly an identical form to the derivation that follows.

\(^4\)The third distribution, $P[D' = d, D \geq \ell]$, is their difference.
Although this limit scheme is a rough approximation of the full transition probabilities, the following case study shows that it captures the benefits of reused/non-reused classification while simplifying modeling and monitoring hardware.

**Case study: Improving cache replacement**

As demonstrated by prior policies and EVA, classifying lines into classes (e.g., reused vs. non-reused) and treating each class differently can significantly improve replacement policy performance [69, 79, 159]. However, many otherwise attractive policies do not exploit classification, or do so in limited ways, e.g. using fixed heuristics that prioritize certain classes. For instance, PDP [44] suggests classification as a promising area of future work, but lacks a modeling framework to enable it; and IRGD [141] requires several additional monitors to perform classification. Our model provides a simple analytical framework for classification. Specifically, we extend IRGD (Equation C.9) to support reused vs. non-reused classification.

We support classification by modeling the reuse distance distribution of each class, in addition to the hit and eviction distributions. Doing so requires modest changes to the model. Since policies like PDP and IRGD are reuse distance-based, this is sufficient for them to support classification. Crucially, our model captures the highly dynamic interactions between classes, which is essential for dynamic classifications like reused vs. non-reused.

Model-based classification has a further advantage. Unlike some prior high-performance policies (e.g., DRRIP [69]), we do not assume that reused lines are preferable to non-reused lines. We instead model the behavior of each class, and rely on the underlying policy (e.g., IRGD) to make good decisions within each class. This approach allows for direct comparison of candidates across classes according to their rank, removing the need for heuristics or tunables to penalize or prefer different classes. We thus avoid pathological performance on applications where, contra expectations, reused lines are less valuable than non-reused lines.

**Results:** Figure C.10 shows the LLC misses per thousand instructions (MPKI) for three representative benchmarks and average performance over all 29 SPEC CPU2006 on caches of size 128 KB to 128 MB (note log scale on x-axis). Lower MPKIs are better. Our model improves on IRGD on most SPEC CPU2006 benchmarks, and never degrades performance. On cactusADM, our model enables IRGD to match DRRIP’s performance, since this benchmark exhibits clear differences between reused and non-reused lines. On ibm, our model provides no additional benefit, but unlike DRRIP, we do not degrade performance compared to LRU. Finally, on mcf, our model improves performance, but does not match the performance of DRRIP.

On net, our model makes a slight but significant improvement to IRGD’s overall performance. The rightmost figure plots the MPKI over optimal cache replacement (Belady’s MIN [17]) averaged over all of SPEC CPU2006. Without classification, DRRIP outperforms IRGD on many cache sizes. With classification, IRGD outperforms DRRIP at every cache size. On average across sizes, IRGD (without classification) and DRRIP perform similarly, closing 44% and 42% of the MPKI gap between LRU and MIN, respectively. With classification, IRGD closes 52% of this gap.

**Summary**

We have presented a cache model for modern LLCs with high-performance replacement policies. Our model is motivated by observations of modern cache architecture (e.g., of temporal reuse) that allow
Figure C.10: Misses per thousand instructions (MPKI) vs. cache size for (left) three applications and (right) all of SPEC CPU2006. Lower is better. Our model extends IRGD [141] to support reused/non-reused classification, making it outperform DRRIP on most applications and on gmean MPKI over all of SPEC CPU2006.
us to abstract away details of array organization and focus on modeling the replacement policy. As a result, we capture a broad class of policies at relatively low complexity. We have presented an efficient implementation of the model and thoroughly evaluated its accuracy and implementation tradeoffs. Finally, we showed how to use the model to improve cache performance over state-of-the-art techniques.

**Cache Model Equations with Coarsening**

The coarsened model equations are obtained by assuming constant event probabilities within a region. Ages are broken into regions at the ages $1 = a_1 < a_2 < \ldots < a_{N+1}$, giving $N$ coarsened age regions. We start from the model equations (Equation C.1, Equation C.4, and Equation C.15) and sum over each region to derive the coarsened equations. For example, the coarsened hit equation for region $i$ is derived as:

$$P[a_i \leq H < a_{i+1}] = \sum_{a=a_i}^{a_{i+1}-1} P[H = a]$$

$$= \sum_{a=a_i}^{a_{i+1}-1} \left( P[D = a] \times \left( 1 - \sum_{x=1}^{a-1} \frac{P[E = x]}{P[D > x]} \right) \right)$$

We now model the eviction probability (i.e., the second factor in the above equation) as approximately constant in this region, and pull it out of the sum.

$$\approx \left( \sum_{a=a_i}^{a_{i+1}-1} P[D = a] \right) \times \left( 1 - \sum_{x=1}^{a_i} \frac{P[E = x]}{P[D > x]} \right)$$

Applying this approximation to the second factor, we break the sum over $x$ across prior regions, and we simplify the first factor:

$$= P[a_i \leq D < a_{i+1}] \times \left( 1 - \sum_{j=1}^{i-1} \frac{P[a_j \leq E < a_{j+1}]}{P[D > a_j]} \right)$$

The equation for the coarsened eviction distribution is similar, although it is complicated by ranking functions. A ranking function may map distinct age regions to overlapping rank regions, so there is no strict rank-ordering of ages between two regions. The correct solution to this problem is to compute the rank distribution at full fidelity, i.e. age-by-age. But doing so sacrifices much of the benefit of coarsening, since it means each iteration of the solution must consider every age. We instead coarsen ranks by representing every age within a region by the mean rank over that region, denoted $\bar{R}_i$ for the $i^{th}$ region. If regions are chosen poorly, this approach can be inaccurate, but when regions are chosen intelligently.
it is a good approach. The eviction distribution is thus computed:

\[
P[a_i \leq E < a_{i+1}] = \sum_{a=a_i}^{a_{i+1}-1} P[E = a]
\]

\[
= P[\text{miss}] \times \sum_{a=a_i}^{a_{i+1}-1} \frac{P[A = a]}{P[\text{rank} = R(a)]} \times P_{\text{maxrank}}(R(a))
\]

\[
\approx P[\text{miss}] \times \sum_{a=a_i}^{a_{i+1}-1} \frac{P[A = a]}{P[\text{rank} = \bar{R}_i]} \times P_{\text{maxrank}}(\bar{R}_i)
\]

We model the age distribution as approximately constant in the region, so using Equation C.12 we obtain:

\[
\approx P[\text{miss}] \times \frac{P[A = a_i]}{P[\text{rank} = \bar{R}_i]} \times P_{\text{maxrank}}(\bar{R}_i)
\]

The age distribution is simple to derive assuming the hit and eviction distributions are constant in the region. The simplest way to derive our coarsened approximation of the age distribution is as an extension of the recurrence relation Equation C.16. In a single step, the age distribution \( P_A(a) \) decreases by \( P_H(a) + P_E(a) \). Hence in the coarsened region from \( a_i \) to \( a_{i+1} \), it decreases by the total hit and eviction probability in the region. Thus Equation C.16 becomes:

\[
P_A(a_i) \approx P_A(a_{i-1}) - \frac{P[a_{i-1} \leq H < a_i] + P[a_{i-1} \leq E < a_i]}{S}
\]

### C.12 Model with Classification

The complete model equations for class \( c \) are:

\[
P_{A,c}(a) = \frac{P[I \geq a,c]}{S} = \sum_{x=a}^{\infty} \frac{P_{H,c}(x) + P_{E,c}(x)}{S}
\]

\[
P_{H,c}(d) = P_{D,c}(d) \cdot \left(1 - \sum_{x=1}^{d-1} \frac{P_{E,c}(x)}{P[D > x,c]}\right)
\]

\[
P_{E,c}(a) = (1 - \text{P[hit]}) \cdot \frac{P_{\text{maxrank}}(R_c(a)) \cdot P_{A,c}(a)}{P_{\text{rank}}(R_c(a))}
\]

along with Equation C.19 and Equation C.20. These are simply the original model equations (Equation C.1, Equation C.4, and Equation C.15) with joint probability on class \( c \) where appropriate.
Cache Calculus: Modeling Caches as a System of Ordinary Differential Equations

The probabilistic cache model presented in the last chapter is accurate on real applications, but its implicit formulation hides how performance changes with different parameters. For example, it is hard to see from the equations themselves how much the hit rate improves with increasing cache size. Explicit, closed-form equations for cache performance are more expressive and easier to reason about. This chapter relaxes the probabilistic cache model into a system of ordinary differential equations (ODEs). We then show how to solve this system for particular access patterns. In doing so, the ODE formulation lets architects leverage efficient, robust numerical analysis techniques to model cache performance.

A continuous approximation of the discrete model

Table D.1 shows how the discrete model from the previous chapter can be relaxed into a continuous model. Discrete probabilities $P_X(x)$ are replaced by continuous ones $f_X(x)$ and sums are replaced by integrals. At first blush, it may not seem to have simplified matters much. But the integral bounds are simpler than the corresponding sums, and we will use the Fundamental Theorem of Calculus to simplify the model further.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Discrete</th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age distribution</td>
<td>$P_A(a) = \frac{1}{S} \sum_{x=a}^{\infty} P_H(x) + P_E(x)$</td>
<td>$f_A(a) = \frac{1}{S} \int_{a}^{\infty} f_H(x) + f_E(x) , dx$</td>
</tr>
<tr>
<td>Hit distribution</td>
<td>$P_H(a) = P_D(a) \times \left( 1 - \sum_{x=a}^{\infty} P[D &gt; x] \right)$</td>
<td>$f_H(a) = f_D(a) \times \int_{a}^{\infty} \frac{f_E(x)}{\int_{v}^{\infty} f_D(v) , dv} , dx$</td>
</tr>
<tr>
<td>Eviction distribution</td>
<td>$P_E(a) = P[\text{miss}] \times P_{\text{maxrank}}(R(a)) \times \frac{P_A(a)}{P_{\text{rank}}(R(a))}$</td>
<td>$f_E(a) = P[\text{miss}] \times f_{\text{maxrank}}(R(a)) \times \frac{f_A(a)}{f_{\text{rank}}(R(a))}$</td>
</tr>
</tbody>
</table>

Table D.1: Continuous approximation of discrete model equations.

Interpretation: The discrete model converges to the continuous model as ages become infinitesimally small relative to reuse distances, the cache size, etc. A natural question is what this limit represents "in the real world". One interpretation is that the continuous equations model cache performance as both the cache and the application's footprint scale indefinitely large, but in the same proportion.

That is, suppose both the cache and the working set increase in size by a factor of two. The cache's hit rate will be unchanged by this transformation, regardless of its replacement policy (Theorem 4,
Likewise, all model distributions are scaled by a factor of two; e.g., if \( H' \) is the hit distribution after scaling, then \( P_{H'}(2a) = P_H(a) \). Hence the "age step" of the discrete model is effectively halved, without any significant impact on the solution. The continuous model is the limit as this process repeats indefinitely.

**Example replacement policies:** For ease of discussion, we follow through the derivations using random and LRU replacement. In random replacement every age has the same rank, so the eviction distribution simplifies to:

\[
f_E(a) = m f_A(a),
\]

where \( m = P[\text{miss}] = \int_0^\infty f_E(x) \, dx \).

In LRU, rank equals age \( (R(a) = a) \). Recall that the distribution of maximum rank \( f_{\text{max rank}}(r) \) is the derivative of the cumulative distribution of maximum rank (Appendix C.3, pg. 129). So the eviction distribution simplifies to:

\[
f_E(a) = m \frac{d}{da} \left( \int_0^a f_A(x) \, dx \right)^w
\]

### D.2 A system of ordinary differential equations

Now define \( \alpha(a) = \int_0^a f_A(x) \, dx \). That is, \( \alpha \) is the cumulative distribution function of age at \( a \). Then by the Fundamental Theorem of Calculus, \( \alpha' = f_A(a) \). Table D.2 shows our complete notation for each random variable.

<table>
<thead>
<tr>
<th>Value</th>
<th>Notation</th>
<th>Discrete</th>
<th>ODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cache size</td>
<td>( S )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Associativity</td>
<td>( W )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reuse distance distribution</td>
<td>( P[D &lt; a] )</td>
<td>( \delta )</td>
<td></td>
</tr>
<tr>
<td>Age distribution</td>
<td>( P[A &lt; a] )</td>
<td>( \alpha )</td>
<td>{ CDFs \Rightarrow Variable in ODE }</td>
</tr>
<tr>
<td>Hit distribution</td>
<td>( P[H &lt; a] )</td>
<td>( \eta )</td>
<td></td>
</tr>
<tr>
<td>Eviction distribution</td>
<td>( P[E &lt; a] )</td>
<td>( \epsilon )</td>
<td></td>
</tr>
<tr>
<td>Rank distribution</td>
<td>( P[\text{rank} &lt; r] )</td>
<td>( \rho )</td>
<td></td>
</tr>
<tr>
<td>Miss rate</td>
<td>( P[\text{miss}] )</td>
<td>( m )</td>
<td></td>
</tr>
</tbody>
</table>

Table D.2: Model nomenclature with ordinary differential equations.

#### D.2.1 Ages

Using this notation to simplify the math, the age distribution equation becomes:

\[
f_A(a) = \frac{1}{S} \left( 1 - \int_0^a f_H(x) + f_E(x) \, dx \right)
\]

\[\Rightarrow \alpha' = \frac{1 - (\eta + \epsilon)}{S} \]

(D.3)
Which we differentiate to obtain:

\[ \alpha'' = -\frac{\eta' + \epsilon'}{S} \]  

(D.4)

**Hits**

The hit distribution is more complicated:

\[ f_H(a) = f_D(a) \int_a^\infty \frac{f_E(x)}{1 - \int_0^a f_D(x) \, dz} \, dx \]

\[ \Rightarrow \eta' = \delta' \int_a^\infty \frac{e'(x)}{1 - \delta(x)} \, dx \]

We add another variable \( \beta = \int_0^a e'(x)/(1 - \delta(x)) \, dx \) to eliminate the integral:

\[ \eta' = \delta' (1 - \beta) \]  

(D.5)

\[ \beta' = \frac{\epsilon'}{1 - \delta} \]  

(D.6)

For analytical solutions, we can eliminate \( \beta \) by using second derivatives, along with the Product Rule and Fundamental Theorem of Calculus:

\[ \eta'' = \delta'' (1 - \beta) - \delta' \beta' \]

And hence, so long as \( \delta' > 0 \) and \( \delta < 1 \):

\[ \eta'' = \frac{\delta''}{\delta'} \eta' - \frac{\delta'}{1 - \delta} \epsilon' \]  

(D.7)

**Evictions**

The eviction distribution is, in general, the most complicated:

\[ f_E(a) = m \times f_{\text{max rank}}(R(a)) \times \frac{f_A(a)}{f_{\text{rank}}(R(a))} \]

\[ = m \times \frac{d}{da} \left( \int_0^{R(a)} f_{\text{rank}}(r) \, dr \right)^W \times \frac{f_A(a)}{f_{\text{rank}}(R(a))} \]

Substituting in \( \rho(r) = \int_0^r f_{\text{rank}}(x) \, dx \) and applying the chain rule:

\[ \epsilon' = m \times \frac{d}{dz} \rho(R(a))^W \times \frac{\alpha'}{\rho'(R(a))} \]

\[ = m W \rho(R(a))^{W-1} R'(a) \alpha' \]  

(D.8)

However, this general form that supports arbitrary rank functions is difficult to work with. To simplify discussion, we consider random and LRU replacement.
**Examples:** Under random replacement:

\[ f_E(a) = m f_A(a) \]

\[ \Rightarrow e' = m \alpha' \]  \hspace{1cm} (D.9)

Differentiating and substituting in Equation D.4:

\[ e'' = -\frac{m}{S} (\eta' + \epsilon') \]  \hspace{1cm} (D.10)

LRU is more complicated, since the eviction distribution changes with the CDF of ages:

\[ e' = m \frac{d}{da} \alpha^w = mW \alpha^{w-1} \alpha' \]  \hspace{1cm} (D.11)

Closed-form solutions of LRU are difficult to come by since the eviction distribution is non-linear.

### D.3 Modeling cache performance

The above equations form a non-autonomous system of differential equations in five variables (the model distributions \( \alpha, \eta, \) and \( \epsilon \) plus helper variables \( \beta \) and \( \rho \)). This system yields the cache's miss rate as:

\[ m = \lim_{a \to \infty} \epsilon = 1 - \lim_{a \to \infty} \eta. \]  \hspace{1cm} Note also that \( \lim_{a \to \infty} \alpha = 1. \)

For random replacement, Equations D.7 and D.10 form a non-autonomous linear system of differential equations in just two variables (\( \eta' \) and \( \epsilon' \)). Since linear systems are much simpler to work with analytically, it is easiest to find closed-form solutions for random replacement.

Modeling a particular access pattern therefore corresponds to solving the initial value problem where all variables are initially zero. To solve the system, particularly the eviction distribution, we need to know the miss rate \( m = \lim_{a \to \infty} \epsilon \), which is itself a product of a solution. Hence a complete solution of the system is one that maps the seed miss rate to the same modeled miss rate; i.e., it is a fixed point on \( m. \)

In the following examples, we numerically solve the ODEs from the reuse distance distribution of the simulated access stream. Specifically, we use the Runge-Kutta method of order 4 with a step size of \( \Delta a = 1 \) [25].

We can visualize how the cumulative hit and eviction probabilities (\( \eta \) and \( \epsilon \)) behave over time by plotting \( \eta \) and \( \epsilon \) as the \( x \)- and \( y \)-axes on a graph, called the probability space. In this case, modeling the cache corresponds to finding the final resting position of (\( \eta, \epsilon \)) along the line \( \eta + \epsilon = 1. \) The analogous velocity (\( \eta', \epsilon' \)) at age \( a \) corresponds to the instantaneous hit and eviction probabilities. These graphs are the standard way to visualize vector fields, but they can be unintuitive. We therefore also directly plot the probabilities vs. age, comparing simulation and model results on each graph.

#### D.3.1 Example: Randomized Scan

Figure D.1 shows an example access pattern that scans over a 350-element array while randomly skipping many elements each iteration, leading to the depicted reuse distance distribution. Reuse distances repeat periodically with exponentially decreasing probability, since larger reuse distances are only reached when an element happens to be skipped in successive scans over the array.

**Random replacement:** Figure D.3 shows the cache behavior for this pattern on a 125-line cache using random replacement. Figure D.3a shows simulation results over many accesses, and Figure D.3b the model solution. In both figures, the left-hand figure ("position") plots the cumulative probabilities of
Figure D.1: Reuse distance distribution for a randomized, scanning access pattern.

Figure D.2: Fixed-point iteration quickly converges to the simulated miss rate.

Figure D.3: Positional visualization of a randomized scan on a 125-line cache with random replacement.
having hit or evicted over ages from 0 to 500. Specifically, it plots hit × eviction probability ($\eta \times \epsilon$). The probabilities converge to a point on the line $\eta + \epsilon = 1$ (dashed), in this example roughly at a cumulative probability for evictions of $m = 0.73$. The right-hand figure ("velocity") plots the instantaneous hit or eviction probabilities over ages from 0 to 500. As can be seen, the eviction probability starts relatively high, while the hit probability is initially zero and peaks following the reuse distance distribution. Both the hit and eviction probabilities rapidly decrease to zero as lines age, as an exponentially smaller share of lines survive to large ages.

Figure D.3b shows a numerical solution of the ODEs. The model solution closely matches simulation results, and in fact "smoothes" some of the noise from simulation (evident in the velocity plots on the right). Figure D.4 shows the same information in Figure D.3, but plots the cumulative and instantaneous probability vs. age with two plots per graph comparing simulation and the ODE solution. For the remaining examples, we will use the temporal visualization (e.g., Figure D.4) because we find them easier to read.

Finally, Figure D.2 shows how ODE solutions converge to the simulated miss rate. The figure plots the seed miss rate used to solve the ODE (x-axis) vs. the modeled miss rate produced from this seed (y-axis). This mapping intersects the line $y = x$ (i.e., fixed points) at two values of $m$: the cache's miss rate at $m \approx 0.73$ and a degenerate solution at $m = 0$. The non-zero solution is the fixed point where the model has converged. The figure further shows how seeding the model with a miss rate of $m = 0.5$ rapidly converges to the simulated miss rate.

**LRU replacement:** Figure D.5a shows results on the same access pattern for a 125-line cache using LRU replacement among 16 randomly selected candidates. (A random-candidates cache closely models zcaches [129], skew-associative caches [133], or set-associative caches with many ways.) The cache's miss rate is similar, $m \approx 0.74$, but a closer look reveals that LRU behaves quite differently than random replacement. Figure D.5a shows that hits and evictions occur in a single peak under LRU, unlike in random replacement where they are spread across multiple peaks. Since LRU evicts the oldest line among candidates, lines that reach age ~125 are quickly evicted and thus essentially none make it past age 175. Meanwhile, lines frequently make it to age 200 and beyond in random replacement (compare Figures D.4 and D.5a).
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(a) Event probabilities.
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Figure D.5: Randomized scanning pattern on a 125-line cache with LRU replacement.

Their different behavior is also reflected in the fixed-point mapping, as shown in Figure D.5b. Random replacement tends to produce smooth curves like Figure D.2, but in LRU the fixed-point mapping is abrupt. This means that LRU converges to the fixed-point almost immediately.

Example: Scans

Next, we consider a standard scanning pattern that iterates across an array. Figure D.6 shows the reuse distance distribution: it consists of a single peak at the size of the array (350, in this case).

Figure D.7 shows the simulation and model results for a scan on random replacement. On the left are the event probabilities, and on the right fixed-point iteration. The model is once again accurate. Most lines are evicted before the scan completes, yielding a miss rate of \( m = 0.93 \), but a few survive long enough to hit, as shown in the small bump in \( \eta \) at age 350 in Figure D.7a.

Figure D.8 shows that the model is also accurate on LRU, where the cache evicts all lines around age 125 and yields no hits.

Example: Random Accesses

Next, we consider a random access pattern. Figure D.9 shows the reuse distance distribution: an exponential probability distribution, since the access pattern is memoryless.

Figures D.10 and D.11 show that the model is accurate once again, and fixed point iteration is efficient and behaves similar to other patterns for each policy. Both policies perform the same, since random accesses are agnostic to replacement policy. But they achieve this performance differently. In random replacement, all event probabilities follow an exponential distribution, whereas LRU has its characteristic peak of evictions. In either case, the model accurately captures the cache's behavior.

Example: Stack

Finally, we consider a stack access pattern, where the program iterates back and forth across an array. Figure D.12 shows the reuse distance distribution: it is flat, since all reuse distances occur exactly once per iteration. This pattern shows maximal temporal locality, and LRU is in fact the optimal policy.

Figures D.13 and D.14 show that the model is less accurate on stack patterns. The error is modest for random replacement, but quite severe for LRU. Indeed, the model mispredicts the hit rate by nearly a factor of two.
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Figure D.6: Reuse distance distribution for a scanning access pattern.

(a) Event probabilities.

(b) Fixed-point iteration.

Figure D.7: Scanning pattern on a 125-line cache with random replacement.

(a) Event probabilities.

(b) Fixed-point iteration.

Figure D.8: Scanning pattern on a 125-line cache with LRU replacement.
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Figure D.9: Reuse distance distribution for a random access pattern.

(a) Event probabilities.

Figure D.10: Random access pattern on a 125-line cache with random replacement.

(a) Event probabilities.

(b) Fixed-point iteration.

Figure D.11: Random access pattern on a 125-line cache with LRU replacement.

(a) Event probabilities.

(b) Fixed-point iteration.
The error comes not from the ODE formulation, but from the iid reuse distance model itself. Specifically, the reference model asserts that reuse distances are independent, but this assumption is wrong for stack access patterns.

Fortunately, these kinds of patterns are typically captured in the private levels of the cache hierarchy and not seen at the LLC, so the error is not often exposed. When temporal locality is present at the LLC, reused/non-reused classification corrects some of the error introduced by the memory reference model.

D.3.5 Discussion

These examples illustrate how to leverage numerical analysis to accurately model complex access patterns. To produce these results, we used a standard integration method with a fixed step size. Alternatively, we could use integration methods with adaptive step size to increase efficiency while maintaining accuracy. Such methods are well-explored in the numerical analysis literature [25], and directly correspond to the adaptive step size employed in the discrete model (Appendix C.4.2, pg. 132). We hope that the ODEs provide intuition for why the discrete model equations are invariant to step size: in the ODE formulation, the step size can be freely chosen to tradeoff accuracy and efficiency.

The fixed-point mappings (e.g., Figure D.2) also give a highly efficient way to model miss rates that converges in a few steps (~5), many fewer than the discrete model (which required 20-40).

Despite these attractive features, numerical solutions of the ODEs are not a replacement for the discrete model in Appendix C. In fact, the two approaches are quite similar. For example, we introduced the variable to simplify the inner integral of the hit equation. corresponds to the variable evBelow in Algorithm 4, which is used in the discrete model for the same purpose.

Moreover, the results presented thus far have used random or LRU replacement, where the solutions benefit from the simple nature of these policies. In particular, we only need the miss rate to solve the model for both policies, since we do not need to know what happens at later ages to compute the eviction probability for the current age. This lets the model quickly converge using fixed-point iteration on the miss rate alone. In the general case, ranks can increase and decrease over time, and later ages may therefore influence the eviction probabilities. (Indeed, this is commonly the case with EVA from Chapter 5.) We must therefore converge to the rank distribution as well as the miss rate. Doing so requires techniques similar to those employed in the discrete model (e.g., maxRankDist in Algorithm 4).

Hence the system of ODEs offers an efficient way to solve some policies (e.g., random and LRU) and gives intuition for the discrete model. But its contributions over the discrete model for arbitrary ranking functions are less clear. However, the ODEs offer one major qualitative contribution over the discrete model: explicit, closed-form solutions.

D.4 Closed-form model solutions of random replacement

We now discuss how to arrive at closed-form solutions for cache performance on particular access patterns and replacement policies. We do so for random replacement, since its linear system of ODEs is the easiest to analyze. We solve Equations D.7 and D.10:

\[
\eta'' = \frac{\delta''}{\delta'} \eta' - \frac{\delta'}{1-\delta} \epsilon' \\
\epsilon'' = -\frac{m}{s} (\eta' + \epsilon')
\]
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Figure D.12: Reuse distance distribution for a stack access pattern.

(a) Event probabilities.  
(b) Fixed-point iteration.

Figure D.13: Stack pattern on a 125-line cache with random replacement.

(a) Event probabilities.  
(b) Fixed-point iteration.

Figure D.14: Stack pattern on a 125-line cache with LRU replacement.
Where:
\[\eta(0) = e(0) = 0\]
\[\eta'(0) = \delta'(0) \quad e'(0) = \frac{m}{S}\]

The initial rates come from the observations that all lines immediately reused hit, and by substituting \(\alpha'(0) = 1/S\) (Appendix C.2.2) into \(e' = m\alpha'\).

One intuitive conclusion that will emerge from the following examples is that the miss rate is scale-invariant. That is, it does not matter in absolute terms how large the working set or cache is. What matters is how large the cache is relative to the working set. Hence, we define \(\omega = N/S\) as the relative working set size.

### D.4.1 Scans

When the program scans through \(N\) items, it has the reuse distance distribution:

\[\delta(d) = \begin{cases} 1 & \text{If } d \geq N \\ 0 & \text{Otherwise} \end{cases}\]

We make the following three observations: (i) Everything hits at age \(N\) if it is not evicted. (ii) All evictions occur at ages less than \(N\). And (iii) no hits occur at ages less than \(N\). Thus for ages \(0 \leq a < N\):

\[e'' = -\frac{m}{S} e'\]

\[\Rightarrow e' = A e^{-ma/S}\]

For some constant \(A\). But we know \(e'(0) = m/S\):

\[e' = \frac{m}{S} e^{-ma/S}\]

So for some constant \(B\):

\[e = B - e^{-ma/S}\]

We can now solve for the miss rate \(m\):

\[m = \lim_{a \to \infty} e = \int_{0}^{\infty} e' \, da\]

Recall that \(e'\) is zero at ages larger than \(N\), so:

\[= \int_{0}^{N} e' \, da = e(N) - e(0)\]

\[= 1 - e^{-m\omega}\]
Finally, we can solve for $m$ using the product logarithm $W_0(x) = z \Rightarrow ze^z = x:  

\begin{align*}
m &= 1 + \frac{W_0(-\rho e^{-\omega})}{\omega}.
\end{align*}

One might think that the product logarithm inverts $xe^x$, and thus we have derived that $m = 0$. In fact, the product logarithm has two solutions. For the solution we choose (indicated by the zero subscript in $W_0$), the product logarithm only inverts $xe^x$ when $x \leq -1$, but takes a value between 0 and 1 otherwise.

In other words, when the array fits in the cache (i.e., $N \leq S$), the miss rate is zero. But when the array is larger than the cache (i.e., $N > S$), the miss rate is a positive number less than one. This is exactly how one would expect the cache to behave.

Figure D.15a shows example miss curves for different array sizes. The figure shows model predictions (solid lines) as well as simulation results (marked by $\times$s). The miss rate decreases rapidly until it hits zero when the array fits in the cache. Figure D.15b shows the modeled and simulated eviction distributions for a cache size of $S = 150$. The model closely matches simulation in both cases.

**Random accesses**

Next, we solve for the miss rate when $N$ addresses are accessed at random. As shown above, this yields an exponential distribution of reuse distances. Upon an access, each address has $1/N$ chance of being referenced. To simplify the math, let $\ell = \ln((N - 1)/N)$. The reuse distance distribution is:

\begin{align*}
\delta &= 1 - \left(\frac{N - 1}{N}\right)^d = 1 - e^{\ell d} \\
\delta' &= -\ell (1 - \delta) \\
\delta'' &= -\ell^2 (1 - \delta) 
\end{align*}

\(\text{(D.14)}\)

Conveniently, the $\delta$ terms cancel for hits in Equation D.7:

\begin{equation*}
\eta'' = \ell (\eta' + \epsilon').
\end{equation*}
And evictions are unchanged:

\[ e'' = -\frac{m}{S} (\eta' + \epsilon') \]

Hits and evictions thus have a similar form but differ by a constant factor. Assuming an exponential form for each and constraining solutions by the initial conditions above gives:

\[ \eta' = -\ell e^{(\ell - m/S)a} \]
\[ \epsilon' = \frac{m}{S} e^{(\ell - m/S)a} \]

It is easy to check that these forms satisfy the above equations.

We can now compute the miss rate:

\[ m = \int_{0}^{\infty} \epsilon' \, da = -\frac{m}{\ell} \frac{S}{m/S}, \]

which means either \( m \) is zero or, if \( S < N \):

\[ = 1 + S \ln \frac{N - 1}{N} \]

To simplify, consider how logarithms behave with large \( N \). By definition:

\[ e = \lim_{x \to \infty} \left( 1 + \frac{1}{x} \right)^x, \]

and thus for \( x \gg 0 \):

\[ e \approx \left( 1 + \frac{1}{x} \right)^x \Rightarrow \ln \left( 1 + \frac{1}{x} \right) \approx \frac{1}{x} \]
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A symmetrical argument shows that:

\[ \ln \frac{N - 1}{N} \approx - \frac{1}{N} \]

And therefore:

\[ m \approx 1 - \frac{1}{\omega} \quad (D.15) \]

In other words, to a good degree of approximation, the miss rate linearly decreases until the entire array fits in the cache, where it becomes zero. Figure D.16 shows several predicted miss curves and eviction distributions, which closely match simulation.

Stack

D.4.3

When a program scans back and forth across \( N \) items in a last-in-first-out pattern, reuse distances are uniformly distributed up to a maximum value of \( 2N \). (The first element must wait for two passes over the array before it is re-referenced.) Stack access patterns have a reuse distance distribution of:

\[ \delta(d) = \begin{cases} \frac{d}{2N} & \text{If } d < 2N \\ 1 & \text{Otherwise} \end{cases} \]

The derivatives for ages \( a < 2N \) are:

\[ \delta'(d) = \frac{1}{2N} \]
\[ \delta''(d) = 0 \quad (D.16) \]

The constant and zero derivatives greatly simplify hits, but not evictions:

\[ \eta'' = \frac{\epsilon'}{a - 2N} \]
\[ \epsilon'' = -\frac{m}{S} (\eta' + \epsilon') \]

These equations are satisfied by:

\[ \eta' = Ae^{-ma/S} \]
\[ \epsilon' = A \frac{m(2N - a)}{S} e^{-ma/S} \]

for some integration constant \( A \). Solving for \( \eta'(0) = \delta'(0) = 1/2N \) yields \( A = 1/2N \). Note that, as expected, \( \epsilon'(0) = m/S \) and \( \epsilon'(2N) = 0 \).

The cache's miss rate is given by:

\[ m = \int_0^{2N} \epsilon' \, da = 1 + \frac{e^{-2m\omega} - 1}{2m\omega} \quad (D.17) \]

Unlike prior solutions, Equation D.17 does not yield an explicit formula for \( m \). (We were unable to find a solution ourselves, nor could standard symbolic algebra software.) But it can be used to quickly iterate to a fixed-point on \( m \) by repeatedly evaluating the right-hand side of Equation D.17, without needing to
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Figure D.17: Stack access pattern on random replacement.

Perform numerical integration.

Figure D.17 compares the model and simulation. We present miss curves for ten and one hundred fixed-point iterations in Figures D.17a and D.17b. Fixed-point iteration takes longer to converge when the array barely fits in the cache, i.e. when $N \approx S$, as seen by comparing miss curves in the two figures. This is true of all fixed-point solutions in this chapter; Equation D.17 simply gives the result of a single iteration without requiring numerical integration. Finally, as discussed above, the iid reuse distance memory reference model introduces some error on stack distributions. This error can be seen in the eviction distributions (Figure D.17c). However, on random replacement the model is still quite accurate, as shown by the miss curves.

**Approximations:** Since an explicit formula for the miss rate of stack access patterns is unavailable, we now consider how to get accurate approximations. We start by approximating extreme behavior, and then extend these approximations to cover all cache sizes.

Consider how Equation D.17 behaves when $\omega \gg 1$, i.e. when the working set is much larger than
Figure D.18: Miss rate for the stack access pattern approximated at low and high miss rates. Approximations are accurate at extremes, but not moderate miss rates.

the cache. In such cases, the miss rate will be high, so $m \omega \gg 1$ and $e^{-2m\omega} \approx 0$. Thus:

$$m \approx 1 - \frac{1}{2m\omega}$$

$$\Rightarrow m \approx \frac{1}{2} \left( 1 + \sqrt{1 - \frac{2}{\omega}} \right)$$

(D.18)

Alternatively, when the cache mostly fits the working set, we expand Equation D.17 using the Taylor series for $e^{-2m\omega}$ around $m = 0$ (i.e., the MacLaurin series). For example, using the first three terms of the series and simplifying:

$$m = m\omega - \frac{2}{3} m^2 \omega^2 + O(m^3)$$

$$\Rightarrow m \approx \frac{3 \omega - 1}{2 \omega^2}$$

(D.19)

However, this three-term approximation quickly loses accuracy as the miss rate increases. To increase accuracy, we can use more terms, but even numbers of terms quickly diverge. Using five terms increases accuracy, but still does not accurately predict moderate miss rates (e.g., around $m \approx 0.7$). Adding further terms improves accuracy, but the complexity of the equations does not scale well. (We do not give the approximate solutions with five or more terms because they are verbose.)

Figure D.18 illustrates the approximations so far. "Exact" gives one hundred fixed-point iterations of Equation D.17. "$m \approx 1$" is Equation D.18. "$m \approx 0$" is the Taylor expansions, e.g. $m \approx 0$ with 3 terms is Equation D.19.

To get approximations covering all miss rates, we can once again use the Taylor series, but this time on the previous approximations themselves. For example, the three-term series for Equation D.18 of
Figure D.19: Second-order approximations of the stack access pattern's miss rate. Approximations are accurate and cover the full range.

\(1/\omega\) around \(\omega = \infty\) gives:

\[
m \approx 1 - \frac{1}{2\omega} - \frac{1}{4\omega^2} - \frac{1}{4\omega^3} + O\left(\frac{1}{\omega^4}\right)
\]

(D.20)

This is a useful approximation because at \(\omega = \infty\) it gives \(m \approx 1\) and at \(\omega = 1\) it gives \(m \approx 0\). Both results match expectations.

Similarly, we can approximate solution of \(m\) we just obtained using the five-term Taylor expansion of \(e^{-2m\omega}\). Except now we will use the Taylor expansion on \(1/\omega\) around \(\omega = 1\). We take three terms of the series, yielding:

\[
m \approx \frac{9}{80} \left(\frac{1}{\omega} - 1\right)^3 - \frac{3}{8} \left(\frac{1}{\omega} - 1\right)^2 - \frac{3}{2} \left(\frac{1}{\omega} - 1\right) + O\left(\frac{1}{\omega}\right)^4
\]

(D.21)

This approximation gives \(m \approx 0\) at \(S = 1\), as expected, and \(m \approx 81/80\) at \(S = 0\), which is close to the true value of \(m = 1\).

Figure D.19 shows that these second-order approximations cover the moderate miss rates that were missing in Figure D.18. Not only that, they also give good predictions of the miss rate across the entire range. The two approximations are accurate on opposite ends of the spectrum: \(m \approx 0\) when the working set fits and \(m \approx 1\) when it does not. But even at their worst accuracy, the approximations are quite accurate.

### D.5 Closed-form solutions of fully-associative LRU

We can solve for the miss rate of LRU by making one simplifying assumption: we assume that there is a single eviction age \(a_E\) beyond which lines do not hit. The intuition behind this assumption is that, in a fully associative cache, evictions occur on average every \(1/m\) accesses. Thus the oldest line in an LRU cache of size \(S\) will be approximately \(S/m\), which gives the eviction age \(a_E\). Of course, since we model cache accesses as a random process, choosing a single age is inaccurate—it would be better to model a probability distribution over \(a_E\). But with large \(S\), evictions will cluster around a single value and we
find the additional complexity of a probabilistic model unnecessary.

Skew-associative caches, zcaches, and hashed caches with many ways perform similar to a fully associative cache. We find that this simple assumption therefore accurately predicts the performance of many different access patterns. However, it does not accurately predict the performance of stack access patterns on LRU. The reason for its failure is itself interesting, and highlights the main source of error in the discrete cache model (Appendix C).

The basic framework for this model was presented as Equation B.2 in Appendix B. Cache space is divided between hits and evictions:

\[
S = \sum_{a=1}^{\infty} a P_H(a) + \sum_{a=1}^{\infty} a P_E(a) \tag{D.22}
\]

We denote the space taken by hits and evictions as \( S_H \) and \( S_E \), respectively. If we model that all lines are evicted upon reaching \( a_E \), we obtain:

\[
S_E = m a_E = S - S_H = S - \sum_{a=1}^{\infty} a P_H(a)
\]

\[\Rightarrow a_E = \frac{1}{m} \left( S - \sum_{a=1}^{\infty} a P_H(a) \right) \tag{D.23} \]

And because evictions occur only at \( a_E \):

\[a_E = \frac{1}{m} \left( S - \sum_{a=1}^{a_E} a P_D(a) \right) \tag{D.24} \]

Also:

\[m = \sum_{a=a_E}^{\infty} P_D(a) = 1 - \sum_{a=1}^{a_E} P_D(a) \tag{D.25} \]

Thus:

\[a_E = \frac{S - \sum_{a=1}^{a_E} a P_D(a) \delta(a)}{1 - \sum_{a=1}^{a_E} P_D(a) \delta(a)} \tag{D.26} \]

These equations yield a trivial discrete model for LRU on arbitrary reuse distance distributions: increment \( a_E \) starting from \( a_E = 1 \) until Equation D.26 is satisfied.

In terms of the continuous model presented throughout this chapter, Equation D.26 relaxes to:

\[m = 1 - \delta(a_E) \tag{D.27} \]

\[a_E = \frac{S - \int_0^{a_E} a \delta'(a) da}{1 - \delta(a_E)} \tag{D.28} \]

Finally, before giving examples on particular access patterns, this technique should also apply to fully-associative models of other policies. In particular, it should be straightforward to model PDP, but it should also generalize to an eviction rank \( r_E \) for well-behaved ranking functions. Thus this approach may generalize to a practical, discrete model of fully-associative replacement policies, obviating the need for expensive powers in the associative discrete model (Equation C.15).
D.5.1 **Scans**

Scans are an easy place to start, since the behavior of fully associative LRU on a scan is trivial: all misses when the array is larger than the cache, and all hits otherwise. The reuse distance distribution is the step function given by Equation D.12. Applying Equation D.28:

\[
\int_0^a x \delta'(x) \, dx = \begin{cases} N & \text{If } a \geq N \\ 0 & \text{Otherwise} \end{cases}
\]

\[
\Rightarrow a_E = \frac{S - \int_0^{a_E} x \delta'(x) \, dx}{1 - \delta(a_E)}
\]

Thus, with \( S < N \), the only solution is \( a_E = S \), which in turn yields \( m = 1 \).

D.5.2 **Random accesses**

With random accesses, all replacement policies perform identically. We can show that the fully associative LRU model reproduces Equation D.15 that we obtained for random replacement. Starting from the reuse distance distribution (Equation D.14):

\[
\delta = 1 - e^{\ell d}
\]

we apply Equation D.28:

\[
\int_0^a x \delta'(x) \, dx = -\frac{1}{\ell} \left( 1 + (\ell a - 1)e^{\ell a} \right)
\]

\[
\Rightarrow a_E = \frac{S - \int_0^{a_E} x \delta'(x) \, dx}{1 - \delta(a_E)} = \frac{\ln(1 + S\ell)}{\ell}
\]

And then apply Equation D.27:

\[
m = 1 - \delta(a_E) = e^{a_E\ell} = 1 + S\ell
\]

Using the approximation we introduced for random replacement, we obtain Equation D.15, as desired:

\[
m \approx 1 - \frac{1}{\omega}
\]

(D.30)

D.5.3 **Stack**

The model is inaccurate for fully-associative LRU on stack distributions. The reason is surprising: stack distributions on fully-associative LRU hit at ages much larger than the eviction age. This is because LRU is the optimal policy for stack access patterns, and it results in a large string of hits. Since there are no cache misses, there is no opportunity for the replacement policy to filter candidates, and candidates survive up to ages much larger than the eviction age. Consider a simple, cyclic access stream: ABCDDCBA. A cache with two lines will hit on half of the accesses, and it will evict lines at age two. But it will hit at age four!

We can nevertheless apply the model equations to derive its predictions. The reuse distance distribution is (Equation D.16):

\[
\delta'(d) = \frac{1}{2N}
\]

(D.31)
Applying Equation D.28,

\[ \int_0^a x \delta'(x) \, dx = \frac{a^2}{4N} \]

\[ \Rightarrow a_E = \frac{S - \int_0^{a_E} x \delta'(x) \, dx}{1 - \delta(a_E)} = \frac{S - a_E^2/4N}{1 - a_E/2N} = 2 \left( N - \sqrt{N^2 - NS} \right) \]

And applying Equation D.27:

\[ m = 1 - \delta(a_E) = \sqrt{1 - S/N} \]

This is incorrect, since the right answer is \( m = 1 - S/N \). But if we manually plug in the correct values for the space consumed by hits \( S_H \) and the miss rate, then we find the correct value for the eviction age \( a_E = S \). This analysis tells us that the error is not with the equations for fully associative LRU, but with the underlying reference model itself. Specifically, stack access patterns have highly dependent reuse distances which are non-uniformly distributed. Thus, for these kinds of patterns, the iid model is a poor fit.

However, we observe that the only change required for the model to be accurate is to introduce a small number of misses, breaking the string of consecutive hits. These misses give the replacement policy a chance to filter the pool of candidates, and eliminate hits above the eviction age. Since stack patterns cache well in the private levels, we find empirically that pure stack access patterns are rare at the LLC. Thus, in practice the iid reuse distance model is accurate despite this flaw.

**Summary**

This chapter has shown how to relax the general-purpose, discrete model from the previous section to a continuous system of ordinary differential equations. This formulation lets us use accurate, efficient numerical analysis to model random replacement and LRU, and moreover gives closed-form solutions for common access patterns. Although ODEs are in principle as general as the discrete model, the complexities of modeling the rank distribution make them most beneficial when modeling random or LRU replacement.
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