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Abstract

Magnetoencephalography (MEG) is an important non-invasive method for studying activity within the human brain. Source localization methods can be used to estimate spatiotemporal activity from MEG measurements with high temporal resolution, but the spatial resolution of these estimates is poor due to the ill-posed nature of the MEG inverse problem. Recent developments in source localization methodology have emphasized temporal as well as spatial constraints to improve source localization accuracy, but these methods can be computationally intense. Solutions emphasizing spatial sparsity hold tremendous promise, since the underlying neurophysiological processes generating MEG signals are often sparse in nature, whether in the form of focal sources, or distributed sources representing large-scale functional networks. Recent developments in the theory of compressed sensing (CS) provide a rigorous framework to estimate signals with sparse structure. In particular, a class of CS algorithms referred to as greedy pursuit algorithms can provide both high recovery accuracy and low computational complexity. Greedy pursuit algorithms are difficult to apply directly to the MEG inverse problem because of the high-dimensional structure of the MEG source space and the high spatial correlation in MEG measurements. In this paper, we develop a novel greedy pursuit algorithm for sparse MEG source localization that overcomes these fundamental problems. This algorithm, which we refer to as the Subspace Pursuit-based Iterative Greedy Hierarchical (SPIGH) inverse solution, exhibits very low computational complexity while achieving very high localization accuracy. We evaluate the performance of the proposed algorithm using comprehensive simulations, as well as the analysis of human MEG data during spontaneous brain activity and somatosensory stimuli. These studies reveal substantial performance gains provided by the SPIGH algorithm in terms of computational complexity, localization accuracy, and robustness.
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1. Introduction

Magnetoencephalography (MEG) is among the most popular non-invasive modalities of brain imaging, and provides measurements of the collective electromagnetic activity of neuronal populations with high temporal resolution on the order of milliseconds. Both techniques have applications in understanding the mechanisms of language, cognition, sensory function, and brain oscillations, as well as clinical applications such as localization of epileptic seizures.

Localizing active regions in the brain from MEG measurements requires solving the high-dimensional ill-posed neuromagnetic inverse problem: given measurements from a limited number of sensors ($\sim 10^2$ sensors) and a model for the observation process, the goal is to estimate spatiotemporal cortical activity over numerous sources ($\sim 10^4$ sources). The ill-posedness of this problem is due not only to the limited number of measurements compared to unknowns, but also due to the high spatial dependency between measurements. The ill-posed nature of the inverse problem limits the spatial resolution of MEG. In comparison, other imaging modalities such as functional magnetic resonance imaging (fMRI) or positron emission tomography (PET) have high spatial resolution, but poor temporal resolution.

In the past two decades, various inverse solutions have been proposed for MEG and Electroencephalography (EEG) source localization. The earliest proposals appearing in the literature aimed at regularized least squares solutions to the neuromagnetic inverse problem (Hämäläinen and Ilmoniemi, 1994; Pascual-Marqui et al., 1994; Gorodnitsky et al., 1995; Van Veen et al., 1997; Uutela et al., 1998). Later on, inverse solutions in the framework of Bayesian estimation were introduced, with the underlying assumption of temporal independence (Sato et al., 2004; Phillips et al., 2005; Mattout et al., 2006; Nummenmaa et al., 2007; Wipf and Nagarajan, 2009). In order to impose spatio-temporal smoothness on the inverse solution, subsequent algorithms in the Bayesian framework considered the design of spatio-temporal priors (Baillet and Garnero, 1997; Bolstad et al., 2009; Daunizeau et al., 2006; Daunizeau and Friston, 2007; Friston et al., 2008; Greensite, 2003; Limpiti et al., 2009; Trujillo-Barreto et al., 2008; Zumer et al., 2008) or employed linear state-space models (Galka et al., 2004; Yamashita et al., 2004; Long et al., 2011; Lamus et al., 2007). Despite their improved accuracy in source localization, many of these more recent solutions suffer from unwieldy computational complexity.

Sparse solutions to the MEG/EEG source localization problem have received renewed attention in recent years (Gorodnitsky et al., 1995; Durka et al., 2005; Vega-Hernández et al., 2008; Valdés-Sosa et al., 2009; Ou et al., 2009; Gramfort et al., 2011, 2012; Tian and Li, 2011; Tian et al., 2012). Although many of these methods are computationally demanding, they have been shown to enhance the accuracy of source localization. The sparsity constraints underlying these methods express the intuition that out of the $\sim 10^4$ potential sources, only a small number are truly active. In many applications of MEG/EEG source localization, such as sensory or cognitive studies, the underlying cortical domains responsible for the processing are relatively focal and thus sparse. Processes that are spatially-distributed can also be sparse in some basis: for instance, resting-state fMRI dynamics are broadly distributed across cortex, yet appear to be organized within a small number of specific networks (Damoiseaux et al., 2006). Spatial sparsity is therefore not only
a mathematically attractive constraint, but also one that is consistent with the neurophysiological processes underlying EEG and MEG.

The advent of compressed sensing (CS) theory has paved the way to establish a rigorous framework for efficient sampling and estimation of signals with underlying sparse structures (Donoho, 2006; Candès et al., 2006). CS methods have found applications in various disciplines such as communication systems, computational biology, geophysics, and medical imaging (see Bruckstein et al. (2009) for a survey of the CS results). The problem of recovering a sparse unknown signal given limited observations is combinatorial and NP-hard in nature (Bruckstein et al., 2009). Several solutions to this problem have been proposed, which can be categorized into optimization-based methods, greedy pursuit methods, and coding theoretic/Bayesian methods. These solution categories pertain to different regimes of sparseness as well as different ranges of computational complexity. Moreover, they all require certain notions of regularity in the measurement structure which must be satisfied in order to guarantee convergence and sparse recovery.

In this work, we develop an inverse solution to the MEG inverse problem in the context of CS theory that achieves both high localization accuracy and very low computational cost. This algorithm is based on a class of greedy pursuit algorithms known as Subspace Pursuit (Dai and Milenkovic, 2009) or Compressive Sampling Matching Pursuit (CoSaMP) (Needell and Tropp, 2009). These algorithms can achieve high recovery accuracy with low computational complexity, but are difficult to apply directly to the MEG inverse problem because of the high-dimensional structure of the MEG source space and the high spatial correlation in MEG measurements. We introduce novel algorithms that address both of these issues in a principled manner. Through comprehensive simulation studies and analysis of human MEG data, we demonstrate the utility of the proposed method, and its superior performance compared to existing methods.

2. Methods

2.1. The MEG observation model

The MEG data consists of a multidimensional time series recorded using an array of sensors located over the scalp. Let \( N \) denote the number of such sensors, and \( t = 1, \ldots, T \) denote the discrete time stamps corresponding to the sampling frequency \( f_s \). We denote by \( y_{i,t} \) the magnetic measurement of the \( i \)-th sensor at time \( t \), for \( 1 \leq i \leq N \) and \( 1 \leq t \leq T \). Let \( y_t := [y_{1,t}, y_{2,t}, \ldots, y_{N,t}]' \) denote the vector of measurements at time \( t \). Finally, we denote the multidimensional observation time series in the interval \([0, T]\) by the \( N \times T \) matrix \( Y := [y_1, y_2, \ldots, y_T] \).

We pose the source localization problem over a distributed source model comprising dipoles with fixed locations and possibly variable orientations, representing the cortical activity. Let \( M \) be the total number of dipole sources distributed across the cortex, and let \( x_{i,t} \) denote the amplitude of the \( i \)-th dipole at time \( t \). Denoting by \( X_t := [x_{1,t}, x_{2,t}, \ldots, x_{M,t}]' \) the vector of dipole amplitudes at time \( t \), the source space can be fully characterized by the \( M \times T \) matrix \( X := [x_1, x_2, \ldots, x_T] \).

For a fixed configuration of dipoles, the observation matrix \( Y \) can be related to the source activity matrix \( X \) as follows:

\[
Y = GX + V, \quad (1)
\]
where $G \in \mathbb{R}^{N \times M}$ is the lead field matrix and $V := [v_1, v_2, \ldots, v_T] \in \mathbb{R}^{N \times T}$ is the observation noise matrix. The lead field matrix $G$ is a mapping from the source space to the sensor space and can be computed using a quasi-static approximation to the Maxwell’s equations (Hämäläinen et al., 1993). The observation noise is assumed to be zero-mean Gaussian, with spatial covariance matrix $C \in \mathbb{R}^{N \times N}$ with no temporal correlation.

The MEG inverse problem corresponds to estimating $X$ given $Y$, $G$ and the statistics of $V$. The traditional source spaces used for MEG source localization have a dimension of $M \sim 10^3 - 10^5$, whereas the number of sensors is typically $N \sim 10^2$. Since $M \gg N$, the MEG inverse problem is highly ill-posed and hence requires constructing appropriate spatiotemporal priors in order to estimate $X$ reliably.

### 2.2. The Minimum Norm Estimate

As outlined in the introduction, various source localization techniques have been developed since the invention of MEG. Arguably, the Minimum Norm Estimate (MNE) inverse solution is the most widely-used MEG source localization technique (Hämäläinen and Ilmoniemi, 1994). In what follows, we give a brief overview of the MNE and one of its recent variants.

The MNE inputs $Y$, $G$, $C$ and a spatial prior covariance $Q/\lambda^2 \in \mathbb{R}^{M \times M}$ on $X$ with $\lambda$ being a scaling factor, and solves for:

$$\hat{X}^{\text{MNE}}(Y, G, C, Q, \lambda) := \arg \min_X \sum_{t=1}^T \left\{ ||y_t - Gx_t||_2^2 + \lambda^2 ||x_t||_2^2 \right\} \quad (2)$$

The role of the spatial prior covariance $Q$ is to weight the penalization of the energy of the estimated sources across the source space (Hämäläinen and Ilmoniemi, 1994; Lamus et al., 2012). Moreover, the scaling factor $\lambda$ can be viewed as a regularization parameter, controlling the $Q$-weighted $\ell_2$-norm of the estimate. The minimization is separable in time, and the estimate can be expressed in closed form as:

$$\hat{X}^{\text{MNE}}(Y, G, C, Q, \lambda) = QG'(GQG' + \lambda^2 C)^{-1} Y \quad (3)$$

It is more convenient to compute the MNE estimate in a whitened model in favor of computational stability. The whitened model is obtained by the pre-multiplication of the observation model by $C^{-1/2}$. Let $\tilde{Y} := C^{-1/2}Y$ and $\tilde{G} := C^{-1/2}G$ denote the whitened observation and lead field matrices, respectively. The spatial prior covariance $Q$ can be chosen such that the SNR of the whitened model is of the order 1 (Hämäläinen, 2010), that is

$$\frac{\text{Tr}(GQ\tilde{G})}{\text{Tr}(I_N)} = 1. \quad (4)$$

This assumption implies that the SNR in the original observation model is of the order $\sim 1/\lambda^2$. The MNE inverse solution can be written in terms of the whitened parameters as:

$$\hat{X}^{\text{MNE}}(\tilde{Y}, \tilde{G}) = Q\tilde{G}'(\tilde{G}Q\tilde{G}' + I_N)^{-1} \tilde{Y} \quad (5)$$
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Note that we have dropped the dependence of the solution on \( Q, \lambda \) and \( C \) due to the assumption of Eq. (4).

In the Bayesian framework, the cost function of MNE can be interpreted as the logarithm of the posterior density of \( \mathbf{X} \), given the observations \( \mathbf{Y} \) and a Gaussian prior on \( \mathbf{X} \), corresponding to the following model:

\[
\mathbf{y}_t = \mathbf{G} \mathbf{x}_t + \mathbf{v}_t, \quad \text{with} \quad \mathbf{x}_t \sim \mathcal{N}(0, \mathbf{Q}/\lambda^2), \quad \mathbf{v}_t \sim \mathcal{N}(0, \mathbf{C}), \quad 1 \leq t \leq T. \tag{6}
\]

Note that in the above formulation, the spatial prior covariance \( Q \) is considered data-independent. In order to adapt the covariance to the data, the Expectation-Maximization algorithm can be employed to iteratively update \( Q \) given an estimate of the sources. The resulting algorithm is denoted by sMAP–EM in Lamus et al. (2012), and will be referred to as MNE–EM hereafter in this paper.

### 2.3. Sparse MEG Source Localization

Since the advent of the compressive sampling theory, sparsity-based signal processing has become an active area of research in various disciplines such as communication systems, medical imaging, geophysical data analysis, and computational biology. The main questions addressed by sparsity-based signal processing are the following: 1) For a given signal, is there a domain in which the signal is sparse, or can be well-approximated by a sparse signal? 2) For a given sparse signal, how can one find a sparse representation? 3) What are efficient ways to measure/sample sparse signals? and 4) Given an efficient (compressive) sample of a sparse signal, how can one reconstruct it faithfully?

In order to develop a framework for sparse MEG source localization, one needs to carefully fit the above questions in the context of MEG. In order to address the first two questions, we focus our attention to a class of important applications of MEG source localization, which deal with spatially sparse sources of brain activity. Examples include evoked fields localization (Mäkelä et al., 1994; Hari et al., 2006) and seizure localization (Sutherling et al., 2004; Marks Jr, 2004). Therefore, a source space consisting of cortical patches of activity seems suitable for posing the sparse MEG source localization problem. We will discuss the construction of such a cortical patch decomposition model in the next section. The third question is not readily applicable to MEG source localization, since the observation mechanism (sensor locations, sampling rate, etc.) is dictated by the MEG devices and protocols. The problem of sparse MEG source localization can therefore be summarized as follows: given a time series of MEG measurements induced by sparse cortical patches of activity, is it possible to localize the sources efficiently (in space and time)?

In order to address the fourth question, we need to examine different classes of compressive sampling reconstruction algorithms. The existing algorithms can be categorized into three groups:

1. Optimization-based methods, such as \( \ell_1 \)-norm minimization (Donoho and Elad, 2003; Candes and Tao, 2005) and the LASSO (Tibshirani, 1996). These algorithms are typically computationally demanding, but suitable for low to medium sparsity regimes and generic random-like measurement structures. For instance, the LASSO algorithm has a computational complexity of \( \mathcal{O}(M^2 + NM^2) \), where \( M \) and \( N \) denote the number of unknowns and observations, respectively (Genovese et al., 2012).

2. Greedy pursuit algorithms, such as Orthogonal Matching Pursuit (OMP) (Mallat and Zhang, 1993; Tropp and Gilbert, 2007) and its variants, Subspace Pursuit (Dai and Milenkovic, 2009) and CoSaMP (Needell and Tropp, 2009). These algorithms

---
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are termed 'greedy' because they simplify the combinatorial problem of sparse recovery by sequentially choosing a small subset of the source space which is highly correlated with the observations as the candidate inverse solution. Greedy algorithms enjoy a very low computational complexity, and are tailored for low sparsity regime and generic random-like measurement structures. For instance, the computational complexity of Subspace Pursuit and CoSaMP is $O(M \log^2 M)$, where $M$ denotes the number of unknowns (Needell and Tropp, 2009).

3. Coding theoretic (Akçakaya and Tarokh, 2008), Bayesian (Baron et al., 2010), and Group Testing approaches (Atia and Saligrama, 2012). This class of algorithms stand in-between the previous two categories in terms of computational complexity, but require very structured measurement designs. For instance, the computational complexity of the coding theoretic method developed by Akçakaya and Tarokh (2008) is $O(N^2)$, where $N$ denotes the number of observations (Akçakaya and Tarokh, 2008).

In the context of MEG source localization, one is faced with a high-dimensional time series of observations, and therefore computational complexity is one of the main challenges. In addition, most of the MEG source localization applications deal with sparse sources of cortical activity. Therefore, the class of greedy pursuit algorithms seems to be an appropriate candidate for sparse MEG source localization. A notable greedy source localization technique for EEG was developed by Durka et al. (2005), in which the EEG data is first greedily decomposed into a set of Gabor atoms, and then localized using the LORETA inverse solution (Pascual-Marqui et al., 1994). However, in general, the measurement structure of MEG is very different than those required by the theory of compressive sampling, and therefore one needs to carefully modify these algorithms in order to adapt them for sparse MEG source localization.

2.4. Cortical Patch Decomposition

In order to build a densely sampled source space for MEG source localization, the cortical surfaces for each subject are reconstructed from MRI images, and each hemisphere is subsequently mapped onto a 3-sphere. Each 3-sphere is then approximated by the recursive subdivision of an icosahedron, resulting in a series of nested source spaces. Let $S_0$ be the set of vertices corresponding to an icosahedron. The recursive subdivision results in the nested source spaces $S_1, S_2, \ldots, S_7$ such that $S_{i-1} \subset S_i$, for $1 \leq i \leq 7$, and that the number of vertices in $S_i$ is given by $K_i = 10 \times 4^i + 2$ per hemisphere (Winkler et al., 2012). The densely sampled source space over both hemispheres is a decimated version of $S_7$, which comprises $\sim 300,000$ vertices. For notational convenience, we denote the conventional densely sampled source space by $S_7$.

Posing the MEG inverse problem in the source space $S_7$ is superfluous given the limited number of sensors $M \sim 10^2$, unless very accurate priors regarding the spatial configuration of the dipole sources are available to the estimator. In this regard, it is advantageous to coarsen the densely sampled source space in order to obtain an economical source space proportional in size to the sensor space. Building on previous work presented by Limpiti et al. (2006), we introduce a systematic way of coarsening the source space. In this coarsening technique, the Voronoi regions induced by the Euclidian norm from the source spaces $S_1, S_2, S_3$ over $S_7$ are considered as the new coarsened source spaces. Each Voronoi region is denoted by a patch of cortical activity. We further reduce the order of the source space by only including the first few significant eigenmodes of each cortical patch in the forward model. The reduced order source space induced by the source space $S_i$ over $S_7$ is denoted by $\mathcal{S}_i$, for $i = 1, 2, 3$. Figure 1 shows the lateral view of the left hemisphere decomposed into cortical patches at different levels of coarseness.
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This procedure results in a significant reduction of the source space complexity, while maintaining a high representation accuracy. At the same time, the resulting source spaces provide a hierarchy of distributed bases for sparse representation of the cortical activity. For instance, consider the cortical patch decomposition model \( \mathcal{S}_3 \), with 2 eigenmodes per patch. The dimension of this source space is \( 2|\mathcal{S}_3| = 4(10 \times 4^3 + 2) = 2568 \), which is much smaller than the dimension of \( \mathcal{S}_7 \). On average, more than 90% of the energy of each patch can be recovered by only including two eigenmodes per patch in the resulting forward model. The details of the construction of these reduced-order source spaces, as well as their representation accuracy analysis, is presented in Appendix A. As it will be shown in the results section, our proposed inverse solution performs gracefully under the fixed representation error tolerance of the reduced-order source space models.

2.5. Overview of the Subspace Pursuit and CoSaMP algorithms for sparse recovery

The Subspace Pursuit (Dai and Milenkovic, 2009) and CoSaMP (Needell and Tropp, 2009) are two very similar algorithms for greedy compressive sampling. We give a brief overview of the Subspace Pursuit (SP) algorithm in what follows, and describe its similarities to and differences with CoSaMP.

We say that a vector \( \mathbf{x} \in \mathbb{R}^M \) is \( s \)-sparse, if the support of \( \mathbf{x} \) is of size \( s \), that is,

\[
|\{x_i; x_i \neq 0, i=1,2,\ldots,M\}| = s \tag{7}
\]

Similarly, we say that a vector \( \mathbf{x} \in \mathbb{R}^M \) is \( s \)-compressible, if the best \( s \)-term approximation of the signal in the \( \ell_1 \) sense contains most of the energy of the signal.

The SP algorithm is posed for a single observation model, given by:

\[
\mathbf{y} = \mathbf{A} \mathbf{x} + \mathbf{n}, \quad (8)
\]

where \( \mathbf{y} \in \mathbb{R}^N \) is the observation vector, \( \mathbf{A} \in \mathbb{R}^{N \times M} \) is the measurement matrix, \( \mathbf{x} \in \mathbb{R}^M \) is the unknown \( s \)-sparse (or \( s \)-compressible) vector, and \( \mathbf{n} \in \mathbb{R}^N \) is the observation noise. We denote by \( \mathbf{A}^\dagger \) the Moore-Penrose pseudo-inverse of \( \mathbf{A} \), and by \( \mathbf{A}_\mathcal{J} \) the column restriction of \( \mathbf{A} \) to the index set given by \( \mathcal{J} \).

The SP algorithm inputs \( s, \mathbf{y} \) and \( \mathbf{A} \), and is summarized as Algorithm 1. The main iteration of the SP algorithm consists of five steps. The first step identifies a candidate support for any component of the

---

**Algorithm 1 SP(\( s, \mathbf{y}, \mathbf{A} \))**

Initialization: Let \( \mathcal{J}^{(0)} \) be the index set corresponding to the \( s \) largest magnitude entries in the proxy vector \( \mathbf{p}^{(0)} = \mathbf{A}^\dagger \mathbf{y} \), and let \( \mathbf{r}^{(0)} \) be the initial residual error given by \( \mathbf{r}^{(0)} := (\mathbf{I} - \mathbf{A}_{\mathcal{J}^{(0)}} \mathbf{A}^\dagger_{\mathcal{J}^{(0)}}) \mathbf{y} \).

Iteration:

1. Identification and support merging: set \( \mathcal{J}^{(\ell)} = \mathcal{J}^{(\ell-1)} \cup \{ s \text{ indices corresponding to the largest magnitude entries of the proxy } \mathbf{p}^{(\ell)} = \mathbf{A}^\dagger_{\mathcal{J}^{(\ell-1)}} \} \).

2. Estimation: set \( \hat{x}^{(\ell)} := \mathbf{A}^\dagger_{\mathcal{J}^{(\ell)}} \mathbf{y} \).

---
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3: Support trimming: set \( \mathcal{T}^{(\ell)} = \{ s \text{ indices corresponding to the largest magnitude entries of the estimate } \hat{x}^{(\ell)} \} \).

4: Residual update: set \( r^{(\ell)} := (I - A_{\mathcal{J}^{(\ell)}} A_{\mathcal{J}^{(\ell)}}^\dagger) y \).

5: Halting criterion: if \( \| r^{(\ell)} \|_2 > \| r^{(\ell-1)} \|_2 \), let \( \mathcal{T}^{(\ell)} = \mathcal{T}^{(\ell-1)} \), and quit the iteration.

Output: the final estimate \( \hat{x}^{(\ell)} := A_{\mathcal{J}^{(\ell)}}^\dagger y \).

true vector which is possibly not identified yet, and merges the identified support with that of the current estimate. Given a generic residual error \( r \), the candidate support set is identified through a "proxy" given by \( p = A' r \). If the columns of \( A \) are nearly orthonormal, one expects that the entries of the proxy \( p \) with high magnitudes provide a faithful representation of the unidentified components of the true vector (Dai and Milenkovic, 2009). The second step provides a restricted estimate of the true vector over the merged support. In the third step, the support of the estimate is trimmed down according to the input sparsity level \( s \). The residual of the observation, containing any portion of the signal which is not possibly identified in the current estimate, is then updated given the trimmed support. Finally, the last step gives a halting criterion, which stops the exploration of the algorithm for further unidentified components of the true vector. The final estimate of the SP algorithm is a restricted least squares estimate over the final identified support of size \( s \).

The CoSaMP algorithm differs with SP only in the first step of the iteration, where \( 2s \) indices are merged with the support of the current estimate. In the remainder of this manuscript, we jointly refer to these algorithms as SP/CoSaMP to maintain fairness of accreditation. Dai and Milenkovic (2009) and Needell and Tropp (2009) prove theoretical guarantees for stable recovery of \( s \)-sparse signals, as well as, \( s \)-compressible signals, given that the matrix \( A \) satisfies the Restricted Isometry Property (RIP). The RIP of order \( s \) requires that the singular values of any subset of the columns of \( A \) of size \( s \) are sufficiently close to 1. Dai and Milenkovic (2009) and Needell and Tropp (2009) show that if \( A \) satisfies the RIP of orders \( 3s \) and \( 4s \), respectively, then stable recovery of the unknown signal \( x \) is guaranteed.

2.6. Adapting SP/CoSaMP for the MEG inverse problem

The SP/CoSaMP algorithms cannot readily be applied to the MEG inverse problem, due to the inherent structure of the MEG lead field which dramatically differs from the conventional measurement matrices employed for compressive sampling. Moreover, the MEG data is in the form of a time series, whereas the SP/CoSaMP algorithms are tailored for single observations. In the following subsections, we first construct the SP–MNE algorithm, a greedy algorithm in the tradition of SP/CoSaMP, which is suitably tailored for the MEG forward model. Next, we will use the SP–MNE algorithm as the core for an estimation procedure which moves across the hierarchy of cortical patch decomposition models and refines the spatial resolution of the inverse solution. The latter estimation procedure is denoted by the Subspace Pursuit-based Iterative Greedy Hierarchical (SPIGH) inverse solution.

2.6.1. SP–MNE: A Subspace Pursuit-based inverse solution for MEG—The MEG observation model differs with those of the SP/CoSaMP algorithms in two major aspects. First of all, it is in the form of a spatial time series, whereas for SP/CoSaMP, the observation model consists of a single time step. Secondly, the lead field matrix \( G \) is very structured with strong column correlations, and therefore does not satisfy the RIP.
requirements of SP/CoSaMP. The significance of RIP for the successful recovery of SP/CoSaMP algorithms is two-fold: on one hand, it guarantees that the proxy obtained in step 1 is a faithful representative of the undiscovered components of the signal, and on the other hand, it provides a sufficient degree of incoherence between the columns of $A$ restricted to the support of the true vector $x$, which in turn leads to stable recovery of different components of $x$.

In order to adapt these algorithms for MEG source localization, we need to carefully account for these issues. In what follows, the lead field matrix $G$ may correspond to the original densely sampled source space, or any of the cortical patch decomposition models. In the latter case, the superscripts are dropped for notational convenience.

1) **Time series vs. single observations:** The first issue can be handled in a straightforward fashion. Noting that the log-likelihood of the observation $Y$ given $X$ is of the form

$$
\sum_{t=1}^{T} \| Y_t - GX_t \|_2^2 := \sum_{t=1}^{T} (Y_t - GX_t)^T C^{-1} (Y_t - GX_t),
$$

all the operations carried out for a single time step can be generalized by mapping the absolute value operator $| \cdot | : \mathbb{R} \mapsto \mathbb{R}$ to the operator $\sqrt{\sum_i | \cdot |^2 ; \mathbb{R}^T} \mapsto \mathbb{R}$ in the whitened model. This choice ensures that the greedy algorithm selects sources with overall high activity during the observation interval, rather than selecting a new set of sources at each time instance.

2) **Suitable proxy signal for greedy estimation:** The first virtue of RIP for SP is that the proxy signal provides a faithful representative of the undiscovered components of the signal. However, the lead field matrix $G$ does not satisfy the RIP requirements since the columns of $G$ are highly correlated. Therefore, given a generic residual $R$ in the whitened model, the proxy prescribed by the SP as $P = G^\prime R$ is not a faithful representative of the unidentified signal components. In fact, this proxy tends to favor superficial dipoles which have higher sensitivities. Moreover, since the proxy is computed repeatedly across iterations, any alternative proxy should be a low-complexity mapping from the sensor space to the source space that faithfully represents the unidentified signal components. These considerations lead us to choose the MNE mapping as a modified proxy, i.e.,

$$
P = X^{MNE}(R, \hat{G}) := QG^\prime (GQG^\prime + I_N)^{-1} R.
$$

The MNE mapping corrects for the mismatch in the norms of the lead fields and is also quite low-cost to compute.

3) **Enforcing incoherence during greedy pursuit:** The second virtue of RIP for SP is the fact that the columns of $A$ corresponding to the support of $x$ form a nearly orthogonal basis. A closely related concept in compressive sampling is given by the mutual coherence of the columns of a given measurement matrix (Bruckstein et al., 2009). The mutual coherence of two columns $A_i$ and $A_j$, for $i \neq j$, is defined as

$$
\mu_{ij} := \frac{\| A_i \cdot A_j \|}{\| A_i \|_2 \| A_j \|_2},
$$
It can be shown that if $\mu_{ij} \leq \mu$, for all $i$ and $j$, $i \neq j$, and if $\mu$ is small enough, then the matrix $A$, with appropriate column normalization, satisfies the RIP of a desired order (Giryes and Elad, 2012). In the context of MEG, the columns of the lead field matrix $G$ consist of the magnetic fields and gradients generated by a given cortical dipole at the locations of the MEG sensors. Therefore, two dipoles with similar orientations and locations may generate a very similar lead field and hence the mutual coherence of the columns of $G$ can be unfortunately close to unity. Inspection of the mutual coherence of the columns of $G$ with regard to the location of the corresponding dipoles reveals that on average, the farther two dipoles are, the less coherent their lead fields will be. Therefore, restricting the columns of $G$ to a set with a bounded mutual coherence $\mu$ can be interpreted as a constraint on the target spatial resolution of the inverse problem. This observation motivates us to modify the identification step of the SP algorithm so that new components are merged to the current support only if the resulting set of lead fields has mutual coherence values sufficiently below $1$.

Given the above modifications, a SP-based algorithm for MEG source localization is formally given as Algorithm 2. Note that one major difference between the SP–MNE algorithm and the SP algorithm corresponds to the initialization and identification steps, where the new components need to satisfy an incoherence criterion with respect to the current support. In Appendix C we present a fast routine to carry out this step.

**Algorithm 2** SP-MNE ($Y, C, G, \mu, s$)

Initialization: Let $Y = C^{-1/2}Y$ and $G = C^{-1/2}G$, let $T^{(0)}$ be the index set corresponding to the $s$ largest $\ell^2$-norm rows of the proxy matrix $P^{(0)} = X_{MNE}(Y, G) \mu$ greedily chosen such that the corresponding columns of $G$ have a mutual coherence bounded by $\mu$, and let $R^{(0)}$ be the initial residual error given by $R^{(0)} := \tilde{Y} - \tilde{G}_{j} \hat{X}^{MNE}(Y, \tilde{G}_j)$.

Iteration:

1: Identification and support merging: set $T^{(\ell)} := \{s \text{ indices corresponding to the largest } \ell^2 \text{ norm rows of the proxy matrix } P^{(\ell)} = X_{MNE}(R^{(\ell-1)}, \tilde{G}_j) \mu \text{ greedily chosen such that the corresponding columns of } G \text{ have a mutual coherence bounded by } \mu\}$.

2: Estimation: set $Z^{(\ell)} := X^{MNE}(\tilde{Y}, \tilde{G}_j)$.

3: Support trimming: set $T^{(\ell)} := \{s \text{ indices corresponding to the largest } \ell^2 \text{ norm rows of the estimate } Z^{(\ell)}\}$.

4: Residual update: set $R^{(\ell)} := \tilde{Y} - \tilde{G}_{j} X^{MNE}(\tilde{Y}, \tilde{G}_j)$.

5: Halting criterion: if $T^{(\ell)}$ equals $T^{(k)}$ for some $k < \ell$, set $T^{(\ell)} := T^{(k)}$ and quit the iteration.

Output: the final estimate $X_{SP-MNE}(Y, C, G, \mu, s) := X^{MNE}(\tilde{Y}, \tilde{G}_j, T^{(\ell)})$.

A useful variant of the SP–MNE algorithm can be obtained by substituting all instances of the MNE algorithm with the MNE–EM.

### 2.7. The SPIGH Algorithm

The SP–MNE algorithm can be combined with the hierarchy of cortical patch decompositions in order to construct a fast and efficient source localization algorithm. The key idea is to first obtain a preliminary estimate over a very coarse source space, in which the cortical activity is most likely highly sparse, e.g. $\mathcal{S}_1$, and then move on to a finer source space, e.g. $\mathcal{S}_2$, and compute the inverse solution over a neighborhood of the support of the estimate obtained over the coarser source space ($\mathcal{S}_1$, in this case). In this manner, one can systematically refine the support of the estimate until reaching a desired resolution. Figure 2
shows a schematic depiction of this procedure. The resulting algorithm is denoted by the Subspace Pursuit-based Iterative Greedy Hierarchical (SPIGH) inverse solution and is formally summarized as Algorithm 3. The SPIGH algorithm inputs the observation matrix $Y$, the noise covariance $C$ and the reduced-order lead fields $\{G^{(i)}\}_{i=1}^3$ with the respective incoherence bounds $\{\mu_i\}_{i=1}^3$ and sparsity levels $\{s_i\}_{i=1}^3$, and outputs the inverse solution over the source space $S_4$.

Note that by iteratively refining the support of the signal, the SPIGH algorithm has the potential to decrease the mismatch between the source model and the true activity. Also, note that by replacing the MNE instances in the SP–MNE by the MNE–EM algorithm, a similar algorithm can be obtained, which we denote by SPIGH–EM. Apart from providing sparse solutions to the MEG inverse problem, a highly favorable virtue of the SPIGH inverse solution is its extremely low computational complexity. In Appendix B, we show that the computational complexity of SPIGH is comparable to that of MNE, in the low sparsity regime. Specific running times for our simulation studies are reported in Section 3, which confirm the very low complexity virtue of the SPIGH algorithm.

---

**Algorithm 3** SPIGH

\[Y, C, \{G^{(i)}\}_{i=1}^3, \{\mu_i\}_{i=1}^3, \{s_i\}_{i=1}^3\]  

Initialization: Let $\tilde{Y} = C^{-1/2}Y$ and $\tilde{G} = C^{-1/2}G$. Set $\tilde{H}_0 = \{1, 2, \ldots, p_1|S_1|\}$, where $p_1$ is the number of eigenmodes per patch in $S_1$. 

For $i = 1, 2, \ldots, 3$ do:

1. Estimate the cortical activity as $\tilde{X}^{\text{SP-MNE}} (\tilde{Y}, C, G^{(i)}_{S_i}, \mu_i)$ with the $s_i$-sparse support $S_i \subset S_i$.

2. Set $H_{i+1} = \text{all the patches in } H_{i+1} \text{ overlapping } T_i$ and their nearest neighbors in $S_{i+1}$, and go to step 1.

End

Output: $\tilde{X}^{\text{SPIGH}} := \tilde{X}^{\text{MNE}} (\tilde{Y}, \tilde{G}_{S_1})$, i.e., the final estimate is the MNE solution over the central dipoles given by the index set $H_4$.

---

### 2.8. Setting the parameters and initialization of SP–MNE and SPIGH

There are several parameters involved in the MNE, MNE–EM, SP–MNE and SPIGH algorithms, which need to be carefully chosen or estimated. We will discuss the choice of these parameters in this section. The estimation and regularization of the observation noise covariance and the selection of parameters for MNE also require some technical care; we describe these details in Appendix D.

The main parameters of the SP–MNE algorithm are $s$ and $\mu$. The sparsity level $s$ can be chosen based on prior knowledge of the data under study. If no such knowledge is available, one can proceed with a traditional model selection procedure, starting with $s = 1$ and increasing $s$ until the change in the residual of the final estimates is no longer significant. By exhaustive simulation studies as well as analysis of real data sets, we have come up with a systematic heuristic for choosing the sparsity levels $s_i$. For the first iteration of SPIGH over $S_1$, we choose the sparsity level based on neurophysiological priors on the problem at hand. For instance, given the prior knowledge that the region of interest lies within the somatosensory cortex, the target sparsity level over the source space $S_1$ can be chosen to be

---

Note that when the *doubling heuristic* described in Section 2.8 is used, target sparsity levels $s_2$ and $s_3$ are not required as input, and can be recursively computed based on $s_1$. 
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$s_1 = 4$, since the somatosensory cortices of both hemispheres can be covered with 4 cortical patches in $\mathcal{S}_1$ (each with an average area of $\sim 24 \text{ cm}^2$, with reference to a cortical surface with a normalized area of $1000 \text{ cm}^2$). Next, for the subsequent source spaces $\mathcal{S}_{i+1}$, we choose the target sparsity to be twice the number of cortical patches identified by the SP–MNE algorithm over the previous source space $\mathcal{S}_i$ (note that the patch diameters double as one moves down to a finer source space). We will discuss specific instances of this heuristic, denoted by doubling heuristic hereafter, and its utility in Section 3.

The parameter $\mu$ can be chosen by inspection of the statistics of the coherence of the lead fields. It can be shown that on average, the farther two dipoles are, the smaller their mutual coherence would be. We selected a random ensemble of 100 dipoles for each source space, and computed the average mutual coherence of each dipole with its neighbors at a distance $d$. The maximum average mutual coherence was taken among the ensemble for each distance $d$. Then, we chose the value of the average mutual coherence corresponding to the average distance. This way, the final threshold $\mu$ can be viewed as the average worst-case mutual coherence of two randomly selected dipoles in the source space. Intuitively speaking, this choice of $\mu$ rejects the worst-case mutual coherence of two randomly selected dipoles. Nevertheless, the SPIGH algorithm seems to be robust to the choice of $\mu$, as long as it is close to the average worst-case mutual coherence of the lead field matrix. We will discuss the specific numerical choices of $\mu$ obtained from realistic lead field matrices in the results section. In a nutshell, our empirical results show that $\mu \approx 0.5$ is a suitable choice, independent of the source space.

### 2.9. Recording and simulation setup

Data from MEG experiments were acquired inside an electromagnetically shielded room at the Martinos Center for Biomedical Imaging (Charlestown, MA, U. S. A.) using a dc-SQUID Neuromag Vectorview system (Elekta Neuromag, Helsinki, Finland). The 306-channel array consisting of 2 planar gradiometers and 1 magnetometer, at each of 102 sensor locations, was also employed in the simulation studies. For precise co-registration with the MRIs, 4 HPI coils were used to register the position of the subject's head relative to the SQUID sensors, and all anatomical landmarks and electrode locations were digitized using the 3-Space Isotrak 2 system. Studies were conducted with the approval of the Human Research Committee at the Massachusetts General Hospital.

Cortical surfaces were reconstructed from high-resolution MRIs and subsequently triangulated using the Freesurfer software. At each vertex in the densely sampled cortical mesh ($\sim 300,000$ vertices), elementary dipoles were positioned with fixed orientations given by the local normal vectors over the surface. The MNE software package was used to compute the forward solutions using an MRI-derived single-compartment boundary-element model (BEM). All dipoles within $5 \text{ mm}$ of the inner-skull bounding surface were omitted from the lead field computations to avoid numerical inaccuracies that could potentially affect the dipole activity estimates.

We constructed three cortical patch decomposition models $\mathcal{S}_1$, $\mathcal{S}_2$, and $\mathcal{S}_3$, tiling both hemispheres with fixed geodesic radius and with average surface area of approximately 2380, 620, and $160 \text{ mm}^2$, respectively, with reference to a cortical surface with a normalized area of $1000 \text{ cm}^2$. As described in Appendix A, for the source spaces $\mathcal{S}_1$, $\mathcal{S}_2$, and $\mathcal{S}_3$ we approximated each patch using $p_1 = 4$, $p_2 = 3$ and $p_3 = 2$ eigenmodes, respectively. The value of the mutual coherence threshold $\mu$ for each source space was computed as described in Section 2.8.

For all the simulated patches of activity, the dipoles were spatially weighted across the active regions following an inverse parabolic trend with respect to the central dipole. In
order to achieve a given SNR, we generated spatiotemporally white Gaussian noise with an element-wise variance of \( \sigma^2 = \| GX \|_F^2 / (N \cdot T \cdot \text{SNR}) \). For visualization purposes, estimates from all the somatosensory evoked fields data sets were smoothed using a moving average window of length 10 ms, chosen sufficiently small compared to the temporal variations in the underlying signals. Finally, the cortical color maps were created using the whole range of the estimated dipole amplitudes (in nAm), with bright yellow and bright blue corresponding to the maximum and minimum values, respectively.

3. Results

In order to evaluate the performance of the SPIGH algorithm in localizing both focal and spatially distributed activity across the human brain cortex, as compared to the MNE and MNE–EM algorithms, a number of realistic simulations and experimental data sets were employed. We first evaluate the response of the SPIGH algorithm to focal simulated patches of activity randomly chosen over the cortex, and examine its performance on a real data set of focal activity corresponding to spontaneous mu-rhythms. Then, using both simulated and real data corresponding to somatosensory evoked fields (SEFs) from right median nerve stimulation, we assess the algorithm’s localization accuracy for spatially-distributed sources.

3.1. Localization of focal cortical activity: a simulation study

A total of 180 MEG recordings were simulated to evaluate the spatiotemporal performance of the MNE, MNE–EM, SPIGH and SPIGH–EM (a variant of SPIGH where the underlying MNE subroutines are replaced by MNE–EM) inverse solutions. Twenty cortical patches with an average radius of \( \sim 7 \) mm were randomly chosen over the entire cortical mantle. Ten Hertz sinusoidal waveforms (sampled at 200Hz over a period of 1 s) with dipole moments in the range of 5–10 nAm were assigned to each discrete dipole location within the cortical patches. For each simulated patch of activity, MEG recordings were generated according to the observation model of Eq. (1), corresponding to SNR values in the range \( \pm 12 \) dB with 3dB spacings. A constant target sparsity level of \( \{ s_i = 1 \}^3_{i=1} \) was used for the SPIGH and SPIGH–EM algorithms.

We propose two measures of localization performance for simulated focal activity denoted by localized energy ratio and localization resolution. The localized energy ratio is defined as the fraction of the energy of the estimate that lies within a 5mm margin of the true patch of activity (denoted hereafter by relaxed region of activity), measured in dB. The localization resolution is defined as the distance between the dipoles with maximum energy located within the true and estimated regions of activity.

Figure 3 shows the localized energy ratio as a function of SNR. On average, for an SNR of 6dB (typical for MEG source localization) approximately 74% and 50% of the energy of the SPIGH–EM and SPIGH estimates is allocated to the relaxed regions of activity, respectively. On the other hand, MNE–EM and MNE assign only about 27% and 5% of the estimated energy to the corresponding regions, respectively. Table 1 summarizes the average localization resolution and run time (using a 12–core Xeon workstation) of the four algorithms over the ensemble of simulated focal activity. On average, not only do the SPIGH–EM and SPIGH algorithms provide more than 50% of computational savings compared to MNE–EM and MNE, respectively, but they also yield a considerable increase in resolution.

A cortical snapshot of simulated and estimated dipole activity (for SNR = 6dB) from a patch located in the left occipital cortex is shown in Figure 4. Figures 4–a–1 and 4–a–2 show the spatial configuration and the magnetic field map of the simulated activity. Figures 4–b–1
through 4–b–3 show progression of the SPIGH–EM algorithm applied to the source spaces \( \mathcal{S}_1 \) through \( \mathcal{S}_3 \), respectively, and projected onto the source space \( \mathcal{S}_7 \). The inverse solutions provided by SPIGH–EM, MNE–EM, and MNE are depicted in Figures 4–c through 4–e, respectively. From the figure, one can clearly see that the SPIGH–EM algorithm is much more effective in localizing the power of the activity estimates. In particular, the MNE–EM and MNE inverse solutions underestimate the energy of the true activity by 2 and 3 orders of magnitude, respectively. For the given active region, the cortical map corresponding to the SPIGH algorithms highly resembles that of the SPIGH–EM algorithm, and is thus omitted for brevity. Note that the amplitudes of the intermediate estimates in Figures 4–b–1 through 4–b–3 are about two orders of magnitude smaller than those of the final SPIGH–EM estimate shown in Figure 4–c, due to the projection onto the densely sampled source space \( \mathcal{S}_7 \).

Finally, Figure 5 shows the temporal performance of the different inverse solutions for the same patch of simulated activity. Figure 5–a shows the first 300ms of the simulated MEG observations (gradiometer traces). Figure 5–b shows the corresponding time traces of the estimated dipole with the maximum energy for each inverse solution. We have included an Oracle estimate as a performance benchmark, which corresponds to the MNE–EM solution restricted to the true support of the simulated activity. As it can be observed from Figure 5–b, the SPIGH–EM solution closely resembles the time trace of the Oracle estimate, as well as the true simulated activity. MNE–EM and MNE, on the other hand, significantly underestimate the energy of the true activity. Once again, the SPIGH time traces are omitted for brevity, since they closely resemble those of SPIGH–EM.

### 3.2. Localization of focal spontaneous brain activity: real data analysis

Next, we evaluate the performance of the SPIGH inverse solution on a real data set corresponding to spontaneous mu-rhythms recorded from a human subject. Magnetic brain activity was recorded during the following multi-condition experiment: (1) subject at rest with eyes closed, (2) at rest with eyes open, and (3) during sustained finger movement with eyes open. The recordings were digitized at 600Hz, minimally band-pass filtered in the range 0.1–200Hz, and finally down-sampled to 200Hz. The mu-rhythm represents activity close to 10 and 20Hz in the somatomotor cortex, and is known to reflect resting states characterized by lack of movement and somatosensory input (Long et al., 2011). The data was visually examined for segments with bursts of spontaneous activity, revealing strong periods of mu-rhythm during the resting conditions and suppressed activity during repeated finger motion. Accordingly, 1s of raw data with high-amplitude mu-oscillations was selected for source localization. MEG empty-room recordings were used to estimate the observation noise covariance (See Appendix D for the details of the noise covariance estimation and processing).

Empirically, we observed that the MNE–EM algorithm performs stably only when the noise covariance matrix is well-conditioned and close to diagonal. Given the noise covariance estimates depicted in Appendix D, one can clearly see that this condition holds true only for the subset of gradiometer channels, for the magnetometers are highly correlated in space. Consequently, we selected the subset of sensors corresponding to the gradiometers for source localization using the MNE–EM algorithm. Similarly, in order to avoid stability issues, we only applied the SPIGH algorithm to the real data, which does not require the MNE–EM algorithm.

The parameter \( \mu \) for the SPIGH algorithm was chosen as \( \mu \approx 0.5 \). Based on prior knowledge of the focal nature of mu-rhythms and inspection of the topographical mapping of the MEG observations, we chose a target sparsity of \( s_1 = 1 \) over the source space \( \mathcal{S}_1 \), for we predicted that only one cortical patch in \( \mathcal{S}_1 \) with average area of \( \sim 24 \text{ cm}^2 \) (with reference to a
cortical surface with a normalized area of 1000 cm$^2$) would sufficiently cover the active region on the left hemisphere (left somatomotor cortex). Using the doubling heuristic outlined in Section 2.8, the target sparsity levels of $s_2 = 2$ and $s_3 = 4$ were used in the subsequent source spaces, $S_2$ and $S_3$, respectively.

Figure 6 shows the cortical maps of the inverse solutions given by SPIGH, MNE–EM, and MNE. The estimate given by SPIGH is highly focal to the left somatomotor cortex and matches functional regions identified in previous studies conducted using the same MEG recordings (Lamus et al., 2012), whereas the MNE–EM and MNE solutions are widely distributed. Moreover, the dipoles corresponding to the SPIGH estimate (within its full dynamic range) have one order of magnitude more energy than the corresponding MNE–EM and MNE dipoles, as predicted by our focal activity simulation studies.

As shown in Figure 6–a, the SPIGH estimates in the source space $S_4$ were finally clustered into 3 distinct groups (A, B, and C) via the k-means clustering algorithm. Figure 7–a shows the MEG observations employed for source localization (gradiometer traces). Figures 7–b through 7–d show the time traces of the dipoles with maximum amplitude in each of the identified clusters, for the SPIGH, MNE–EM and MNE estimates, respectively. The SPIGH estimates are one order of magnitude larger than the MNE estimates, which is consistent with our focal activity simulation study. MNE–EM, on the other hand, identifies one high amplitude dipole in one of the clusters, but significantly underestimates the activity in the other two.

3.3. Localization of somatosensory evoked fields: a simulation study

In order to assess the performance of our proposed algorithm for the localization of spatially-distributed sources, we simulated an MEG experiment corresponding to SEFs from right median nerve stimulation. Cortical patches with an average radius of $\sim$14 mm were constructed over the following functional regions: contralateral primary somatosensory cortex (cS1), contralateral secondary somatosensory cortex (cS2), and ipsilateral secondary somatosensory cortex (iS2). Additionally, a smaller patch of radius $\sim$ 7 mm was formed over the posterior parietal cortex (PPC) of the left hemisphere. MEG measurements (250 ms with a sampling rate of 1kHz) with dipole moments in the range of 10–20 nAm were simulated across each of the four regions by combining a series of Gabor atoms of the form $A \exp \left(-\frac{(t - t_0)^2}{2\sigma^2}\right)$, where $A$, $t_0$ and $\sigma^2$ stand for the amplitude, delay and width of each SEF component. The MEG observations were generated using an SNR of $\sim$7dB, with a diagonal observation noise covariance.

We only present the results for the SPIGH–EM algorithm, for under a near-diagonal noise covariance, replacing the MNE algorithm by MNE–EM in the SP–MNE routine yields an enhanced inverse solution. For the SPIGH–EM algorithm, the mutual coherence parameter $\mu$ is computed as described in Section 2.8, which gives a value of $\mu \approx 0.5$ for all the source spaces. The target sparsity level over the source space $S_1$ is chosen to be $s_1 = 4$, since the somatosensory cortices of both hemispheres can be covered with 4 cortical patches in $S_1$ (with an average area of $\sim$ 24 cm$^2$ with reference to a cortical surface with a normalized area of 1000 cm$^2$). The subsequent sparsity levels were chosen according to the doubling heuristic outlined in Section 2.8, and gives the values of $s_2 = 6$ and $s_3 = 12$.

The cortical map of the estimates of the three inverse solutions is shown in Figure 8. Figure 8–a shows the cortical map of the simulated activity in each of the four cortical regions. The SPIGH–EM estimate is shown in Figure 8–b, which closely resembles the true simulated activity both in terms of spatial configuration and scale. Figures 8–c and 8–d show the spatial map of the estimates obtained by MNE–EM and MNE, respectively. Both algorithms underestimate the scale of the simulated activity, and blur the spatial localization of the four
regions. In particular, the MNE–EM algorithm suppresses the activity in the iS2 cortex on the right hemisphere.

In Figures 9–a through 9–c, we show the progression of the SPIGH–EM estimates over the source spaces $\mathcal{S}_1$ through $\mathcal{S}_3$, respectively. As it can be seen in Figure 9–a, the estimate over the coarse source space $\mathcal{S}_1$ is able to spatially capture the location of the underlying activity. As the algorithm proceeds to finer source spaces $\mathcal{S}_2$ (Figure 9–b) and $\mathcal{S}_3$ (Figure 9–c), the details of the spatial configuration of the estimate become closer to the simulated activity. Figure 9 also shows how the doubling heuristic for choosing the sparsity levels helps to increase the spatial resolution as the SPIGH–EM algorithm proceeds through finer source spaces.

Figure 10–a–1 and 10–a–2 show the time traces of the dipoles with maximum energy in the active regions and the resulting MEG observations, respectively. Figures 10–b through 10–d show the time traces of the estimated dipoles with maximum energy within the relaxed regions around the simulated cortical patches for the SPIGH–EM, MNE–EM, and MNE algorithms, respectively. The SPIGH–EM algorithm recovers all four time traces within the scaling of the simulated activity. MNE–EM, however, only recovers two of the time traces within the original scales. Finally, the MNE algorithm underestimates the scale of the estimate by two orders of magnitude and the time traces estimated for the four different regions seem to be highly correlated.

In addition to the above results, we evaluated the localization performance of the inverse solutions by computing the equivalent current dipole (ECD) energy within each of the four relaxed regions of activity. The ECD of a patch of activity is defined as the vector sum of all its dipoles. The energy of the ECD of each region is normalized to have a unit area under the curve. Figure 11 shows the ECD energy computed for the estimates of the SPIGH–EM, MNE–EM, and MNE algorithms, as well as those of the Oracle estimate and the true activity. In all four cortical regions, the ECD energies of the SPIGH–EM estimate, and to a lesser extent the MNE–EM, closely follow those of the Oracle estimate and true activity. The MNE algorithm, however, assigns a mixture of the underlying ECDs to the underlying cortical regions, and fails to capture the individual ECD energy waveforms.

Finally, it is worthy of mention that the computation time of the SPIGH–EM algorithm scales gracefully with the increased sparsity level, as compared to the focal simulation studies. In particular, the run-times of the MNE, MNE–EM, and SPIGH–EM algorithms on the SEF simulation were computed to be 0.456 s, 246.669 s, and 74.939 s, respectively. As expected, the SPIGH–EM algorithm is more than 3 times faster than its non-sparse counterpart.

### 3.4. Localization of somatosensory evoked fields: real data analysis

Next, we evaluate the performance of the different inverse solutions on a data set recorded from a human subject. Using an event-related design with random inter-stimulus intervals between 3–12 s, the median nerve of the right wrist was electrically stimulated using current pulses slightly above the motor threshold and with 0.2 ms duration. The MEG recordings were acquired with a sampling rate of 1kHz and then band-pass filtered in the range 0.1–250Hz. A total of 17 epochs containing EOG signals with peak-to-peak amplitude below 150 μV were averaged offline with respect to stimulus onset.

The observation noise was estimated from raw data using 200 ms baseline segments prior to stimulus, and was then scaled by the effective number of averaged epochs (See Appendix D for details). As mentioned in Section 3.2, we selected the subset of sensors corresponding to the gradiometers for source localization using the MNE–EM algorithm. Moreover, in order
to avoid stability issues, we only applied the SPIGH algorithm to the real data, which does not require the MNE–EM algorithm. The cortical maps of the different inverse solutions are shown in Figure 12. The SPIGH estimate (Figure 12–a) consists of focal clusters matching the known functional areas of cS1, cS2, iS2, and PPC, whereas the estimates given by MNE–EM (Figure 12–b) and MNE (Figure 12–c) are not clustered and smear the energy of their estimates over a large area of the cortex.

Figure 13–a shows the time traces of the MEG observations. We applied the SPIGH, MNE–EM, and MNE to localize the SEF sources. Using the k-means clustering algorithm, the SPIGH estimates were clustered into 4 groups matching the known cS1, cS2, iS2, and PPC functional areas. Figures 13–b–1 through 13–d–1 show the time traces of the dipoles with the maximum energy within the relaxed regions around the clusters identified by the SPIGH algorithm corresponding to the SPIGH, MNE–EM, and MNE estimates, respectively. The normalized ECD energies are shown in Figures 13–b–2 through 13–d–2, respectively. As it is implied from Figure 13, the SPIGH estimate has a higher energy than those of the MNE–EM and MNE. Moreover, the ECD energies corresponding to the SPIGH inverse solution seem fairly consistent with previous results, based on the same MEG recordings, presented in the source localization literature (Gramfort et al., 2011).

Finally, as in the case of the SEF simulation study, the computational time of the SPIGH algorithm has a very favorable scaling with respect to the increased sparsity levels. The run-times of the MNE, MNE–EM (with only 204 gradiometers), and SPIGH were computed to be 0.368 s, 252.889 s, and 0.373 s, respectively. The SPIGH algorithm is more than 500 times faster than the MNE–EM algorithm, while being only 5 ms behind the MNE algorithm.

4. Discussion and Conclusion

In this work, we developed a greedy algorithm that iteratively solves the MEG inverse problem across a hierarchy of reduced-order source spaces and is highly effective in localizing the cortical activity throughout the cerebral cortex. The proposed algorithm, which he have named SPIGH, exhibits the low computational complexity inherent to sparse pursuit algorithms (Bruckstein et al., 2009), with computation time comparable to that of the widely-used MNE inverse solution. In addition, SPIGH provides a significant degree of flexibility in representing different configurations of sparse brain activity.

The novelty of our proposed hierarchical source space characterization is two-fold: on one hand, the nested source spaces allow a systematic refinement of the spatial resolution of the inverse solution, and on the other hand, they serve as a natural sparse representation basis for the cortical activity. Moreover, the proposed systematic refinement of spatial resolution through the hierarchical source space characterization fuses gracefully with the Subspace Pursuit algorithm, which is the estimation core of the SPIGH algorithm.

Although alternative models such as the equivalent current dipole model are present in the literature (Mosher et al., 1992; Uutela et al., 1998; Bertrand et al., 2001; Somersalo et al., 2003; Jun et al., 2005; Kiebel et al., 2008; Campi et al., 2008), they do not provide an accurate description of spatially distributed sources of cortical activity. The cortical patches and the corresponding basis functions that make up the cortical patch decomposition model are independent of the measured data and are solely based on the forward solution and on the topology of the cortical mantle. As depicted in Figure 1, the disjoint cortical patch lead fields clearly admit a low rank approximation across varying patch sizes. As a result, the reduced-order source spaces employed in this work have a cardinality proportional to the number of MEG sensors, and are up to ~ 10^3 times more economical than the traditional
densely-sampled source space. Hence, the reduced-order cortical patch decomposition model has a significant impact on reducing the ill-posed nature of the inverse problem, while only causing a negligible loss in the representation accuracy.

The SPIGH algorithm generalizes the applicability of a class of pursuit algorithms to sparse MEG source localization. Such a generalization is not straightforward due the intrinsically correlated measurement structure of MEG. Therefore, we have carefully modified the standard sparse pursuit algorithms by adopting and exploiting the structure of the MEG lead field matrix. To this end, we have restricted the greedy pursuit to sources which satisfy a degree of incoherence in the sensor space. An inevitable drawback of this modification is that the enforced incoherence in the sensor space translates to a limited spatial resolution in the source space. However, this limitation seems to stem from the fundamental biophysics of the MEG forward problem, namely, the tendency for scalp magnetic field observations to be spatially blurred even for very focal underlying sources. The resulting algorithm has a very low computational complexity, thanks to both the economical source space characterization and the greedy nature of the estimation framework. This makes the SPIGH algorithm appealing for large MEG data sets.

We have designed comprehensive simulation studies to evaluate the performance of the SPIGH algorithm in localizing focal sources of cortical activity. These studies reveal that our proposed algorithm enjoys, 1) significant robustness with respect to the SNR level, 2) high spatial resolution (∼1 cm), and 3) very low computational time. Application of the SPIGH algorithm to localizing focal spontaneous brain activity from real human data confirms the predictions of our simulation studies. In addition, we have designed a realistic simulation study for evaluating the performance of the proposed algorithm in localizing SEFs. In this case, the cortical activity comprises several distinct functional areas in the somatosensory cortices of both hemispheres. The SPIGH algorithm yields a highly accurate spatiotemporal localization of the underlying cortical activity comparable to an Oracle estimator (which has a priori information about the exact support of the cortical activity). Interestingly, the computation time of the SPIGH algorithm scales almost linearly with the number of active sources, and hence is comparable to that of the MNE inverse solution. Ultimately, we evaluate the performance of the SPIGH algorithm in localizing somatosensory evoked fields from median nerve stimulation recorded from a human subject. The solution provided by the SPIGH algorithm is consistent with previous results reported in the literature.

Another advantage of our proposed sparse MEG source localization technique applied to the localization of evoked fields is that the resulting inverse solution consists of fairly independent evoked field patterns. For instance, the estimate obtained by the widely-used MNE inverse solution in our somatosensory simulation study generates highly correlated evoked field waveforms (Figure 10–d), whereas the SPIGH algorithm is capable of discriminating the four distinct waveforms (Figure 10–b).

The promising performance of the proposed algorithm for MEG source localization makes it an appealing candidate for EEG applications, which is currently part of our work in progress. Finally, we have provided transparent prescriptions for setting the parameters of the proposed algorithm, as well as pre-processing of the MEG data, with the hope of facilitating the adoption of the SPIGH algorithm for MEG data analysis.
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Appendix A. Cortical patch decomposition model

Consider the patches induced by the source space $S_i$ over $S_7$. Let $K_i$ denote the total number of patches induced by $S_i$ over $S_7$, and let $\{P_j\}_{j=1}^{K_i}$ denote the set of patches. Hence, the observation model can be re-written as

$$Y = \begin{bmatrix} G_1^{(i)} & G_2^{(i)} & \ldots & G_{K_i}^{(i)} \end{bmatrix} \begin{bmatrix} X_1^{(i)} \\ X_2^{(i)} \\ \vdots \\ X_{K_i}^{(i)} \end{bmatrix} + V, \quad (A.1)$$

where $G_j^{(i)}$ and $X_j^{(i)}$ denote the restriction of the lead field matrix $G$ and the source activity matrix $X$ to the vertices in the patch $P_j^{(i)}$. Each matrix $G_j^{(i)}$ can be further approximated by its first few eigenmodes. That is, given the SVD of $G_j^{(i)} = U_j^{(i)} \sum_j^{(i)} W_j^{(i)}$, the reduced-order approximation is given by

$$\hat{G}_j^{(i)} \approx U_j^{(i)} |_{N \times p_i} \sum_j^{(i)} |_{p_i \times p_i}, \quad (A.2)$$

where $p_i$ is typically a small integer. Using the above approximation for all $\{G_j^{(i)}\}_{j=1}^{K_i}$ one gets the reduced-order observation model

$$Y = G^{(i)} X^{(i)} + V \quad (A.3)$$

where $G^{(i)} := [\hat{G}_1^{(i)}, \hat{G}_2^{(i)}, \ldots, \hat{G}_{K_i}^{(i)}] \in \mathbb{R}^{N \times p_i K_i}$ and $X^{(i)} \in \mathbb{R}^{p_i K_i \times T}$ denotes the state space parameterization of the new model. We denote this reduced-order source space by $\mathcal{S}_3$, and denote the corresponding observation model by the cortical patch decomposition model.

The number of eigenmodes used for characterizing each patch establishes a tradeoff between the accuracy of representation and the ability to differentiate separate patches. While capturing the essential features of the spatial cortical activity the cortical patch decomposition model results in a considerable reduction in the state-space dimension. For instance, consider the cortical patch decomposition model $\mathcal{S}_3$, represented by the lead field matrix $G^{(3)}$, with $p_j = 2$. The dimension of this source space is $p_3 K_3 = 2568$, which is much smaller than the dimension of $S_7$. Additionally, the cortical patch decomposition model minimizes the representation error on average over any generic spatial distribution of cortical patch activity (Limpiti et al., 2006).

It is possible to characterize the accuracy of such an approximation by inspecting the spectral properties of the reduced order model. Given the SVD of $G_j^{(i)}$ with singular values sorted in the descending order, the normalized mean representation accuracy (NMRA) for patch $P_j^{(i)}$ is given by:
for (1), the overall complexity of SPIGH can be estimated as captured by its largest \( p_i \) eigenmodes (Limpiti et al., 2006). We choose the number of eigenmodes per source space to achieve an NMRA value of at least 90\% for all the cortical patches. Figure A.14 shows the histograms of NMRA values computed for the cortical patch lead fields of source spaces \( \mathcal{S}_1, \mathcal{S}_2, \) and \( \mathcal{S}_3, \) with respective number of eigenmodes per patch given by \( p_1 = 4, p_2 = 3, \) and \( p_3 = 2. \)

\[ \text{NMRA}_j^{(i)} := \frac{\sum_{k=1}^{p_i} (\sum_{j}^{(i)})^2_{kk}}{\sum_{k=1}^{\min\{N, |P_j^{(i)}|\}} (\sum_{j}^{(i)})^2_{kk}}, \quad (A.4) \]

which represents the fraction of the spectral energy of \( G_j^{(i)} \) captured by its largest \( p_i \) eigenmodes.

**Appendix B. Computational Complexity of the SPIGH algorithm**

The computational complexity of the MNE inverse solution can be estimated in a straightforward fashion. Recall that \( G \in \mathbb{R}^{N \times M} \) and suppose that \( Q \) is diagonal. Then, the number of multiplications is given by \( M N^2 + N^3 + 2MN + N^2 \) per time sample, which is \( \mathcal{O}(TMN^2) \) overall, given that \( M > N. \) If \( N < M, \) for instance when the MNE solution is restricted to very few dipoles, the MNE solution can be computed with \( M^2N + M^2 + MN + M^2 \) multiplications per time sample, which gives the total complexity of \( \mathcal{O}(TM^2N). \)

Next, we estimate the complexity of the SP–MNE algorithm. At each iteration, the identification and support merging requires \( \mathcal{O}(TM^2N) + TM + 2s \) multiplications. The estimation requires \( \mathcal{O}(Ts^2N) \) multiplications. The trimming can be done using \( 2sT \) multiplications, and finally the residual update requires \( \mathcal{O}(Ts^2N) + TsN \) operations. Since \( s \ll M, \) the above multiplications are dominated by \( TM^2N \) and hence the complexity of SP–MNE is \( \mathcal{O}(TM^2N) \) per iteration, which is comparable to that of MNE. Inspection of the convergence rate of the SPIGH algorithm suggests that a total of \( \mathcal{O}(s) \) iterations suffice for the algorithm to meet the halting criterion. Therefore, the overall complexity of the SP–MNE is \( \mathcal{O}(TM^2Ns), \) which is comparable to that of MNE when \( s \ll M. \)

Since the SP–MNE algorithm is the core of the SPIGH algorithm, it is also straightforward to estimate the computational complexity of the latter. The computational complexity of SP–MNE applied on the source space \( \mathcal{S}_1 \) is \( \mathcal{O}(Tp^2 | \mathcal{S}_1 |^2Ns_1) \). For the subsequent source spaces \( \mathcal{S}_i \), the computational complexity is \( \mathcal{O}(Ts_i^2 | \mathcal{S}_{si} | N_{si}) \) for \( i = 2, 3, \) since the estimate over \( \mathcal{S}_i \) is of sparsity \( s_i \) and its cover in \( \mathcal{S}_{si+1} \) together with its nearest neighbors is not of cardinality greater than \( 16s_{i+1} \) due to the geometry of the icosahedron subdivisions. Since typically \( s_i \ll | \mathcal{S}_i | = 84, \) for \( i = 1, 2, 3, \) and \( p_i = \mathcal{O}(1), \) the overall complexity of SPIGH can be estimated as \( \mathcal{O}(T| \mathcal{S}_1 |^2N) \), which is comparable to that of the MNE algorithm applied to the \( \mathcal{S}_1 \) source space. With a similar argument, it can be shown that the complexity of the SPIGH–EM algorithm is comparable to that of the MNE–EM algorithm applied to the \( \mathcal{S}_1 \) source space.

**Appendix C. Greedy selection of the columns of the proxy matrix in the SP–MNE algorithm**

In step 1 of the SP–MNE algorithm, one needs to identify \( s \) indices corresponding to the proxy matrix \( B^{(i)} \) with the largest \( \ell_2 \) norm, such that the corresponding columns of \( G \) have a mutual coherence bounded by \( \mu. \) In order to check the mutual coherence of each two columns of \( G, \) one can compute the binary conflict matrix \( B(\mu) \) off-line, where
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Then, given a current support $\mathcal{I}$, the greedy procedure adds a new index $j$ to $\mathcal{I}$ such that

$$B_{i,j}(\mu) = \|G_i, G_j\| > \mu \|G_i\|_2 \|G_j\|_2.$$  \hfill (C.1)

That is, the new index $j$ has the highest $\ell_2$ norm among all the possible indices which have at most a coherence of $\mu$ with the indices in the current support $\mathcal{I}$. This can be carried out by simply sorting $\|P_{k}^{(j)}\|_2$ for all $k$ satisfying $\sum_{i \in \mathcal{I}} B_{i,k}(\mu) = 0$. Then, $j$ is added to the current support $\mathcal{I}$ and the greedy routine is repeated a total of $s$ times. Note that for the SPIGH algorithm, the conflict matrix $B(\mu)$ can be computed off-line for all the lead fields $\{G(i)\}_{i=1}^3$ and the corresponding values of $\{\mu_i\}_{i=1}^3$.

### Appendix D. Estimation and regularization of the observation noise covariance and setting the MNE parameters

The observation noise covariance matrix $C$ can be estimated in various ways, depending on the application. A convenient way is to obtain the maximum likelihood estimate of $C$, given the empty room measurements (for spontaneous activity recordings) or pre-stimulus segments of data (for evoked fields recordings). In general, the noise covariance of MEG is ill-conditioned and requires regularization.

One way of remedying the ill-conditioned nature of the observation noise covariance is to apply diagonal loading to the estimate (Hämäläinen, 2010). Suppose that $\hat{C}$ denotes the maximum-likelihood estimate of the noise covariance matrix. Let $\mathcal{M}$ and $\mathcal{G}$ denote the sensor indices corresponding to the magnetometer and gradiometer MEG sensors, respectively. Then, one can load the diagonal entries of $\hat{C}$ as follows:

$$\hat{C}_i = \hat{C}_i + \epsilon_m \left( \frac{1}{|\mathcal{M}|} \sum_{i \in \mathcal{M}} \hat{C}_{i,i} \right) \sum_{i \in \mathcal{M}} \epsilon_i e_i + \epsilon_g \left( \frac{1}{|\mathcal{G}|} \sum_{i \in \mathcal{G}} \hat{C}_{i,i} \right) \sum_{i \in \mathcal{G}} \epsilon_i e_i' \hfill (D.1)$$

Where $\epsilon_m$ and $\epsilon_g$ are two small positive constants, and $e_i$ denote the $i$th Cartesian unit vector. The recommended values for $\epsilon_m$ and $\epsilon_g$ are in the interval $[0, 1]$ (Hämäläinen, 2010).

Figure D.15–a shows the color map of the observation noise covariance for each MEG coil type corresponding to empty-room measurements of the device used in acquiring the spontaneous mu-rhythm data of Section 3.2. The covariance of the magnetometer noise contains undesirable off-diagonal components representing systematic device noise. Therefore, we performed offline denoising by applying the Signal-Space Projection operator to the data, which generally suppresses external disturbances by an order of magnitude or more (Tesche et al., 1995). Finally we diagonally loaded the estimated noise covariance with parameters $\epsilon_m = 1$ and $\epsilon_g = 0$.

Similarly Figure D.15–b shows a color map of the estimated noise covariance for the magnetometers and gradiometers corresponding to the pre-stimulus segments of data from the somatosensory evoked field experiment of Section 3.4. Note that in particular, the spatial configuration of the magnetometer noise covariance is very different than that estimated...
from empty-room recordings (Figure D.15–a), and reflects the pre-stimulus background activity of the brain. The estimated noise covariance was diagonally loaded using the parameters $\epsilon_m = 0.1$ and $\epsilon_g = 0.2$

Recall that the source covariance matrix $Q$ needs to satisfy $\text{Tr}(\tilde{G}Q\tilde{G}^T) = N$. Assuming that $Q = qI_M$, the diagonal value $q$ is given by $q := N/\text{Tr}(\tilde{G}\tilde{G}^T)$. As for the whitening pre-multiplier $C^{-1/2}$, we use the inverse of the Cholesky factor of $C$, which is given by the Cholesky decomposition $C = LL^\prime$.
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Highlights

1. Cortical patch representation model with high accuracy and low complexity.
2. Adapting a well-established greedy pursuit algorithm to the MEG inverse problem.
3. Inverse solution with high localization accuracy and low computational complexity.
4. Performance evaluation through comprehensive and carefully designed simulations.
Figure 1.
The cortical patch decomposition obtained by recursive subdivision of an icosahedron, (a) $\mathcal{P}_1$, (b) $\mathcal{P}_2$, and (c) $\mathcal{P}_3$. 
Figure 2.
Schematic depiction of the systematic estimation refinement carried out by the SPIGH and SPIGH–EM algorithms across the hierarchy of source spaces. The orange patch shows the active region. a) the solid green closed curve shows the boundary of the estimate obtained by SP–MNE over the coarse source space \( S_i \). b) the dashed black closed curves show the candidate support set for the estimate over \( S_{i+1} \), which consists of all the patches in \( S_{i+1} \) contained in the estimate over \( S_i \) and their nearest neighbors. c) the solid green closed curve shows the estimate obtained by SP–MNE over the finer source space \( S_{i+1} \).
Figure 3.
The ensemble averaged localized energy ratio within a $5mm$ margin of the true activity (relaxed region) vs. SNR. The SPIGH–EM and SPIGH algorithms provide a 5–10 dB improvement in the localized energy ratio on average over MNE–EM and MNE, respectively. In particular, for SNR = 6dB, on average SPIGH–EM and SPIGH allocate 74% and 50% of the energy of the estimate to the relaxed region of activity, respectively, whereas MNE–EM and MNE on average allocate only about 27% and 5% of the energy to the corresponding regions, respectively.
Figure 4.
Cortical maps of different inverse solutions for a simulated patch of activity in the occipital cortex of the left hemisphere. The units of the color bars are in nAm. (a–1) simulated activity mapped to $\mathcal{A}_4$, (a–2) magnetic field map over the MEG helmet, (b–1)–(b–3) SPIGH–EM estimates over $\mathcal{A}_1$–$\mathcal{A}_3$, respectively, projected onto the densely sampled source space $S_7$ (c) final SPIGH–EM estimate over $S_7$, (d) MNE–EM estimate over $S_4$, and (e) MNE estimate over $S_4$. For this occipital patch of activity, the SPIGH estimate is identical to that of SPIGH–EM. We therefore omit the SPIGH estimate for brevity.
Figure 5.
Temporal performance of different inverse solutions for a simulated patch of activity in the occipital cortex of the left hemisphere. (a) The first 300 ms of the simulated MEG observation (gradiometer traces), (b) the corresponding time traces of the dipoles with the maximum energy for each estimate. The SPIGH–EM solution closely resembles the time trace of the Oracle estimate as well as the true activity, whereas MNE–EM and MNE significantly underestimate the energy of the simulated activity.
Figure 6.
Cortical maps of different inverse solutions for spontaneous mu-rhythm activity. The units of the color bars are in nAm. (a) SPIGH, (b) MNE–EM, and (c) MNE.
Figure 7.  
Time traces of the mu-rhythms identified by different inverse solutions. (a) MEG observations. For each of the clusters A, B and C shown in Figure 6–a, the time trace of the dipole with maximum amplitude is depicted for (b) SPIGH, (c) MNE–EM, and (d) MNE.
Figure 8.
Cortical maps of the simulated and estimated somatosensory evoked fields. The units of all color bars are in nAm. The first, second and third columns correspond to the left lateral, dorsal, and right lateral views of the brain, respectively. (a) Simulated activity in the four cortical areas of cS1, cS2, PPC, and iS2. (b) SPIGH–EM estimates, (c) MNE–EM estimates, and (d) MNE estimates. The SPIGH estimate closely resembles the SPIGH–EM estimate, with similar and largely overlapping support and source values in the same range. We therefore omit the SPIGH estimate for brevity.
Figure 9.
Cortical map of the progression of the SPIGH–EM estimate over the source spaces (a) \(S_1\), (b) \(S_2\), and (c) \(S_3\), projected onto the densely sampled source space \(S_7\). The units of all the color bars are in nAm. As the SPIGH–EM algorithm proceeds through finer source spaces, the spatial resolution of the estimate increases. The SPIGH estimate follows a very similar progression, and hence is not shown for brevity.
Figure 10.
Source localization of the simulated somatosensory evoked fields from right median nerve stimulation. (a–1) Simulated dipoles with the maximum energy in contralateral primary somatosensory cortex (cS1), contralateral secondary somatosensory cortex (cS2), posterior parietal cortex (PPC), and ipsilateral secondary somatosensory cortex (iS2). (a–2) Simulated MEG observations (gradiometer traces) with an SNR of $\sim 7$dB. The dipoles with the maximum energy within the relaxed regions around each of the four cortical areas, corresponding to the (b) SPIGH–EM, (c) MNE–EM, and (d) MNE estimates. The time traces in (b), (c) and (d) are smoothed with a rectangular window of duration 10 ms.
Figure 11.
Normalized equivalent current dipole energy for the relaxed regions around cS1, cS2, iS2, and PPC vs. time, corresponding to the (a) simulated activity, (b) Oracle (MNE–EM restricted to the actual support of the activity), (c) SPIGH–EM, (d) MNE–EM, and (e) MNE estimates. The SPIGH–EM ECDs closely match those of the Oracle estimate, as well as the simulated activity. The traces are smoothed with a rectangular window of duration 10 ms.
Figure 12.
Cortical maps of the estimated somatosensory evoked fields. The units of all the color bars are in $nAm$. The first, second and third columns correspond to the left lateral, dorsal, and right lateral views of the brain. (a) SPIGH–EM estimates, (c) MNE–EM estimates, and (d) MNE estimates. The SPIGH estimates form focal clusters matching the known functional regions of cS1, cS2, iS2, and PPC.
Figure 13. Source localization of the somatosensory evoked fields from right median nerve stimulation. (a) MEG observations (gradiometer traces). The SPIGH estimate is clustered into four cortical areas using the k-means clustering algorithm, matching the known functional areas of cS1, cS2, iS2, and PPC. The dipoles with the maximum energy within each of the four cortical areas identified by the SPIGH algorithm are shown for the (b–1) SPIGH, (c–1) MNE–EM, and (d–1) MNE estimates. Similarly, the normalized ECD energy of the dipoles within the cortical areas identified by the SPIGH algorithm are shown for (b–1) SPIGH–EM, (c–1) MNE–EM, and (d–1) MNE estimates. The time traces in (b–1) through (d–2) are smoothed with a rectangular window of duration 10 ms.
Figure A.14.
Histograms of the normalized mean representation accuracy (NMRA) for the different source spaces $\mathcal{S}_1, \mathcal{S}_2,$ and $\mathcal{S}_3$, with $p_1 = 4$, $p_2 = 3$, and $p_3 = 2$ eigenmodes per patch, respectively. As the figure implies, for all source spaces more than 90% of the spectral energy of all the patches can be captured using the reduced-order approximations.
Figure D.15.
Color map of the observation noise covariances estimated from (a) empty-room recordings and (b) 200 ms pre-stimulus segments of the recorded epochs.
Average localization resolution and run time of SPIGH–EM, SPIGH, MNE–EM, and MNE algorithms over the simulated ensemble for SNR = 6dB. The localization resolution is defined as the distance between the dipoles with maximum energy in the true and estimated regions of activity. The SPIGH–EM and SPIGH algorithms on average have \( \sim 1 \) cm higher localization resolution than MNE–EM and MNE, respectively. Moreover, SPIGH–EM and SPIGH provide more than 50% of saving in computational complexity as compared to MNE–EM and MNE, respectively.

<table>
<thead>
<tr>
<th>SNR=6dB</th>
<th>Resolution (mm) (Mean ± Std.)</th>
<th>Run time (s) (Mean ± Std.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPIGH–EM</td>
<td>14 ± 13</td>
<td>62.210 ± 8.632</td>
</tr>
<tr>
<td>SPIGH</td>
<td>17 ± 11</td>
<td>0.174 ± 0.081</td>
</tr>
<tr>
<td>MNE–EM</td>
<td>23 ± 11</td>
<td>160.922 ± 0.242</td>
</tr>
<tr>
<td>MNE</td>
<td>24 ± 12</td>
<td>0.440 ± 0.014</td>
</tr>
</tbody>
</table>