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Abstract

Alloys based on face-centered cubic (FCC) elements such as nickel (Ni) are among the most resistant to fracture. However, when embrittled by impurities, they lose their toughness and crack along grain boundaries. Though long known, this phenomenon remains poorly understood. In this thesis, we use large-scale molecular dynamics (MD) simulations to study the effects of grain boundaries (GBs) on various aspects of fracture properties in Ni, including intergranular fracture mechanisms, fracture toughness as well as crack healing.

By performing statistical analysis on crack tip processes for fracture along different GBs, we revealed three distinct crack propagation mechanisms. For fracture along coherent twin boundary with the crack front along the [112] direction, no bond breaking is observed and crack advance is solely attributed to the slip of atoms at its tip due to the emission of dislocations. The dislocation process leads to the blunting of the crack tip. For fracture along Σ65(100) symmetrical tilt GB, we discovered a new crack propagation mechanism, decohesion restrained by emission of dislocations (DRED). In it, bursts of brittle fracture initiate emission of dislocations, which prevent cracks from propagating more than a few nanometers in a single burst. For fracture along coherent twin boundary with the crack front along the [110] direction, crack propagates by brittle decohesion, which initiates dislocation emission in a similar way as DRED. However, the dislocation process does not arrest the crack due to the local hardening mechanism, which constraints the motion of dislocations. Using the method developed to calculate the critical energy release rate $G_c$ from atomistic simulations, we also compared the toughness of fractures by these three mechanisms.

In the course of investigating intergranular fracture, we discovered a new mechanism for crack healing in a 2D model. This mechanism relies on the generation of disclination dipoles due to GB migration, which can interact with the crack, causing it to advance or heal. We also demonstrate the healing of nanocracks in realistic 3D microstructures.
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Chapter 1

Introduction

The goal of the research presented here is to investigate the effects of GBs on the mechanisms of intergranular crack propagation, fracture toughness as well as other fracture properties (such as crack healing) in FCC crystalline materials. Both the static (individual GB characteristics) and dynamical (stress-driven GB migration) aspects of GBs will be considered for understanding these effects. This chapter motivates the needs to study the GB’s influence on crack propagation behaviors in light of failures of engineering materials due to intergranular fracture as well as designing challenges for fracture-resistant materials. It concludes a brief overview of the remaining chapters.

1.1 Failures due to intergranular brittleness

Intergranular fracture, which takes place in various engineering materials, is a specific fracture mode where the crack propagates along the GB of materials [8]. Intergranular brittleness can cause serious problems in the processing or service of engineering materials and lead to failures of machine components and structures that occur in power generating equipment, oil and gas pipelines, aircraft and aerospace technologies, chemical equipment, and marine structures [9, 10, 11].

Nickel-based alloys exhibit excellent mechanical strength, creep resistance at high temperatures and good corrosion resistance. Therefore they are widely used as struc-
ture materials in extreme environments, such as deleterious elements like hydrogen (H) in elevated temperatures. Under such conditions, brittle intergranular fracture in nickel-based alloys induced by the extreme environment is a major cause for the mechanical failures of structure materials. In the process of environment-assisted cracking (EAC), the mechanical work of external forces (for example, applied tensile stress) and the physicochemical environment are combined in a specific manner to produce macroscopically brittle fracture along GBs at stresses that may be far below those required for general yielding.

Despite decades of researches and studies, the mechanism of intergranular fracture in nickel-based alloys caused by EAC is still not fully understood. Hydrogen embrittlement (HE), for example, has been known to lead to premature failure of nickel-based alloys by brittle intergranular fracture. However, the fracture is not truly brittle. Considerable ductility occurs during fracture as evidenced by deformation markings on the fracture surfaces and shear bands in the adjacent grains. Martin et. al. found that the intergranular fracture surfaces of Ni 201 containing 2000 at. ppm. of hydrogen appear flat and featureless at low spatial resolution in SEM but steps are evident at higher spatial resolution, which indicates there is plasticity associated with brittle-like crack propagations \[1\]. Further TEM analysis of the microstructure immediately beneath the fracture surface shows dense dislocations inside the cells (see Figure 1-1). Questions regarding fracture behaviors caused by HE remain unclear, such as how the dislocations influence the intergranular crack propagations and what is the role of the surrounding plasticity in contributing to fracture toughness.

At present, intergranular fracture in nickel-based alloys caused by EAC remains to be a major cause of the premature failures of various components and equipment in industry. Understanding the mechanism of intergranular fracture can not only help to prevent or reduce economic losses, but is also directly related to the safety and reliability of potentially dangerous engineering systems. In this thesis, we will investigate the mechanism of crack propagation along GB in pure Ni.
1.2 Interface control for resistance to intergranular fracture

The conditions at which intergranular fracture occurs and the associated fracture toughness are functions of composition, loading configuration, and detailed microstructure, including the number and type of grain boundaries present in the material. The concept of GB design and control is to improve the resistance of conventional polycrystalline alloys to intergranular degradation phenomena by increasing the number of 'strong' GBs in the GB character distribution [12, 13]. This idea is based on the fact that GBs, rather than being simply regarded as two-dimensional planes, have detailed structures, depending on their crystallography and atomic-level state and therefore are expected to exhibit different properties [14].

GB engineering is a technique in materials science and engineering, first proposed by Prof. T. Watanabe in the early 1980s [15]. It employs thermomechanical processing to promote the nucleation of GBs with special type and reduce the incidence
of other types in the microstructure. It has been claimed that this technique can yield improvements in strength, ductility, chemical corrosion, SCC, high-temperature creep and high-cycle fatigue resistance [16, 17, 18, 2]. Bechtle et. al. demonstrates the feasibility of using GB engineering to reduce the susceptibility of intergranular brittleness in hydrogen environment in commercially pure Ni samples [2]. Using this technique, the fraction of special GBs, such as annealing twins and its variants, is increased from 46% to 75%. It is found that the high special fracture microstructure showed almost double the tensile ductility and significantly lowered proportion of intergranular fracture. **Figure 1-2** shows the SEM images of fracture surfaces with low and high special GB fractions. The low special fraction microstructure shows 100% intergranular fracture, while the high special fraction microstructure displays a more ductile fracture mode.

![Figure 1-2: Secondary electron micrographs of fracture surfaces. (A) The low special fraction microstructure shows 100% intergranular fracture, while (B) the high special fraction microstructure displays a more ductile fracture mode [2].](image)

The use of GB engineering to enhance the intergranular fracture resistance of materials requires the knowledge of the toughness of individual GBs. However, the relationship between GB structures and fracture properties is still unknown. It is challenging to determine the fracture toughness of individual GBs experimentally, as it requires the preparation of notched flat and defect-free GBs with defined mis-orientation. Therefore, only a few types of simple GBs (such as pure tilt or twist GBs) are investigated experimentally [19, 20, 21, 3, 22, 23, 24]. **Figure 1-3** shows the
misorientation dependence of the intergranular fracture stress observed on purified and non-purified molybdenum bicrystals with <110> tilt boundary having a wide range of misorientation angles up to 180° [3]. It is found that higher values of the fracture stress were observed for the low-angle boundaries with the misorientation angle smaller than about 10° and also for those high-angle boundaries whose misorientation angle is larger than 60° in purified material. The result clearly shows that intergranular fracture stress strongly depends on the misorientation angle, however, the complete dependence of fracture toughness on the five parameters of GBs is still unknown.

![Figure 1-3: Misorientation dependence of fracture stress in molybdenum bicrystals with <110> tilt boundaries][3]

Therefore, understanding of GB’s effect on intergranular fracture toughness is of great importance. It may provide insights for designing materials resistant to fracture by promoting a high proportion of 'strong' GBs in polycrystal.
1.3 Organization of the thesis

Chapter 2 provides a review of previous work undertaken to understand the mechanism of intergranular fracture as well as GB’s effect on intergranular fracture toughness. Gaps in knowledge about intergranular fracture are identified.

Chapter 3 describes in detail the simulation techniques that are used in this study: molecular dynamics, construction of GBs and the finite element method.

Chapter 4 describes the post-processing techniques that are used in this study to characterize atomistic fracture simulations, including the approaches to estimate crack extension (crack surface area calculation, crack tip position estimation and bond breaking analysis), the method to quantify plastic deformations during fracture (slip vector analysis, dislocation extraction and plastic work density) and the method to estimate critical energy release rate.

Chapter 5 describes in details the atomistic simulations of intergranular fracture in FCC Ni. Fracture simulations along coherent twin boundaries and $\Sigma 65(100)$ symmetrical tilt GB are performed. The fracture mechanisms for crack propagations along these GBs are revealed by statistical analysis of fracture processes at the crack tip. Their critical energy release rates are also calculated and compared.

Chapter 6 describes the crack healing phenomenon discovered in a 2D model in the course of investigating intergranular fracture. The mechanism of healing of nanocracks is analyzed and discussed. The healing of nanocracks in 3D microstructures is also demonstrated.

Chapter 7 is devoted to a discussion of implications of this work as well as open questions.
Chapter 2

Literature review

This chapter presents a literature survey of work done in the field of understanding intergranular crack propagation mechanisms as well as GB’s effects on fracture toughness, which serves as background for current research.

2.1 Fracture modes in crystals

A fracture can be described as the separation of an object or material into pieces by an imposed stress \( \text{(25)} \). Upon loading, the failure may occur through different fracture modes depending on the manner in which the crack propagates through a material. For FCC materials, there are two possible modes of fracture, ductile and brittle. In general, the main difference between brittle and ductile fracture can be attributed to the amount of plastic deformation that the materials undergoes during crack propagations. In ductile materials, crack propagation is accompanied by a large amount of plastic deformation \( \text{(26)} \), while in brittle materials cracks moves with little or no plastic deformation \( \text{(27)} \).

Ductile materials usually have high fracture toughness owing to the work of plastic deformation expended during crack advance. Fracture of most ductile materials proceeds by the nucleation, growth and coalescence of voids \( \text{(28)} \). Void nucleation usually takes place in regions of high local plastic deformation ahead of the crack tip, resulting in a fracture surface typically covered with hemispherical or hemi-ellipsoidal
dimples [30]. Depending on the loading configuration and material properties, void coalescence may occur after a significant amount of void growth, which leads to a fracture surface covered with large and deep dimples, or start soon after the nucleation of voids, giving rise to shallow and small dimples [30].

Some materials like sapphire can undergo pure brittle fracture with no discernable plasticity associated with this process [31]. Because no plastic work is expensed, the fracture toughness of such materials is therefore low. In brittle fracture, the crack runs fast, leaving a relatively flat surface at the break.

Both ductile and brittle fracture can occur either by transgranular or intergranular fracture. In transgranular fracture, the crack propagates through the grains of the materials. The change of crack propagation direction may occur due to the different crystal orientation of each grain. Intergranular fracture is the crack traveling along the GBs, and not through the grains. Intergranular fracture usually occurs along GBs that are intrinsically brittle, or are weakened by the environment (such as hydrogen) or GB precipitations.

2.2 Classical model for predicting ductile vs. brittle modes of fracture

Knowing the fracture mode not only give the information on the crack propagation mechanism, but also provide a qualitative estimation of the fracture resistance. Therefore, it is of great importance to understand the factors that control whether ductile or brittle occurs in certain crystalline materials under a given set of conditions. Extensive theoretical work on predicting ductile vs. brittle response of materials has been done and is summarized below. Most of the work is concerned with the problem of pure ductile and pure brittle response of crystals and does not consider the intermediate case where cleavage cracking occurs with surrounding plasticity.

One criterion for predicting ductile vs. brittle fracture modes is proposed by Kelly. He compare the ratio of the largest tensile stress to the largest shear stress close to a
crack tip with the ratio of the ideal cleavage stress to the ideal shear stress \([32, 33]\). If the ideal cleavage stress is first reached, the crack will propagate by decohesion of planes ahead of the crack tip, leading to brittle fracture. On the other hand, if the ideal shear stress is first reached, plastic shear will occur at the crack tip, indicating ductile failure. This criterion may not reflect what happens in reality exactly because it models ductile fracture as a continuum shearing process while in reality ductile fracture occurs with void growth and covalence.

At lower temperatures and/or high loads, void growth is often attributed to dislocation activity. Therefore, Rice and Thomson proposed another criterion \([4]\): whether a particular microstructural feature undergoes brittle or ductile fracture is determined by a competition between two processes: decohesion of planes and dislocation nucleation at the crack tip (see \(\text{Figure 2-1}\)). By introducing a dislocation core cut-off parameter, the critical energy release rate \(G_{\text{dis}}\) for the emission of a half-loop glide dislocation at the crack tip can be calculated. Ductile vs. brittle behavior is therefore predicted by comparing \(G_{\text{dis}}\) with the critical energy release rate for decohesion \(G_{\text{dec}}\): brittle fracture occurs when \(G_{\text{dec}} < G_{\text{dis}}\) while ductile fracture ensues when \(G_{\text{dis}} < G_{\text{dec}}\). However, the core cut-off parameter used in the model is hard to estimate.

Later, Rice proposed a modified criterion based on the Peierls concept to circumvent the need for a core cut-off parameter \([34, 35]\). In this new criterion, the energy release rate for dislocation nucleation and emission can be calculated by balancing the stress field of the loaded crack and the self-stress of the incipient straight-line dislocation in the glide plane ahead of the crack tip with the interatomic forces across the emission plane. Even though this model is not free of approximations (for example, the formation energy of ledges formed upon dislocation emission is ignored and a single, constrained emission path is used), this criterion is very successful in predicting the fracture mode of some crystals \([7, 36]\). This model was further modified by other authors to make it more accurate \([37, 38, 39, 40]\).

Schoeck proposed a similar criterion, which is also based on Peierls concept \([41]\), considering the total Gibbs free energy \(G_T\) of the system and obtained the equilibrium
configuration of the incipient dislocation by minimizing GT with respect to a set geometrical shape parameters. The physical basis of this model is the same with that of Rice’s, but the treatment is based on vibrational principles and in most cases it need numerical evaluations [42, 43].

Rice’s model was a marked improvement over Kelly’s, but it nevertheless has limited predictive capability [44]. The most important weakness of this model is that it assumes that cracks in crystals will propagate either by pure brittle fracture without any plasticity or by ductile fracture induced by dislocation nucleation. However, from Figure 1-1, there exist an intermediate case where brittle fracture can occur with surrounding plasticity. The model doesn’t consider this. Moreover, Rice’s model can only provide analytical results for simple dislocation configurations with straight-line cracks while in real crystals the nucleation phenomena are much more complex. Finally, Rice’s model can only be applied to 2D cases, where the emitted dislocation lines are parallel to the crack front.
2.3 GB’s effects on ductile vs. brittle behaviors of fracture

The intergranular fracture behaviors of polycrystals are governed by both crack propagation pathways along connected boundaries and the fracture toughness of individual GBs. Thus, the overall toughness of a polycrystal undergoing intergranular fracture depends not only the properties of isolated boundaries, but also on the topological characteristics of the entire GB network [15].

Even the dependence of fracture toughness on individual GBs is a complicated problem. GB is not just a two-dimensional defect in polycrystals but also has its own, often complex, structures at atomic scales [14]. A lot of work has been done to study the GB structures based on symmetry (point groups) [16], local atom arrangement (structure units method) [17, 18] and misfit dislocation models [19, 20]. The effects of GB structure on fracture modes can be understood in terms of Rice’s criterion [1], i.e., how the bond breaking as well as dislocation emission processes are influence by the GB structures.

The critical energy release rate for cleavage cracking along GB is related to GB separation energy \( 2\gamma_s - \gamma_{GB} \), where \( \gamma_s \) is the surface energy and \( \gamma_{GB} \) is the GB energy. Many efforts have been devoted to understand how GB structure influences its GB energies. For example, purely geometrical criteria for low interfacial energy GBs have been developed including small \( \Sigma \) value and high planar CSL site density [51]. These criteria are useful in some cases but are violated in many other cases [52, 53]. For example, in the work of Olmsted et. al., they computed 388 GB energies in Ni using atomistic simulations and found that the dependence of GB energy on geometry parameters are rather complex [5]. Figure 2-2 shows the GB energies vs. inverse density of coincident sites \( \Sigma \), which violates the criterion proposed above. This limited capability of prediction implies a more sophisticated approach is needed, perhaps incorporating factors other than geometry. All in all, we do not yet understand what exactly determines GB separation energies.

GB structure may also influence dislocation nucleation and emission mechanisms.
through its local stress field as well as by providing favorable nucleation sites or even ready-made sources or sinks for dislocations \[53, 54\]. For example, the misfit dislocations on the GB can either shield or antishield the intergranular crack, making the nucleation and emission of dislocations harder or easier \[55, 56\]. In addition, GB dislocations can also contribute to local variations in loading mode at the crack tip, for example mode II and III loading even when the remote load is of type I. GB stress field may also have an influence on the preferred nucleation sites of dislocations \[57\]. Moreover, GB dislocations can sometimes act as dislocation sources. The ways that GBs influence dislocation activity are complex and the effects of GBs listed above are not exhaustive.

For more general types of GBs and even for low-angle tilt boundaries in the presence of extrinsic dislocations, the influence of GB structure on process of dislocation nucleation and emission may be markedly different than described above. Furthermore, local stress field is hard to obtain and therefore the exact effects are intractable for theoretical analysis.
2.4 Experimental measurements of the fracture toughness of GBs

Efforts from the experimental side are also devoted to understand the relationship of GB structures and their fracture toughness. The toughness of intergranular fracture is measured by experiments on well-characterized bicrystals for various GBs, e.g. pure twist [19, 23, 24], pure tilt [21, 3], high angle [20], and low-$\Sigma$ GBs [22]. It is found that not only the fracture modes and toughness can be influenced by the types of GBs. Kaneko prepared and tested copper bicrystals with different GBs, which are slightly deviated from $\Sigma 3$ (111) coherent twin and showed that as the absolute value of the deviation angle from coherent twin increases, the fracture toughness decreases [6]. Moreover, the fracture mode of cracks in this bicrystals is also influenced by GBs. Specimens having deviation angles less than 3 degrees involved no intergranular fracture, while when deviation angles ranged from 3 degrees to 5 degrees, the fraction of surface formed by intergranular fracture increased (see Figure 2-3). In specimens having deviation angles greater than 9 degrees, transgranular cracking became dominant again.

The relationships between GBs and fracture toughness discovered by experimental work is summarized below:

- $\langle 100 \rangle$ tilt GBs: fracture toughness decreases from 0° to 20° misorientation angles and appears to be small for high angle GBs [21].
- $\langle 110 \rangle$ tilt GBs: GBs with misorientation angles between 0° to 10°, 65° to 73° and 89° have high fracture toughness [3].
- $\langle 111 \rangle$ twist GBs: the misorientation dependence of fracture toughness is weak [23].
- High angle GBs: the twist misorientation across a high angle boundary has a more profound effect on fracture toughness than the tilt misorientation. [20]

Besides measurements of toughness of individual GBs, tests on polycrystals are
Figure 2-3: The ratio of the intergranular cracking to the primary crack length, plotted against the $|\theta|$ value. The projected lengths to the x-axis were used as the primary crack length in the calculation of the ratio $J$. 

Also performed to infer the dependence of fracture toughness on GBs [58, 59]. It has been shown that the toughness usually increases monotonically with increasing overall fraction of low-$\Sigma$ boundaries [59]. Moreover, the ratio of intergranular fracture segments to the total crack area was lower for specimens with higher fractions of low-$\Sigma$ boundaries. However, this does not indicate all low-$\Sigma$ GBs are stronger than random GBs. Random GBs have distinctive structures, which may be very different from each other and therefore they may exhibit totally different fracture behaviors.

Even though the structures of GBs are well understood, there is still a lack of general knowledge on the relationship of GB structure and their fracture properties. The GBs investigated in the experiments are only a small subset of all GBs and in most experiments the GBs are characterized by its $\Sigma$ value, which is not able to fully determine GB structures. Moreover, most experiments use polycrystals containing different fractions of 'special' GBs rather than using bicrystals to study GB’s effect on fracture toughness, the conclusion drawn from which may be difficult to interpret.
2.5 Atomistic simulations of fracture

2.5.1 Investigation of fracture mechanisms

Atomistic simulation is the ideal tool to investigate crack tip processes during fracture at the atomic scale, which is difficult to access experimentally. Insight into the influence of GB structures on the deformation processes (and hence the fracture mode) has been obtained by simulations of intergranular fracture in bicrystals [7, 60, 61, 62, 63, 65, 64]. Yamakov analyzed intergranular fracture along a Σ99[110] symmetric tilt GB in aluminum [7] and showed that in one direction, the crack propagates in a brittle manner by cleavage with very little or no dislocation emission, and in the other direction, the propagation is ductile through emission of dislocations (see Figure 2-4). This behavior is consistent with the prediction of brittle vs. ductile modes of fracture using Rice’s criterion [34].

Figure 2-4: MD snapshots of cracks, which have propagated in the MD system. The right crack propagates in a brittle like manner with sharp tips while the right crack gets blunted and does not propagate [7].

However, Rice’s criterion sometimes fails to predict the ductile vs. brittle response
of fracture, even for a 2D crack. Adlakha et. al. performed fracture simulation along seven \langle 110 \rangle symmetric tilt GBs [60]. It is found that certain GBs (\Sigma 9(221), \Sigma 11(332) and \Sigma 33(441)) show an absence of directional asymmetry in the observed crack growth behavior, in conflict with the Rice’s criterion. This conflict is attributed to the complicated local structure of GBs, which change the stress state near the crack tip, causing dislocation emissions at a distance ahead of the crack tip.

To date, however, ductile vs. brittle behavior has only been studied in a small number of simple GBs. Most of them were performed in 2D or quasi-2D (thin) system. GB fracture even in some of these simple cases remains unexplained, e.g. the lack of fracture anisotropy mentioned above. In conclusion, there remains a lack of general understanding on how to relate ductile or brittle behavior to GB structure.

2.5.2 Calculation of fracture toughness

The fundamental thermodynamic criterion for crack extension is that the energy released from the specimen and loading system is sufficient to supply the energy needed to increase the area of the crack [65, 66]. Griffith found that, in the absence of plasticity, the energy required for crack extension is equal to the surface energy, \( \gamma_s \), of the newly created crack faces [27]. Thus, the Griffith fracture criterion may be written as \( G_c = 2 \gamma_s \), where \( G_c \) is the critical energy release rate: the energy dissipated per unit of newly created crack area. Irwin subsequently showed that—in isotropic solids under plain strain [67]—\( G_c \) and the mode I fracture toughness \( K_{lc} \) are related by

\[
K_{lc} = \sqrt{\frac{EG_c}{1 - \nu^2}},
\]

(2.1)

where \( E \) is Young’s modulus and \( \nu \) is Poisson’s ratio.

Griffith’s original fracture criterion does not apply to materials where crack extension is accompanied by plastic deformation [68, 69, 70]. Nevertheless, the notion of critical energy release rate is still valid and leads to the fracture criterion

\[
G_c = w_p + 2\gamma_s
\]

(2.2)
where the plastic work term, \( w_p \), is generally much greater than \( 2\gamma_s \). For example, \( w_p \) is approximately 25 times \( 2\gamma_s \) for cleavage along a general grain boundary (GB) of copper embrittled by bismuth \[71\]. For low temperature transgranular cleavage of polycrystalline mild steel, \( w_p \) is approximately 500 to 1000 times \( 2\gamma_s \) \[72\]. In this manuscript, we describe a new method for determining \( G_c \) directly from atomistic simulations of fracture in the presence of plasticity.

Knowledge about the fracture toughness of GBs is of particular importance for GB engineering of structural materials \[2\] as well as investigations of polycrystalline materials at the macroscale \[73, 74, 75\]. However, it is challenging to determine the fracture toughness of individual GBs experimentally, as it requires the preparation of notched flat and defect-free GBs with defined misorientation. Atomistic simulations have an advantage in this context as well, as it is easy to construct atomic models containing specific GBs. Such models may be used to compute intergranular fracture toughness \[76, 77, 78, 79, 80\].

One way to estimate fracture toughness (and hence \( G_c \)) from atomistic simulations is to calculate the critical stress at which a crack in the material begins to grow \[76, 77\]. Then, using linear elastic fracture mechanics (LEFM) \[25\], \( K_{Ic} \) may be estimated based on the geometry of the specimen as well as the loading conditions. This approach is widely used to investigate the initial crack response \[36, 7\], but it cannot be used to calculate the post-yielding fracture toughness after the emission of dislocations from the crack tip.

Another method for the estimating fracture toughness in the presence of crack tip plasticity is the J-integral approach \[78, 79, 80\]. The J-integral is a path-independent surface integral that evaluates the driving force for crack propagation, commonly used in continuum-level simulations of deformation \[81\]. A key challenge in this approach is to create meaningful definitions of the required thermo-mechanical quantities in terms of atomic-level information \[82, 83\]. The J-integral has been applied to atomistic simulations of both brittle and ductile materials \[73, 84\].
Chapter 3

Methods

This chapter describes the methods used to study the intergranular fracture in Ni. The first section provides background on classical MD and describes the detailed fracture simulation techniques used in the subsequent chapters. The second section describes the methods for construction and finding equilibrium state of GBs. The last section provides a description of finite element method.

3.1 Atomistic simulation method

Fracture involves the processes at the atomic scale such as the rupture of atomic bonds and the rearrangement of atomic configurations near the crack tip. Atomistic simulation models materials at the level of atoms and therefore are frequently used to study fractures processes in metals using classical MD simulations with empirical interatomic potentials.

3.1.1 Molecular dynamics

In MD, the atoms are allowed to interact with each other and their physical movements are simulated in the context of N-body simulation. The trajectories of atoms are determined by numerically solving the Newton’s equations of motion for a system of interacting atoms, where the forces between the atoms are defined by
interatomic potentials. For each atom $i$, the equation of motion is,

$$\dot{r}_i = \frac{p_i}{m_i},$$
$$\dot{p}_i = -\nabla_{r_i} U.$$  \hspace{1cm} (3.1)

where $r_i$, $p_i$ and $m_i$ represent the position, momentum and mass for atom $i$. $U$ denotes the potential energy.

The challenge of simulating intergranular fracture using MD is the computational cost. The fracture simulations are typically large on two folds: the number of atoms and the number of timesteps. A fracture system usually consists of cracks, GBs and free surfaces. In order to eliminate the effect of the artificial free surfaces on fracture behaviors, the system needs to be large, at least on the nano scales, in the direction perpendicular to the GBs as well as the crack propagation direction. For a fully 3D fracture simulation, the size in the third direction, which is along the crack front, also needs to be large, so that the non-uniform processes at different positions of the crack tip can be captured. To satisfy these size requirements, tens of millions of atoms must be simulated for a fully 3D intergranular fracture.

The number of timesteps for intergranular fracture is also large. In fracture simulations, the time between two successive loading increments need to be large enough so that the system can reach equilibrium before the next strain increment. The time to reach equilibrium depends on the deformation processes occurring in the system. When there are plastic deformations, it usually takes at least picoseconds to reach equilibrium. However, in metals, the size of timestep is constrained by the the vibrational motion of the atoms, which is on the scale of femtosecond. Therefore, tens of thousands of timesteps are necessary to simulate even one loading step and millions of timesteps are required for the whole fracture simulation.

Because of these computational demands, all MD fracture simulations in this thesis are performed using fast parallel code in LAMMPS \cite{86}. Visualizations of atomic configurations during the fracture are performed using OVITO \cite{87}.
3.1.2 Interatomic potentials

A MD simulation requires a potential function by which the atoms in the simulation will interact. One simple choice is the pairwise potential, in which the total potential energy can be calculated from the sum of energy contributions from pairs of atoms. The pairwise potential requires the use of a volume-dependent energy to describe the elastic properties of a metal, which is sometimes hard to estimate. For example, the volume-dependent energy is ill-defined for calculations involving surfaces because the exact termination of the volume on an atomic scale at the surface is ambiguous. Therefore, other forms of approximation for describing the energy between atoms are required to accurate simulate fracture processes, where crack surfaces are involved.

The embedded-atom method (EAM), originally proposed by Daw and Baskes [88], is a many-body interatomic potential which can treat metallic systems in which fractures, surfaces and impurities can be included. The EAM potential energy is a sum of functions of the separation between atoms and neighbors,

\[
E_i = F_{\alpha} \left( \sum_{i \neq j} \rho_{\beta}(r_{ij}) \right) + \frac{1}{2} \sum_{i \neq j} \phi_{\alpha\beta}(r_{ij}). \tag{3.2}
\]

where \( r_{ij} \) is the distance between atoms \( i \) and \( j \), \( \phi_{\alpha\beta} \) is a pairwise potential function, \( \rho_{\beta} \) is the contribution to the electron charge density from atom \( j \) of type \( \beta \) at the location of atom \( i \), and \( F \) is an embedding function that represents the energy required to place atom \( i \) of type \( \alpha \) into the electron cloud. EAM potential are particularly appropriate for metallic systems and are widely used in MD simulations.

To accurate simulation the fracture process, which usually involves creation of new surfaces as well as dislocation emissions from the crack tip, the potential needs to yield the correct physical properties of the metals. Among them, the surface and stacking fault energy are of particular importance for fracture simulations. In this thesis, we use the EAM potential developed by Angelo et.al [89] for simulating fracture in Ni. Figure 3-1a shows the calculation of \( \gamma \) surface on the (111) plane in Ni using this potential. The stacking fault energy is then be calculated from the energy barrier in
the $\langle 112 \rangle$ slip direction along Cut 1 on $\gamma$ surface (see Figure 3-1b). The estimated stacking fault energy $\gamma_s = 125.4 J/m^2$, which is very close to the experimental value $126 J/m^2$. Other mechanical properties of Ni, including elastic constants, surface energies and elastic modulus, calculated using this potential are listed in Table 3.1.

Table 3.1: Mechanical properties of Ni predicted by EAM potential \[89\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>246 GPa</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>147 GPa</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>125 GPa</td>
</tr>
<tr>
<td>$\gamma_{100}$</td>
<td>2.06 $J/m^2$</td>
</tr>
<tr>
<td>$\gamma_{110}$</td>
<td>2.35 $J/m^2$</td>
</tr>
<tr>
<td>$\gamma_{111}$</td>
<td>1.93 $J/m^2$</td>
</tr>
<tr>
<td>Bulk modulus</td>
<td>180 GPa</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>76 GPa</td>
</tr>
</tbody>
</table>

In Chapter 6, we performed simulations on the interactions between cracks with 3D microstructure of Pd. We use the EAM potential for Pd developed by Zhou et.al \[90\] for this simulation. The predicted stacking fault energy by the EAM potential is $\gamma_s = 173.3 J/m^2$, which is very close to the experimental value $180 J/m^2$. Other mechanical properties of Pd predicted by this potential are listed in Table 3.2.

Table 3.2: Mechanical properties of Pd predicted by EAM potential \[90\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>247 GPa</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>200 GPa</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>57 GPa</td>
</tr>
<tr>
<td>$\gamma_{100}$</td>
<td>1.64 $J/m^2$</td>
</tr>
<tr>
<td>$\gamma_{110}$</td>
<td>1.75 $J/m^2$</td>
</tr>
<tr>
<td>$\gamma_{111}$</td>
<td>1.53 $J/m^2$</td>
</tr>
<tr>
<td>Bulk modulus</td>
<td>188 GPa</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>46 GPa</td>
</tr>
</tbody>
</table>
Figure 3-1: (a) Calculation of $\gamma$ surfaces of the EAM Ni potential. (b) the stacking faulting energy are calculated from the energy barrier along the Cut 1 in the $\langle 112 \rangle$ directions on the $\gamma$ surface.
3.1.3 Fracture simulation setup

Figure 3-2 shows a typical model for fracture simulations. We apply periodic boundary conditions along the crack front. The remaining model surfaces are free surfaces. All simulations are performed at a fixed temperature 10K using a Nosé-Hoover thermostat [91, 92].

![Figure 3-2: A typical model for fracture simulations.](image)

During the simulation, uniaxial tension or shear loading is applied by displacement-control. We use a specially developed algorithm to apply the loading to our model without impeding the motion of emitted dislocations. The algorithm gradually applies vertical/horizontal displacements to thin loading layers on the top and bottom of the model, shown in Figure 3-2. To minimize stress fluctuations due to these incremental displacements, atoms in the interior of the model are also displaced such that the displacement field varies linearly with distance between the loading layers. Each loading increment corresponds to 0.1% tensile/shear strain and is followed by 5ps of MD relaxation, yielding an average strain rate of $2 \times 10^8/s$. The time of relaxation (5ps) is determined by the minimum time required for the system to reach
equilibrium. The center of mass position of each loading layer is constrained, but the relative positions between atoms within each layer may change, allowing dislocations to pass through the layers. Thus, dislocations emitted from the crack tip are not trapped in the model, as they would have been if the loading layers were rigid, and do not exert any back-stresses on the crack.

In fracture simulations, a crack can be introduced via two schemes. One approach is to turning off the interactions between atoms above and below the two dimensional crack surface, thus creating an artificial crack. The cracks introduced this way are extremely sharp with infinite curvature and may therefore promote brittle fracture, suppressing the emission of dislocations from the crack tip. Figure 3-3a shows the introduction of a <100> crack into single crystal Ni by turning off the interactions. Figure 3-3b shows the brittle propagation of this crack under uniaxial tension. However, the crack in the <100> direction in Ni usually extends in a ductile manner by emitting dislocations [13].

Figure 3-3: (a) Introduction of an atomically sharp crack by turning off the interactions between atoms above and below the crack surface. (b) Crack propagates by brittle fracture under uniaxial tension.

One way to solve this discrepency is to introduce the crack by removing atom layers and hence a crack with finite curvatures. The thickness of atoms removed needs to be greater than twice the cutoff distance of the potential so that there are no chemical interactions between the crack faces. Figure 3-4a shows the introduction of
a <100> crack by removing 1nm-thick of atoms into the same single crystal shown in Figure 3-3. The crack created this way is stable at zero stress when no external load is applied. Besides, it also yields the correct response of crack under uniaxial tension. Figure 3-4b shows dislocations are emitted from the crack tip during its propagation, which is in agreement with experiment observations [93].

In this thesis, the second scheme is adopted for creating the crack. The cutoff radius is $r_{\text{cutoff}} = 0.484\text{nm}$ for the Ni EAM [89] potential and $r_{\text{cutoff}} = 0.495\text{nm}$ for the Pd EAM potential [90]. Therefore, the thickness of atoms removed is 1nm for all the Ni and Pd simulations.

Figure 3-4: (a) Introduction of a crack by removing 1nm-thick of atoms. (b) Crack propagates by emitting dislocations under uniaxial tension.

3.2 Constructions of GBs

GBs that are studied in this thesis are coincidence site lattice (CSL) GBs. A CSL is a lattice formed from points where the two misoriented lattices happen to coincide [12]. The advantage of using CSL GBs (rather than general GBs) is that periodic boundary conditions can be applied in the two directions on the GB plane. This usually makes finding the equilibrium state of GB easier. The ratio of the volume of a CSL primitive cell to a crystal lattice primitive cell is denoted by $\Sigma$.  
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Given a CSL GB, the basis vector of CSL can be calculated using the method provided by Grimmer et.al. [94]. Let \( R_A = (e_1^1, e_2^1, e_3^1) \) and \( R_B = (e_1^2, e_2^2, e_3^2) \) denote the rotation matrices of the two grains, Grain 1 and Grain 2, separated by the GBs (see Figure 3-5). The transformation matrix from Grain 1 to Grain 2 is,

\[
T = R_B R_A^{-1}
\]  

(3.3)

Figure 3-5: The initial structure of a CSL GB. Grain 1 and Grain 2 are separated by a vertical GB plane. Each color represent a CSL primitive cell.

T can be expressed in different reference lattices. Without loss of generality, let us chose the reference lattice such that \( e_1^A = e_1^B \) parallel to the rotation axis. Then \( T \) will be of the form,

\[
T = \begin{bmatrix} 1 & t_{12} & t_{13} \\ 0 & t_{22} & t_{23} \\ 0 & t_{32} & t_{33} \end{bmatrix}.
\]  

(3.4)

With this, the basis vectors for the CSL are,

\[
e_{1}^{CSL} = e_{1}^{2},
\]

\[
e_{2}^{CSL} = t e_{2}^{2},
\]

\[
e_{3}^{CSL} = n e_{2}^{2} + \frac{\Sigma}{t} e_{3}^{2}.
\]  

(3.5)
Here $t$ is the least common multiple of the denominators of $t_{12}$, $t_{22}$ and $t_{32}$. $n$ is the unique integer satisfying the condition,

$$n_i = n_i2 + \sum_{i} t_{i3},$$

$$0 \leq n_i \leq t. \quad (3.6)$$

for $i = 1, 2$ and $3$.

With the basis vectors of CSL cell for GBs obtained, the construction of GBs can be done by first repeating the primitive CSL cells in all three periodic directions, followed by removing atoms of lattice 1 on the right side of GB plane and removing atoms of lattice 2 on the left side of GBs. The as-constructed initial structure of a CSL GB is shown in Figure 3-5. Each color represents a CSL primitive cell.

To find the equilibrium structure of the GBs, Grain 1 is displaced with respect to Grain 2 along some vector on the $\gamma$ surface of the GB to reach the minimum energy point. Figure 3-6 shows a typical $\gamma$ surface calculated using MD for a $\Sigma65 < 100 > (018)$ GB. The atoms in Grain 1 is displaced on the $\gamma$ surface to Point A (marked on Figure 3-6), which is the lowest energy point. Starting from this $\gamma$ surface minimum, the GB is then annealed using MD for 5ps at 500K, and quenched to $T=10K$.

### 3.3 Finite element method

Finite element method (FEM) is a numerical technique for solving partial differential equations (PDEs). In this thesis, we used the FEM implemented in the commercial software package COMSOL to calculated the stress and displacement fields due to the defects in the model microstructure, such as cracks, free surfaces and disclination dipoles. For example, if we want to know the stress fields of a dislocation in a finite solids, the stress fields of the dislocation in a infinite solids as well as the image stresses due to the free surfaces are needed. The former usually has a closed-form expressions whereas the latter usually not, which requires numerical estimations. To compute this, linear elastic FE calculations are used with plain strain.
conditions. Using the elastic constants calculated from the atomistic simulations, the Zener anisotropy parameter for Ni is

\[
A = \frac{2C_{44}}{C_{11} - C_{12}} = 0.799
\] (3.7)

which is sufficiently close to unity for the material to be considered approximately isotropic for the purpose of this study.

A typical FEM model for calculating the stress fields in the atomistic model in Figure 3-2 is shown in Figure 3-7. Because of the mirror symmetry of the atomistic model, only half of it is used for the calculation.

The PDEs to be solved in the model are,

\[
-\nabla \cdot (c \otimes \nabla u) = k,
\] (3.8)

where \( k = [k_x, k_y]^T \) are body forces, \( u = [u_x, u_y]^T \) are the displacements and \( \otimes \) is the tensor product. \( c \) is a rank four tensor, which can be written as four 2-by-2
matrices:

\[
\begin{align*}
{c}_{11} &= \begin{pmatrix} 2G + \mu & 0 \\ 0 & G \end{pmatrix} \\
{c}_{12} &= \begin{pmatrix} 0 & \mu \\ G & 0 \end{pmatrix} \\
{c}_{21} &= \begin{pmatrix} 0 & G \\ \mu & 0 \end{pmatrix} \\
{c}_{22} &= \begin{pmatrix} G & 0 \\ 0 & 2G + \mu \end{pmatrix}
\end{align*}
\] (3.9)

where \( G \) is the shear modulus and \( \mu \) is defined by \( G \) and Poisson’s ratio \( \nu \) as,

\[
\mu = 2G \frac{\nu}{1 - \nu} \quad \text{ (3.10)}
\]

When there are no crystal defects in the model, free-traction boundary conditions are used for solving the PDEs. However, when the crystal defects (such as dislocations and disclinations) are present, the tractions \( t \) on the boundary are changed according to,

\[
t = -\sigma_{\text{defect}} \cdot \hat{n} \quad \text{ (3.11)}
\]
where $\sigma_{\text{defect}}$ is the stress tensor of the defect in an infinite solid and $\hat{n}$ is the unit outward normal to the surface.
Chapter 4

Characterizing atomistic fracture simulations

This chapter describes various methods for post-processing of atomistic fracture simulations, including estimation of crack extension, quantifying plastic deformations during the crack propagation and calculation of the critical energy release rate. We are going to use these methods to investigate the mechanisms and toughness of fracture along different GBs in Chapter 5.

4.1 Estimation of crack extension

One of the tasks for post-processing of fracture simulations is to measure the crack propagation distance. For pure brittle fracture, calculation of the crack propagation distance is trivial—simply by measuring the crack tip positions. However, in situations when crack propagates with plasticity, the tip of the crack gets blunted by the dislocations emitted from it and there are no well-defined crack tip positions. In this section, several methods that can be used to calculate the crack propagation distance in such situations are described.
4.1.1 Crack surface area

One approach is to estimate the crack extension with crack surface areas. To identify the crack surface from atomistic fracture simulations, we adopt an algorithm developed by Dupuy et. al. [98], which determines unambiguously the atoms that constitute the surface and meshes the surface with triangles. Their approach rolls a probe with radius $R_s$ over the surface. Every atom touched by the probe is identified as a surface atom, as shown in Figure 4-1a. Following Dupuy et. al., we set $R_s = 0.35R_a$ where $R_a = 0.3\text{nm}$. Using this technique, we construct a crack surface mesh such as that in Figure 4-1b for all atomic configurations of interest. Both crack extension and crack tip blunting contribute to the total crack surface area $A_{total}$.

![Figure 4-1](image)

Figure 4-1: (a) Identifying surface atoms with a spherical probe. (b) Surface mesh constructed from the atomistic model in (a) using the method developed by Dupuy et al.

To estimate crack extension, the projected crack surface area $A_{proj}$, rather than $A_{total}$, is needed. To calculate just the part $A_{proj}$ associated with crack extension, we project the crack surface onto the crack propagation plane, as illustrated in Figure 4-2a. This plane is identified by least squares fitting of the initial and final locations of the crack front. We calculate both the total and projected crack surface areas after every strain increment. Figure 4-2b plots these quantities as a function of strain for a
fracture simulation in the single crystal in Ni. During the initial elastic loading, there is no crack extension. At 4% strain, there is a sudden burst of crack advance with a velocity of about 100m/s. This crack speed is small compared to the Rayleigh wave speed in Ni: \( c_R = 2887.6 \text{m/s} \), for the potential we used. After the initial burst, the crack propagates through a series of intermittent advances with an average velocity of 5m/s. The first burst of crack propagation differs from subsequent ones because the crack starts out with a straight and defect-free front while, in later stages, the crack front becomes curved due to non-uniform propagation and damaged due to the emission and accumulation of dislocations. We view the state of the crack after the first burst as a more realistic representation of cracks in Ni.

### 4.1.2 Estimating crack tip positions

One straightforward method is to locate the position of a blunted crack tip and then estimate the crack extension by the difference between the initial and final positions of the crack tip. With the crack surface atoms identified, it is possible to determine the crack tip location with the apex of an elliptical curve fitted to atoms within a distance of \( \sim 1.5 \text{nm} \) to the tip (see Figure 4-3). With this method, we can also quantify the degree of bluntness with the radius of curvature at the crack tip. The crack tip radius of curvature \( \rho \) can be determined by

\[
\rho = \frac{b^2}{a} 
\]

where \( a \) and \( b \) are the major and minor axes of the fitted elliptical curve.

### 4.1.3 Bond breaking analysis

Another way to measure the crack extension is to count the number of bond breaking events at the crack tip. The bond breaking events that we are interested in are those contributing to the creation of new crack surfaces. Not all of the debonding falls into this category, for example, when a dislocation moves in the bulk, the bonds between atoms on two sides of slip plane are broken but this does not leads to crack
Figure 4-2: (a) The total surface area is calculated from the surface mesh, illustrated in Figure 4-1. The projected surface area is obtained by projecting the crack surface onto the crack propagation plane. (b) The total and projected crack surface area for a fracture simulation in the single crystal.
extension. In order to extract the right information from the bond breaking data, we require that the pair of atoms between which the bond breaks must be on the crack surface at the time of debonding.

The outcome of the debonding analysis is a list of position and time for each bond breaking event. Figure 4-4 shows a typical distribution of bond breaking events over time during a burst of crack propagation. It can been seen that the debonding process at the crack tip starts at $\sim 100$ time step, with a peak at $\sim 280$ time step.

### 4.2 Quantifying plasticity accompanying fracture

Crack propagation in FCC metals is usually accompanied by plastic deformations. Dislocation nucleation, glide and multiplication are the primary plastic deformation processes. In this section, several approaches for characterizing the dislocation processes are described.
4.2.1 Slip vector analysis

To detect nucleation and glide of dislocations, slip vector analysis proposed by Zimmerman et. al. can be used [99]. The slip vector of atom $k$ is

$$s^k = -\frac{1}{n} \sum_{l\neq k}^n (x^{kl} - X^{kl})$$  \hspace{1cm} (4.2)

where $n$ is the number of neighbors to atom $k$ while $x^{kl}$ and $X^{kl}$ are the positions of atom $l$ relative to atom $k$ in the current and reference states, respectively. The slip vector of an atom represents how much the plastic slip of each atom is with respect to its neighbors. For example, when a dislocation loop is nucleated from the tip, atoms within the loop on two sides of slip plane will have slip vectors equal to the Burgers vector of the dislocation.

The outcome of the slip vector analysis is a list of position and time for each slipping event. Figure 4-5 shows a typical distribution of slipping events over time in the vicinity of crack tip during a burst of crack propagation.
Figure 4-5: Histogram of slipping events over time during a burst of crack propagation.

4.2.2 Dislocation extraction

Slip vector analysis estimates the degree of slipping for each atom, however, it cannot provide information such as the lines of the dislocations. Dislocation extraction algorithm (DXA) developed by Stukowski can identify dislocation defects in atom-position datasets generated by atomistic simulations. The algorithm converts all identified dislocations into continuous lines and computes their Burgers vectors in a fully automated fashion. Figure 4-6 shows an example of identifying the configuration of nucleated dislocation at the crack tip during fracture using DXA.

4.2.3 Plastic work density

We estimate the plastic work density $\rho_{pw}$ based on the spatial distribution of dislocation slip. $\rho_{pw}$ contains information concerning the shape of the region where plasticity contributes most to the toughness of fracture. The amount of plastic work...
\( dW_p \) done by the motion of a dislocation in a stressed solid is \([101]\),

\[
dW_p = b \cdot \sigma dS
\]

(4.3)

where \( b \) is the Burgers vector of the dislocation, \( dS \) is the area swept by the gliding dislocation, and \( \sigma \) is the stress acting on the dislocation.

To estimate \( dS \), the area swept by dislocations on \{111\} planes in FCC Ni, we find the number of slipped atoms using slip vector analysis \([99]\). Every such atom contributes a slip area of \( \sqrt{3}a_L^2/4 \), where \( a_L \) is the equilibrium cubic lattice parameter of Ni. Therefore, \( dS \) is

\[
dS = \frac{\sqrt{3}}{4}a^2 \frac{N}{2},
\]

(4.4)

where \( N \) is the total number of slipped atoms. An atom is considered a slipped atom if its slip vector \( s \) satisfies, \( ||s - b||/||b|| < 0.05 \), i.e. if its slip vector is within 5\% of Burgers vector, \( b \). When identifying slipped atoms, we consider all the 12 slip
systems in FCC Ni.

To validate this method of calculating swept area, we apply it to three test cases: glide of a straight edge dislocation dissociated into Shockley partials (see Figure 4-7a), expansion of a circular dislocation loop (see Figure 4-7b), and expansion of two nested dislocation loops (see Figure 4-7c). In all three cases, the computed slip area was within 4% of the true slip area, which is known a priori.

![Figure 4-7: Verification of methods for slip area estimation with (a) straight-line dislocation with 5nm width, (b) dislocation loop with 2nm radius and (c) concentric dislocation loops with 1nm and 2nm radius. Slip vectors of atoms displaced by the (d) straight-line dislocations, (e) dislocation loop and (f) concentric dislocation loops.](image)

Unfortunately, there is no clear way to obtain the external stress $\sigma$ acting on each dislocation. Our atomic models only allow us to compute total stresses, $\sigma_t = \sigma_e + \sigma_d$, which are a superposition of $\sigma$ as well as the stresses of the dislocation itself, $\sigma_d$. Therefore, as a simplifying assumption, we assume that $\sigma$ is uniform and equal to the applied tensile stress. This assumption ignores any stresses exerted by the crack or other lattice defects.

The estimated plastic work density for intergranular fracture is visualized in Fig. Figure 4-8. Bright regions correspond to intense dislocation activity and hence high
plastic work density. The initial crack length at zero stress is marked by white lines in Figure 4-8. A striking feature of these plastic work density distributions is that most of the plastic work is localized in distinct slip bands that originate at the crack tip and end at a free surface.

![Figure 4-8: Plastic work density distribution for intergranular fracture.](image)

**4.3 Critical energy release rate**

The critical energy release rate, $G_c$, is the energy dissipated during fracture per unit area of crack extension [60],

$$G_c = -\frac{\partial(U - W)}{\partial A_{proj}}$$  \hspace{1cm} (4.5)

where $U$ is the internal energy, $W$ is the work done by external loads, and $A_{proj}$ is projected crack surface area calculated by projecting the total surface area $A_{total}$ onto the plane of crack extension. This quantity, $G_c$, is the energy that must be supplied to the crack tip for the crack to extend. In the transgranular fracture simulations described above, the average crack path is approximately along (010) surfaces with
surface separation energy of \(2\gamma_{100} = 4.12 J/m^2\) (see Table 3.1). However, in view of the prominent dislocation activity in the fracture simulations, we expect that \(G_c\) will far exceed \(2\gamma_{100}\).

Two quantities are needed to estimate \(G_c\) in our simulations: the projected crack surface area \(A_{proj}\), which is discussed in the previous section, and the energy dissipated during crack advance, which will be discussed in the following section.

### 4.3.1 Estimating energy dissipated during fracture

To determine the energy dissipated during crack advance, we compute the work, \(W\), done by external loads:

\[
W = \int_{L_y}^{L_y'} f(y) dy \approx \sum_i f(y_i) \Delta y \tag{4.6}
\]

Here, \(f(y_i)\) is the tensile force acting on the centers of mass of the loading layers at the \(i^{th}\) strain increment and \(\Delta y\) is the subsequent relative displacement of the layers. During crack propagation, part of this external work is stored as internal energy, \(U\), while the remainder is dissipated either by creation of new crack surfaces or through plasticity. \(U\) is the sum of the potential energy of the model (determined from the EAM potential for Ni [89]) and the total kinetic energy of all the atoms in the model. The energy dissipated during fracture is simply the difference between \(W\) and \(U\).

Figure 4-9 illustrates one example of the calculation of external work and internal energy during crack propagation. For reference, it also shows the tensile stress-strain curve for this simulation. Initially, both \(W\) and \(U\) rise parabolically with strain at the same rate, signifying that no energy is being dissipated. This behavior is to be expected, as the model deforms elastically during the first \(\sim 4\%\) of strain and all the external work is stored as elastic strain energy. After the onset of plastic deformation, a large fraction of the external work done is dissipated.
4.3.2 Calculation of critical energy release rate

Having calculated the projected crack surface area and dissipated energy, we estimate $G_c$ using Equation 4.5. Figure 4-10 plots the energy dissipated, $W-U$, against the projected crack surface area for the fracture simulation. $G_c$ is the slope of this plot. It varies considerably during loading. Its value is positive on average, but there are regions on the plot with negative $G_c$. They indicate partial crack closure due to rapid elastic unloading of the vicinity of the crack tip after a burst of crack advance. For comparison, Figure 4-10 also plots a straight line with slope $2\gamma_s = 4.12 J/m^2$, corresponding to pure brittle fracture according to the Griffith criterion. The area between this line and the $(W-U)$ vs. $A_{proj}$ plot is $w_p$. It is the origin of the plastic work contribution to $G_c$ given in Equation 2.2. As expected, $w_p$ is much larger than $2\gamma_s$.

Figure 4-10 shows two distinct stages of crack propagation. In the first stage, from a projected crack area of 0 to $29nm^2$ (marked by the shaded region in Figure 4-10).
Figure 4-10: $G_c$ is estimated as the slope of a line fitted to the plot of dissipated energy vs. projected crack surface area. Data points in the shaded region are excluded from the fit.

the crack propagates in a brittle-like manner, with $G_c \approx 2\gamma_s$. This stage corresponds to the propagation of a straight, clean crack into a perfect, defect-free Ni single crystal. During the second stage, when the projected area increases beyond $29\text{nm}^2$, the crack is curved and damaged. As mentioned above, we consider this stage to be more representative of crack propagation in Ni than the first stage. We determine the average critical energy release rate during the second stage as the slope of the line fitted to the $(W-U)$ vs. $A_{proj}$ plot. For the simulation in Figure 4-10, we find $G_c = 62.4 \pm 1.9J/m^2$, i.e. $\sim 15$ times higher than $2\gamma_s$. All further $G_c$ values reported in this thesis are determined this way.
Chapter 5

Intergranular fracture in Ni

In this chapter, we use large-scale MD simulations to investigate the mechanisms and toughness of crack propagations along different GBs in Ni. By analyzing the fracture processes, three distinct fracture mechanisms are identified: (1) crack propagation by slipping of atoms at its tip due to emission of dislocations, (2) decohesion restrained by emission of dislocations (DRED) and (3) continuous brittle crack propagation without arrest due to local hardening mechanism. The critical energy release rates for crack propagations with these mechanisms are also calculated and compared.

5.1 Intergranular fracture simulations

Large-scale atomistic fracture simulations are performed along coherent twin boundaries with cracks oriented in the [112] and [110] directions as well as Σ65<100> symmetrical tilt GB with tilt angle $\theta = 14.25^\circ$. This section describes the model construction and the simulation results along these GBs.

5.1.1 Fracture along coherent twin boundaries

Figure 5-1 shows the setup of our atomistic simulation of intergranular fracture along coherent twin boundaries with different crack orientations. Periodic boundary conditions are applied in the z direction with free surfaces in the x and y directions.
The initial crack configuration is created by removing atoms of 1nm thick with length equal to 1/5 of the box size in the x direction (see Figure 5-1). Uniaxial tensile strain is applied in the y direction using a displacement-control loading method described in Chapter 3 with a strain rate of $2 \times 10^8 / s$.

![Figure 5-1: Simulation setup for intergranular fracture along coherent twin boundaries with crack oriented in the (a) [112] and (b) [110] direction.](image)

<table>
<thead>
<tr>
<th>GB</th>
<th>Crack orientation</th>
<th>Dimensions x</th>
<th>y</th>
<th>z (nm)</th>
<th>Atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twin boundary</td>
<td>[110]</td>
<td>41.3</td>
<td>36.6</td>
<td>29.9</td>
<td>4147200</td>
</tr>
<tr>
<td>Twin boundary</td>
<td>[112]</td>
<td>29.9</td>
<td>36.6</td>
<td>41.3</td>
<td>4147200</td>
</tr>
</tbody>
</table>

The orientations of slip planes with respect to the crack front for the two simulation models (see Figure 5-1) are shown in Figure 5-2 and Figure 5-3. The (111) slip plane is the twin boundary plane and hence omitted. The [11̄2] crack does not lie in any of the (11̄1), (111), or (111) slip planes. Therefore, the dislocation process accompanying the propagation of [11̄2] crack is inherently 3D and precludes the use of a quasi-2D model. For the [11̄0] crack, it is contained in the (11̄1) slip plane. However, the (11̄1) and (11̄1) slip planes are oblique to the crack front. Dislocation processes on
these oblique slip planes may be locked out if a 2D model is used. Therefore, for both simulations, 3D models with large size in the periodic direction are used. The detailed information about the computational models, including the size and crack orientation, is listed in Table 5.1.

Figure 5-2: The orientation of slip planes with respect to the [11\(\bar{2}\)] crack front on coherent twin boundary

Figure 5-3: The orientation of slip planes with respect to the [110] crack front on coherent twin boundary

Figure 5-4a and b shows two stages of the fracture simulation on the bicrystal containing twin boundary with crack oriented in the [11\(\bar{2}\)] direction. The model first deforms elastically up to a tensile load of \(\sim 4\) GPa at 1.7\% strain, whereupon Shockley partial dislocation loops begin to nucleate and emit from the crack tip (see Figure 5-4a). The crack tip is blunted by the continuous emission of dislocations. As we load
the model to ~10% average tensile strain, the crack extends, but only by a small distance.

For the twin boundary fracture simulation with a crack oriented in the [110] direction (see Figure 5-1b), the crack propagation behavior is dramatically different from what we have seen with the [112] crack. After the initial elastic deformation, the crack begins to propagate in a brittle-like manner at 1.7% tensile strain with nucleation of stacking fault tetrahedra from its tip (see Figure 5-5a).

Figure 5-4: Intergranular fracture along coherent twin boundaries in Ni bicrystal model with cracks oriented in the [110] direction. At the onset of fracture, (a) mobile Shockley partial dislocations are emitted from the [112] crack. (b) The [112] crack propagates with extensive plasticity and blunted tips.

From the stress-strain curve shown in Figure 5-6, it can be seen that, for simulations with crack oriented in the the [110] direction, the tensile stress continues to increase after the initial dislocation nucleation. As the load further increases, the stacking fault tetrahedron becomes unstable and the dislocations in the lock become mobile at 2.6% tensile strain. Deformation twins begin to nucleation from on the GB ahead of the crack tip at 3.0% tensile strain (see inset of Figure 5-6). Despite the surrounding plasticity, the crack tip remains sharp. As we load the model to ~10% average tensile strain, the crack extends for a much longer distance than the [112]
Figure 5-5: Intergranular fracture along coherent twin boundaries in Ni bicrystal model with cracks oriented in the [110] direction. At the onset of fracture, (a) sessile stair-rod dislocations are nucleated at the tip of [110] crack. The [110] crack extends in a brittle-like manner with relatively sharp tips.

The atomic configuration at the tip of the [112] and [110] crack at different stages of fracture is shown in Figure 5-7. It can be clearly seen that the [112] crack gets much blunted and almost does not propagate while the [110] remains relatively sharp and extends for a long distance.

5.1.2 Fracture along $\Sigma 65 <100>$ symmetrical tilt GB

Figure 5-8 shows the geometry of our model with $\Sigma 65 <100>$ symmetrical tilt GB. It contains a crack whose front lies along the $<100>$ tilt axis of the GB. Under mode I loading, this configuration generates a lower resolved shear stress for dislocation glide than cracks with fronts along $<110>$ or $<112>$ directions in single crystals, making dislocation nucleation from the crack tip more difficult. Moreover, all dislocations are emitted on slip planes oblique to the crack front (see Figure 5-9) and are therefore less efficient at blunting the crack. This process is inherently 3D and precludes the use of a quasi-2D model geometry. The boundary condition in the direction of the crack front is periodic and the model has free surfaces in the remaining two orthogonal directions. The model has dimensions of $14.2nm \times 85.1nm \times 85.1nm$ with periodic boundary
Figure 5-6: Average stress vs. average strain for the intergranular fracture simulation along coherent twin boundaries. Insets show atomic configuration near the crack tip at the onset of dislocation nucleation, deformation twinning and at the end of the simulation.

Figure 5-7: Atomistic configurations at the tip of the (a) [112] and (b) [110] crack at different stages of fracture.
conditions in the x-direction and free surfaces in the y- and z-directions. It contains 9341200 atoms. A crack is created by removing atoms in a $14.2nm \times 14.2nm \times 1nm$ layer, as shown in Figure 5-8. The crystallographic orientation of Grain 1 in Figure 5-8 is $x = [100]$, $y = [018]$, $z = [081]$ while the orientation of Grain 2 is $x = [100]$, $y = [018]$, $z = [081]$.

Figure 5-8: Ni bicrystal model with a nanocrack.

The series of images in Figure 5-10 illustrates the outcome of our simulation. After an initial period of elastic deformation, the crack extends in a sudden burst accompanied by profuse dislocation emission, as shown in Figure 5-10a. After propagating for $\sim 2nm$, the crack is arrested and all dislocations move out of the model, leaving
the surrounding environment relatively clean, as depicted in Figure 5-10b. Further loading leads to three additional bursts with similar behavior. Figure 5-10c shows the onset of the third burst and Figure 5-10d illustrates the state of the model after the burst. The crack advances by ~2nm during each burst, yielding a total propagation distance of 8.4nm at the end of the simulation.

Figure 5-10: Intergranular fracture along a <100> tilt GB in Ni. The crack propagates in bursts accompanied by copious dislocation emission. Onset (a) and aftermath (b) of the first burst. Onset (c) and aftermath (d) of the third burst.

Figure 5-11 shows the crack tip configuration at different stages of the fracture. It can be seen that the crack tip remains sharp after each burst, despite the copious dislocations emitted from it. We repeated this simulation for other GB tilt angles.
and observed similar outcomes.

Figure 5-11: Atomistic configurations near the crack tip at different stages of fracture. The crack tip remains sharp as it propagates.

Figure 5-12 plots the average tensile stress vs. the average tensile strain during the simulation. The first burst begins after linear elastic deformation to 3.7GPa and 1.9% strain (see inset of Figure 5-12). The stress drops as the crack advances and as dislocations emitted from the crack propagate out of the model. By the end of the first stress relaxation (~5.5% strain), the crack has been fully arrested and elastic loading resumes. This sequence of events repeats three more times during the simulation: elastic loading is followed by a burst of crack advance and eventual crack arrest. While the first burst of crack propagation initiates at a stress of 3.7GPa, the remaining bursts begin at lower stresses of ~2.7GPa. These differences are due to the changing structure of the crack tip during the simulation: initially, the crack tip is defect-free and therefore lacking in preferential sites for dislocation emission and bond breaking. By contrast, the crack tip environment is significantly more distorted prior to subsequent bursts, due to the accumulation of dislocation debris and damage from new surface creation.
In summary, three simulations of intergranular fracture are performed. Distinct crack propagation behaviors are observed and summarized below and in Table 5.2:

- **Coherent twin boundary with [112] crack**: Crack propagates continuously with extensive plasticity. The crack tip gets blunted by the emission of dislocations.

- **Coherent twin boundary with [110] crack**: Crack propagates continuously in a brittle-like manner with limited plasticity. The crack tip remains sharp during its propagation.

- **Σ65<100> symmetrical tilt GB**: Crack propagates in bursts in a brittle-like manner with copious dislocation emissions. The crack tip remains sharp despite the emission of dislocations.

In order to reveal the fracture mechanisms for the observed behaviors, the crack propagation processes will be analyzed in details in the following sections.
Table 5.2: Crack propagation behaviors along different GBs

<table>
<thead>
<tr>
<th>Model</th>
<th>Crack tip</th>
<th>Continuous or intermittent?</th>
<th>Dislocation activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twin with $[11\bar{2}]$ crack</td>
<td>Blunted</td>
<td>Continuous</td>
<td>Extensive plasticity</td>
</tr>
<tr>
<td>Twin with $[1\bar{1}0]$ crack</td>
<td>Sharp</td>
<td>Continuous</td>
<td>Limited plasticity</td>
</tr>
<tr>
<td>$\Sigma 65&lt;100&gt;$ tilt GB</td>
<td>Sharp</td>
<td>Intermittent</td>
<td>Extensive plasticity</td>
</tr>
</tbody>
</table>

5.2 Mechanism of fracture along coherent twin boundary with $[11\bar{2}]$ crack

The crack propagation process along coherent twin boundary with $[11\bar{2}]$ crack is analyzed in this section. To better characterize the crack advance, we plot the average crack length and average crack tip radius of curvature as function of strain in Figure 5-13. The methods for the calculations are described in details in Chapter 4. From Figure 5-13, it can be seen that crack advances continuously and extends by approximately 1nm at a tensile strain of 10% with an average speed of 4.0m/s. The crack speed is small compared to the Rayleigh wave speed in Ni: $c_R = 2887.6$ m/s, calculated for the potential we used. The crack tip radius also increases continuously due to the emission of dislocations during the fracture. By the end of the simulation, the radius of the curvature at the tip increases by more than 2nm.

Figure 5-14 plots the spatial distribution of crack length and crack tip radius along its front at a tensile strain of 10%. It shows that both crack length and crack tip radius are non-uniformly distributed along its front. Furthermore, the crack extends most at positions between 0nm to 10nm of the its front while the crack tip gets most blunted at positions between 0nm to 15nm of its front. This implies there is a spatial correlation between crack length and its bluntness: the more the crack tip gets blunted, the further the crack extends.

The spatial coincidence of crack propagation and its bluntness suggests that there may be a causal relationship between them, i.e., that one leads to the other. Indeed, increasing crack tip radii have been observed when cracks propagate through the
Figure 5-13: Crack length and crack tip radius during the intergranular fracture simulation along coherent twin boundary with $[11\bar{2}]$ crack.

Figure 5-14: Spatial distribution of (a) crack length and (b) crack tip radius along the $[11\bar{2}]$ crack front at a tensile strain of 10%.
alternate activation of slip along two symmetrically disposed planes \([102, 103]\), which is illustrated in Figure 5-15. In such cases, incremental increases in crack length \(\Delta a\) and crack tip radius \(\Delta \rho\) obey

\[
\frac{\Delta a}{\Delta \rho} = \cot(\phi),
\]

(5.1)

where \(\phi\) is the angle between the crack plane and the direction of slip.

![Figure 5-15: Schematic illustration of crack propagation by the alternate activation of slip along two symmetrically disposed planes.](image)

To verify this hypothesis, the dislocations emitted from the crack tip during fracture are analyzed using DXA (see Figure 5-16). It is found that Shockley partial dislocations with \(\frac{1}{6}[211]\) (leading partial) and \(\frac{1}{6}[112]\) (trailing partial) Burgers vectors are the primary type of dislocations emitted from the crack tip. Therefore, the angle between the crack plane and the direction of slip is computed to be \(\phi = 58.5^\circ\), predicting \(\Delta a/\Delta \rho = 0.61\) for crack advance due to slip. Figure 5-17 plots the crack length vs. crack tip radius. There are good linear relationship between them and the fitting yields a slope of \(\Delta a/\Delta \rho = 0.40 \pm 0.02\), which is in good agreement with the value 0.61, predicted by Equation 5.1.

Based on the analysis above, the intergranular crack propagation along coherent twin boundary with [112] crack is induced by slipping of atoms at the crack tip due to emission of dislocations. There is few bond breaking events.

One interesting feature of this fracture is that crack extension is localized—most of the crack advance occurs at one location while the rest part of the crack almost does not propagate (see Figure 5-18). This leads to the reorientation of crack front.
Figure 5-16: Shockley partial dislocations with $\frac{1}{6}[211]$ and $\frac{1}{6}[1\bar{1}2]$ Burgers vectors are the primary type of dislocations emitted from the [11\bar{2}] crack tip.

Figure 5-17: Crack length vs. crack tip radius. Linear fitting yields a slope of $0.40 \pm 0.02$. 

from [11\overline{2}] to [\overline{1}10] direction. It implies that the emission of dislocations from one location of the crack front will lead to emission of more dislocations from the same location. This is, however, contour-intuitive, because the emission of the dislocations blunts the crack tip and generally reduces the local stress intensity factors at that location.

One possible explanation for this behavior may be that, in this case, the perturbation of the straight crack front due to crack advance by slipping of atoms causes the local stress intensity factor to increase. Indeed, Rice derived theoretical formula for the stress intensity factor due to small perturbations of a straight crack front [104]. It shows that small initial deviations from straightness of the crack front can either reduce or increase the stress intensity factor depending on the size of the perturbation. If the size of the perturbation is larger than a critical length, then local stress intensity factor goes up. The critical length $\lambda_c$ depends on the loading systems and crack geometry and is, however, hard to estimate for our system.

![Crack front diagram](image)

Figure 5-18: Localized crack propagation leads to reorientation of crack front from [11\overline{2}] to [\overline{1}10] direction.

5.3 Mechanism of fracture along $\Sigma 65<100>$ symmetrical tilt GB

The crack propagation process along $\Sigma 65<100>$ symmetrical tilt GB is analyzed in this section. We plot the crack surface area and average crack tip radius of curvature
as functions of strain in Figure 5-19. It can be seen from Figure 5-19 that the four bursts are clearly discernible on this plot and initiate at 1.9%, 7.6%, 10.0%, and 12.6% strain. The crack does not advance uniformly along its entire front. Figure 5-20 plots the crack extension as a function of position along the front, showing maximum and minimum extensions of \( \sim 10\text{nm} \) and \( \sim 4\text{nm} \), respectively, at the end of the simulation. The crack propagation velocity during each burst is 20m/s-50m/s, i.e. far lower than the Rayleigh wave speed, \( c_R = 2887.6 \text{ m/s} \), of the potential we used.

Figure 5-19: Crack surface area and crack tip radius during the intergranular fracture simulation.

The crack tip remains sharp throughout the entire simulation. Initially, its radius of curvature is \( \rho \approx 0.4\text{nm} \). During each burst, the crack blunts slightly, causing \( \rho \) to increase, as shown in Figure 5-19. However, by the end of the simulation, the radius of curvature of the tip increases by only \( \sim 0.9\text{nm} \), despite the numerous dislocations emitted during each burst. The primary type of dislocations emitted from the crack tip is Shockley partials with \([12\bar{1}]\) and \([1\bar{1}2]\) Burgers vectors. Therefore, the angle between the crack plane and the direction of slip \( \phi = 40.45^\circ \), predicting \( \Delta a/\Delta \rho = 1.17 \).
based on Equation 5.1 for crack advance due to slip. However, the measured value of $\Delta a/\Delta \rho$ in our simulation is $\sim 9.3$. Thus, the crack advance is an order of magnitude greater than would be expected due to slip alone, indicating a significant contribution of bond breaking to crack extension.

Based on the analysis above, the mechanism for crack propagation along $\Sigma 65\langle 100 \rangle$ symmetrical tilt GB is different from that along coherent twin boundary with [112] crack, where crack propagation is mainly attributed to the slipping of atoms by emission of dislocations. To understand how crack propagates along $\Sigma 65\langle 100 \rangle$ symmetrical tilt GB, we will investigate bond breaking and dislocation emission as a function of position along the crack front and as a function of time during the second and third bursts.

### 5.3.1 Statistical analysis of crack tip processes

We exclude the first burst from this analysis because it starts with a perfectly straight, defect-free crack on an undisturbed GB: a configuration that may not be representative of a propagating crack tip. By contrast, in the remaining bursts,
the initial structures of the crack tip and GB are already highly perturbed by the preceding stages of fracture. We also exclude the fourth burst because at its onset the model is already severely distorted from its initial geometry.

Bond breaking analysis and slip vector analysis in a region of rectangular 3nm × 6nm cross-section containing the crack front are performed using the methods described in Chapter 4. To ensure a temporal resolution sufficiently high to investigate bond breaking and dislocation emission in detail, we saved snapshots of the complete atomic-scale model every 0.1ps. We begin by investigating the spatial distribution of debonding and slip events along the crack front. Figure 5-21a and b show that these two processes occur non-uniformly along the crack front, consistent with the non-uniform rate of crack advance illustrated in Figure 5-20. Furthermore, slip and decohesion are correlated: the number of slip events is larger at locations where more bonds are broken. The Pearson coefficients for this relationship are 0.77 and 0.68 for the second and third bursts, respectively, indicating a high level of correlation between slip and bond breaking. The probability of the null (no-correlation) hypothesis for both bursts is less than 5%. Thus, bond breaking and slip are not locally mutually exclusive. On the contrary: they are co-located.

![Figure 5-21: Correlation between bond breaking and dislocation emission at the crack tip during the (a) second and (b) third burst.](image)

The spatial coincidence of slip and bond breaking suggests that there may be a causal relationship between these processes, i.e., that one leads to the other. To
examine this possibility, we study the temporal sequence of bond breaking and slip at each crack front location. To calculate $t_{\text{debond}}$ and $t_{\text{slip}}$, the crack front is divided into twenty 0.7nm-wide bins. Inside each bin, the cumulative distributions $F(x)$ of debonding and dislocation nucleation events are found. We estimate the start times, $t_{\text{debond}}$ and $t_{\text{slip}}$, as the times at which the cumulative number $F(x)$ of bond breaking or slip events exceeds 10% of the total at a given location for a given burst (see Figure 5-22).

![Figure 5-22](image)

Figure 5-22: Cumulative distribution of debonding (red) and slip events (blue). The starting times for the two crack tip processes are defined as the times when their cumulative distribution reaches 10% threshold (dashed line).

Figure 5-23 plots $t_{\text{debond}}$ against $t_{\text{slip}}$ for all locations and bursts analyzed, showing that bond breaking always precedes slip. Thus, crack advance begins as brittle fracture through bond breaking at certain locations along the crack front and is followed by emission of dislocations at the same locations.

5.3.2 Decohesion restrained by emission of dislocations

The emission of dislocations following brittle crack propagation is unexpected because, under quasi-static displacement-controlled loading, crack extension leads to
Figure 5-23: Times for onset of bond breaking ($t_{\text{debond}}$) and dislocation emission ($t_{\text{slip}}$). All the data points fall into the upper-left half-plane, indicating that bond breaking precedes dislocation emission.
a reduction in the stresses ahead of the crack, decreasing the likelihood of subsequent dislocation emission. To understand how crack advance initiates dislocation emission in our simulations, we determine the tensile stress, $\sigma_{yy}$, along the GB as a function of position ahead of the crack and plot it in Figure 5-24 for different times during the second burst. The stresses and start times, $<t_{\text{debond}}>$ and $<t_{\text{slip}}>$, in Figure 5-24 are averages taken along the crack front. Surprisingly, tensile stresses ahead of the crack increase immediately following the onset of brittle fracture and only begin to decrease upon emission of dislocations.

Figure 5-24: Tensile stresses ahead of the crack front during the second burst. $<t_{\text{debond}}>$ and $<t_{\text{slip}}>$ are averages of $t_{\text{debond}}$ and $t_{\text{slip}}$ along the crack front.

The foregoing observations lead us to propose a new mechanism of intergranular fracture in Ni that proceeds in the following stages:

- As external loads rise, the conditions for onset of brittle fracture are reached at the tip of a pre-existing sharp crack
- The crack advances by bond breaking and the stresses ahead of the crack increase
Elevated stresses ahead of the advancing crack initiate the emission of dislocations, which, in turn, relax the crack tip stresses and arrest crack advance.

To summarize these stages, we name the proposed mechanism decohesion restrained by emission of dislocations (DRED).

A key component of DRED is that tensile stresses ahead of a crack increase as the crack advances by bond breaking. We argue that this unexpected behavior is due to characteristic, transient elastic fields that accompany subsonic brittle fracture [105]. To illustrate these fields, we perform a separate simulation on an idealized 2D model, shown in Figure 5-25a. The model consists of a close-packed array of particles. The size of the model is 446 × 386 in reduced units. Atoms interact through a nearest-neighbor harmonic potential:

\[ \phi(r) = \frac{1}{2}k(r - d)^2. \]  \hspace{1cm} (5.2)

The equilibrium nearest neighbor distance is \( d = 2^{1/6} \) and the spring constant is \( k = \phi''(d) = 72/2^{1/3} \). An atomically sharp crack of length 100 is introduced by turning off the interactions between atoms above and below the crack line. The elastic wave speeds are,

\[ c_d = \sqrt{\frac{2\mu}{\rho}} = 9, \quad c_s = \sqrt{\frac{\mu}{\rho}} = 5.2 \]  \hspace{1cm} (5.3)

with shear modulus \( \mu = \sqrt{3k/4} \) and density \( \rho = \frac{2}{2^{1/3}\sqrt{3}} \). Therefore, the dilatational wave takes \( t=42.8 \) to reach the boundary and \( t=85.8 \) to come back to the crack. We create an edge crack in the model, impose an initial tensile strain of 3\% by displacing the upper and lower surfaces, and relax the resulting configuration using energy minimization. We then instantaneously extend the crack by 20\% and simulate the resulting elastic fields using MD.

Figure 5-25b shows the distribution of tensile stress \( \sigma_{yy} \) immediately after crack extension. The initial, equilibrium elastic fields are perturbed by the emission of two elastic wave fronts that propagate radially away from the crack tip: a dilatational
wave and a slower shear wave. These waves are the only means by which information is carried from the crack tip to the boundaries of the model and vice versa. Thus, the time it takes for the crack tip to communicate with the boundaries—including the top and bottom surfaces, where loading is applied—is the time it takes the faster of these two waves (the dilatational one) to travel to the nearest surface and back. Prior to the return of the reflected dilatational wave, the elastic field around the crack does not depend on the shape or dimensions of the model and may therefore be considered a characteristic—albeit transient—state of a crack that has advanced subsonically by brittle fracture. In the long-time limit, scattering of elastic waves from the model boundaries, the crack, and each other—illustrated in Figure 5-25c—re-establishes mechanical equilibrium.

Remarkably, the characteristic transient elastic fields near the crack tip in Figure 5-25b closely resemble the asymptotic singular fields around an equilibrium crack [25]. In particular, the characteristic transient fields also exhibit a $R^{-1/2}$ singularity and a dependence on the polar angle $\theta$ identical to that found in equilibrium mode I loading (for all three stress components). The characteristic transient fields may therefore be described by a mode I stress intensity factor, $K_{It}$, where the subscript $t$ indicates that we are referring to the characteristic transient fields.

The stress intensity factor (SIF) is estimated by fitting the asymptotic fields
around the crack tip (see Figure 5-26) [23],

\[ \sigma_{ij}(r, \theta) = \frac{K}{\sqrt{2\pi r} f_{ij}(\theta)} \]  

(5.4)

Data points near the crack surface and the tip are excluded from the fitting due to the large errors in estimating atomic-level stress there.

---

**Figure 5-26:** Estimation of mode I stress intensity factor by fitting \( \sigma_{yy} \) with \( f(\theta)/\sqrt{2\pi r} \).

---

All the three stress components \( \sigma_{xx}, \sigma_{yy}, \text{and} \sigma_{xy} \) are used separately for the fitting to estimate the dynamic SIF after a burst of crack advance is introduced (see Figure 5-27a). The goodness of the fitting is assessed by the R-square measure (see Figure 5-27b).

**Figure 5-28** plots \( K_{It} \) as a function of time for the simulation illustrated in Figure 5-25a, where \( t=0 \) is the moment when the crack extends. The stress intensity rapidly rises to the equilibrium value—indicated by a red, horizontal line—expected for the new, extended crack length. Subsequently, \( K_{It} \) increases linearly with time, rising
The mode I dynamic stress intensity factor after a burst of crack advance is introduced is estimated using all the three stress components. (b) The goodness of the fitting is assessed by R-squared.
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stage, the crack does not communicate with the boundary and therefore the rise in
the stress intensity factor is not related to the size of the system.

In the second stage of DRED (indicated by S2 in Figure 5-29b), the stress fields
of the nucleated dislocations can interact with the crack and can either amplify or
alleviate the stress state around the crack, known as anti-shielding/shielding effect
\[101, 53, 106\]. To estimate the change in stress intensity factor due to this effect,
the dislocation line segments are first extracted from the simulation using DXA. The
outcome of this extraction is the position and Burgers vector of each line segment.
This information is then used to calculate $\Delta K_I^{\text{disl}}$ using the 2D dislocation anti-
shielding/shielding formula,

$$
\Delta K_I^{\text{disl}} = \frac{1}{1-\nu}
\left[
\cos \left(\frac{\theta}{2}\right) - \frac{1}{2} \sin(\theta) \sin \left(\frac{3\theta}{2}\right)
\right] \frac{\mu b_1}{\sqrt{2\pi r}} + \frac{1}{2(1-\nu)} \sin(\theta) \cos \left(\frac{3\theta}{2}\right) \frac{\mu b_2}{\sqrt{2\pi r}}
$$

The resulting $\Delta K_I^{\text{disl}}$ is shown in Figure 5-29b marked by triangles, which is negative,
indicating the dislocations are exerting a shielding effect on the crack. In the second stage, both $\Delta K_I$ and $\Delta K_{\text{disl}}$ contribute to the overall stress intensity factor at the crack tip, making it first increase and then decrease (see the curve marked by cross in Figure 5-29b). Eventually, the crack tip stress intensity factor drops below the critical value to sustain crack propagation, leading to the arrest of the crack in Stage 3 (indicated by S3 in Figure 5-29b).

In summary, crack propagation mechanism along $\Sigma 65\langle 100 \rangle$ symmetrical tilt GB is neither purely brittle nor the one described in Section 5.2. Rather, crack propagates in a brittle-like manner, which initiates dislocation emissions. The emission of dislocation then causes the crack to arrest.

### 5.4 Mechanism of fracture along coherent twin boundary with [110] crack

The crack propagation process along coherent twin boundary with [110] crack is analyzed in this section. Figure 5-30 shows the crack length and crack tip radius as a function of strain. Crack propagates continuously after the onset of fracture at a tensile strain of 1.7%. By the end of simulation, the crack extends by approximately
9.8nm with an average speed of 23m/s. The crack tip radius remains sharp throughout the entire simulation. At 10% tensile strain, the radius of curvature at the crack tip increases by only ~0.4nm, yielding $\Delta a/\Delta \rho = 24.5$, which is much higher than the predicted ratio 0.58 for the primary slip system using Equation 5.1. The high ratio of $\Delta a$ over $\Delta \rho$ indicates a significant contribution of bond breaking to crack extension, excluding the possibility of crack propagation via the mechanism described in Section 5.2.

![Graph](image)

Figure 5-30: Crack length and crack tip radius during the intergranular fracture simulation along coherent twin boundary with [110] crack.

Similar to crack propagation along $\Sigma 65<100>$ tilt GB described in Section 5.3, the fracture processes involve both brittle decohesion and dislocation nucleation. To check whether there is a correlation between bond breaking and dislocation emission, similar statistical analysis shown in Section 5.3.1 is performed in a 20ps interval after the onset of fracture. Figure 5-31 shows the resulting spatial distribution of crack extension and slipping along the crack front. They are non-uniformly distributed. The Pearson coefficients for the correlation between crack extension and slipping is 0.69, which indicates a high level of correlation between the two crack tip processes.
The probability of the null (no correlation) hypothesis is less than 5%. The causal relationship between bond breaking and dislocation emission here is similar to the one described in Section 5.3—crack extension increases the transient stress fields near the crack tip, which initiates the nucleation of dislocations. Therefore, more slipping events are observed at locations where the crack advances more.

Figure 5-31: Spatial distribution of crack length and number of slipping events along the crack front in a 20ps interval right after the onset of fracture.

However, there is one significant difference between the fracture described in this section and in Section 5.3. For fracture described here, crack propagates continuously with very limited plasticity while for fracture described in Section 5.3, intermittent crack propagation with extensive plasticity is observed. To understand why the dislocation nucleated from the [110] crack does not arrest the crack, the post-yielding plastic deformation process is analyzed.

Dislocation configurations are extracted from the simulation in the initial and later stages of the fracture. Figure 5-32 shows that the stacking fault tetrahedron is directly nucleated from the crack tip at 1.7% tensile strain. The edges of the tetrahedron are stair-rod dislocations with $1/6<110>$ Burgers vector. The Burgers
vector of the stair-rod dislocation is perpendicular to the dislocation line and does not lie in either of the slip planes. Therefore, it cannot glide and is immobile. Unlike the plastic flow carried by the continuous movement, multiplication and entanglement of the free mobile dislocations emitted from the [100] crack along $\Sigma 65<100>$ tilt GB, the nucleated stacking fault tetrahedron from the [110] crack is immobile and thus is unable to relieve the local crack tip stress through plastic flow. This local hardening mechanism in the vicinity of the crack tip causes the continuous brittle crack propagation without arrest.

![Diagram](image.png)

**Figure 5-32**: Dislocation configurations extracted from simulations at 1.7% and 2.6% tensile strain using DXA.

As the loading is increased, the stacking fault tetrahedron becomes unstable at a tensile strain of 2.6%. Shockley partials are dissociated from the stacking fault tetrahedron with $1/6[2\bar{1}1]$ and $1/6[1\bar{2}1]$ Burgers vectors on the $(\bar{1}11)$ plane as well as $1/6[1\bar{2}1]$ and $1/6[21\bar{1}]$ Burgers vectors on the $(1\bar{1}1)$ plane (see [Figure 5-32](image.png)b). Unlike the stacking fault tetrahedron, Shockley partial dislocations are mobile and can easily glide. The motion of dislocations contributes to the plastic flow. However, this does not lead to crack arrest because deformation twins are nucleated from the GBs ahead of the crack (see inset of [Figure 5-5](image.png)a) right after the onset of dislocation propagation at 3.0% tensile strain,. The deformation twins act as obstacles to dislocation motion.
and cause local hardening again (see Figure 5-33a). The local hardening mechanism due to deformation twining enables continuous crack advance without arrest in the later stages in the simulation.

![Figure 5-33: (a) The deformation twin blocks the motion of dislocations. (b) Dislocations penetrate the deformation twin.](image)

Based on the analysis above, the [110] crack propagates along coherent twin boundaries by brittle fracture, which initiates dislocations nucleation from the crack tip. The dislocation process does not interfere with the brittle crack propagation because their mobilities are limited due to the local hardening mechanism caused by stair-rod dislocations and deformation twins.

### 5.5 Critical energy release rates

The analysis in previous sections shows three distinct crack propagation mechanisms:

- **Coherent twin boundary with [112] crack**: Crack propagates by slipping of atoms at its tip due to emission of dislocations.

- **Coherent twin boundary with [110] crack**: Crack propagates by DRED.
- $\Sigma 65<100>$ symmetrical tilt GB: Crack propagate continuously in a brittle-like manner without arrest due to local hardening mechanism.

In this section, we want to relate the different crack propagation mechanisms with fracture toughness. The critical energy release rates for fracture along coherent twin boundaries as well as $\Sigma 65<100>$ symmetrical tilt GB are calculated using the method described in Chapter 4.

5.5.1 $G_c$ calculation for fracture along coherent twin boundaries

Figure 5-34 illustrates $G_c$ calculation for fracture along coherent twin boundaries with different crack orientations. Crack directional anisotropy in $G_c$ is observed: for the crack oriented in the $[110]$ direction, the average $G_c = 24 \pm 1 J/m^2$ while for the crack oriented in the $[112]$ direction, the average $G_c = 64 \pm 2 J/m^2$, which is 2.7 times more than the former. The difference is due to different crack propagation mechanisms described in Section 5.2 and Section 5.4.

One interesting feature of the $G_c$ curve for the $[110]$ crack is that there are three turning points (see Figure 5-34) that define several intervals with distinct $G_c$ values. Before turning point 1, the stacking fault tetrahedron nucleated from the crack tip is stable and immobilized, which causes local hardening. Therefore, in this period, crack propagates in a brittle-like manner with limited plasticity, leading a small value of $G_c = 9.7 \pm 0.8 J/m^2$. This $G_c$ is only slightly larger than the surface separation energies $2\gamma_{111} = 3.86 J/m^2$ (see Table 3.1). At turning point 1, the stacking fault tetrahedron becomes unstable and dissociated into Shockley partials. The motion of the partials contributes to the plastic flow, causing an rise in $G_c$ (see Figure 5-34).

At turning point 2, deformation twins are nucleated from the GBs ahead of the crack, leading to local hardening again by impeding the motion of dislocations. Using the method described in Chapter 4, the plastic work density $\rho_{pw}$ during crack propagation is estimated from atomistic simulations (see Figure 5-35). It can be seen that for the $[112]$ crack, the plasticity spread over almost the whole region of the bicrystal.
Figure 5-34: $G_c$ for intergranular fracture along coherent twin boundaries. For the coherent twin boundary with a [110] crack, the stacking fault tetrahedron become unstable at 1, deformation twins are nucleated at 2, and slip across deformation twins occurs at 3. (see Figure 5-35a) while for the [110] crack, the zone of plasticity (marked by ellipse in Figure 5-35b) is significantly reduced. This hardening due to deformation twining decreases $G_c$ again to $14.7 \pm 0.7 \text{J/m}^2$. At turning point 3, dislocation slip across the twins takes place. Therefore, a rise in $G_c$ is observed due to the increased plastic flow.

5.5.2 $G_c$ calculation for fracture along $\Sigma 65<100>$ symmetrical tilt GB

Figure 5-36 illustrates $G_c$ calculation for fracture along $\Sigma 65<100>$ symmetrical tilt GB, where crack propagates by DRED mechanism. The average $G_c$ during the entire fracture simulation is $141 \pm 4 \text{J/m}^2$, which is two orders of magnitudes larger than $2\gamma_{100} = 4.12 \text{J/m}^2$ (see Table 3.1) for pure brittle fracture on $<100>$ plane. The high $G_c$ is attributed to the emission of dislocations triggered by brittle crack advance. It can be seen from Figure 5-36 that four bursts of brittle crack propagation are clear discernible. During each burst, the crack extends for a long distance but with small
Figure 5-35: Plastic work distribution for coherent twin boundaries with cracks oriented in the (a) [112] and (b) [110] directions. Plasticity spreads over almost the whole space for the [112] crack while plasticity is limited to a small region (marked by ellipse) due to the deformation twining for the [110] crack.
amount of dissipated energies. The $G_c$ values for second and third bursts are only $28 \pm 13\, J/m^2$ and $18 \pm 5\, J/m^2$, which is much smaller than the average $G_c$, indicating nearly brittle fracture is taking place during the burst. Between each two bursts, the $G_c$ curve becomes steep. This is because the brittle decohesion is restrained by the emission of dislocations, leading to the arrest of the crack.

![Graph showing energy dissipated vs. projected surface area](image)

**Figure 5-36**: $G_c$ for intergranular fracture along $\Sigma65\langle100\rangle$ symmetrical tilt GB.

The values of $G_c$ for fracture along coherent twin boundaries and $\Sigma65\langle100\rangle$ symmetrical tilt GB are not directly comparable because the model sizes are different. In order to know how the $G_c$ for crack propagation with DRED mechanism compares with others, we investigate the size effect on $G_c$ for DRED mechanism. We construct five fracture simulation models containing the same $\Sigma65\langle100\rangle$ symmetrical tilt GB but with different sizes. The model (see **Figure 5-8**) has the same length in x direction, $L_x$, and different lengths in the y and z directions, $L_y=L_z=\{23\, \text{nm}, 34\, \text{nm}, 45\, \text{nm}, 57\, \text{nm}, \text{and } 85\, \text{nm}\}$.

**Figure 5-37** plots $G_c$ for intergranular fracture in model sizes ranging from $L_y=23\, \text{nm}$ to $85\, \text{nm}$, showing that $G_c$ increases with the model size. This effect is to be expected
because plastic work generally scales with the size of the region where dislocations are active: a larger system size gives rise to a larger plastic zone around the crack [107, 108]. By examining the slope of $G_c$ vs. $L_y$ on a log-log plot (see Figure 5-37), we find that $G_c \sim L_y^{1.20\pm0.48}$, indicating a nearly linear relationship between the critical energy release rate and the model size. Since the contribution of surface energy to $G_c$ is negligible, this finding suggests that plastic work scales linearly with model size.

![Figure 5-37: The dependence of $G_c$ on model size, $L_y$, for intergranular fracture simulations.](image)

To understand the linear dependence of $G_c$ and plastic work on model size, the estimated plastic work densities for intergranular fracture with model sizes $L_y=23$nm, 34nm, and 45nm are visualized in Fig. Figure 5-38a-c. Bright regions correspond to intense dislocation activity and hence high plastic work density. The initial crack length at zero stress is marked by white lines in Figure 5-38a-c. A striking feature of these plastic work density distributions is that most of the plastic work is localized in distinct slip bands that originate at the crack tip and end at a free surface. The size of this region increases linearly with model size, explaining the linear dependence of $G_c$ on $L_y$.
Figure 5-38: Plastic work density distribution for intergranular fracture with (a) $L_y=23$nm, (b) $L_y=34$nm and (c) $L_y=45$nm.
For all model sizes, the region ahead of the crack tip in Figure 5-38 is brightest because dislocations are nucleated there. We estimate the total plastic work ahead of the crack tip, $W_{\text{tip}}^p$, by integrating the plastic work density over a rectangular region ahead of the crack tip with width = 5nm and length = (final crack tip position) (initial crack tip position) = 4.8nm, 6.5nm, and 7.6nm for $L_y$ = 23nm, 34nm, and 45nm. We obtain $W_{\text{tip}}^p$=729eV, 461eV, and 592eV with 1nm of crack extension for $L_y$ = 23nm, 34nm and 45nm, respectively. It appears that $W_{\text{tip}}^p$ does not scale with $L_y$, suggesting that the number of dislocations nucleated from the crack tip per unit crack advance does not depend on model size.

Having understood the size dependence of $G_c$, the value of $G_c$ for crack propagation with DRED mechanism is extrapolated to the one with the same size as the fracture simulation along coherent twin boundaries. The resulting $G_c$ is $\sim 46 J/m^2$, which is slightly smaller than $G_c = 64 \pm 2 J/m^2$ for crack propagation by 'ductile' fracture in Section 5.2 and larger than $G_c = 24 \pm 1 J/m^2$ for crack propagation by continuous brittle fracture in Section 5.4.
Chapter 6

Crack healing phenomenon

This chapter describes a serendipitous finding during the investigation of intergranular fracture—healing of nanocracks by microstructure evolution. We first present the crack healing phenomenon in 2D models. This mechanism relies on the generation of crystal defects known as disclinations by migrating grain boundaries. After that, we will present the healing of nanocracks in 3D microstructures of metals, followed by the discussion of its mechanism.

6.1 Atomistic simulations of crack healing

6.1.1 A serendipitous finding

In the course of studying intergranular fractures in Ni described in Chapter 3, we constructed a simulation model where a $\Sigma 227(110)$ symmetrical tilt GB is perpendicular to a crack (see Figure 6-1). Under uniaxial tension, the crack faces gradually open and emit dislocations from its tip (see Figure 6-1a). Further loading leads to the dissociation of the $\Sigma 227(110)$ symmetrical tilt GB into three new tilt GBs (marked by the dashed line in Figure 6-1b). The dissociated GB migrates towards the crack, causing the crack faces to close (see Figure 6-1c). As the dissociated GB continues to migrate, the crack faces finally touch each other and gets completely healed (see Figure 6-1d).
Figure 6-1: A serendipitous finding of crack healing phenomenon. (a) Under uniaxial tension, dislocations are emitted from the crack tip. (b) Further loading leads to the dissociation of the GB. (c) As the dissociated GB approaches the crack, the crack faces are closed. (d) Crack gets fully healed.
The phenomenon discovered in this simulation is very interesting—the migration of the GB leads to completely healing of the crack under tension. The key process here is stress-driven GB migration (SDGBM), where a shear stress applied parallel to a grain boundary leads to diffusionless migration of the boundary in the direction perpendicular to its plane.

6.1.2 Model construction and simulation setup

To further investigate the crack healing phenomenon and understand how SDGBM influences fracture, we use MD to simulate loading of a model microstructure in Ni: a bicrystal, shown in Figure 6-2, with a pre-existing nanocrack. The system has dimensions of $4.3\,nm \times 105.3\,nm \times 103.4\,nm$ with periodic boundary conditions in the x-direction and free surfaces in the y- and z-directions. To create a nanocrack, we remove atoms in a $4.3\,nm \times 10\,nm \times 1\,nm$ layer. The crystallographic orientation of Grain 1 is $x = [1 \, 2 \, 1]$, $y = [17 \, 2 \, 21]$, $z = [22 \, 19 \, 16]$, and the orientation of Grain 2 is $x = [\bar{1} \, 2 \, \bar{1}]$, $y = [21 \, 2 \, 17]$, $z = [16 \, 19 \, 22]$. In this way, two $\Sigma 367(10\bar{1})$ symmetrical tilt GBs are formed with tilt angle $14.69^\circ$.

Figure 6-2: Simulation setup for Ni bicrystal model with a crack. The inset shows misfit dislocations in GB1.
The nanocrack is stable when no external stress is applied. The model is loaded in shear by applying tractions along the surfaces normal to the z-direction using the method described in Chapter 3. Due to the symmetry of the stress tensor, both GB1 and GB2, shown in Figure 6-2, are under shear stress. The orientations of Grain 1 and Grain 2 are chosen such that GB1 is a symmetric tilt GB. GB1 consists of an array of parallel edge dislocations (see inset of Figure 6-2)\[sup 14\] and migrates easily due to their collective motion under an applied load. Reversing the loading direction reverses the migration direction of GB1. GB2 does not undergo shear-coupled migration and its shear resistance is sufficiently high so that it does not shear during the simulation.

6.1.3 SDGBM leads to healing or opening of cracks

We found that the migration of GB1 causes the nanocrack to open or close, depending on the direction of migration. This is surprising since the system is loaded under pure shear: there is never any net tensile or compressive external load applied to it. When GB1 moves away from the crack, the crack surfaces initially undergo a reversible crack opening displacement, as if the system were experiencing net tensile. At an average engineering shear strain of 3.5%, Shockley partial dislocations nucleate at the crack tip and glide into Grain 2, as illustrated in Figure 6-3. Additional dislocations are emitted as GB1 continues to migrate and the crack extends into Grain 2.

However, when GB1 moves toward the crack, the crack surfaces progressively close as illustrated in Figure 6-4a, even though no net compressive stress is applied. As GB1 continues to migrate, the crack faces eventually come into contact and rapidly bond along the entire length of the crack. The nanocrack is thereby fully healed, leaving behind several edge dislocations with Burgers vectors pointing in the surface normal direction of the original crack (see Figure 6-4b). Their presence in the vicinity of the healed crack is topologically necessary because the crack itself was formed by the removal of a \(~1\text{nm}\)-thick layer of atoms.
Figure 6-3: Simulation result of Ni bicrystal containing a migrating GB and a crack. The crack opens when the GB moves away from it. All perfect crystal atoms have been suppressed for clarity.

Figure 6-4: Simulation result of Ni bicrystal containing a migrating GB and a crack. The crack closes (a) and eventually heals completely (b) when the GB moves towards it. All perfect crystal atoms have been suppressed for clarity.
6.2 Crack healing mechanism

6.2.1 Generation of disclinations due to SDGBM

Crack opening and closing in the presence of SDGBM may be interpreted using the mechanics of crystal defects known as disclinations [109]. Figure 6-5 illustrates how positive and negative wedge disclinations are created. For a positive one (see Figure 6-5a), a wedge of material of angle \( \omega \) is removed. The surfaces thereby created are then forced together and welded shut. For a negative wedge disclination (see Figure 6-5b), a cut is made and the surfaces thereby created are forced open to an angle \( \omega \). A wedge of material is welded in to close the gap.

![Figure 6-5: (a) Positive (filled triangle) and (b) negative (open triangle) wedge disclinations. (c) If surfaces MN and MKL are not connected, then GB migration produces the shear offset shown. (d) A positive wedge disclination is added at M to close the gap \( \angle NMK \). (e) A negative wedge disclination is added at K to prevent overlap in \( \triangle LKN \).](image)

Figure 6-5 illustrate how wedge disclination dipoles may be used to describe the effect of GB migration on internal stress fields [110, 111]. If surfaces MN and MKL
are not connected, then GB1 migration produces the shear offset shown in Figure 6-5c. To reconnect surfaces MN and MKL, a positive wedge disclination is added at point M in Figure 6-5d to close the gap ∠NMK and a negative wedge disclination is added at point K in Figure 6-5e to prevent overlap in region △LKN.

To confirm the presence of disclinations generated by GB migration, a Burgers circuit analysis has been conducted in the region where GB migration takes places citeKroner1. In the case of dislocations, such analysis identifies a characteristic translational closure failure whose value does not depend on the path of the circuit. When carried out on disclinations, this analysis identifies a characteristic rotational closure failure that does not depend on the path of the circuit. Figure 6-6 shows a circuit around a negative wedge disclination in a right-handed screw sense. A triad of lattice vectors is displaced along the circuit from A to B. In a reference lattice, there is no change in its orientation when the triad returns to A. In the deformed structure, however, there is a rotational closure failure. The rotation required to reorient the triad back to its original orientation is just the misorientation of GB1. The Burgers circuit analysis also justifies the use of discrete disclinations, instead of modeling internal stresses created during SDGBM with arrays of hypothetical dislocations.

Figure 6-6: Burgers circuit analysis around a disclination.
6.2.2 Stress fields around disclination dipoles

The $\sigma_{zz}$ (tensile) stress field calculated from the simulations in Figure 6-2 at 1.5% applied shear strain and shown in Figure 6-7a and b gives clear evidence of discrete, well separated, clearly identifiable disclinations at the predicted locations. The stress field of each disclination translates with the disclination as it moves during SDGBM.

![Stress field](image)

Figure 6-7: (a) $\sigma_{zz}$ field calculated from atomistic simulations when GB1 migrates away from the crack and (b) toward the crack. Positive and negative disclinations coincide with the compressive (blue) and tensile (red) stress concentrations, respectively.

To verify the stress fields around disclination dipoles computed from atomistic simulations, we used the finite element method (FEM) implemented in the commercial software package COMSOL to calculate the stress and displacement fields due to surface image stresses generated by disclination dipoles in the model microstructure shown in Figure 6-2. The size and shape of the FEM model is identical to that in the atomistic simulations. Details of the FEM implementation is described in Chapter 3.

The disclination strength used in the FEM model is calculated as the tilt angle of GB1, which is equal to 14.69°. In the calculation, the migration distance of GB1 is fixed to be 14nm. One disclination of the dipole is placed at the center of the cell while the other is placed 14nm away. The stress fields calculated using FEM are in excellent agreement with the atomistic simulations.
agreement with out atomistic simulations. Figure 6-8 shows the $\sigma_{zz}$ component of the complete stress field generated when GB1 migrates in either direction. This should be compared with the stress field obtained in the atomistic simulation and shown in Figure 6-7.

Figure 6-8: FEM calculation of $\sigma_{zz}$ component of stress fields generated by wedge disclination dipoles in the model shown in Figure 6-2 (a) when GB1 moves away from the crack and (b) when GB1 moves toward the crack.

6.2.3 Crack healing due to disclination dipoles

The internal stresses generated by migrating GBs in an infinite solid may be computed analytically by superimposing the stress fields of positive and negative wedge disclinations, which have been known for over a century. In a finite solid, a disclination dipole will additionally induce tractions on the free surfaces. Therefore, image stresses will arise to satisfy traction-free boundary conditions [53]. It is these image stresses that are responsible for the crack healing mechanism described here. To substantiate this claim, we used the FEM to assess the effect of surface image stresses on the disclination-induced deformation of the model shown in Figure 6-2. The directions and magnitudes of relative crack surface displacements calculated from the image stresses alone are in excellent quantitative agreement with atomistic simula-
tions as are the stress fields calculated by FEM. Figure 6-9 shows the $u_z$ component of displacement fields generated by image forces on the free surface. The crack surfaces move apart from each other when GB1 moves away from the crack and toward each other when GB1 moves toward the crack, which agrees with the simulation results.

![Figure 6-9: FEM calculation of $u_z$ component of displacement fields generated by image stresses due to the free surfaces in the model shown in Figure 6-2 when GB1 moves away from the crack and (b) when GB1 moves toward the crack. Crack opening and closing occurs as expected from the atomistic model.](image)

Although free surface image stresses are not present at internal intergranular cracks, disclinations formed during SDGBM may still cause them to open or close. Wedge disclinations may attenuate or amplify crack tip stress intensities of internal cracks [112], leading to additional, mixed-mode crack surface displacements. This effect, known as shielding or antishielding, may be expressed as a change in the stress intensity at the crack tip, $\Delta K$. For a disclination dipole lying on the crack plane ahead of a semi-infinite crack,

$$\Delta K_I = \frac{\sqrt{2}}{2} \frac{\mu \omega}{2\pi(1 - \nu)} \left( \sqrt{d_+} - \sqrt{d_-} \right), \quad (6.1)$$

where $\mu$ is the shear modulus, $\nu$ is Poisson’s ratio, $\omega$ the disclination strength, and $d_+$ the distance from the crack tip to the positive (negative) wedge disclination.

Equation 6.1 predicts that larger GB migration distances lead to larger $\Delta K_I$ magnitudes and therefore a stronger influence on the crack. Subscript I indicates that the stress intensity generated by the disclinations is equivalent to Mode I (tensile/compressive) loading and gives rise to crack opening when $d_+ > d_-$ and closing
when $d_+ < d_-$. Healing of periodic (semi-infinite) as well as finite-length internal intergranular cracks through this mechanism is also observed.

### 6.3 Healing of nanocracks under tension

A firm understanding of the disclination-based mechanism of crack healing enables us to design microstructures that heal cracks even under monotonic external tensile loading, which would normally cause crack opening and advance. In Figure 6-10, we show a bicrystal containing a nanocrack and a symmetric tilt GB designed to migrate towards the crack under an applied tensile load. Since the uniform migration of a GB alone would not change the internal stress distribution in a bicrystal and therefore would not influence crack face displacements, we placed an impenetrable precipitate ahead of the advancing GB to block the motion of part of the GB. The precipitate, shown in blue in Figure 6-10, is created by requiring all the atoms in it to displace as a rigid body.

Figure 6-10: (a) Initial configuration and loading conditions. (b) Crack opens slightly due to applied tensile load; the GB begins to migrate towards the crack; part of the GB is blocked by the rigid precipitate. (c) Crack begins to heal as the part of the GB not blocked by the precipitate migrates further; white and black triangles indicate negative and positive disclinations, respectively (see Figure 6-5). (d) Complete crack healing. All perfect crystal atoms have been suppressed for clarity.
Tensile loading is applied on the surfaces normal to the z-direction. The crack surfaces initially open under the applied load and the GB migrates as expected. With further loading, part of the GB impinges upon the impenetrable precipitate while the remainder continues to move, as shown in Figure 6-10b. With continued loading, the crack surfaces cease opening and eventually begin to close. Figure 6-10c shows the moment when the crack faces touch and the crack begins to heal while in Figure 6-10d the crack has healed completely. Thus, we have successfully designed a microstructure where GB migration is used to achieve a counterintuitive result: complete crack healing under monotonic applied tensile loading.

The stress field inside the bicrystal corresponds to that of the disclination dipole shown in Figure 6-10c. This dipole would not have formed had there been nothing to impede the migration of part of the GB. As the unimpeded section of the GB continues to migrate, it leaves behind a positive wedge disclination near the precipitate while the negative wedge disclination shown as an open triangle in Figure 6-10c approaches the crack. The resulting disclination dipole induces closing displacements on the crack surface, which compete with the opening displacements arising from the external load. At a critical GB migration distance, the net displacement of the crack surface switches from opening to closing and the crack eventually heals despite the continuing tensile loading.

The effect of SDGBM on crack healing and advance in Ni is not symmetrical: less migration is required to heal cracks than to advance them. Figure 6-11 plots crack length as a function of GB migration distance for the simulation shown in Figure 6-2. The crack begins to close once GB1 moves towards it by 7.2nm. However, dislocation emission does not occur until GB1 has migrated 27.7nm away from the crack. The simulation illustrated in Figure 6-2 was repeated with the misorientation of GB1 reversed such that its effect on the crack is reversed: migration away from the crack closes it and migration towards the crack opens it. As shown in Figure 6-11, the amount of migration required to heal the crack in this case is again smaller than that required to advance it.

This asymmetry has potentially far-reaching consequences: it suggests that in
materials where GBs are equally likely to move towards cracks or away from them, SDGBM-induced crack healing will occur more frequently than SDGBM-induced crack advance. Thus, SDGBM may inhibit fracture by closing small cracks and impeding the formation or propagation of others. It is especially relevant to NC materials because GB-related mechanisms such as GB sliding and SDGBM often play a larger role in their deformation than does conventional dislocation plasticity [113, 114]. This proposition is consistent with studies that reported enhanced ductility in NC materials where SDGBM occurred [115, 116, 117]. The frequency of disclination-induced crack healing in real microstructures is not currently known. However, studies of fracture in nanopillars and nanowires suggest that direct experimental investigations of such phenomena are becoming possible [118, 119].

Figure 6-11: The relationship between crack length and GB1 migration distance.
6.4 Healing of nanocracks in the 3D microstructure.

In this section, we further examine the possibility of crack healing in the 3D microstructure of metals. We build a model 3D nc-Pd grain structure composed of uniform, space-filling truncated octahedra of width \(d=20\text{nm}\), measured between two opposing hexagonal faces, as illustrated in Figure 6-12. This is a reasonable representation of nc-Pd created by consolidation of Pd nanoclusters synthesized through inert gas condensation [120]. Of the five convex polyhedra that tessellate 3D Euclidean space [121], truncated octahedra do so with least interface area per unit volume [122], resulting in models with low total GB energy. Such models are commonly used in studies involving 3D grain structures [123, 124].

![Figure 6-12: (a) A crystalline Pd grain shaped as a truncated octahedron. (b) The nc-Pd model used in the present study. For clarity, atoms with perfect face-centered cubic (fcc) environments are not shown.](image)

We carry out MD simulations using LAMMPS [86] software and an EAM potential for Pd [90]. Our model has dimensions \(40\text{nm} \times 40.8\text{nm} \times 35.4\text{nm}\) with periodic boundary conditions applied in all directions. It contains \(\sim4.25\)M atoms. We introduce a \(7.5\text{nm} \times 7.5\text{nm}\) square-shaped crack of thickness 1nm in the vicinity of one of the GBs by removing atoms, as shown in Figure 6-13a. We apply external loading
by iteratively shearing the supercell by $\gamma_{xz}=0.1\%$ followed by 5ps of MD relaxation after each strain increment, yielding an average strain rate of $2 \times 10^8/s$.

Figure 6-13 shows the effect of loading on the crack in nc-Pd: the crack progressively closes, even though the applied strain is simple shear and has no net compressive component. At an average shear strain of $\gamma_{xz}=4.05\%$, the crack surfaces far from the GB touch and bond (see Figure 6-13b). Concurrently, Shockley partial dislocations with [112] Burgers vectors nucleate from the crack faces where bonding occurs. They are followed by trailing partials with [211] Burgers vectors. The emitted dislocations have net Burgers vectors perpendicular to the crack surfaces, consistent with crack closure. At an average shear strain of $\gamma_{xz}=4.3\%$, the nanocrack bonds along the entirety of both of its surfaces and is completely healed (see Figure 6-13b). Further loading leads to nucleation of dislocations at GB triple junctions followed by their propagation through the grains and absorption at opposing GBs.

Figure 6-13: Simulation of a crack in nc-Pd during shear loading. The top row shows the crack edge-on while the bottom row shows it in plan-view. Applied strains are indicated below the figures. For clarity, atoms with perfect fcc environments are not shown. (a) Initial model structure. (b) Upon shearing, the crack begins to close at its right end (far from the GB). (c) Eventually, the crack heals completely.

The closure and healing of cracks in nc-Pd under simple shear is surprising because no net compressive stress is applied. To emphasize this point, we perform another MD simulation on a model containing a crack of identical shape and dimensions as that shown in Figure 6-13, but located in a single crystal (see Figure 6-14a). The
orientation of the single crystal is the same as that of the grain in the nc-Pd containing the crack. All the other simulation parameters remain the same. As shear loading progresses to stresses of $\sim1.5\text{GPa}$ and shear strains of $\gamma_{xz}=4.4\%$, Shockley partial dislocations nucleate at the crack and propagate away in the plane of the crack (see Figure 6-14). No crack closure is observed at any time during this simulation.

The reason for the different crack behaviors in nc-Pd and single crystal Pd is the non-uniform, microstructure-induced internal stress that develops within the former upon external loading. To understand how this stress is generated, we carry out a third MD simulation: this one on the same nc-Pd structure as shown in Figure 6-13, but with no crack. Atomic-level virial stresses are calculated in all three simulations at $\gamma_{xz}=4.0\%$, i.e. just below the strain at which crack closure initiates in the simulation in Figure 6-13. Figure 6-15 shows the spatial distribution of $\sigma_{zz}$: the normal stress component perpendicular to the crack faces. This distribution is highly non-uniform in nc-Pd (Figure 6-15b): it concentrates in alternating lobes of tension and compression in the vicinity of GBs. In elastically anisotropic materials, such patterns

Figure 6-14: Simulation of a crack in single crystal Pd during shear loading. For clarity, atoms with perfect FCC environments are not shown. (a) Initial model structure. (b) Upon shearing, Shockley partials dislocations are emitted from the crack tip, but no crack healing is observed.
arise from compatibility strains due to the different crystallographic orientations of adjacent grains \[ \text{(53, 125)}. \]

Figure 6-15: The spatial distribution of $\sigma_{zz}$: the stress component normal to the crack faces at 4% shear strain calculated in (a) single crystal Pd, (b) nc-Pd without cracks, and (c) nc-Pd with a crack. The stress in (c) minus the stress in (b) is plotted in (d). The colorbar in d) applies to a), b), and c), as well.

Moreover, nc-Pd also exhibits local inelastic atomic re-arrangements—such as GB shearing and migration—even prior to the onset of plastic flow. These inelastic events also contribute to internal stresses in nc-Pd. For example, the GB nearest to the crack in Figure 6-13a) is a $\Sigma367(110)$ symmetrical tilt GB with tilt angle $\theta = 14.69^\circ$. It consists of an array of edge dislocations and easily migrates under external shear loading [101]. These differences in the nominally elastic response of nc-Pd and single crystal Pd are apparent in the stress-strain curves obtained from our simulations and shown in Figure 6-16: GB-mediated plasticity in the early, nominally-elastic stage of deformation relieves some of the stress in the model, giving rise to a lower apparent shear modulus than the simulation in single crystal Pd.
Figure 6-16: Stress-strain curves for the three MD simulations conducted within this study.

The $\sigma_{zz}$ stress component from the single crystal simulation is shown in Figure 6-15a. It exhibits the characteristic shape of mode II crack tip stress fields, with tension on one side of the crack plane and compression on the other [25]. As expected, this type of stress field does not lead to closure of the crack. However, Figure 6-15b shows that, in nc-Pd, $\sigma_{zz}$ has a high, compressive value in the region where the crack is later introduced. These microstructurally-induced internal stresses gives rise to local compression on the crack, as shown in Figure 6-15c. Figure 6-15d plots $\sigma_{zz}$ in nc-Pd with the crack minus $\sigma_{zz}$ in nc-Pd without the crack, i.e. the crack-induced stresses in nc-Pd. These stresses appear qualitatively different than those in Figure 6-15a because, in addition to the characteristic mode II elastic fields for cracks in uniform media [25], they also incorporate crack-induced image stresses arising from the non-uniform internal fields generated by the nc-Pd microstructure.

The present study demonstrates that complete closure and healing of nanocracks in realistic, 3D microstructures is possible, even when no net compressive loads are applied. Therefore, the mechanically-induced crack healing behavior is not confined
to model 2D microstructures. In both studies, crack healing arises due to internal stresses generated by non-uniform, evolving microstructure, e.g. through compatibility strains and inelastic GB response. These observations illustrate the importance of accounting for microstructurally-induced internal stresses when predicting the behavior of cracks under mechanical loading. Other forms of microstructure evolution—e.g. martensitic transformations \cite{126,127} or differential distortion \cite{128}—also generate internal stresses and so may also be expected to influence crack behavior. It remains to be seen whether small-scale crack closure events such as the one described here may be harnessed to mitigate material degradation in engineering applications.
Discussion and conclusion

This chapter first discusses the implication of the work in this thesis, followed by a brief summary of the thesis as well as open questions.

7.1 Discussion

Knowing the fracture toughness of individual GB is of great significance. It can not only provide insights for designing stronger materials by GB engineering, but also can be used as input to build accurate lifetime models to predict failures. Unfortunately, the dependence of fracture toughness on GB types is still unknown. Classical models simplify this as a classification problem—given the type of GB, identify which category it belongs to, intrinsically ductile (high toughness) or intrinsically brittle (low toughness). The well-known criterion for this classification problem, proposed by Rice and Thomson \[^{4, 34}\], can correctly predict which one is intrinsically brittle or ductile for a few type of metals as well as the threshold temperature for crack tip plasticity in α-Fe \[^{1}\]. However, in general, its predictability is limited.

The newly discovered DRED fracture mechanism described in Chapter 5 contrasts with the classical view of Rice and Thomson. Their fracture criterion recognizes that, in general, bond breaking and dislocation emission near crack tips occur at different applied loads \[^{68, 36}\]. Under quasi-static conditions, the process that requires lower load initiates first and relieves stresses in the vicinity of the crack. Subsequent re-
loading of the crack re-initiates the same process. Thus, bond breaking and dislocation emission are mutually exclusive in this simple model: during continuous loading, only the process requiring the lower load occurs. However, in DRED, bond breaking and dislocation emission are not mutually exclusive, but rather act in concert: the onset of brittle fracture generates transient elastic fields that lead to the emission of dislocations, which, in turn, shield and arrest the crack. Both DRED and Rice’s model focuses on crack-tip processes and does not address mesoscale phenomena, such as the evolution of ordered dislocation structures and their interaction with the crack.

The investigation of crack propagation mechanisms in Chapter 5 hints on the conditions under which crack propagates by ductile, brittle or DRED mechanism. Similar to Rice’s model, the conditions can be expressed in terms of critical stress intensity factors for decohesion $K_{Ic}^{dec}$ and dislocation emissions $K_{Ic}^{disl}$. When $K_{Ic}^{dec} > K_{Ic}^{disl}$, dislocations will be emitted first, which will tip the balance towards plastic blunting of the crack tip, leading to ductile fracture (see Figure 7-1a). This condition for ductile fracture is the same with Rice’s criterion.

When $K_{Ic}^{dec} < K_{Ic}^{disl}$, whether crack propagates by DRED or pure brittle fracture depends on the difference between $K_{Ic}^{dec}$ and $K_{Ic}^{disl}$. The stress intensity for a crack advancing at steady state velocity $v$ is

$$K_I(v) = k(v)K_{Is},$$

(7.1)

where $K_{Is}$ is the stress intensity for a static crack of identical shape and $k(v)$ is a function that decreases monotonically to zero as $v$ increases to Rayleigh wave speed. Therefore, we expect the transient stress intensity to reach a maximum value (see Figure 6-12b), $K_{It}^{max} = K_{Ic}^{dec} + \Delta$, as an initially stationary crack accelerates to $v$, where $F$ is a function of the loading conditions and crack geometries. If $K_{Ic}^{disl} > K_{It}^{max} = K_{Ic}^{dec} + \Delta$, the condition for dislocation emission will never be reached before the transient stress intensity begins to drop. Therefore, crack will propagate by pure brittle fracture under this condition (see Figure 7-1b).
When $K_{\text{disl}}^d - \Delta < K_{\text{dec}}^d < K_{\text{disl}}^d$, crack can propagate by either DRED mechanism or brittle fracture depending on the post-yielding plastic deformation process. Dislocation process will be first triggered as a result of the rising crack tip stress intensity factor. In the absence of local hardening, the nucleated dislocations will propagate away and relax the crack tip stress, leading to crack arrest (see Figure 6-12c). This is the DRED mechanism. However, in the presence of local hardening, the motion of dislocations is restricted and therefore the crack tip stress can not be relaxed through plasticity. In this case, crack propagates continuously in a brittle-like manner (see Figure 6-12c).

DRED also sheds light on how to optimize fracture toughness. The key is to prevent onset of pure brittle fracture by increasing $K_{\text{dec}}^d$ and decreasing $K_{\text{disl}}^d$. $K_{\text{dec}}^d$ may be altered by changing GB character [3, 2, 133] or through alloying [134]. Razumovskiy et al. investigated the effect of transition metal alloying elements on a typical high-angle GB in Ni using first-principle calculations and identified Zr, Hf, Nb, Ta and B to have positive impact on increasing $K_{\text{dec}}^d$ [134]. $K_{\text{disl}}^d$ depends on unstable stacking fault energy $\gamma_{us}$ ($K_{\text{disl}}^d \sim \sqrt{\gamma_{us}}$, in 2D) and the orientation of slip systems in the adjacent grains [34]. Additional strategies for increasing toughness may also emerge from an improved understanding of the transient fields that follow the onset of brittle fracture in DRED. For example, it may be possible to reduce the amount of brittle fracture prior to dislocation emission by enhancing the rate at which the transient stress intensity, $K_{It}$, increases or by amplifying the shielding effect of emitted dislocations [35]. Indeed, the example of DRED shows that much remains to be understood concerning the role of transient stresses in the micromechanics of fracture.

The understanding of crack propagation mechanism in "nerd" environment is of great importance for investigation of H-induced intergranular fracture. So far, numerous mechanisms have been proposed to account for H embrittlement, including H-induced decohesion [135, 136], H-enhanced localized plasticity [137], hydride-formation and cleavage [138] and absorption-induced dislocation emission (AIDE) [139]. In the model of AIDE, the absorption of H to the crack tip facilitates the
Figure 7-1: Criterion for ductile, DRED, and brittle fracture.
emission of dislocation on suitably inclined slip planes, promoting the coalescence of cracks with micro- or nano-scale voids ahead of cracks. However, if crack propagation in H environment is via DRED mechanism, then dislocations are only emitted after a burst of brittle crack advance. In this case, the decrease in $K_{Ic}^{disl}$ due to absorption of H to the crack tip will actually reduce $K_{Ic}^{disl} - K_{Ic}^{dec}$, leading to an earlier arrest of the crack. Thus, the H absorbed to the crack tip in AIDE does not accelerate the fracture process, but rather hinders crack propagations.

A recent work by Kirchheim shows that the surface separation energies at the GB have different values for fast and slow cracks [140]. Hydrogen energetically prefers to stay on a pair of free crack surfaces rather than at GBs [141]. Therefore, the H concentration on the crack surface during fast crack propagation is equal to half the H content at the uncracked GB, which is lower. However, for slow crack propagation, the H concentration on the crack surface will always be in equilibrium and therefore higher than in the case of fast separation. Kirchheim shows that the surface separation energy for fast crack is higher than that for slow crack. When crack propagates by DRED mechanism, it is slow on average but fast during the intermittent burst. Therefore, H has no time to diffuse to the crack surface during each burst, leading to a lower $K_{Ic}$ for DRED in the presence of H than that for slow cracks.

Besides the understanding of fracture mechanisms, another way to find the relationship between fracture toughness and GB types is to collect a sufficient amount of data on GB’s fracture toughness and then use the data mining approaches to infer the governing relationships. Given the huge number of GBs, acquiring this data from experiments would be almost impossible. In this thesis, we proposed a relatively simple and fast method for computing critical energy release rates from atomistic simulations. Our method relies solely on global thermodynamic quantities and is not limited to LEFM. Therefore, it applies to fracture at the onset of crack tip dislocation nucleation as well as in the presence of extensive plastic deformation.

Experimentally determined values of $G_c$ for pure Ni and Ni-base alloys range from 111kJ/m$^2$ to 854kJ/m$^2$ [142, 143, 144]. These $G_c$ values are much higher than the ones calculated in Chapter 3. The reason for this discrepancy is a difference in
fracture mode. Pure Ni and Ni-base alloys undergo transgranular ductile fracture, where cracks propagate by void growth and coalescence [145]. This mechanism is qualitatively different from the one we investigated. Indeed, our atomistic models are too small and the simulations are conducted at too high a strain rate to display fracture by void growth and coalescence. However, when we compare our simulations with experiments where a similar, brittle-like fracture mode was observed, we find that the $G_c$ values we computed are comparable to those obtained experimentally.

For example, in some intermetallic alloys, local ordering limits the number of independent slip systems, leading to fracture behavior similar to that in our simulations. Change et.al. found that the room temperature fracture toughness of single crystal NiAl ranges from $3.0 MPa\sqrt{m}$ for cracks along the soft $<110>$ orientation to $9.31 MPa\sqrt{m}$ along the hard $<100>$ orientation [146]. The corresponding $G_c$ values—computed using Equation 2.1 with Youngs modulus $E = 187.8$ GPa and Poissons ratio $\nu=0.3135$ [147]—range from $43.2 J/m^2$ to $416 J/m^2$. They are much larger than the surface separation energy $2\gamma_{<100>} = 1.9 J/m^2$ [147], indicating that plasticity accompanies crack propagation. Moreover, they are comparable with the range of $G_c$ values obtained in our work (see Figure 5-37): $27.0 J/m^2 - 141 J/m^2$ (naturally, we do not expect $G_c$ for intermetallic NiAl and fcc Ni to be identical). Assuming that NiAl follows the same scaling relationship as shown in Figure 5-37, we estimate that the size of the plastic zone in these experiments ranges from $\sim 30$ nm to $\sim 200$ nm for cracks along $<110>$ and $<100>$ directions, respectively. Intergranular cleavage in copper (Cu) embrittled by bismuth (Bi) is another example of brittle-like fracture in an FCC material. Wang et.al. measured $G_c = 28 J/m^2$ and $54 J/m^2$ along a $\Sigma 9$ symmetric tilt and a random GBs, respectively. These values are also comparable with our calculations.

Hydrogen introduced into Ni causes the fracture mode to change from ductile transgranular to brittle intergranular [148], albeit with copious accompanying plasticity [11]. $G_c$ is thereby greatly reduced, e.g. to $19 kJ/m^2$ for Ni-base alloy X-750 [149] or $24 kJ/m^2$ for Ni-base alloy 690 [150]. Despite the similarity in fracture mode, these values are nevertheless orders of magnitude larger than the ones obtained in
the present work. The likely reason for this discrepancy is the limited size of our atomistic models. Using the relationship between $G_c$ and L obtained from Figure 5, we infer that to observe $G_c$ values comparable to those found experimentally in H-charged Ni-base alloys would require models with edge lengths of $\sim 6\mu m$.

Our work makes important improvements on previous efforts to model fracture. However, it also shares some of its shortcomings. Although our model sizes are large by comparison to most previous simulations, they still small by comparison to most experiments on Ni. Therefore, it is impossible to capture certain fracture behaviors in the simulations, such as ductile fracture by void growth and coalescence. To simulate those behaviors, model sizes on the order of tens or hundreds of microns are needed, requiring trillions of atoms or more. This number of atoms can probably not be simulated in any computer in the near future. For models of such size, it is more practical to conduct simulations using discrete dislocation dynamics (DDD) [151, 152] or hybrid atomistic/DDD methods [153, 154].

Another shortcoming of using atomistic simulations to study fracture are the extremely high strain rates they necessitate. Fracture experiments are usually performed with strain rates ranging from $10^{-5}/s$ to $10^2/s$. However, in MD simulations, the duration of individual simulations is restricted to nano- or micro-seconds. Reaching strains of several percent therefore requires strain rates ranging from $10^7/s$ to $10^{10}/s$, i.e., many orders of magnitudes higher than in experiments. This means that our simulations overestimate $K_{dis}$. In a simulation with much lower strain rate, thermal activation may make dislocation emission easier, thereby reducing $K_{dis}$. Strain rate is unlikely to affect the surface separation energy much, so the reduction of $K_{dis}$ is likely to favor ductile fracture over brittle fracture.

Our simulations were conducted in pure FCC Ni. In reality, even ultrapure Ni contains some concentration of impurities. These impurities may have a tendency to segregate to grain boundaries. Thus, although their volume-averaged concentration may be on the order of 0.01%, their concentration at grain boundaries may be significantly higher. As discussed in this section, impurities may have a strong effect on surface separation energies [152]. However, because reliable classical potentials are
not available for most impurity species, their effect on the overall fracture process
cannot yet be simulated.

Finally, pure Ni is not used in engineering applications. Rather, it is used as the
base element in a wide range of multicomponent alloys, such as the Inconel® [155, 156],
René® [157], or Nimonic® [158] families. In addition to containing large concentra-
tions of Cr, Fe, or Co, these alloys also incorporate a variety of intermetallic precip-
itates and inclusions [159, 160, 161]. The effect of such microstructural elements on
crack tip fracture has yet to be modeled.

7.2 Conclusion

In this thesis, we use careful atomistic simulation and in-depth statistical analysis
to investigate the intergranular fracture mechanism in Ni. An unexpected new in-
tergranular fracture mechanism, decohesion restrained by emission of dislocations, is
discovered. This mechanism departs significantly from the classical picture of crack
tip fracture processes, as described by the criterion of Rice and Thomson. Moreover,
it challenges the long-held, implicit assumption that static or steady state stress fields
are sufficient to describe crack-tip processes within the micro-mechanics of fracture.

We also found that the fracture behaviors rely on not only the initial response of
the crack at the onset of fracture, as proposed by Rice and Thomson, but also the
various deformation process occurring in the later stage of fracture. We discovered
that the local hardening in the vicinity of the crack tip, caused by deformation twining
or formation of stable dislocation locks, can significantly reduce the fracture toughness
and influence the fracture behaviors.

We developed a new method to estimate the critical energy release rate (and hence
the toughness) of fracture from atomistic simulations. This method can be employed
to fracture with extensive plastic deformations. It also enables fast generation of data
on GB’s resistance to fracture via atomistic simulations, which would facilitate the
prediction of the relationship between fracture toughness and GB types.

In the course of investigating intergranular fracture in Ni, we accidentally discov-
ered a new crack healing mechanism in a 2D model structure whereby the generation and motion of crystal defects known as disclinations leads to complete healing of nanocracks. The disclinations are formed by stress-driven grain boundary migration. We also demonstrated that the complete closure and healing of nanocracks in realistic 3D microstructures is possible. This mechanism may enhance ductility in nanocrystalline materials by closing small cracks and suppressing the propagation of others.

7.3 Future directions

This thesis also opens a few possible research directions for better understanding GBs effect on fracture behaviors. Here lists a few topic that remain to be further investigated:

- What is the minimum difference between $G_{dec}$ and $G_{disl}$ that will result in pure brittle fracture instead of DRED?

- How the role of GBs on fracture will change in the presence of hydrogen and/or high temperature?

- How to design experiment to observe the crack healing phenomenon?
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