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Abstract Sensitivity analysis provides useful information for equation-solving, op-

timization, and post-optimality analysis. However, obtaining useful sensitivity infor-

mation for systems with nonsmooth dynamic systems embedded is a challenging

task. In this article, for any locally Lipschitz continuous mapping between finite-

dimensional Euclidean spaces, Nesterov’s lexicographic derivatives are shown to be

elements of the plenary hull of the (Clarke) generalized Jacobian whenever they ex-

ist. It is argued that in applications, and in several established results in nonsmooth

analysis, elements of the plenary hull of the generalized Jacobian of a locally Lips-

chitz continuous function are no less useful than elements of the generalized Jacobian

itself. Directional derivatives and lexicographic derivatives of solutions of parametric

ordinary differential equation (ODE) systems are expressed as the unique solutions

of corresponding ODE systems, under Carathéodory-style assumptions. Hence, the

scope of numerical methods for nonsmooth equation solving and local optimization

is extended to systems with nonsmooth parametric ODEs embedded.
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1 Introduction

For any locally Lipschitz continuous mapping between finite-dimensional Euclidean

spaces, Clarke’s generalized Jacobian [1] is a set-valued mapping that provides use-

ful local sensitivity information. Elements of Clarke’s generalized Jacobian are used

in semismooth Newton methods for equation-solving [2,3], and in bundle methods

for local optimization [4–6]. Methods have recently been developed to evaluate gen-

eralized Jacobian elements for finite compositions of simple smooth and nonsmooth

functions [7,8]. However, there is currently no general method for determining gener-

alized Jacobian elements for nonsmooth dynamic systems, which are defined in this

article to be parametric Carathéodory ordinary differential equations (ODEs) with

right-hand side functions that are not necessarily differentiable with respect to the

dependent variables and parameters. These ODEs will be referred to as nonsmooth

parametric ODEs throughout this article.

Classical results concerning parametric sensitivities of solutions of parametric

ODEs require that the ODE right-hand side function has continuous partial deriva-

tives, and imply differentiability of a unique solution with respect to the parame-

ters [9]. These results can be extended to certain hybrid discrete/continuous dynamic

systems, in which any discontinuities or kinks in an otherwise differentiable solution

are defined as the solutions of equation systems with residual functions that are both

continuously differentiable and locally invertible [10]. Nevertheless, Example A.1, in

the appendix of this article, shows that a solution of a nonsmooth parametric ODE

system is not necessarily differentiable with respect to the parameters. In this case,

classical sensitivity results for parametric ODEs do not apply.

Even if the solutions of nonsmooth parametric ODEs are known to be smooth

or convex functions of the ODE parameters, there is no general method for evalu-

ating their gradients or subgradients. Such applications arise in global optimization
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of systems with nonconvex parametric ODE solutions embedded, where convex un-

derestimators of these nonconvex ODE solutions have been described as solutions of

corresponding nonsmooth parametric ODEs [11].

Clarke [1, Theorem 7.4.1] presents the primary existing result describing general-

ized Jacobians of parametric ODE solutions, in which certain supersets of generalized

Jacobians of the ODE solutions are constructed. Using properties of these supersets,

sufficient conditions for the differentiability of the original ODE solution have been

formulated [1,12].

Pang and Stewart [13, Theorem 11 and Corollary 12] show that when a paramet-

ric ODE has a right-hand side function that is semismooth in the sense of Qi [2], the

generalized Jacobian supersets described by Clarke are in fact linear Newton approx-

imations about any domain point. As summarized in Section 7.5.1 of [14], a linear

Newton approximation for a locally Lipschitz continuous function about a domain

point is a set-valued mapping containing local sensitivity information. Throughout

this article, all discussed linear Newton approximations are linear Newton approxi-

mations about every domain point simultaneously; any reference to a linear Newton

approximation of a function at a domain point refers to the value of this linear New-

ton approximation when evaluated at that domain point. Yunt [15] extends Pang and

Stewart’s result to adjoint sensitivities, systems described by index-1 differential-

algebraic equations, and multi-stage systems with discontinuities in the right-hand

side function occurring only at finitely many known values of the independent vari-

able. However, Example A.2, in the appendix of this article, shows that linear New-

ton approximations are not guaranteed to satisfy certain properties that are satisfied

by Clarke’s generalized Jacobian. In particular, the linear Newton approximation of

a continuously differentiable function at a domain point can include elements other

than the derivative of the function at that point. Moreover, the linear Newton approx-

imation of a convex scalar-valued function at a domain point can include elements

that are not subgradients of the function at that point. Thirdly, given a convex scalar-

valued function on an open set, the fact that the linear Newton approximation of

the function at a domain point contains the origin is not a sufficient condition for a

global minimum. Clarke’s generalized Jacobian for a locally Lipschitz function, on
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the other hand, includes only the derivative whenever the function is continuously

differentiable, and is identical to the convex subdifferential whenever the function is

scalar-valued and convex [1]. In the latter case, the fact that the value of Clarke’s

generalized Jacobian at a domain point contains the origin is sufficient for a global

minimum on an open set.

The plenary hull of Clarke’s generalized Jacobian has been investigated in [16–

18], and is referred to in this article as the plenary Jacobian. Though the plenary

Jacobian is a superset of the generalized Jacobian, it satisfies several key nonsmooth

analysis results in place of the generalized Jacobian. A benefit of the plenary Jacobian

is that membership of the plenary Jacobian is easier to verify than membership of

Clarke’s generalized Jacobian. Moreover, it is argued in this work that the plenary

Jacobian is in some sense as good a linear Newton approximation as the generalized

Jacobian, and is just as useful in semismooth Newton methods and in bundle methods.

Sensitivities for unique solutions of a smooth parametric ODE system are tra-

ditionally expressed as the unique solutions of a corresponding linear ODE system

obtained from the original system by application of the chain rule, as summarized

in [9, Ch. V, Theorem 3.1]. In this spirit, the goal of this article is to present the

first description of a plenary Jacobian element of the unique solution of a nonsmooth

parametric ODE system as the unique solution of another ODE system. Nesterov’s

lexicographic derivatives [19] are used as a tool to construct this plenary Jacobian

element.

This article is structured as follows. Section 2 summarizes relevant known math-

ematical results, and presents the argument that the plenary Jacobian is in some sense

as useful as Clarke’s generalized Jacobian. Section 3 presents new relations between

various generalized derivatives for locally Lipschitz continuous functions, including

the key result that any lexicographic derivative is a plenary Jacobian element. Sec-

tion 4 expresses directional derivatives and lexicographic derivatives for solutions of

nonsmooth parametric ODEs as the unique solutions of corresponding ODE systems.

Various implications of these results are discussed.
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2 Background

Relevant definitions and results from nonsmooth analysis are summarized in this sec-

tion. These include properties of Nesterov’s lexicographic derivatives [19], and of

Clarke’s generalized Jacobian [1] and its plenary hull [16].

Throughout this article, all vector spaces Rp are equipped with the Euclidean

inner product and norm, and spaces Rn×p of matrices are equipped with the corre-

sponding induced norm. The column space of a matrix M∈Rn×p is defined as the set

R(M) := {Mv : v∈Rp} ⊂Rn. In the inductive proofs in this article, it will be conve-

nient to refer to an empty matrix ∅n×0 of real numbers, with n rows but no columns.

In a further abuse of notation, the set {∅n×0} will be denoted Rn×0. No operations

will be performed on ∅n×0 beyond concatenation, which proceeds as expected:

[
A ∅n×0

]
=
[
∅n×0 A

]
:= A, ∀A ∈ Rn×m, ∀m ∈ N∪{0}.

Given a collection of vectors v(1),v(2), . . . ,v(p) ∈ Rn,
[
v(1) · · · v( j)

]
∈ Rn× j will de-

note ∅n×0 when j = 0.

2.1 Set-Valued Mappings

As summarized by Facchinei and Pang [14], a set-valued mapping F : Y ⇒ Z is a

function that maps each element of Y to a subset of Z. Suppose that Y ⊂ Rn is open

and Z = Rm. In this case, F is upper-semicontinuous at y ∈Y iff for each ε > 0, there

exists δ > 0 such that whenever ∥z∥< δ ,

F(y+ z)⊂ F(y)+{v ∈ Rm : ∥v∥< ε}.

If F is upper-semicontinuous at y∈Y , then given any convergent sequences {y(i)}i∈N

in Y and {z(i)}i∈N in Rm such that limi→∞ y(i) = y, limi→∞ z(i) = z, and z(i) ∈ F(y(i))

for each i ∈ N, it follows that z ∈ F(y).
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2.2 Directional Derivatives and Clarke’s Generalized Jacobian

Given an open set X ⊂Rn, a function f : X →Rm, some x ∈ X , and some d ∈Rn, the

limit

lim
τ↓0

f(x+ τd)− f(x)
τ

is called the directional derivative of f at x in the direction d iff it exists, and is

denoted f ′(x;d). The function f is directionally differentiable at x iff f ′(x;d) exists

and is finite for each d ∈ Rn.

As summarized by Scholtes [20], if f is directionally differentiable on its domain,

then f ′(x; ·) is positively homogeneous for each x ∈ X . If, in addition, f is locally

Lipschitz continuous on its domain, then

lim
h→0

f(x+h)− f(x)− f ′(x;h)
∥h∥

= 0, ∀x ∈ X . (1)

Moreover, for any fixed x ∈ Rn, the function f ′(x; ·) is Lipschitz continuous on Rn.

If f is (Fréchet) differentiable at some particular x ∈ X , then the (Fréchet) deriva-

tive of f at x is denoted Jf(x)∈Rm×n. In this case, f is also directionally differentiable

at x, with f ′(x;d) = Jf(x)d for each d ∈ Rn.

Suppose that f : X → Rm is locally Lipschitz continuous, and let Zf ⊂ X denote

the set on which f is not differentiable. By the Rademacher Theorem, Zf has zero

(Lebesgue) measure. The B-subdifferential [14] of f at some particular x ∈ X is then:

∂Bf(x) :=
{

H ∈ Rm×n : ∀ j ∈ N, ∃x( j) ∈ X\Zf s.t. lim
j→∞

x( j) = x, lim
j→∞

Jf(x( j)) = H
}

.

∂Bf(x) is necessarily compact and not empty. Clarke’s generalized Jacobian [1] of f

at x is then ∂ f(x) := conv∂Bf(x), which is compact, convex, and not empty. If f is

differentiable at x, then Jf(x) ∈ ∂ f(x). If f is continuously differentiable at x, then

∂ f(x) = {Jf(x)}. If f is scalar-valued and convex, then Clarke’s generalized Jacobian

of f coincides with the subdifferential from convex analysis. Considered as set-valued

mappings, ∂Bf and ∂ f are both upper-semicontinuous.
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2.3 Lexicographic Differentiation

Given an open set X ⊂Rn, a function f : X →Rm is lexicographically smooth [19] at

x ∈ X iff it is Lipschitz continuous on a neighborhood of x and, for any p ∈ N and

any matrix M =
[
m(1) · · · m(p)

]
∈ Rn×p, the following functions are well-defined:

f(0)
x,M : Rn→ Rm : h 7→ f ′(x;h) ,

f(1)
x,M : Rn→ Rm : h 7→ [f(0)

x,M]′(m(1);h),

f(2)
x,M : Rn→ Rm : h 7→ [f(1)

x,M]′(m(2);h),

...

f(p)
x,M : Rn→ Rm : h 7→ [f(p−1)

x,M ]′(m(p);h).

The class of lexicographically smooth functions is closed under composition, and

includes all continuously differentiable functions, all convex functions, and all piece-

wise differentiable functions [21] in the sense of Scholtes [20]. This represents a

broad class of nonsmooth functions. The following lemma summarizes some proper-

ties and relations involving the functions f( j)
x,M.

Lemma 2.1 Given an open set X ⊂ Rn, some x ∈ X, a function f : X → Rn that is

lexicographically smooth at x, some p ∈ N, and some M =
[
m(1) · · · m(p)

]
∈ Rn×p,

the following properties are satisfied:

1. f( j)
x,M(τd) = τf( j)

x,M(d), ∀τ ≥ 0, ∀d ∈ Rn, ∀ j ∈ {0,1, . . . , p},

2. f( j)
x,M(d) = f( j+1)

x,M (d) = · · ·= f(p)
x,M(d), ∀d ∈ span{m(1), . . . ,m( j)}, ∀ j ∈ {1, . . . , p},

3. f( j)
x,M is linear on span{m(1), . . . ,m( j)} for each j ∈ {1, . . . , p},

4. f( j−1)
x,M (m( j)) = f( j)

x,M(m( j)) = · · ·= f(p)
x,M(m( j)), ∀ j ∈ {1, . . . , p},

5. With M̃ :=
[
m(1) · · · m( j) A

]
for any particular j ∈ {0,1, . . . , p}, q ∈ N∪{0},

and A ∈ Rn×q, f( j)
x,M(d) = f( j)

x,M̃(d) for each d ∈ Rn.

Proof Properties 1, 2, and 3 are demonstrated in [19, Lemma 3]. To obtain the left-

most equation in Property 4, combining the definition of f( j)
x,M with the positive ho-

mogeneity of f( j−1)
x,M implied by Property 1 yields

f( j)
x,M(m( j)) = lim

τ↓0

(1+ τ)f( j−1)
x,M (m( j))− f( j−1)

x,M (m( j))

τ
= f( j−1)

x,M (m( j)).
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The remaining equations in Property 4 follow immediately from Property 2. Prop-

erty 5 follows from the construction of the mappings f( j)
x,M, noting that for each d∈Rn,

f( j)
x,M(d) is independent of the rightmost (p− j) columns of M. ⊓⊔

Remark 2.1 It follows from Property 5 of Lemma 2.1 that for any d ∈ Rn, f(0)
x,∅n×0

(d)

is well-defined, and equals f ′(x;d).

If the columns of M ∈ Rn×p span Rn, then Property 3 of Lemma 2.1 shows that

f(p)
x,M is linear on Rn. Thus, the following lexicographic subdifferential of f at x is

well-defined and not empty:

∂Lf(x) := {Jf(n)
x,M(0) ∈ Rm×n : M ∈ Rn×n, det M ̸= 0}.

For any nonsingular M ∈ Rn×n, let JLf(x;M) denote the lexicographic derivative

Jf(n)
x,M(0) ∈ Rm×n appearing in the above expression. In an abuse of notation, for any

M ∈ Rn×p with p ∈ N, let J̃Lf(x;M) ∈ Rm×n denote any particular matrix for which

f(p)
x,M(d) = J̃Lf(x;M)d for each d ∈ R(M). Property 3 of Lemma 2.1 shows that at

least one such matrix exists. This notation will only be used when the particular

choice of matrix satisfying this description is irrelevant. Since R(M) contains each

column of M :=
[
m(1) · · · m(p)

]
, it follows that

J̃Lf(x;M)M =
[
f(p)
x,M(m(1)) · · · f(p)

x,M(m(p))
]
.

Thus, J̃Lf(x;M)M is uniquely defined for each p ∈ N and each M ∈ Rn×p, even

though J̃Lf(x;M) may not be. If M∈Rn×n is nonsingular, then J̃Lf(x;M)= JLf(x;M).

According to Nesterov’s chain rule for lexicographic derivatives [19, Theorem 5],

if X ⊂ Rn and Y ⊂ Rm are open, and if functions g : X → Y and f : Y → Rq are

lexicographically smooth, then the composition f◦g is also lexicographically smooth.

Moreover, for any nonsingular matrix M ∈ Rn×n and any x ∈ X ,

JL[f◦g](x;M) = J̃Lf(g(x);JLg(x;M)M) JLg(x;M). (2)

(Note that the matrix JLg(x;M)M may be rectangular, and that its columns do not

necessarily span Rm.) This chain rule offers a means of evaluating a lexicographic

derivative JLf(x;M) for a composite function f, without explicitly constructing the
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intermediate directional derivatives f( j)
x,M. Our recent work [7] provides a computa-

tionally tractable method for evaluating generalized Jacobian elements for a broad

class of piecewise differentiable functions. It has been shown that these generalized

Jacobian elements are also lexicographic derivatives [21].

Unlike the B-subdifferential and Clarke’s generalized Jacobian, ∂Lf is not neces-

sarily an upper-semicontinuous set-valued mapping [19, Example 1]. Nesterov [19,

Equation 6.7] shows that when f is scalar-valued, ∂L f (x)⊂ ∂ f (x).

2.4 Plenary Hulls of Generalized Jacobians

The relevant properties of plenary sets and hulls were established by Sweetser [16]. A

set A⊂Rm×n is plenary iff any matrix M ∈Rm×n such that Md ∈ {Hd : H ∈A} for

all d ∈ Rn is itself an element of A. The intersection of plenary sets is itself plenary.

Thus, the plenary hull of a set M ⊂ Rm×n is the intersection of all plenary supersets

of M, is itself plenary, and is denoted as plenM. It is possible for plenM to be a strict

superset of M, even if M is both convex and compact.

Now, consider an open set X ⊂ Rn and a locally Lipschitz continuous function

f : X → Rm. The plenary Jacobian of f at some x ∈ X , ∂Pf(x) := plen∂ f(x), has

been investigated in [16–18,22]. ∂Pf(x) is convex, compact, and not empty [22], and

satisfies:

∂ f(x)⊂ ∂Pf(x)⊂
m

∏
i=1

∂ fi(x), (3)

where either or both of the above inclusions may be strict. (The rightmost set above

denotes the set of matrices M whose ith row is an element of ∂ fi(x), for every

i ∈ {1, . . . ,m}.) When min(m,n) = 1, however, ∂ f(x) = ∂Pf(x). Since the objec-

tive functions in nonlinear programs (NLPs) are scalar-valued, it follows that bundle

methods for finding local minima for nonsmooth NLPs [4,5] are unaffected if the

plenary Jacobian is used in place of Clarke’s generalized Jacobian.

Since ∂Pf(x) is compact and ∂ f(x) is both convex and compact, it follows imme-

diately from (3) and [16, Lemma 3.1] that

∂Pf(x) = {M ∈ Rm×n : ∀e ∈ Rn, ∃H ∈ ∂ f(x) s.t. Me = He}. (4)
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The above equation will be used in the next section to determine whether particular

matrices are elements of ∂Pf(x). Combining the above equation with the inclusion

∂ f(x)⊂ ∂Pf(x) yields:

{He ∈ Rm : H ∈ ∂Pf(x)}= {He ∈ Rm : H ∈ ∂ f(x)}, ∀e ∈ Rn. (5)

The following proposition shows that if m = n, and if certain nonsingularity assump-

tions apply, then a similar relationship holds between images of inverses of elements

of ∂ f(x) and ∂Pf(x). The condition that ∂ f(x) does not contain any singular matri-

ces is a key assumption in Clarke’s inverse function theorem and implicit function

theorem for locally Lipschitz continuous functions [1].

Proposition 2.1 Given an open set X ⊂ Rn and a locally Lipschitz continuous func-

tion f : X → Rn, suppose that for some x ∈ X, ∂ f(x) does not contain any singu-

lar matrices. Then {H−1e ∈ Rn : H ∈ ∂Pf(x)} = {H−1e ∈ Rn : H ∈ ∂ f(x)} for each

e ∈ Rn.

Proof Since ∂ f(x) does not contain any singular matrices, [17, Proposition 3] implies

that ∂Pf(x) does not contain any singular matrices either. Since ∂ f(x) ⊂ ∂Pf(x), the

inclusion {H−1e ∈ Rn : H ∈ ∂Pf(x)} ⊃ {H−1e ∈ Rn : H ∈ ∂ f(x)} is trivial for each

e ∈ Rn. To prove the reverse inclusion, choose any e ∈ Rn and any A ∈ ∂Pf(x). This

implies that A is nonsingular. By (5),

e = A(A−1e) ∈ {H(A−1e) ∈ Rn : H ∈ ∂Pf(x)}= {H(A−1e) ∈ Rn : H ∈ ∂ f(x)}.

Thus, there exists B∈ ∂ f(x) for which e = B(A−1e). By the hypotheses of the propo-

sition, B is nonsingular, and so A−1e = B−1e ∈ {H−1 e ∈ Rn : H ∈ ∂ f(x)}. ⊓⊔

It follows that if the plenary Jacobian is used in place of Clarke’s generalized

Jacobian in a semismooth Newton method [2], then any sequence of iterates gener-

ated by the altered method can necessarily be generated using the original method.

Similarly, it follows from (5) that if the plenary Jacobian is used in place of the gener-

alized Jacobian in Clarke’s mean value theorem [1, Proposition 2.6.5], then the result

is unaffected. Since ∂Pf(x) contains a singular matrix if and only if ∂ f(x) contains
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a singular matrix [17], Clarke’s inverse function theorem [1, Theorem 7.1.1] for lo-

cally Lipschitz continuous functions is also unaffected if the generalized Jacobian is

replaced with the plenary Jacobian.

As a set-valued mapping on X , ∂Pf is upper-semicontinuous [17]. Thus, (5), [14,

Definition 7.2.2], and [14, Definition 7.5.13] imply that ∂Pf is a linear Newton ap-

proximation of f at any x ∈ X . In light of the previous paragraph, ∂Pf is in some sense

as good a linear Newton approximation of f as ∂ f.

3 Relating Generalized Derivatives

Consider an open set X ⊂ Rn, some x ∈ X , and a function f : X → Rm that is both

locally Lipschitz continuous and directionally differentiable. The main results of this

section are the inclusions ∂B[f ′(x; ·)](0)⊂ ∂Pf(x) and ∂Lf(x)⊂ ∂Pf(x), with the latter

result assuming further that f is lexicographically smooth at x. It follows immediately

that any numerical or analytical method for evaluating an element of ∂B[f ′(x; ·)](0)

or ∂Lf(x) is also a method for evaluating an element of ∂Pf(x).

Lemma 3.1 Consider a function f : Rn → Rm that is positively homogeneous and

locally Lipschitz continuous1. For any d ∈ Rn, ∂Bf(d)⊂ ∂Bf(0).

Proof The result is trivial when d = 0, so assume that d ̸= 0, and consider any par-

ticular H ∈ ∂Bf(d). By definition of the B-subdifferential, there exists a sequence

{d(i)}i∈N in Rn converging to d, such that f is differentiable at each d(i), and such that

limi→∞ Jf(d(i)) = H. Since d ̸= 0 and limi→∞ d(i) = d, it may be assumed without loss

of generality that d(i) ̸= 0 for all i ∈ N. Making use of the positive homogeneity of f,

for each i ∈ N, each t > 0, and each nonzero h ∈ Rn,

f(td(i) +h)− f(td(i))−Jf(d(i))h
∥h∥

=
f(d(i) + 1

t h)− f(d(i))−Jf(d(i))( 1
t h)

∥ 1
t h∥

Noting that f is differentiable at d(i) and taking the limit h→ 0 yields:

0 = lim
h→0

f(d(i) + 1
t h)− f(d(i))−Jf(d(i))( 1

t h)
∥ 1

t h∥
= lim

h→0

f(td(i) +h)− f(td(i))−Jf(d(i))h
∥h∥

.

1 Though irrelevant to this lemma, if kf is a Lipschitz constant for f in a neighborhood of 0, then kf is a

global Lipschitz constant for f [20].
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Thus, for each i ∈ N and each t > 0, f is differentiable at (td(i)), with a derivative of

Jf(td(i)) = Jf(d(i)). Since limi→∞ Jf(d(i)) = H, it follows that

H = lim
i→∞

Jf

(
d(i)

2i∥d(i)∥

)
.

Noting that limi→∞

(
d(i)

2i∥d(i)∥

)
= 0, it follows that H ∈ ∂Bf(0). ⊓⊔

Lemma 3.2 Consider an open set X ⊂ Rn, some x ∈ X, and a function f : X → Rm

that is locally Lipschitz continuous and directionally differentiable. If f ′(x; ·) is dif-

ferentiable at some particular d ∈ Rn, then J[f ′(x; ·)](d) ∈ ∂Pf(x).

Proof For notational simplicity, define A := J[f ′(x; ·)](d). The differentiability of

f ′(x; ·) at d implies that

lim
h→0

f ′(x;d+h)− f ′(x;d)−Ah
∥h∥

= 0. (6)

To prove the lemma, the cases in which d = 0 and d ̸= 0 will be considered separately.

If d = 0, then applying (6) and the positive homogeneity of f ′(x; ·) yields f ′(x;0) = 0,

and

0 = lim
t↓0

f ′(x; th)− f ′(x;0)− tAh
t∥h∥

=
f ′(x;h)−Ah
∥h∥

, ∀h ∈ Rn\{0}.

Combining these statements, f ′(x;h) = Ah for each h ∈ Rn. Hence, f is Gâteaux

differentiable at x, with a Gâteaux derivative of A. Since Gâteaux and Fréchet dif-

ferentiability are equivalent for locally Lipschitz continuous functions on Rn [1], it

follows that f is Fréchet differentiable at x, with Jf(x) = A. Thus, A∈ ∂ f(x)⊂ ∂Pf(x),

as required.

Now consider the case in which d ̸= 0. Due to (4), it suffices to show that for any

particular e ∈Rn, Ae = He for some H ∈ ∂ f(x). This statement is trivial when e = 0,

so assume that e ̸= 0. It follows from (6) that for any ε > 0, there exists some δε > 0

such that whenever |τ|< δε ,

∥f ′(x;d+ τe)− f ′(x;d)−A(τe)∥< ε∥τe∥.

It will be assumed that δε < 1 without loss of generality, since otherwise, setting

δε ← min(δε ,
1
2 ) does not affect the validity of the above statement. Since f ′(x; ·) is
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positively homogeneous, multiplying both sides of the above inequality by any α > 0

and setting τ := 1
2 δε yields:

∥f ′
(
x;α(d+ 1

2 δε e)
)
− f ′(x;αd)− 1

2 αδε Ae∥< 1
2 εαδε∥e∥, ∀α > 0. (7)

It follows from (1) that for any ε > 0, there exists some δ̄ε > 0 such that whenever

∥v∥ ≤ δ̄ε , f is defined at (x+v), and

∥f(x+v)− f(x)− f ′(x;v)∥< εδε∥v∥. (8)

It will be assumed that limε↓0 δ̄ε = 0 without loss of generality, since otherwise, set-

ting δ̄ε ←min(δ̄ε ,ε) does not affect the validity of the above statement.

Now, choose any fixed ε > 0, and set

αε :=
δ̄ε

∥d∥+ 1
2 δε∥e∥

> 0.

The triangle inequality shows that for each τ ∈ [0, 1
2 δε ],

αε∥d+ τe∥ ≤ αε(∥d∥+ τ∥e∥)≤ αε(∥d∥+ 1
2 δε∥e∥) = δ̄ε . (9)

Thus, in (8), v may be set to (αε(d+ τe)) for any τ ∈ [0, 1
2 δε ] to yield:

∥f(x+αε(d+ τe))− f(x)− f ′(x;αε(d+ τe))∥< εδε αε∥d+ τe∥ ≤ εδε δ̄ε , (10)

Setting τ to 0 and 1
2 δε in (10), respectively, yields:

∥f(x)+ f ′(x;αε d)− f(x+αε d)∥< εδε δ̄ε , (11)

∥f(x+αε(d+ 1
2 δε e))− f(x)− f ′

(
x;αε(d+ 1

2 δε e)
)
∥< εδε δ̄ε . (12)

Setting α to αε in (7), adding (11) and (12), and applying the triangle inequality

yields:

∥f(x+αε(d+ 1
2 δε e))− f(x+αε d)− 1

2 αε δε Ae∥< εδε( 1
2 αε∥e∥+2δ̄ε). (13)

Now, Clarke’s mean value theorem for locally Lipschitz continuous functions [1,

Proposition 2.6.5] implies that

f(x+αε(d+ 1
2 δε e))− f(x+αε d)

∈ conv{ 1
2 αε δε He : ∃τ ∈ [0, 1

2 δε ] s.t. H ∈ ∂ f(x+αε(d+ τe))}.
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Substituting this result into (13) and applying the Carathéodory Theorem yields the

existence of λ (i)
ε ∈ [0,1], τ(i)

ε ∈ [0, 1
2 δε ], and H(i)

ε ∈ ∂ f(x + αε(d + τ(i)
ε e)) for each

i ∈ {1,2, . . . ,m+1} such that:

1 =
m+1

∑
i=1

λ (i)
ε , and

∥∥∥∥∥1
2

m+1

∑
i=1

λ (i)
ε αε δε H(i)

ε e− 1
2

αε δε Ae

∥∥∥∥∥< εδε( 1
2 αε∥e∥+2δ̄ε).

(14)

Dividing both sides of the above inequality by 1
2 αε δε , applying the definition of αε ,

and noting that δε < 1 yields:∥∥∥∥∥m+1

∑
i=1

λ (i)
ε H(i)

ε e−Ae

∥∥∥∥∥< ε
(
∥e∥+ 4δ̄ε

αε

)
< ε(3∥e∥+4∥d∥). (15)

For each ε > 0 and each i ∈ {1, . . . ,m + 1}, λ (i)
ε is an element of the compact set

[0,1]⊂ R, and τ(i)
ε is an element of the compact set [0, 1

2 δε ]. Moreover, if kf denotes

a Lipschitz constant for f on {y ∈ X : ∥y−x∥ ≤ δ̄1}, then, noting that limε↓0 δ̄ε = 0,

it follows from (9) and [1, Proposition 2.6.2(d)] that for sufficiently small ε > 0, H(i)
ε

is an element of the compact set {H ∈ Rm×n : ∥H∥ ≤ kf} for each i ∈ {1, . . . ,m+1}.

Since any sequence in a compact set has a convergent subsequence, it follows

that there exists a sequence {ε j} j∈N such that each ε j > 0, lim j→∞ ε j = 0, and the

sequences {λ (i)
ε j } j∈N, {τ(i)

ε j } j∈N, and {H(i)
ε j } j∈N converge for each i ∈ {1, . . . ,m+1},

permitting the following definitions:

λ̄ (i) := lim
j→∞

λ (i)
ε j , τ̄(i) := lim

j→∞
τ(i)

ε j , and H̄(i) := lim
j→∞

H(i)
ε j .

It follows from (14) and (15) that

1 =
m+1

∑
i=1

λ̄ (i), and

∥∥∥∥∥m+1

∑
i=1

λ̄ (i)H̄(i) e−Ae

∥∥∥∥∥= 0. (16)

Since each τ(i)
ε j ∈ [0, 1

2 δε ], applying (9) with τ := τ(i)
ε j and ε := ε j, taking the limit

j→ ∞, and noting that limε↓0 δ̄ε = 0,

0≤ limsup
j→∞

∥∥∥αε j(d+ τ(i)
ε j e)

∥∥∥≤ lim
j→∞

δ̄ε j = 0.

Thus, for each i ∈ {1, . . . ,m+1}, lim j→∞(x+αε j(d+τ(i)
ε j e)) = x. Moreover, by con-

struction,

H(i)
ε j ∈ ∂ f(x+αε j(d+ τ(i)

ε j e)), ∀i ∈ {1, . . . ,m+1}, ∀ j ∈ N.
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The upper-semicontinuity of Clarke’s generalized Jacobian then yields H̄(i) ∈ ∂ f(x).

Since ∂ f(x) is convex and ∑m+1
i=1 λ̄ (i) = 1, it follows that H̄ := ∑m+1

i=1 λ̄ (i)H̄(i) ∈ ∂ f(x).

Moreover, (16) shows that H̄e = Ae, as required. ⊓⊔

Theorem 3.1 Given an open set X ⊂ Rn and a function f : X → Rm that is locally

Lipschitz continuous and directionally differentiable, ∂B[f ′(x; ·)](0)⊂ ∂Pf(x) for each

x ∈ X.

Proof Consider any particular x ∈ X and any particular H ∈ ∂B[f ′(x; ·)](0). By def-

inition of the B-subdifferential, there exists a sequence {d(i)}i∈N in Rn such that

f ′(x; ·) is differentiable at each d(i), and limi→∞ J[f ′(x; ·)](d(i)) = H. By Lemma 3.2,

J[f ′(x; ·)](d(i)) ∈ ∂Pf(x) for each i ∈ N. Since ∂Pf(x) is a closed set [16], it follows

that H ∈ ∂Pf(x). ⊓⊔

Corollary 3.1 Given an open set X ⊂ Rn and a function f : X → Rm that is locally

Lipschitz continuous and directionally differentiable,

∂B[f ′(x; ·)](0)⊂ ∂ [f ′(x; ·)](0)⊂ ∂P[f ′(x; ·)](0)⊂ ∂Pf(x), ∀x ∈ X .

Proof Consider any particular x ∈ X . The inclusions

∂B[f ′(x; ·)](0)⊂ ∂ [f ′(x; ·)](0)⊂ ∂P[f ′(x; ·)](0)

follow immediately from the definitions of Clarke’s generalized Jacobian and the

plenary hull. Now, Theorem 3.1 yields the inclusion ∂B[f ′(x; ·)](0) ⊂ ∂Pf(x). Since

∂Pf(x) is convex [16], and since the convex hull of ∂B[f ′(x; ·)](0) is the intersection

of all of its convex supersets in Rm×n, it follows that

conv∂B[f ′(x; ·)](0) = ∂ [f ′(x; ·)](0)⊂ ∂Pf(x).

Since ∂Pf(x) is plenary, and since the plenary hull of ∂ [f ′(x; ·)](0) is the intersection

of all of its plenary supersets in Rm×n, it follows that ∂P[f ′(x; ·)](0) ⊂ ∂Pf(x). The

required chain of inclusions is therefore established. ⊓⊔

Corollary 3.2 Given an open set X ⊂ Rn and a function f : X → Rm that is lexico-

graphically smooth, ∂Lf(x)⊂ ∂Pf(x) for each x ∈ X.
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Proof Consider any particular x ∈ X and any particular H ∈ ∂Lf(x). By definition of

∂Lf(x), there exists some nonsingular matrix M :=
[
m(1) · · · m(n)

]
∈Rn×n such that

the following functions are well-defined:

f(0)
x,M : Rn→ Rm : h 7→ f ′(x;h) ,

f( j)
x,M : Rn→ Rm : h 7→ [f( j−1)

x,M ]′(m( j);h), ∀ j ∈ {1, . . . ,n},

and such that f(n)
x,M is linear (and therefore differentiable) on its domain, with a deriva-

tive of Jf(n)
x,M(0) = H. As an intermediate result, it will be proved by induction on

k = n,(n−1), . . . ,0 that for each k ∈ {0,1, . . . ,n}, H ∈ ∂Pf(k)x,M(0). For the base case,

the differentiability of f(n)
x,M implies that H = Jf(n)

x,M(0) ∈ ∂ f(n)
x,M(0)⊂ ∂Pf(n)

x,M(0).

For the inductive step, suppose that for some k ∈ {1, . . . ,n}, H ∈ ∂Pf(k)x,M(0). It

follows from the construction of f(k)x,M that f(k−1)
x,M is directionally differentiable. More-

over, it follows from repeated application of [20, Theorem 3.1.2] that f(k−1)
x,M is Lips-

chitz continuous. Thus, noting that f(k)x,M ≡ [f(k−1)
x,M ]′(m(k); ·), Corollary 3.1 implies that

∂Pf(k)x,M(0)⊂ ∂Pf(k−1)
x,M (m(k)). Applying the inductive assumption then yields:

H ∈ ∂Pf(k−1)
x,M (m(k)). (17)

Now, Lemma 2.1 implies that f(k−1)
x,M is positively homogeneous, and so Lemma 3.1

yields

∂Bf(k−1)
x,M (m(k))⊂ ∂Bf(k−1)

x,M (0)⊂ ∂Pf(k−1)
x,M (0).

Since ∂Pf(k−1)
x,M (0) is convex, it follows that ∂ f(k−1)

x,M (m(k)) ⊂ ∂Pf(k−1)
x,M (0). Similarly,

since ∂Pf(k−1)
x,M (0) is plenary, it follows that ∂Pf(k−1)

x,M (m(k)) ⊂ ∂Pf(k−1)
x,M (0). Thus, (17)

implies that H ∈ ∂Pf(k−1)
x,M (0), which completes the inductive step.

It follows from this inductive proof that H ∈ ∂Pf(0)
x,M(0) = ∂P[f ′(x; ·)](0). A final

application of Corollary 3.1 yields H ∈ ∂Pf(x). ⊓⊔

4 Generalized Derivatives for Solutions of Parametric ODEs

This section extends a result by Pang and Stewart [13] to show that when the right-

hand side function of a Carathéodory ODE [23] is directionally differentiable with
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respect to the dependent variables, then directional derivatives of any ODE solu-

tion with respect to its initial condition can be expressed as the solution of another

Carathéodory ODE. This result is in turn extended to show that if the right-hand

side function of the original ODE is lexicographically smooth with respect to the

dependent variables, then lexicographic derivatives of the ODE solution can also be

expressed as the unique solution of another ODE. This latter ODE may be decou-

pled into a sequence of Carathéodory ODEs, but does not necessarily satisfy the

Carathéodory assumptions itself.

4.1 Propagating Directional Derivatives

The following theorem extends a result by Pang and Stewart [13, Theorem 7] con-

cerning directional derivatives of ODE solutions to the case in which direct depen-

dence of the ODE right-hand side function on the independent variable is measurable

but not necessarily continuous. This theorem and the subsequent corollary show that

these directional derivatives uniquely solve a corresponding ODE whose right-hand

side function may be discontinuous in the independent variable, even if the right-hand

side function of the original ODE was continuous. Hence, allowing for discontinuous

dependence of the original right-hand side function on the independent variable is

essential when using these results in inductive proofs to describe higher-order direc-

tional derivatives and lexicographic derivatives of the ODE solution.

Theorem 4.1 Given an open, connected set X ⊂ Rn and real numbers t0 < t f , sup-

pose that a function f : [t0, t f ]×X → Rn satisfies the following conditions:

– the mapping f(·,c) : [t0, t f ]→ Rn is measurable for each c ∈ X,

– for each t ∈ [t0, t f ] except in a zero-measure subset Zf, the mapping f(t, ·) : X→Rn

is continuous and directionally differentiable,

– with x(·,c) denoting any solution of the parametric ODE system:

dx
d t

(t,c) = f(t,x(t,c)), x(t0,c) = c, (18)

there exists a solution {x(t,c0) : t ∈ [t0, t f ]} ⊂ X for some c0 ∈ X,
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– there exists an open set N ⊂ X such that {x(t,c0) : t ∈ [t0, t f ]} ⊂ N, and such that

there exist Lebesgue integrable functions kf,mf : [t0, t f ]→ R+∪{+∞} for which

∥f(t,c)∥ ≤ mf(t), ∀t ∈ [t0, t f ], ∀c ∈ N,

and

∥f(t,c1)− f(t,c2)∥ ≤ kf(t)∥c1− c2∥, ∀t ∈ [t0, t f ], ∀c1,c2 ∈ N.

Then, for each t ∈ [t0, t f ], the function xt ≡ x(t, ·) is well-defined and Lipschitz con-

tinuous on a neighborhood of c0, with a Lipschitz constant that is independent of

t. Moreover, xt is directionally differentiable at c0 for each t ∈ [t0, t f ], and for each

d ∈ Rn, the mapping t 7→ [xt ] ′(c0;d) is the unique solution on [t0, t f ] of the ODE:

dy
d t

(t) = [f̂t ] ′(x(t,c0);y(t)) , y(t0) = d, (19)

where f̂t : X→Rn is defined in terms of f as follows, and is directionally differentiable

for each t ∈ [t0, t f ]:

f̂t(c) =

 f(t,c), if t ∈ [t0, t f ]\Zf,

0, if t ∈ Zf.

Proof By [23, Ch. 1, §1, Theorem 2], x(·,c0) is the unique solution of (18) on [t0, t f ]

with c = c0. Consequently, by [23, Ch. 1, §1, Theorems 2 and 6], there exists a

neighborhood N0 ⊂ N of c0 such that for each c ∈ N0, there exists a unique solu-

tion {x(t,c) : t ∈ [t0, t f ]} ⊂ N of (18).

To obtain the Lipschitz continuity of x(t, ·) near c0, choose any t ∈ [t0, t f ] and any

c1,c2 ∈ N0. Since the ODE solutions x(·,c1) and x(·,c2) exist on [t0, t f ], it follows

that

∥x(t,c1)−x(t,c2)∥=
∥∥∥∥c1 +

∫ t

t0
f(s,x(s,c1))ds− c2−

∫ t

t0
f(s,x(s,c2))ds

∥∥∥∥ ,

≤ ∥c1− c2∥+
∫ t

t0
kf(s)∥x(s,c1)−x(s,c2)∥ds.

Let kx := exp
(∫ t f

t0 kf(s)ds
)

. Applying the version of Gronwall’s Inequality described

in Section 1 of [24], since the above inequality holds with any t̄ ∈ [t0, t] in place of t,

it follows that

∥x(t,c1)−x(t,c2)∥ ≤ ∥c1− c2∥exp
(∫ t

t0
kf(s)ds

)
≤ kx∥c1− c2∥, ∀c1,c2 ∈ N0.
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This demonstrates the Lipschitz continuity of x(t, ·) near c0 for each t ∈ [t0, t f ], with

a Lipschitz constant kx that is independent of t.

By construction of f̂t , f̂t is directionally differentiable on its domain for each

t ∈ [t0, t f ]\Zf. f̂t is the zero function on Zf, and is therefore also directionally dif-

ferentiable for each t ∈ Zf. Hence, f̂t is directionally differentiable for each t ∈ [t0, t f ].

The mapping g : [t0, t f ]×Rn→Rn : (t,v) 7→ [f̂t ] ′(x(t,c0);v) is therefore well-defined,

and is the right-hand side function of the ODE (19).

Now, choose any particular v∈Rn. Since x(·,c0) is continuous on the compact set

[t0, t f ], the set {x(t,c0) : t ∈ [t0, t f ]} ⊂ N is compact, and does not contain any points

in the closed set (Rn\N). Thus, there exists δ > 0 such that for any τ ∈ [0,δ ] and

any t ∈ [t0, t f ], (x(t,c0)+τv) ∈ N; this is trivial when N = Rn, and follows from [23,

Ch. 2, §5, Lemma 1] otherwise. Since x(·,c0) is continuous on [t0, t f ], [23, Ch. 1, §1,

Lemma 1] shows that the mapping t 7→ f(t,x(t,c0)+ τv) is measurable on [t0, t f ] for

each τ ∈ [0,δ ]. Thus, the mapping t 7→ f̂t(x(t,c0)+ τv) is also measurable on [t0, t f ]

for each τ ∈ [0,δ ].

For each τ ∈]0,δ ], the previous paragraph implies that the following mapping is

well-defined and measurable:

γγγτ : [t0, t f ]→ Rn : t 7→ f̂t(x(t,c0)+ τv)− f̂t(x(t,c0))
τ

.

It follows from the directional differentiability of f̂t and the definition of g that for

each t ∈ [t0, t f ], g(t,v) = limτ↓0 γγγτ(t). Noting that v ∈ Rn was chosen arbitrarily, it

follows that for each v ∈ Rn, the mapping g(·,v) is the pointwise limit of a sequence

of measurable functions, and is therefore measurable on [t0, t f ].

Now, define Zkf := {t ∈ [t0, t f ] : kf(t) = +∞}. Since kf is integrable on [t0, t f ], Zkf

has zero measure. For each t ∈ [t0, t f ]\(Zf∪Zkf), the definition of kf implies that kf(t)

is a finite Lipschitz constant for ft near x(t,c0). Thus, [20, Theorem 3.1.2] implies

that

∥g(t,v1)−g(t,v2)∥ ≤ kf(t)∥v1−v2∥, ∀t ∈ [t0, t f ]\(Zf∪Zkf), ∀v1,v2 ∈ Rn.

The above relationship still holds if t ∈ Zf, since g(t,v) = 0 for each v ∈ Rn in this

case. The relationship also holds if t ∈ Zkf , since kf(t) = +∞ in this case. Combining
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these cases,

∥g(t,v1)−g(t,v2)∥ ≤ kf(t)∥v1−v2∥, ∀t ∈ [t0, t f ], ∀v1,v2 ∈ Rn. (20)

Choose some d∈Rn, and let my := ∥d∥exp
(∫ t f

t0 kf(s)ds
)

+∥d∥+1. Since g(t,0) = 0

for each t ∈ [t0, t f ], it follows that whenever ∥v∥< my,

∥g(t,v)∥= ∥g(t,v)−g(t,0)∥ ≤ kf(t)∥v∥ ≤ kf(t)my. (21)

Thus, ∥g∥ is bounded above on [t0, t f ]×{v∈Rn : ∥v∥< my} by an integrable function

of t. By Carathéodory’s existence theorem [25, Ch. 2, Theorems 1.1 and 1.3], there

exists a solution y of (19) on [t0, t̄], where t̄ is the least element of ]t0, t f ] for which

either t̄ = t f , ∥y(t̄)∥ ≥ my, or both. Now, for each t ∈ [t0, t̄], (21) implies that

∥y(t)∥=
∥∥∥∥d+

∫ t

t0
g(s,y(s))ds

∥∥∥∥≤ ∥d∥+∫ t

t0
kf(s)∥y(s)∥ds.

Thus, Gronwall’s Inequality [24] implies that

∥y(t̄)∥ ≤ ∥d∥exp
(∫ t̄

t0
kf(s)ds

)
≤ ∥d∥exp

(∫ t f

t0
kf(s)ds

)
< my.

Comparing this inequality with the definition of t̄, it follows that t̄ = t f , and so there

exists a solution y of (19) on [t0, t f ]. Moreover, (20), (21), and [23, Ch. 1, §1, Theo-

rem 2] show that this solution is unique.

The remainder of this proof proceeds similarly to the proof of [13, Theorem 7].

For sufficiently small τ̄ > 0, (c0 + τd) ∈ N0. Thus, for each choice of t ∈ [t0, t f ] and

τ ∈]0, τ̄], let

ex(t,τ) :=
x(t,c0 + τd)−x(t,c0)

τ
−y(t),

and

ef(t,τ) :=
f(t,x(t,c0 + τd))− f(t,x(t,c0))

τ
−g
(

t,
x(t,c0 + τd)−x(t,c0)

τ

)
.

It follows from the established bounds that for each t ∈ [t0, t f ] and each τ ∈]0, τ̄],

∥ef(t,τ)∥ ≤
∥∥∥∥ f(t,x(t,c0 + τd))− f(t,x(t,c0))

τ

∥∥∥∥+
∥∥∥∥g
(

t,
x(t,c0 + τd)−x(t,c0)

τ

)∥∥∥∥ ,

≤ kf(t)
τ
∥x(t,c0 + τd)−x(t,c0)∥+

kf(t)
τ
∥x(t,c0 + τd)−x(t,c0)∥,

≤ 2kxkf(t)∥d∥. (22)



Generalized Derivatives for Solutions of Parametric Ordinary Differential Equations 21

Now, (20) and the definitions of ex and ef imply that for each t ∈ [t0, t f ] and τ ∈]0, τ̄],

∥ex(t,τ)∥=
∥∥∥∥∫ t

t0

(
f(s,x(s,c0 + τd))− f(s,x(s,c0))

τ
−g(s,y(s))

)
ds
∥∥∥∥ ,

=
∥∥∥∥∫ t

t0

(
ef(s,τ)+g

(
s,

x(s,c0 + τd)−x(s,c0)
τ

)
−g(s,y(s))

)
ds
∥∥∥∥ ,

≤
∫ t

t0
(∥ef(s,τ)∥+ kf(s)∥ex(s,τ)∥)ds.

Since ∥ex(·,τ)∥ is continuous, it is bounded on the compact set [t0, t f ]. Hence, the

mapping t 7→ kf(t)∥ex(t,τ)∥ is integrable on [t0, t f ]. This permits application of a

variation [24, Theorem 2] of Gronwall’s Inequality, which yields the following for

any t ∈ [t0, t f ] and τ ∈]0, τ̄]:

0≤ ∥ex(t,τ)∥ ≤
∫ t

t0
∥ef(s,τ)∥exp

(∫ t

s
kf(r)dr

)
ds≤ kx

∫ t

t0
∥ef(s,τ)∥ds. (23)

Substituting (22) into (23) for each t ∈ [t0, t f ] and τ ∈]0, τ̄] yields ∥ex(t,τ)∥ ≤ mex ,

where

mex := 2∥d∥(kx)2
∫ t f

t0
kf(s)ds.

Now, for each t ∈ [t0, t f ]\(Zf∪Zkf), the assumptions of the theorem imply that f(t, ·) is

directionally differentiable and Lipschitz continuous on X , with a Lipschitz constant

of kf(t). Hence, (1) implies that for each t ∈ [t0, t f ]\(Zf ∪Zkf), for each ε > 0, there

exists some δt,ε > 0 such that if ∥h∥< δt,ε ,

∥f(t,x(t,c0)+h)− f(t,x(t,c0))−g(t,h)∥ ≤ ε∥h∥.

Moreover, the established Lipschitz continuity of x(t, ·) on N0 for each t ∈ [t0, t f ]

implies that for any ε > 0, any t ∈ [t0, t f ]\(Zf∪Zkf), and any τ ∈]0,min(τ̄,
δt,ε

kx∥d∥+1 )[,

∥x(t,c0 + τd)−x(t,c0)∥ ≤ kxτ∥d∥< δt,ε .

Thus, if t ∈ [t0, t f ]\(Zf∪Zkf) and 0 < τ < min(τ̄,
δt,ε

kx∥d∥+1 ),

∥f(t,x(t,c0 + τd))− f(t,x(t,c0))−g(t,x(t,c0 + τd)−x(t,c0))∥

≤ ε∥x(t,c0 + τd)−x(t,c0)∥.
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Noting that g(t, ·) is positively homogeneous and that τ > 0, dividing both sides of

the above inequality by τ yields the following, for each t ∈ [t0, t f ]\(Zf ∪ Zkf), each

ε > 0, and each τ ∈]0,min(τ̄,
δt,ε

kx∥d∥+1 )[:

∥ef(t,τ)∥ ≤ ε
∥∥∥∥x(t,c0 + τd)−x(t,c0)

τ

∥∥∥∥= ε∥ex(t,τ)+y(t)∥< ε(mex +my).

Thus, limτ↓0 ∥ef(t,τ)∥ = 0 for almost all t ∈ [t0, t f ]. Using this limit and the bound

(22), applying the dominated convergence theorem to (23) yields limτ↓0 ∥ex(t,τ)∥= 0

for each t ∈ [t0, t f ]. Hence,

lim
τ↓0

x(t,c0 + τd)−x(t,c0)
τ

= y(t), ∀t ∈ [t0, t f ].

Noting that d ∈ Rn was chosen arbitrarily, it follows that for each d ∈ Rn, the di-

rectional derivative [xt ] ′(c0;d) exists and is finite for each t ∈ [t0, t f ], and so xt is

directionally differentiable at c0 for each t ∈ [t0, t f ]. Moreover, the above equation

shows that t 7→ [xt ] ′(c0;d) is the unique solution y of (19) on [t0, t f ]. ⊓⊔

Corollary 4.1 Under the assumptions of Theorem 4.1, and using the same notation

as in the theorem, the mapping g : [t0, t f ]×Rn→Rn : (t,v) 7→ [f̂t ] ′(x(t,c0);v) satisfies

the following conditions:

– the mapping g(·,v) : [t0, t f ]→ Rn is measurable for each v ∈ Rn,

– for each t ∈ [t0, t f ] except in a zero-measure set Zg, the mapping g(t, ·) : Rn→Rn

is defined and continuous,

– for each d∈Rn, there exists a solution {z(t,d) : t ∈ [t0, t f ]}⊂Rn of the parametric

ODE system:
dz
d t

(t,d) = g(t,z(t,d)), z(t0,d) = d.

– for each d ∈ Rn, there exists an open set Ng(d)⊂ Rn such that

{z(t,d) : t ∈ [t0, t f ]} ⊂ Ng(d),

and such that there exist Lebesgue integrable functions kg,mg : [t0, t f ]→ R+ ∪

{+∞} for which

∥g(t,v)∥ ≤ mg(t), ∀t ∈ [t0, t f ], ∀v ∈ Ng(d),
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and

∥g(t,v1)−g(t,v2)∥ ≤ kg(t)∥v1−v2∥, ∀t ∈ [t0, t f ], ∀v1,v2 ∈ Ng(d).

If, in addition, the mapping f(t, ·) : X → Rn is lexicographically smooth for each

t ∈ [t0, t f ]\Zf, then the mapping g(t, ·) : Rn → Rn is lexicographically smooth for

each t ∈ [t0, t f ]. In this case, the set Zg described above may be set to /0.

Proof The measurability of g(·,v) and the existence and Lipschitz continuity of g(t, ·)

except on some zero-measure set Zg ⊂ (Zf∪Zkf) were established in the proof of The-

orem 4.1. For any d∈Rn, setting z(·,d) to be the unique solution y of (19) establishes

the existence of the trajectory {z(t,d) : t ∈ [t0, t f ]}. The existence of a set Ng(d) and

functions kg and mg satisfying the claimed properties follows from the proof of The-

orem 4.1 as well, with the identifications Ng(d) := {v ∈ Rn : ∥v∥ < my}, kg ≡ kf on

[t0, t f ], and mg : t 7→ kf(t)my.

Now, suppose that the mapping ft ≡ f(t, ·) : X → Rn is lexicographically smooth

for each t ∈ [t0, t f ]\Zf. Choose any fixed t ∈ [t0, t f ]\Zf. The construction of g implies

that g(t, ·) ≡ [ft ] ′(x(t,c0); ·). Since ft is lexicographically smooth on X , it follows

that g(t, ·) is lexicographically smooth on Rn. Now, choose any fixed t ∈ Zf. By con-

struction of g, g(t, ·) is the zero function, which is trivially lexicographically smooth.

Combining these cases, g(t, ·) is lexicographically smooth on Rn for each t ∈ [t0, t f ].

Since this demonstrates a posteriori that g(t, ·) is continuous on Rn for each t ∈ [t0, t f ],

the set Zg described in the statement of the corollary may be set to /0. ⊓⊔

4.2 Propagating Lexicographic Derivatives

The following corollary extends the results of the previous subsection to describe the

higher-order directional derivatives of the solution of a nonsmooth parametric ODE.

The subsequent theorem uses this result to express the lexicographic derivatives of the

unique solution of an ODE with a lexicographically smooth right-hand side function

as the unique solution of another ODE. Some implications of this result are discussed.

Corollary 4.2 Given an open, connected set X ⊂ Rn and real numbers t0 < t f , sup-

pose that a function f : [t0, t f ]×X → Rn satisfies the conditions of Theorem 4.1, and
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suppose in addition that f(t, ·) is lexicographically smooth on X for each t ∈ [t0, t f ]\Zf.

Then, for each t ∈ [t0, t f ], with the function xt ≡ x(t, ·) defined as in the statement of

Theorem 4.1, xt is lexicographically smooth at c0. Moreover, for each p ∈ N, each

M :=
[
m(1) · · · m(p)

]
∈ Rn×p, each j ∈ {0,1, . . . , p}, and each d ∈ Rn, the mapping

t 7→ [xt ]
( j)
c0,M(d) is the unique solution on [t0, t f ] of the ODE:

dz
d t

(t) = h( j)(t,z(t)), z(t0) = d, (24)

where the functions h( j) : [t0, t f ]×Rn→ Rn are defined inductively as follows:

h(0) : (t,v) 7→ [f̂t ] ′(x(t,c0);v) ,

h( j) : (t,v) 7→ [h( j−1),t ]
′
(
[xt ]

( j−1)
c0,M (m( j));v

)
, ∀ j ∈ {1, . . . , p},

where f̂t : X → Rn is defined for each t ∈ [t0, t f ] as in the statement of Theorem 4.1,

and where h( j),t ≡ h( j)(t, ·). Lastly, for each t ∈ [t0, t f ] and each j ∈ {0,1, . . . , p}, let

Y(t, j,c0,M) :=
[
[xt ]

(0)
c0,M(m(1)) [xt ]

(1)
c0,M(m(2)) · · · [xt ]

( j−1)
c0,M (m( j))

]
∈ Rn× j.

(Thus, Y(t,0,c0,M) = ∅n×0.) The functions h( j) satisfy:

h( j)(t,v) = [f̂t ]
( j)
x(t,c0),Y(t, j,c0,M)(v), ∀(t,v) ∈ [t0, t f ]×Rn, ∀ j ∈ {0,1, . . . , p}.

Proof Corollary 4.1 shows that f̂t is lexicographically smooth at x(t,c0) for each t ∈

[t0, t f ]. Now, choose any fixed p ∈N and M ∈Rn×p. It will be shown by induction on

j ∈ {0,1, . . . , p} that for every such j and every d ∈ Rn, the mapping t 7→ [xt ]
( j)
c0,M(d)

is the unique solution on [t0, t f ] of the ODE (24), that h( j)(t, ·) is lexicographically

smooth for each t ∈ [t0, t f ], and that h( j) satisfies the assumptions of Theorem 4.1 in

place of f, with Zf = /0.

The case in which j = 0 follows immediately from Theorem 4.1 and Corol-

lary 4.1. For the inductive step, suppose that for some k∈{1, . . . , p} and every d∈Rn,

the mapping t 7→ [xt ]
(k−1)
c0,M (d) is the unique solution on [t0, t f ] of (24), and that h(k−1)

satisfies the assumptions of Theorem 4.1 in place of f. The existence of kth-order di-

rectional derivatives of xt is not assumed a priori. Applying Theorem 4.1 with h(k−1)

in place of f, with m(k) in place of c0, with the mapping (t,d) 7→ [xt ]
(k−1)
c0,M (d) in place
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of x, and with Zf = /0, for each d ∈ Rn, the mapping t 7→ [(xt)
(k−1)
c0,M ]′(m(k);d) is the

unique solution on [t0, t f ] of the ODE:

dz
d t

(t) = [h(k−1),t ]
′
(
[xt ]

(k−1)
c0,M (m(k));z(t)

)
, z(t0) = d.

Applying the definition of h(k), it follows immediately that t 7→ [(xt)
(k−1)
c0,M ]′(m(k);d)

is the unique solution on [t0, t f ] of (24) with j := k. Moreover, Theorem 4.1 shows

that [xt ]
(k−1)
c0,M is directionally differentiable at m(k) for each t ∈ [t0, t f ], implying that

[xt ]
(k)
c0,M ≡ [(xt)

(k−1)
c0,M ]′(m(k); ·). Combining these remarks, for each d ∈ Rn, the map-

ping t 7→ [xt ]
(k)
c0,M(d) uniquely solves the ODE (24) with j := k. To complete the in-

ductive step, Corollary 4.1 shows that h(k)(t, ·) is lexicographically smooth for each

t ∈ [t0, t f ], and that h(k) satisfies the assumptions of Theorem 4.1 in place of f, with

Zf = /0.

Since p and M were arbitrary in the above inductive argument, this argument

shows that xt is lexicographically smooth at c0 for each t ∈ [t0, t f ], as required.

Next, a simpler inductive proof shows that h( j)(t, ·)≡ [f̂t ]
( j)
x(t,c0),Y(t, j,c0,M) for each

t ∈ [t0, t f ] and each j ∈ {0,1, . . . , p}, as follows. For the base case, the definition of

h(0) implies that for each t ∈ [t0, t f ],

h(0)(t,v) = [f̂t ] ′(x(t,c0);v) = [f̂t ]
(0)
x(t,c0),Y(t,0,c0,M)(v), ∀v ∈ Rn,

as required. For the inductive step, suppose that for some k ∈ {1, . . . , p},

h(k−1),t ≡ h(k−1)(t, ·)≡ [f̂t ]
(k−1)
x(t,c0),Y(t,k−1,c0,M), ∀t ∈ [t0, t f ].

The constructive definition of h(k), the inductive assumption, and the definitions of

Y(t,k−1,c0,M) and Y(t,k,c0,M) imply that, for each t ∈ [t0, t f ],

h(k)(t, ·)≡ [(f̂t)
(k−1)
x(t,c0),Y(t,k−1,c0,M)]

′
(
[xt ]

(k−1)
c0,M (m(k)); ·

)
≡ [f̂t ]

(k)
x(t,c0),Y(t,k,c0,M).

This completes the inductive step. ⊓⊔

Using the notation of Corollary 4.2, if e(1), . . . ,e(n) denote the coordinate vectors

in Rn, then for any nonsingular M ∈ Rn×n and any t ∈ [t0, t f ],

JLxt(c0;M) =
[
[xt ]

(n)
c0,M(e(1)) · · · [xt ]

(n)
c0,M(e(n))

]
.
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Thus, Corollary 4.2 provides a method for evaluating lexicographic derivatives of

x(t, ·). Without further assumptions, though, this method is computationally expen-

sive in the worst case, as it involves construction and evaluation of the ODE right-

hand side function (t,v) 7→h( j)(t,v)= [f̂t ]
( j)
x(t,c0),Y(t, j,c0,M)(v) for each j∈{0,1, . . . ,n}.

If the forward mode of automatic differentiation is used to construct these mappings

using the identity

[f̂t ]
( j)
x(t,c0),Y(t, j,c0,M) ≡ [(f̂t)

( j−1)
x(t,c0),Y(t, j−1,c0,M)]

′(m( j); ·),

then the overall cost of this construction scales worst-case exponentially with j, rela-

tive to the cost of evaluating f. To avoid this computational burden, the following theo-

rem expresses JLxt(c0;M) in terms of the unique solution of an ODE, without requir-

ing explicit construction of the intermediate directional derivatives [f̂t ]
( j)
x(t,c0),Y(t, j,c0,M).

Theorem 4.2 Given an open, connected set X ⊂ Rn and real numbers t0 < t f , sup-

pose that a function f : [t0, t f ]×X → Rn satisfies the following conditions:

– the mapping f(·,c) : [t0, t f ]→ Rn is measurable for each c ∈ X,

– for each t ∈ [t0, t f ] except in a zero-measure subset Zf, the mapping f(t, ·) : X→Rn

is lexicographically smooth,

– with x(·,c) denoting any solution of the parametric ODE system:

dx
d t

(t,c) = f(t,x(t,c)), x(t0,c) = c,

there exists a solution {x(t,c0) : t ∈ [t0, t f ]} ⊂ X for some c0 ∈ X,

– there exists an open set N ⊂ X such that {x(t,c0) : t ∈ [t0, t f ]} ⊂ N, and such that

there exist Lebesgue integrable functions kf,mf : [t0, t f ]→ R+∪{+∞} for which

∥f(t,c)∥ ≤ mf(t), ∀t ∈ [t0, t f ], ∀c ∈ N,

and

∥f(t,c1)− f(t,c2)∥ ≤ kf(t)∥c1− c2∥, ∀t ∈ [t0, t f ], ∀c1,c2 ∈ N.

Then, for each t ∈ [t0, t f ], the function xt ≡ x(t, ·) is well-defined and Lipschitz con-

tinuous on a neighborhood of c0, with a Lipschitz constant that is independent of t.
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Moreover, xt is lexicographically smooth at c0; for any p ∈N and any M ∈Rn×p, the

mapping t 7→ J̃Lxt(c0;M)M is the unique solution on [t0, t f ] of the following ODE:

dA
d t

(t) = J̃Lf̂t(x(t,c0);A(t))A(t), A(t0) = M, (25)

where f̂t : X →Rn is defined in terms of f as follows, and is lexicographically smooth

by construction for each t ∈ [t0, t f ]:

f̂t(c) =

 f(t,c), if t ∈ [t0, t f ]\Zf,

0, if t ∈ Zf.

Proof For each t ∈ [t0, t f ], the lexicographic smoothness of xt at c0 was established in

Corollary 4.2, implying that J̃Lxt(c0;M)M is uniquely defined for each M ∈ Rn×p.

Moreover, it was established in the proof of Theorem 4.1 that xt is Lipschitz contin-

uous on a neighborhood of c0 for each t ∈ [t0, t f ], with a Lipschitz constant that is

independent of t.

Now, consider any fixed p ∈ N and M :=
[
m(1) · · · m(p)

]
∈ Rn×p. As an inter-

mediate result, it will be shown by induction that for each j ∈ {1, . . . , p}, the coupled

ODE system:

dz(i)

d t
(t) = [f̂t ]

(i−1)
x(t,c0),[z(1)(t) z(2)(t) ··· z(i−1)(t)]

(z(i)(t)), z(i)(t0) = m(i), ∀i ∈ {1, . . . , j}

(26)

has a unique solution on [t0, t f ], in which z(i)(t) = [xt ]
(i−1)
c0,M (m(i)) for each t ∈ [t0, t f ]

and each i ∈ {1, . . . , j}. (Note that the right-hand sides of the coupled ODEs above

are all well-defined, since Corollary 4.1 established the lexicographic smoothness of

f̂t at x(t,c0) for each t ∈ [t0, t f ]).

The case in which j = 1 follows immediately from Corollary 4.2. For the induc-

tive step, suppose that for some k ∈ {2,3, . . . , p}, the coupled ODE system (26) has a

unique solution on [t0, t f ] when j := k−1, in which z(i)(t) = [xt ]
(i−1)
c0,M (m(i)) for each

t ∈ [t0, t f ] and each i ∈ {1, . . . ,k−1}. Now, consider the case in which j := k. In this

case, the ODEs in (26) with i ∈ {1, . . . ,k−1} are unchanged from the case in which

j = k−1. Thus, by the inductive assumption, the ODEs in (26) with i∈ {1, . . . ,k−1}

have unique solutions on [t0, t f ] in which z(i)(t) = [xt ]
(i−1)
c0,M (m(i)) for each t ∈ [t0, t f ].
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As a result, the ODE in (26) with i = k becomes:

dz(k)

d t
(t) = [f̂t ]

(k−1)
x(t,c0),Y(t,k−1,c0,M)(z(k)(t)), z(k)(t0) = m(k), (27)

with Y(t,k− 1,c0,M) defined as in the statement of Corollary 4.2. This corollary

shows that (27) is uniquely solved on [t0, t f ] by the mapping z(k) : t 7→ [xt ]
(k−1)
c0,M (m(k)).

Combining this statement with the inductive assumption completes the inductive step.

Using this inductive result, the coupled ODE system:

dz(i)

d t
(t) = [f̂t ]

(i−1)
x(t,c0),[z(1)(t) z(2)(t) ··· z(i−1)(t)]

(z(i)(t)), z(i)(t0) = m(i), ∀i ∈ {1, . . . , p}

(28)

has a unique solution on [t0, t f ], in which z(i)(t)= [xt ]
(i−1)
c0,M (m(i)) for each i∈{1, . . . , p}.

Using Properties 4 and 5 in Lemma 2.1, it follows that for each i ∈ {1, . . . , p}, each

t ∈ [t0, t f ], and each choice of v(1), . . . ,v(p) ∈ Rn,

[f̂t ]
(i−1)
x(t,c0),[v(1) ··· v(i−1)]

(v(i)) = J̃Lf̂t(x(t,c0);
[
v(1) · · · v(p)

]
)v(i).

Since v(i) is a column of
[
v(1) · · · v(p)

]
, there is no ambiguity in the final term in the

above equations. Thus, the following coupled ODE system is equivalent to (28):
dz(i)

d t
(t) = J̃Lf̂t(x(t,c0);

[
z(1)(t) · · · z(p)(t)

]
)z(i)(t),

z(i)(t0) = m(i),
∀i ∈ {1, . . . , p}, (29)

and therefore has the same unique solution on [t0, t f ] as (28). Moreover, Property 4 in

Lemma 2.1 and the definition of J̃Lxt(c0;M) imply that

[xt ]
(i−1)
c0,M (m(i)) = J̃Lxt(c0;M)m(i), ∀t ∈ [t0, t f ], ∀i ∈ {1, . . . , p}.

Since m(i) is a column of M, the quantity J̃Lxt(c0;M)m(i) in the above expression

is uniquely defined for each choice of t and i. Thus, the unique solution of (29) on

[t0, t f ] satisfies z(i)(t) = J̃Lxt(c0;M)m(i) for each i ∈ {1, . . . , p} and each t ∈ [t0, t f ].

The coupled ODEs (29) may be written as the columns of a single ODE with the

matrix-valued dependent variable A :=
[
z(1) · · · z(p)

]
to yield the ODE (25), which

therefore has the unique solution:

t 7→
[
J̃Lxt(c0;M)m(1) · · · J̃Lxt(c0;M)m(p)

]
= J̃Lxt(c0;M)M

on [t0, t f ]. ⊓⊔
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Corollary 3.2 and Theorem 4.2 together show that plenary Jacobian elements

can be obtained for solutions of a nonsmooth parametric ODE, provided that lex-

icographic derivatives can be evaluated for the ODE right-hand side function, and

provided that the unique solution of the ODE (25) can be determined or approxi-

mated numerically. This implies the following corollaries, which make use of a pri-

ori knowledge concerning the differentiability or convexity of the solution to a non-

smooth parametric ODE. These results do not require differentiability or convexity

assumptions on the ODE right-hand side function.

Corollary 4.3 Suppose that the hypotheses of Theorem 4.2 hold, and let xt ≡ x(t, ·).

If xt f is known to be differentiable at c0, then the ODE:

dA
d t

(t) = J̃Lf̂t(x(t,c0);A(t))A(t), A(t0) = I (30)

has a unique solution A on [t0, t f ], which satisfies A(t f ) = Jxt f (c0).

Proof By Theorem 4.2, the mapping A : t 7→ JLxt(c0;I) is the unique solution on

[t0, t f ] of (30). Since xt f is differentiable at c0, it follows from [19] that

JLxt f (c0;I) ∈ ∂Lxt f (c0) = {Jxt f (c0)}.

Thus, A(t f ) = JLxt f (c0;I) = Jxt f (c0). ⊓⊔

Now, for any function g : X ⊂ Rn → Rm that is piecewise differentiable in the

sense of Scholtes [20], ∂Lg(x) ⊂ ∂g(x) for each x ∈ X [21]. It follows that if the

ODE right-hand side function (t,c) 7→ f(t,c) is piecewise differentiable with respect

to c for almost all t ∈ [t0, t f ], then the solution to (25) is also an element of the linear

Newton approximation to x(t, ·) at c0 described in [13, Corollary 12], right-multiplied

by M.

While the ODE (25) has a unique solution, the following example shows that its

right-hand side function, (t,A) 7→ J̃Lf̂t(x(t,c0);A)A, is not necessarily continuous

with respect to A at almost every fixed t ∈ [t0, t f ]. Thus, (25) is not necessarily a

Carathéodory ODE. As the proof of Theorem 4.2 suggests, however, the columns of

(25) can be decoupled to yield a sequence of Carathéodory ODEs, each with a unique

solution.
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Example 4.1 Consider the following parametric ODE system with two differential

variables:

dx1

d t
(t,p) =

dx2

d t
(t,p) = max(x1(t,p),x2(t,p)), x(0,p) = p.

This ODE system satisfies the Carathéodory existence and uniqueness conditions

when x(t,p) is restricted to any bounded neighborhood of p; when p = (0,0), the

unique solution is x(t,0) := (x1(t,0),x2(t,0)) = 0 for each t ∈ R. Now, with

A :=

a11 a12

a21 a22

 ∈ R2×2, and f : R2→ R2 : c 7→ (max(c1,c2),max(c1,c2)),

it follows that f is the composition of continuously differentiable functions and the

function c 7→ max(c1,c2), and is therefore lexicographically smooth. Since f is not

an explicit function of t, it follows that f itself plays the role of f̂t in Theorems 4.1

and 4.2. By inspection, for any d ∈ R2 and any t ∈ R,

f(0)
x(t,0),A(d) =

 (d1,d1), if d1 ≥ d2,

(d2,d2), if d1 < d2;

f(1)
x(t,0),A(d) = [f(0)

x(t,0),A] ′((a11,a21);d) ,

=

 (d1,d1), if a11 > a21, or if a11 = a21 and d1 ≥ d2,

(d2,d2), if a11 < a21, or if a11 = a21 and d1 < d2.

Using Lemma 2.1, it follows that:

J̃Lf(x(t,0);A)A =
[
f(2)
x(t,0),A(a11,a21) f(2)

x(t,0),A(a12,a22)
]
,

=
[
f(0)
x(t,0),A(a11,a21) f(1)

x(t,0),A(a12,a22)
]
,

=



a11 a12

a11 a12

 , if a11 > a21, or if a11 = a21 and a12 ≥ a22,

a21 a22

a21 a22

 , if a11 < a21, or if a11 = a21 and a12 < a22.

It follows that for any t ∈ R, the mapping A 7→ J̃Lf(x(t,0);A)A is discontinuous at

any A ∈ R2×2 for which both a11 = a21 and a12 ̸= a22.
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The following example presents a straightforward application of Theorem 4.2, in

which the relevant ODE systems can all be solved analytically.

Example 4.2 Consider the function:

f : R2→ R2 : y 7→

(1− y2)|y1|

1

 ,

and the following nonsmooth parametric ODE system with two differential variables,

in which c := (c1,c2) ∈ R2 denotes a parameter:

dx
d t

(t,c) = f(x(t,c)), x(0,c) = c.

It is readily verified that this ODE system is uniquely solved by the mapping:

x : R×R2→ R2 : (t,c) 7→



c1 exp(− 1
2 t2 +(1− c2)t)

c2 + t

 , if c1 ≥ 0,

c1 exp( 1
2 t2 +(c2−1)t)

c2 + t

 , if c1 < 0.

(31)

Thus, x(t,0) = (0, t) for each t ∈ R.

B-subdifferentials of the parametric ODE solution can be evaluated analytically in

this case, as follows. For each fixed t ∈R, the mapping xt ≡ x(t, ·) is evidently differ-

entiable at all domain points c for which c1 ̸= 0. The definition of the B-subdifferential

can thus be used to show that, when c = 0,

∂Bxt(0) =


exp(− 1

2 t2 + t) 0

0 1

 ,

exp( 1
2 t2− t) 0

0 1

 .

Thus, (4) can be used to show that

∂Pxt(0) = ∂xt(0) = conv


exp(− 1

2 t2 + t) 0

0 1

 ,

exp( 1
2 t2− t) 0

0 1

 .

Elements of the linear Newton approximation of xt described in [13, Corollary 12]

can be evaluated as follows. The function f is evidently differentiable at all domain
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points y for which y1 ̸= 0. Thus, for each t ∈ R, Clarke’s generalized Jacobian of f is

evaluated at x(t,0) = (0, t) to be:

∂ f(x(t,0)) =

λ (1− t)

1 0

0 0

 : λ ∈ [−1,1]

 , ∀t ∈ R.

Now, define the mapping:

h : R× [−1,1]→ [−1,1] : (t,µ) 7→

 µ , if t ≤ 1,

−µ , if t > 1.

The above results show that the linear Newton approximation of xt at 0 described

in [13, Corollary 12] includes the solutions of the following ODE for all µ ∈ [−1,1]:

dA
d t

(t,µ) = h(t,µ)(1− t)

1 0

0 0

A(t,µ), A(0,µ) =

1 0

0 1

 .

This ODE is readily solved to yield:

A(t,µ) =



exp(µ(− 1
2 t2 + t)) 0

0 1

 , if t ≤ 1,

exp(µ( 1
2 t2− t +1)) 0

0 1

 , if t > 1.

Thus, for each t > 1, the linear Newton approximation Γ xt(0) of xt at 0 described

in [13, Corollary 12] is such that

conv


exp( 1

2 t2− t +1) 0

0 1

 ,

exp(− 1
2 t2 + t−1) 0

0 1

⊂ Γ xt(0).

Lexicographic derivatives of the parametric ODE solution can be evaluated using

Theorem 4.2 as follows. Following a similar approach to Example 4.1, the following

is obtained for each A ∈ R2×2. Here, ai j denotes the (i, j)–element of A.

J̃Lf(x(t,0);A)A =



(1− t)a11 (1− t)a12

0 0

 , if a11 > 0, or if a11 = 0 and a12 ≥ 0,

(t−1)a11 (t−1)a12

0 0

 , if a11 < 0, or if a11 = 0 and a12 < 0.
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Thus, for any nonsingular M ∈ R2×2, Theorem 4.2 shows that the mapping t 7→

JLxt(0;M)M is the unique solution of the ODE:

dA
d t

(t) =



(1− t)

a11(t) a12(t)

0 0

 , if a11(t) > 0, or if a11(t) = 0 and a12(t)≥ 0,

(t−1)

a11(t) a12(t)

0 0

 , if a11(t) < 0, or if a11(t) = 0 and a12(t) < 0,

A(0) = M.

This ODE can be solved by inspection; post-multiplying the result by M−1 yields:

JLxt(0;M) =



exp(− 1
2 t2 + t) 0

0 1

 , if m11 > 0, or if m11 = 0 and m12 ≥ 0,

exp( 1
2 t2− t) 0

0 1

 , if m11 < 0, or if m11 = 0 and m12 < 0,

and so

∂Lxt(0) =


exp(− 1

2 t2 + t) 0

0 1

 ,

exp( 1
2 t2− t) 0

0 1

 .

This result is readily confirmed by lexicographic differentiation of (31) with respect

to c at c = 0.

Collecting the above results, and noting that, for each t > 1,

exp(− 1
2 t2 + t−1) < min{exp(− 1

2 t2 + t),exp( 1
2 t2− t)},

and exp( 1
2 t2− t +1) > max{exp(− 1

2 t2 + t),exp( 1
2 t2− t)},

it follows that, for this example,

∂Lxt(0) = ∂Bxt(0)⊂ ∂xt(0) = ∂Pxt(0)⊂ Γ xt(0), ∀t > 1.

The rightmost inclusion above is strict. In particular, when t = 2, the evaluated gen-

eralized derivatives satisfy:

∂Lx2(0) = ∂Px2(0) =


1 0

0 1

⊂

λ 0

0 1

 : λ ∈ [ 1
e ,e]

⊂ Γ x2(0).

Although x2 is strictly differentiable at 0 in the sense of [1], Γ x2(0) evidently contains

elements other than Jx2(0).
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The result of Theorem 4.2 is easily extended to cover ODEs whose initial condi-

tions are nontrivial functions of parameters p ∈ Rnp :

dx
d t

(t,p) = f(t,x(t,p)), x(t0,p) = f0(p). (32)

provided that f satisfies the hypotheses of Theorem 4.2 (with f0(p0) in place of c0 for

some p0 ∈ Rnp), and provided that f0 : Rnp → Rn is lexicographically smooth at p0.

Introducing the auxiliary parametrized ODE:

dz
d t

(t,c) = f(t,z(t,c)), z(t0,c) = c,

and defining xt ≡ x(t, ·) and zt ≡ z(t, ·), it follows that xt ≡ zt ◦ f0 for each t. Now, for

any nonsingular M ∈ Rn×n, let B := JLf0(p0;M)M. Applying the chain rule (2) and

post-multiplying the result by M yields:

JLxt(p0;M)M = J̃Lzt(f0(p0);B)B. (33)

Thus, JLxt(p0;M) can be evaluated by the following procedure:

Step 1: Evaluate B.

Step 2: Use Theorem 4.2 to evaluate J̃Lzt(f0(p0);B)B.

Step 3: Evaluate JLxt(p0;M) by solving the linear equation system (33).

Theorem 4.1 may be extended to cover (32) in a similar fashion.

This result may be extended in turn to parametric ODEs whose right-hand side

functions depend explicitly on parameters p ∈ Rnp :

dx
d t

(t,p) = f(t,p,x(t,p)), x(t0,p) = f0(p). (34)

Considering p as a constant dependent variable instead, the following ODE is con-

structed in terms of the augmented dependent variable z≡ (p,x), and is equivalent to

(34):
dz
d t

(t,p) = h(t,z(t,p)), z(t0,p) = h0(p),

where

h : (t,(q,c)) 7→

 0

f(t,q,c)

 , and h0 : q 7→

 q

f0(q)

 .
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Provided that h satisfies conditions analogous to the hypotheses of Theorem 4.2, the

above ODE in z may be treated in the same manner as (32). In the special case in

which xt is scalar-valued and convex on some neighborhood of p0, the discussion

in Section 6.2 of [19] implies that JLxt(p0;M) is a subgradient of xt at p0. Hence,

Theorem 4.2 describes certain subgradients of any convex solution of a nonsmooth

parametric ODE system as the unique solutions of corresponding ODEs.

5 Conclusions

Corollary 3.2 shows that lexicographic derivatives of any lexicographically smooth

function are also plenary Jacobian elements, which have been argued to be as useful

as elements of Clarke’s generalized Jacobian in methods for equation-solving and op-

timization. Theorems 4.1 and 4.2 describe directional derivatives and lexicographic

derivatives for the unique solution of a parametric ODE system as the unique so-

lutions of other ODEs. If the original ODE solution is known to be a scalar-valued

convex function of the ODE parameters, then a subgradient is described, without re-

quiring smoothness or convexity of the ODE right-hand side function. Similarly, if a

differentiable function is the unique solution of a parametric ODE with a nonsmooth

right-hand side, then its derivatives can be expressed as the solutions of correspond-

ing ODE systems. To our knowledge, this work provides the first description of gen-

eralized derivatives of solutions of nonsmooth parametric ODEs that exhibit these

properties.

Whether lexicographic derivatives for an arbitrary lexicographically smooth func-

tion are necessarily elements of Clarke’s generalized Jacobian remains an open theo-

retical problem. An extension of the adjoint sensitivities of ODE solutions described

in [12] to general nonsmooth parametric ODEs would also be useful, yet the def-

inition of the plenary Jacobian suggests that it may not be a suitable generalized

derivative for adjoint analyses.

Future work will involve developing numerical methods that use Theorem 4.2 to

evaluate plenary Jacobian elements for nonsmooth dynamic systems arising in practi-

cal applications. Though the ODE (25) in Theorem 4.2 is well-posed and has a unique
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solution, existing numerical methods for ODE solution typically require some regu-

larity of any discontinuities in the right-hand side function. Nevertheless, we expect

that under certain regularity assumptions on the ODE right-hand side function, the

ODE (25) will become tractable to solve numerically, without sacrificing too much

generality from Theorem 4.2. Extensions of the theory in this work to sensitivity

analysis of index-1, semi-explicit differential-algebraic equations are also being in-

vestigated.

Appendix

The following example shows that the unique solution of a nonsmooth parametric

ODE is not necessarily differentiable with respect to the ODE parameters.

Example A.1 Consider the following parametric ODE, with c ∈ R denoting a scalar

parameter:
dx
d t

(t,c) = |x(t,c)|, x(0,c) = c.

By inspection, this ODE is uniquely solved by the mapping:

x : (t,c) 7→

 cet , if c≥ 0,

ce−t , if c < 0.

Hence, for any fixed t ̸= 0, the mapping x(t, ·) is continuous but not differentiable

at 0.

The following example illustrates the properties of linear Newton approximations

described in Section 1.

Example A.2 Consider the mappings f : R→ R : x 7→ x, g : R→ R : x 7→max(x,0),

and h : R→ R : x 7→ min(x,0). Using [1, Theorem 2.5.1], the Clarke generalized

Jacobians of g and h are evaluated as:

∂g(x) =


{0}, if x < 0,

[0,1], if x = 0,

{1}, if x > 0,

∂h(x) =


{1}, if x < 0,

[0,1], if x = 0,

{0}, if x > 0.
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Now, g and h are each piecewise linear, and are therefore semismooth [14]. Since

f ≡ g + h on R, it follows from [14, Corollary 7.5.18] that the following set-valued

mapping is a linear Newton approximation for f :

Γ f : x 7→ ∂g(x)+∂h(x) =


{1}, if x < 0,

[0,2], if x = 0,

{1}, if x > 0.

By inspection, f is convex and continuously differentiable on its domain, and has a

derivative of J f (x) = 1 for each x ∈R. In addition, f does not have any local minima

on R. However, although J f (0) ̸= 0, 0 ∈ Γ f (0).
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