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Abstract

Lower Hybrid Current Drive (lhcd) is a promising technique to sustain tokamak plasmas and
provide control over the current profile—two important capabilities required for the development
of tokamak fusion reactors. Upgraded measurement capabilities on the alcator c-mod tokamak
create a unique opportunity to study the plasma’s toroidal electric current profile at magnetic
fields, plasma densities, and magnetic geometries anticipated in future reactors in stationary
discharges dominated by lhcd.

The Motional Stark Effect (mse) diagnostic uses polarized light to infer the plasma’s internal
current profile. The mse diagnostic deployed on the alcator c-mod tokamak previously ex-
perienced unacceptable calibration drift and sensitivity to partially-polarized background light
that limited its ability to measure magnetic field pitch-angles. A comprehensive analytic study
of the origin of polarization angle errors in mse diagnostics and an experimental study using a
robotic calibration system were conducted. Insight from this study guided the fabrication and
installation of a first-of-a-kind in-situ calibration system for mse diagnostics—a long sought ca-
pability—and the development of thermal isolation schemes for the periscope. An experimental
study of the effect of partially polarized background light identified this as a significant source
of systematic error. Partial-polarization upon reflection was identified as the mechanism that
leads to polarized light in a tokamak. Visible bremsstrahlung, divertor emission, and blackbody
emission were identified as the dominant sources of light. A new technique, mse multi-spectral
line polarization (mse-mslp), was developed to measure the polarization on a single sightline
in multiple wavelengths simultaneously using a high-throughput polarization polychromator.
Wavelength-interpolation of the background light polarization utilizing this hardware decreases
the error from background subtraction by a factor of 5-10 relative to time-interpolation, drasti-
cally improving the measurement quality while eliminating the need for neutral beam pulsing.
The method also allows for simultaneous measurement of multiple polarized transitions within
the Stark multiplet.

The upgraded mse diagnostic was used to measure the magnetic field pitch angle profile in
plasmas with some or all of the plasma current driven by lhcd. Measurements were made across
a range of single-parameter scans: lhcd power, loop voltage, plasma density, plasma current, and
launched n‖ spectrum. The current profile is observed to broaden during lhcd, but consistently
has significant on-axis current density, even in fully non-inductive plasmas. The current profile
and hard x-ray (hxr) profiles are observed to be most sensitive to plasma current, with higher
current yielding broader profiles. The current and hxr profiles as well as global current-drive
efficiency are insensitive to changes in n‖ or loop voltage.

Numerical simulations by the ray-tracing Fokker-Planck genray/cql3d code reproduce the
total measured current in non-inductive conditions but fail to accurately predict the current
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and hxr profiles; the simulations consistently predict more current drive in the outer half of
the plasma than is observed. This leads to a flattening of the hxr profile compared to the
experimental profiles. These qualitative discrepancies persist across the range of plasma pa-
rameters scanned. Varying code inputs within their measurement uncertainties and adding
experimentally-constrained levels of fast-electron diffusion do not reconcile profile discrepan-
cies. Some qualitative profile trends in single parameter scans are reproduced by the simulations
including broadening of profiles at higher current, and a weak dependence on the launched n‖
spectrum. However, hxr profile self-similarity across different densities and powers is not repro-
duced. These new comparisons between profile measurements and simulation suggest that the
simulations are missing important physics in this operational regime.

Thesis Supervisor: Steven D. Scott
Principal Research Physicist, Princeton Plasma Physics Laboratory

Thesis Reader: Ian H. Hutchinson
Professor, Department of Nuclear Science and Engineering

Thesis Reader: Ronald R. Parker
Professor Emeritus, Department of Nuclear Science and Engineering and Department of Electri-
cal Engineering and Computer Science
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"An expert is a person who has made all the mistakes that can be made in a
very narrow field."

-Niels Bohr
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1
I N T R O D U C T I O N

Humanity will require more energy by the end of the century [1].
Meanwhile, concerns about global climate change motivate a migra-
tion from traditional carbon-intensive fossil fuels to alternate sources
of energy. Ongoing concerns about safety and nuclear proliferation
may limit global deployment of zero-carbon fission energy. Deploy-
ing wind, solar, and other intermittent renewable energy sources at
scale remains challenging. The development of new energy sources
that can be deployed at large scale is therefore recognized as an im-
portant pursuit for both the near-term and well into the future.

Fusion energy is one such long-sought energy source. Fusion—the
process that powers the stars—offers tremendous benefits, including
practically unlimited fuel, no long-term radioactive waste, inherent
safety, zero-emissions, and dispatchable generation. The most promis-
ing reaction involves combining deuterium and tritium to produce a
high-energy neutron and helium nucleus which then heat the walls
of the reactor and further heat the fuel, respectively. The use of this
reaction for energy generation requires the fuel to be thermalized at
very high temperature (∼ 10keV, ∼ 100, 000, 000◦C) at sufficient den-
sity for an adequate length of time to be economically viable. At these
temperatures the fuel is a plasma. The primary challenge to the de-
velopment of fusion as an energy source has been confining the hot
plasma and keeping it away from the walls of the reactor adequately
in order to heat it to sufficient temperatures and confine the heat long
enough for fusion to occur. The reader is referred to other texts for
the details of this process [2].

1.1 magnetic confinement with tokamaks

The plasma is a “soup” of positively charged ions and negatively
charged electrons which allows a variety of novel schemes to con-
fine the heat and particles using magnetic fields; the charged parti-
cles spiral around magnetic fields instead of crossing them. Magnetic
confinement is being pursued actively in most major industrialized
countries, typically funded by the government.

The most successful magnetic confinement configuration to date is
the tokamak. This consists of a toroidal-shaped device containing the
plasma. The history and important topics concerning these devices
can be found in reference [3]. In this configuration, external magnetic
coils create a toroidal magnetic field (the long way around a donut)
while other external coils are used to provide control over plasma po-
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22 introduction

Magnetic �eld structure
of Alcator C-Mod

Red = strong �eld, blue=weaker �eld

Figure 1: The tokamak concept is shown (left, source:
https://www.euro-fusion.org/2011/09/tokamak-principle-2/. Strong external magnets create a toroidal
field (blue) and provide control and shaping. A toroidal electrical current (green) is carried by the plasma,
producing a poloidal magnetic field. This current is often driven inductively using a central transformer.
The two magnetic fields create a helical magnetic field structure (right, a alcator c-mod equilibrium.
Source: M. L. Garrett ), which differs across the plasma minor radius depending on the details of the
toroidal current profile.

sition, stability, and shape. The plasma itself caries a toroidal electrical
current (Ip), typically of order MA in modern devices, that creates a
poloidal magnetic field (i.e., looping through the hole in the donut).
The combined field thus forms a helix shape, spiraling around the
plasma. The configuration is shown schematically in Figure 1. The
plasma is surrounded by a vacuum vessel (not shown) and is created
in high vacuum. Various other engineering systems are used to heat
the plasma, fuel it, control it, measure its properties, and extract heat
from the system.

1.2 current drive and steady-state operation

Some of the toroidal current in the plasma must be driven by an
external source1. This current is usually driven inductively in exist-
ing devices by pulsing a central transformer (center green magnet in
Figure 1) that induces a voltage, termed the "loop voltage" (Vloop, or
alternatively, the parallel electric field), around the plasma toroidal;
the plasma acts as the secondary winding of the transformer. This
drives current in the plasma, and the process is called "Ohmic" cur-
rent drive.

1 Some of the current is generated by the plasma itself, a phenomenon termed "boot-
strap current."

https://www.euro-fusion.org/2011/09/tokamak-principle-2/
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The details of the radial distribution of current in the plasma is
important for operation of the tokamak. The toroidal current density,
termed Jtor, is uniform toroidally but has a profile as a function of the
plasma minor radius. This current profile leads to a variable "twist" to
the magnetic field as a function of location in the plasma. This twist
is parameterized as the "safety factor" or "q-profile”:

q(r) =
1

2π

∮
1

R(s)

Bφ(s)

Bp(s)
ds (1)

where R is the local major radius, Bφ is the local toroidal field, Bp
is the local poloidal field, and the integral is taken while following
a field line along a length ds for a single poloidal circuit around the
device.

The q-profile plays an important role in the energy confinement
and stability of the tokamak and is thus important to control—usually
by controlling the toroidal current density. However, changes in q-
profile change the plasma transport which changes the plasma pro-
files which changes the current drive ad infinitum. Thus the system
is highly coupled. The challenge is then to drive the required current
profile in a self-consistent manner. In a reactor design, the desired
q-profile, typically non-monotonic, is prescribed to obtain good con-
finement, usually requiring a current density profile that is strongly
peaked off-axis.

Ohmic current drive is inflexible in where it drives the current since
it relies only on the profile of the plasma resistivity. This leads to
the current being driven at the hottest parts of the plasma (i.e., the
center), leading to monotonic q-profiles that are not attractive for
reactor operation. Additionally, it is widely accepted that a fusion
reactor must operate in steady-state to be viable from an engineer-
ing and economic perspective, but Ohmic current drive is inherently
pulsed—eventually the transformer must swing the other direction.
Therefore, a method to drive the current non-inductively in a contin-
uous manner with a prescribed current density profile is desired for
attractive tokamak fusion reactors. Because this method will require a
non-negligible amount of power, which must be supplied by the plant
itself, it is desirable chose the most efficient current drive scheme for
a reactor.

The use of various sources of current drive, combined with the self-
generated bootstrap current, to optimize the tokamak operation, is
referred to as the "Advanced tokamak" regime, and this concept is
a front-runner for operating future next-generation tokamak reactors.
Various methods have been developed to drive the toroidal current
non-inductively. The leading candidates are tilted high-power beams
of neutral particles and radio frequency waves in various frequency
regimes.
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1.2.1 Measuring the current profile

An important problem for the development of tokamak fusion reac-
tors is confidently specifying and realizing the desired current profile
during non-inductive current drive. Various techniques have been de-
veloped to measure the current profile. The most successful technique
is termed the Motional Stark Effect (mse) diagnostic, which uses po-
larized light to determine the local angle of the magnetic field in a
manner described in the next chapter.

High-quality measurement of the current profile can then be com-
pared to theory and numerical simulations of current drive. These
comparisons challenge the validity of the analytic and numerical mod-
els of current drive, and thus aid in the development of improved
models. The ultimate goal is to increase confidence that the numerical
models can be reliably used to predict and optimize the performance
of future tokamak fusion reactors. Using experimental measurements
to challenge numerical simulations in regimes of interest on existing
devices is a primary strategy for reducing the uncertainties (and thus
implementation risks) in designing future experiments or fusion reac-
tors.

1.2.2 Lower Hybrid current drive

The most efficient type of non-inductive current drive in modern
tokamaks uses waves in the lower hybrid frequency range ( ωLH ≡
ωpi/

√
1+ (ωpe/ωce)2, order GHz on high performance devices) to

drive fast electrons in the plasma and is termed lower hybrid cur-
rent drive (lhcd). Waves of frequency ω0 ∼ ωLH are launched in
one toroidal direction using a phased array of waveguides and di-
rectly deposit their power and momentum by Landau damping on
electrons that are traveling roughly in phase with the waves. The fast
electrons (with energies from ∼ 3vthermal to relativistic) are weakly col-
lisional and have long slowing-down times, making this an efficient
mechanism to drive a substantial amount of the plasma current.

The lower hybrid wave is launched into the plasma as a slow wave
with an n‖ (≡ ck||/ω0) spectrum set by the launcher and propagates
according to its dispersion relation. Once it reaches a location in the
plasma where strong Landau damping occurs (vthermal

c ∼ 1
n‖

) the wave

modifies the electron distribution function asymmetrically, driving
current. The damping accelerates electrons mostly in the parallel di-
rection, affecting the passing particles instead of trapped particles,
enabling this technique to drive current off-axis. The technique can
be used to drive tailored current profiles in the plasma by launching
waves with different n‖ that damp at different temperatures—thus
providing profile control. The development of continuous-wave trans-
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Figure 2: The alcator c-mod tokamak at MIT. An engineering diagram (a) showing the toroidal field
magnets (brown), the poloidal field magnets (red), the supporting superstructure (gray), and the plasma
(pink). A photo of the interior of the vessel during a plasma (b). The interior of the tokamak during a
maintenance period (c). The lhcd launcher is visible immediately to the right of the central column (c).
Photo credit: Robert Mumgaard.

mitters and amplifiers in this frequency regime enables this current
drive to be truly steady-state.

The technique has been applied to several existing devices with
good results. However, current profiles measurements for compari-
son to modeling during lhcd at reactor relevant parameters have
been fairly sparse. It is therefore important to make extensive mea-
surements of the current profile during lhcd to benchmark predic-
tions from numerical models. It is desirable for this work to be done
in as reactor-like an environment as possible.

1.3 alcator c-mod

The work in this thesis was conducted on the alcator c-mod toka-
mak at the Massachusetts Institute of Technology [4]. This tokamak is
a compact machine operating at high magnetic field and high density,
with metallic walls (molybdenum) and high-power radio frequency
heating and lower hybrid current drive. The primary research direc-
tions include the study of core transport, radio frequency heating and
current drive, and plasma-material interactions at the densities, mag-
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Figure 3: The layout of diagnostic and heating
systems on alcator c-mod utilized in this thesis.
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netic fields, shaping, and power densities anticipated in a reactor. The
operating parameters of c-mod are listed in Table 1.

Table 1: Operating parameters of the alcator c-mod

and iter tokamaks.

c-mod iter

R0 0.68m 6.2m

a 0.22m 2.0 m

κ 1.6 1.7

B0 5.4T 5.3T

Ip 1MA 15MA

n̄e 3− 50× 1019m−3 10× 1019m−3

< Te > < 4keV 9keV

Pext 6MW icrf 20MW icrf

+1MW lhcd + 20MW eccd

+ 0.2MW nbi +33MW nbi

Pfusion < 250W 500MW

The work comprised in this thesis in-
volved performing several upgrades to the
c-mod mse diagnostic, using it to perform
systematic studies of the current profile
during lhcd and comparing those mea-
surements to numerical simulations. The
capability to drive all or most of the cur-
rent using lhcd and to measure the lo-
cation of the current drive using the mse

diagnostic is a unique attribute of c-mod

in this parameter range. This work uti-
lized the 1MW of lhcd on c-mod and
several diagnostic systems. In addition
to the mse system observing a diagnos-
tic neutral beam, this work relied upon
a Thomson scattering diagnostic for tem-
perature and density profiles, a hard x-
ray camera (hxr) for measurements of the
fast-electron bremsstrahlung, and an elec-
tron cyclotron emission diagnostic (ece)

for measurements of the sawtooth inversion radius and the non-
thermal emission from fast-electrons. The location of these systems
is identified in Figure 3.

1.3.1 Next generation devices

Significant progress has been made in tokamak fusion research over
the preceding five decades with performance increasing over five or-
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Figure 4: The iter tokamak under construction in France (top left) will be the first burning plasma
experiment. The organization includes member states from much of the industrialized world (top right).
The large complex (bottom left) will house and operate the largest tokamak ever constructed (bottom right).
A person and c-mod are super imposed for scale. Images from www.iter.org

ders of magnitude. However, existing devices typically do not make
significant fusion power. The next generation of tokamaks are ex-
pected to demonstrate significant fusion power, reaching the “burn-
ing plasma” regime where new physics may be found. iter, a large
tokamak currently under construction by an international collabora-
tion of most of the world’s industrialized nations, will be the first
such experiment [5]. The parameters for this machine are listed in
Table 1 and the machine is shown in Figure 4, along with a represen-
tation of c-mod superimposed for scale. The c-mod tokamak operates
in a similar parameter range as iter in terms of field, density, current
density, magnetic geometry and material surfaces, but at a much re-
duced scale, making c-mod an important devices to test physics at
reactor parameters.

iter and other burning plasma experiments are large expensive
nuclear installations that require low-risk solutions to experimental
problems. The challenges of fielding mse diagnostics in such an envi-
ronment will be explored as part of this thesis. It is anticipated that
experience on alcator c-mod, which faces many similar mse diag-

www.iter.org
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nostic issues as burning plasma experiments, will prove to be helpful
in reducing implementation risk of mse in these next-step devices.

1.4 summary of new results

There are two questions asked in this thesis:

1. What advances are necessary to make accurate magnetic pitch
angle measurements using mse in alcator c-mod and next-
step devices, and can these be demonstrated?

2. What is the parametric dependence of the current profile dur-
ing lower hybrid current drive on various parameters, includ-
ing lhcd power, launched n‖, plasma density, and plasma cur-
rent? Can existing numerical simulation models accurately re-
produce the measured profiles and observed parametric trends?

The key contributions of this thesis to the diagnostic and current
drive communities are:

1. A comprehensive study of systematic errors in mse-lp diag-
nostics.
The origin of polarization errors and interpretation errors unique
to mse-lp diagnostics is derived. These errors, and the suscepti-
bility of the c-mod mse implementation to them, were explored
experimentally using a novel invessel robotic calibration sys-
tem. Knowledge of these effects can be used to design more
error-resistant mse diagnostics and inform mitigation and com-
pensation strategies. The operation of the c-mod diagnostic was
found to be near-ideal except for stress-induced birefringence,
increasing confidence in the measurements.

2. First in-situ calibration of an mse-lp diagnostic.
A mechanical system was fielded to accurately calibrate the mse

diagnostic at arbitrary times during operation—the first demon-
stration a capability long-sought by the diagnostic community.
This system was used to characterize stress-induced birefrin-
gence in the c-mod diagnostic and guided the successful devel-
opment of mitigation strategies.

3. First study of the origin and impact of polarized background
light on mse-lp diagnostics.
The impact of partially-polarized background light on mse-lp

diagnostics is derived. The origin and nature of the partially-
polarized background light was determined. Polarization upon
reflection is the primary cause of the polarized light, and three
important sources have been identified: visible bremsstrahlung,
blackbody emission from hot components, and a molecular deu-
terium component located in the divertor. These sources were
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studied to develop improved subtraction techniques and to in-
form projections of this challenge on next-generation devices.

4. Development of the mse multi-spectral line polarization tech-
nique.
A technique to measure and subtract the background in real
time using wavelength-interpolation with a high throughput
polarization sensitive polychromator was developed. This tech-
nique was shown to properly subtract polarized background,
extending the operational range of the diagnostic and retiring
background subtraction risk in next-generation devices. This
system also allows increased signal collection and error mon-
itoring by simultaneously observing different transitions in the
mse multiplet and has been adopted for use on iter.

5. First current profile measurements in plasmas dominated by
lhcd across a range of parameters.
The upgraded c-mod mse system was used to study the cur-
rent profile under strong lhcd as a function of plasma density,
plasma current, launched n‖, lhcd power, and magnetic geome-
try. It was shown that the current profile evolution qualitatively
agrees with the expected time scales and reaches a stationary
state which allows for the study of fully-relaxed profiles, includ-
ing those during non-inductive conditions. The current profile
is typically broader than the ohmic profile, but with a significant
contribution on-axis. The current drive-efficiency and lhcd cur-
rent and hard x-ray profiles were found to be most sensitive
to plasma current, with higher efficiency and with wider lhcd

current and hxr profiles at higher current. In experiments per-
formed in this thesis the current and hard x-ray profiles and
current drive efficiency are insensitive to changes in n‖ or loop
voltage when other parameters were held constant. The profile
of the lhcd current and hxr emission does not significantly
change as the plasma density is raised. Measurements of the cur-
rent profile at high density showed that effective current drive
was recovered in limited plasma geometry, in qualitative agree-
ment with past hxr measurements.

6. Discrepancies found between simulations and measured pro-
files across a wide range of parameters.
Although simulations using the ray-tracing Fokker-Planck code
genray/cql3d, which is a regularly used in the community,
are able to predict the total current drive at non-inductive con-
ditions, the simulations fail to predict the current and hxr pro-
files. The simulations consistently predict more current drive
at the outer half of the plasma and less at the center than was
measured and correspondingly much broader hxr profiles than
measured. The simulations are unable to predict many of the
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profile effects and only some of the general trends versus plasma
parameters. The simulations over predict the total plasma cur-
rent in partially-inductive discharges with high-power lhcd and
significant loop voltage, appear to numerically slide-away. The
simulations show increased sensitivity to changes in the input
temperature and density profiles while the experiments consis-
tently show the same hxr and current profile shapes. Sensitiv-
ity studies across reasonable parameters were unable to bring
the model into agreement. This work suggests that the simu-
lations may be missing important physics in this operational
regime which is typically thought of a relatively simple with
good current drive. In this parameter range the rays make a
few bounces while parametric decay instabilities and scrape-off
layer changes are not typically observed.

The thesis is organized in two parts. First the mse diagnostic is
described along with key advances to the technique to enable bet-
ter operation on alcator c-mod and next generation devices. Then
the diagnostic is used with other measurements to study the effects
of lhcd in c-mod plasmas, concluding with profile and 0-D compar-
isons to numerical simulations.
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2
T H E M O T I O N A L S TA R K E F F E C T D I A G N O S T I C

Chapter goals:

• Introduce the physics of the Motional Stark Effect (mse) diag-
nostic

• Describe the alcator c-mod mse diagnostic

• Discuss the challenges of fielding the diagnostic in next-step fa-
cilities and how c-mod’s installation can contribute to solutions

Controlling the current profile and the q-profile is a focus of re-
search effort to optimize plasma operation during discharges. easur-
ing them is vital for physics understanding including the validation
of first-principles numerical simulations of plasma turbulence, trans-
port, current drive, and stability.

No technique has been devised to directly measure either the q-
profile or the current profile in a tokamak. However, these quantities
are simply related to the magnetic field which can be measured in a
variety of ways.

Modern tokamaks do not have circular cross-sections and are in-
stead highly shaped with large, non-negligible, Shafranov shifts. How-
ever, a close relationship between the current density and the mag-
netic field remains; but instead of solving the relationship analyti-
cally, the quantities of interest are typically determined by numeri-
cally solving the Grad-Shafranov equation in a magnetic equilibrium
reconstruction using a variety of measurements both internal and ex-
ternal to the plasma. This is covered in depth in Appendix B.

One possible measurement is the angle of the magnetic field rela-
tive to the toroidal direction in the tokamak, referred to as the mag-
netic pitch angle γ = tan−1(

Bpol
Bφ

), the measurement of which is the
subject of a large portion of this thesis.

2.1 principles of an mse diagnostic

Despite efforts across many devices for many years, accurate mea-
surements of the internal safety factor and current profile in tokamaks
remained sparse until the development of the Motional Stark Effect
(mse) diagnostic the operation of which is described in the remainder
of this chapter. This diagnostic uses atomic physics to determine the
properties of the magnetic field inside the plasma.

The atomic physics under-pinning the diagnostic technique is the
Stark effect [1] which is discussed in detail in many atomic physics
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texts [2–9]. This section presents a short summary of the results re-
lated to the mse diagnostic in the limit of the pure Stark effect. The
Stark effect is a perturbation to the atomic energy levels due to the
presence of a strong electric field that is analogous to the more famil-
iar Zeeman effect due to the magnetic field. The unperturbed atom in
primary energy level n is 2n2-way degenerate in the l and ml quan-
tum numbers. The Stark perturbation leads to a splitting of the line
emission. In fusion plasmas, the species of interest is typically hydro-
genic neutrals where the Stark effect is large and linear in the strength
of the electric field1. The effect is present in all the atomic transitions,
including the intense Lyman-α series in the ultraviolet (Lα = 121.6nm
in air). However, the weaker Balmer-α transition, n = 3 to n = 2, is
typically used since it is has significant intensity in the visible range
(Hα= 656.281nm and Dα = 656.103nm in air [10]), simplifying the op-
tical system required to collect the emission. The work presented in
this thesis will deal with the Balmer-α transition in hydrogen, which
is split into 15 different lines from a possible 36 transitions due to the
Stark effect. The energy of the Hα emission, ∆EHα, under the Stark
effect is:

∆EHα =
3

2
ea0 (0,±1,±2,±3,±4,±5,±6,±8)E (2)

where e is the electron charge, a0 is the Bohr radius and E is the
electric field strength in the atom’s frame.

This Stark split emission is net unpolarized (and remains so in the
Stark-Zeeman case [9]); however, the emission is comprised of two
types of transitions, referred to2 as σ and π. These types differ de-
pending on the details of the Stark atomic states which leads to dif-
ferences in the polarization of the emission. The Stark split separates
the emission in wavelength, which allows the different types of transi-
tions to be observed separately, each with net polarization. The linear
polarization direction is directly related to the direction of the electric
field in the atom’s frame. The observed polarization along a sightline
is then a geometric projection of the electric field onto that sightline.
Each transition type also has different intensity patterns depending
on the angle Φ between the electric field direction and the observa-
tion sightline. The intensity of the individual lines depends on this
geometric factor; the population density of the initial state, Pi; and
the transition probability between the initial and final states, Aif. The

1 There is a contribution in the energy shift which is quadratic in the electric field:
∆EHα = ±aE− bE2 where a and b depend on the specific parabolich states of the
transition. At E = 15MV/m the contribution to the shift from the quadratic term is
0.4− 1.4%, depending on the transition [9], this increases to 1.2− 4.5% for a 1MeV
beam in a 5.4T machine such as iter. The work presented here considers only the
linear Stark effect.

2 An interesting history of the σ and π spectral naming convention can be found in
reference [11].
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character of the Stark split Balmer-α hydrogen emission is summa-
rized below:

σ emission : From atomic transitions with ∆ml = ±1. When viewed
transverse to the electric field, it is polarized linearly perpen-
dicular to the electric field. When viewed parallel to the elec-
tric field, the transition is polarized circularly with the hand-
edness dependent on the sign of ∆ml. However, there are an
equal number of atoms transitioning +∆ml as −∆ml produc-
ing equal amounts of left and right-handed circular light. Thus,
when viewed along the electric field the total emission is net
unpolarized. The intensity is:

Iσ =
1

2

(
1+ cos2(Φ)

)
AifPi (3)

λσ = 656.281+ (0,±1,±5,±6) 0.0277 E nm

in atom’s frame, E in MV/m

π emission : From transitions with ∆ml = 0. Consists of dipole
transitions along the axis of the electric field. When viewed
perpendicular to the electric field, the emission is purely lin-
early polarized parallel to the electric field. The emission is not
present when viewed along the electric field. The intensity is:

Iπ = sin2(Φ)AifPi (4)

λπ = 656.281+ (±2,±3,±4,±8) 0.0277 E nm

in atom’s frame, E in MV/m

By convention, each of the lines in the Stark split are referred to
by the type and number of their transition (i.e., π+2 and σ−1). In fu-
sion plasmas, the upper states are typically populated via collisions
with the plasma electrons. When all the upper states are populated
in thermodynamic equilibrium, the system is said to be statistically
populated. When the neutrals are nearly statistically populated, there
are only nine Stark lines with significant emission levels (σ0, σ±1,
π±2, π±3, π±4). This work deals with situations near statistical equi-
librium. The Stark lines are shown schematically with their relative
emission from statistical population levels in Figure 5.

There are very few hydrogenic neutrals in the interior of the plasma,
and therefore little Hα emission, at high fusion-relevant plasma tem-
peratures. For the neutrals that do exist, the Stark effect is unresolv-
able since the electric fields are typically small (O ∼ kV/m) due to the
high conductivity of fusion plasmas. The magnetic field is often high
(O ∼ T) in large tokamaks thus the Zeeman effect dominates the Stark
split. However, when neutrals are injected by a high energy neutral
beam they can penetrate deep into the plasma before they are ion-
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Figure 5: Application of an electric field splits the hydrogen atom’s energy level, removing degeneracy
resulting in a split of the Hα emission into 15 lines (9 with significant emission). The split in the emission
is linear in the electric field and consists of two types of emission, σ and π, depending on the character of
the transition. The σ emission is polarized perpendicular to the electric field and the π emission is
polarized parallel to the electric field.
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ized. These neutrals cross a the strong magnetic field at high velocity,
experiencing a large Lorentz electric field in the atom’s frame:

~ELorentz = ~vbeam × ~B (5)

In alcator c-mod, the neutrals have energies of 50 keV and cross
the ∼ 5 T magnetic field nearly perpendicularly, leading to Lorentz
electric field of ∼ 17 MV/m and a Stark split of ∼ 0.47 nm. When the
Stark split is primarily caused by the Lorentz field via the velocity of
the atoms, the effect is referred to as the motional (or translational)
Stark effect.

When viewed at an angle other than perpendicular to the beam
(ψobserve), the emission is shifted in the lab frame due to the Doppler
shift from the high velocity of the neutrals:

λobserve = λemit

(
1+

v

c
cos(ψobserve)

)
(6)

The large Doppler shift and modest Stark split separate the polarized
emission due to the neutral beam from the unpolarized Hα emis-
sion from the much lower velocity edge neutrals. The finite collection
volume and aperture of the diagnostic then lead to substantial broad-
ening of the individual lines.

The motional Stark effect emission carries information about the
geometry of the Stark electric field in its polarized spectrum. Because
the electric field arises from the beam neutrals motion across the mag-
netic field this information is geometrically related to the magnetic
field in the plasma at the point where the light was emitted. In the
very simple case where the beam and sightline reside on the plasma
mid-plane and there is no background electric field, the polarization
angle of the σ emission (θσpol) collected by the diagnostic can be re-

lated to the magnetic pitch angle tan−1( Bz
Bφ

) as:

tan(θσpol) =
−Bz

Bφ

cos(α+Ω)

sinα
(7)

where α andΩ are the angles of the sightline and beam relative to the
local toroidal direction respectively. The geometry is shown in Figure
6.

By collecting and analyzing the polarization, intensity, and/or spec-
tral properties of the light, information about the geometry of the
magnetic field can be recovered remotely from the interior of the
plasma using only an optical periscope viewing a neutral beam, which
is commonly present for heating the plasma. The capability of using
the motional Stark effect to diagnose the fields deep inside fusion
plasmas was recognized soon after the development of high energy
neutral beams capable of penetrating and heating the plasmas [12, 13].
Although the detailed theory of the Stark effect was developed in the
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Figure 6: Simplified mse viewing geometry where
both the beam and the sightline reside in the plasma
midplane.
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1950’s [3, 4, 14], the specifics for high temperature plasmas and high
energy neutral beams were calculated only in the 1980’s [5–7] and
remain a topic of intense research by atomic theorists [15–22] and ex-
perimentalists [23–27], particularly in cases that are not statistically
populated.

2.2 the mse line polarization (mse-lp) approach

By far the most successful and widely implemented mse technique is
based on determining the polarization angle of either the σ or π mul-
tiplets of the neutral beam emission. This is done by using a polarime-
ter consisting of rapidly vibrating crystals. In this technique, the light
from the beam is collected by an optical periscope and transmitted via
polarization preserving optics out of the tokamak where the polariza-
tion is incident on a polarimeter consisting of a pair of photo-elastic
modulators (pems). The pems encode the polarization Stokes vectors
into the frequency domain at tens of kHz. The frequency modulated
light is then transmitted via optical fibers to a remote diagnostic hall
where either the σ or π multiplet is isolated using narrow bandpass
filters and the light is detected by the photo-diodes or photomultiplier
tubes. The frequency modulation is decoded using lock-in amplifiers
or is digitized and demodulated using a numerical phase-locked loop.
The ratio between the amplitudes at the pem’s second harmonic then
gives the polarization angle incident on the polarimeter. This angle is
then used to calculate the angle of the magnetic field in the plasma
using the known viewing geometry. The technique is referred to as
mse line-polarization (mse-lp) and is shown schematically in Figure
7.

The approach was first implemented in 1989 in pbx-m by Levinton
[28] and has since been installed on most large tokamaks with vary-
ing degrees of success. The last formal review of mse-lp instruments
and their results was conducted in 1999 by Levinton [29]. A more
complete and up-to-date account is discussed in Reference [30].
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Figure 7: Layout of a mse-lp system. Starting from the top left and moving clockwise.

Because the polarization properties of the light are transmitted
from the tokamak as different intensities in the frequency domain
and detected with a single simple detector and amplifier system, the
mse-lp approach can very accurately determine the polarization an-
gle of the light incident on the polarimeter with high noise rejection.
However, the approach requires detection of the signal modulated at
approximately 40kHz. Therefore, the spectrum is filtered for multiple
lines from the same σ or π triplet and absorbed by a high quantum ef-
ficiency detector. The decoding of the polarization angle is relatively
straightforward and can be done with analog electronics or fast digi-
tal processing, making the quantity of interest available in near real-
time for plasma control purposes.

The primary draw-backs of the mse-lp technique are: (1) the trans-
mission of the polarized light to the pem-based polarimeter requires a
polarization-preserving optical periscope which can be challenging to
construct, (2) the diagnostic requires substantial light collection and
thus large optics, and (3) only emission from part of the multiplet is
utilized, discarding more than half of the available emission.



40 the motional stark effect diagnostic

(a) (b)

Figure 8: Layout of the c-mod dnb shown schematically with important subsystems. Adapted from [34] (a).
Photograph of the dnb installed on the tokamak (b).

2.3 alcator c-mod’s mse diagnostic

The mse-lp system for alcator c-mod was proposed in 1997 [31] and
designed from 1999 to 2002 as part of a collaboration between pppl

and the alcator team [32]. The system was installed and commis-
sioned by Howard Yuh and Steve Scott from 2000-2005 [9]. Necessary
upgrades were added prior to the first physics result by Jinseok Ko
from 2004-2008 [33]. Since the system’s installation it has been almost
completely rebuilt several times, both to withstand the unforeseen
harsh operational conditions inside alcator c-mod and to provide
the necessary accuracy and confidence for physics studies. This sec-
tion discusses the main components and operation of the diagnostic
system.

2.3.1 Neutral beam

The mse system observes a 50keV diagnostic neutral beam (dnb) de-
veloped by the Budker Institute in Novosibirsk, Russia [35]. Unlike
all other operating mse systems, the c-mod system observes a low
power diagnostic beam instead of a high power heating beam. Due
to the space constraints in the tokamak, the beam is injected nearly
radially3 through F-port on the tokamak. The dnb consists of an ion
source, a set of accelerator optics, a neutralizer cell, a beam tank, and
a beam-line coupled to the tokamak.

Depending on the plasma density, a fraction of the beam neutrals
will be in excited upper states due to collisions. The spontaneous or
collisionally induced radiation from these states leads to the motional
Stark-shifted emission. Some of the light from the beam neutrals is
then collected by the mse periscope and transmitted out of the toka-
mak. The ion creation, extraction, and acceleration process sets the

3 An injection angle of only 6.7◦ in the horizontal plane is used to reduce the effect
from secondary neutral emission during beam-into-gas experiments [36].
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Table 2: Typical dnb operating conditions

Parameter

Acceleration voltage 44-50 keV
Ion current 5-7 A
Neutralization efficiency 0.50-0.56 [-]
Neutral density fractions 0.45 : 0.08 : 0.29 : 0.18 H,H2, H3,H14 [37]
Size at calorimeter 0.08 m FWHM [38]
Size in plasma center 0.16 m FWHM [38]
Beamlet divergence ∼ 1.6◦ FWHM
Peak neutral density at plasma edge 1− 2x1014 m−3 [34]
Voltage fluctuation ±1 keV
Settle time 10-20 ms
Integrated on time < 1.5 s per shot

fundamental size and neutral density of the beam. This size and den-
sity affects the mse signal level, spatial resolution and systematic error
level. For best diagnostic operation the goal is to provide smallest (i.e.,
most collimated) beam as possible at the highest reliable current with
high full energy fractions, thus producing high full-energy neutral
densities.

The beam is operated in a pulsed mode to allow for beam on-off
background interpolation, which is covered in detail in Chapter 5.
The dnb is typically operated in a 60 − 80ms beam-on, 40 − 20ms
beam-off pulse train across the entire discharge. Beam modulation
is often utilized on other tokamaks with mse systems, although con-
cerns about modulating the plasma heating and beam-driven current
often conflict with the needs of mse systems viewing heating beams.
A primary constraint on the availability of the c-mod mse measure-
ment is the beam maintainability and reliability. Recent experience
indicates that operating the beam at slightly reduced acceleration volt-
age, 45keV vs 50keV, and at currents < 7A greatly increases reliability
with little sacrifice in performance. Typical beam performance param-
eters are summarized in Table 2.

2.3.2 MSE hardware

The beam emission must be collected in a location near the mid-plane
but between two c-mod vacuum ports for the following reasons: (1)
the compact nature of the alcator c-mod tokamak provides very
few ports; (2) the nearly radial dnb constrains viewing angles; and
(3) the viewing geometry required to obtain sufficient Doppler shift
and polarization sensitivity. Therefore, a complex periscope is used
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Figure 9: The mse periscope inside the tokamak viewing dnb (orange) with optical train. The interior
periscope consists of two components, the canister and the turret (a) and showing rays within each of three
of the ten sightlines with all the optical components labeled (b).

to collect the light from an optimal location. This periscope uses five
lenses and three mirrors mounted inside the vessel vacuum to trans-
fer the light to the single vacuum window placed immediately above
the dnb duct entrance. Due to the large radial build of the c-mod sup-
port structure and cryostat, the light is further transported radially in
air using five lenses. Finally, it is incident on the dual-pem-based po-
larimeter. A large étendue is required for adequate signal collection
from the relatively weak dnb leading to large optical components for
the mse system. The optical periscope is shown in Figure 9.

The dual-pem-based polarimeter operating at 20 and 22kHz en-
codes the polarization of the light into amplitude-modulated frequency
components. The unit consists of two separate pems with an aperture
diameter of 106mm4 and a removable linear polarizer. The three com-
ponents are pin-aligned to maintain the correct orientation.Various
systematic errors in the operation of the pems will be discussed in
detail in Chapter 3.

After being encoded by the pems, the light is focused by the tenth
lens onto a curved image plane. A set of ten ∼ 30m fiber bundles, each
containing 16 1mm core diameter (numerical aperture = 0.37) fibers,
collect the light at the image plane and transmit it out of the tokamak
cell to the the diagnostic hall ∼ 20m away. The fiber bundles are at-
tached to the optical periscope with a complex fiber dissector that is
shaped to align the fibers to the image plane. The geometry of these
ten fiber bundles on the image plane defines the mse viewing sight-
lines. The image of these fiber bundles at the intersection between
the beam and sightline defines the viewing volume. The objective lens
(L1) defines the nominal entrance pupil. Extensive tests indicate there
is little vignetting in the complicated optical periscope. The fibers are

4 Hinds PEM-90 hindsinstruments.com

www.hindsinstruments.com
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under filled at numerical aperture ∼ 0.3 by the periscope. Due to the
complex geometry and the desire to frequently change the fiber lay-
out to refine the various views (nearly every campaign), the fiber dis-
sector was fabricated using additive manufacturing (i.e., 3D printing)
techniques, a first for an operational component on alcator c-mod

and possibly any tokamak.
The ten optical fiber bundles each input the light into a filter oven

assembly. Each oven contains lenses that collimate the light through a
narrow-bandpass (FWHM 0.4− 0.8nm) 50mm diameter optical inter-
ference filters and refocuses it onto 10mm diameter avalanche photo-
diode (apd) detectors. The filter ovens are temperature controlled to
tune the bandpass of the filters to only pass the desired part of the
beam emission spectrum.

The apds detect the frequency modulated light with high quan-
tum efficiency (∼ 0.9) and internal gain (M = 30− 100). The output
current is amplified by a trans-impedance amplifier (2× 107V/A) in-
tegrated into the apd module before the signal is recorded by a 16

channel, 14-bit, differential analog to digital converter sampling at
1MHz. The square wave drive signals from each of the pems are trans-
mitted over a fiber optic link from the pem drivers in the tokamak
cell to the diagnostic lab and are digitized with the same unit. The
data, with setup parameters, calibrations, and analysis is stored in
the mdsplus database system. Photographs of the periscope, control,
detection, and digitization hardware are shown in Figure 10.

A gui program controls the voltage applied to the apds to vary their
internal gain and turns the apds on before a plasma discharge and
then off again afterwards. Additional software controls the tempera-
ture of the filter ovens by computing the filter temperature required
to place the filter passband at the correct location relative to the Stark
emission spectrum, based on the dnb beam energy, the toroidal mag-
netic field, the mse viewing geometry, and the filter transmission
curve.

2.3.3 MSE analysis software

The analysis process is launched automatically after the data is stored
from a discharge. The data processing consist of the following general
procedures: (1) determining the amplitude in the detected signal at
the various pem harmonics, (2) calculating the polarization angle inci-
dent on the objective lens (taking into account background light and
calibration), (3) calculating the corresponding plasma pitch angle.

Traditionally, mse installations use analog lock-ins to determine
these components. However, this approach is hardware-intensive, re-
quiring a lock-in amplifier for each desired frequency harmonic. A
digital approach offers the advantages of reduced hardware complex-
ity, increased flexibility, decreased noise [39], and the ability to deter-
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mine the intensity at an arbitrary number of harmonics. A technique
based on fast-Fouier transforms (ffts) was attempted but was unsuc-
cessful due to inaccuracy of determining the peak amplitudes which
need to be calculated at a fraction of a percent to achieve the required
accuracy in polarization angle. Therefore, a numerical lock-in tech-
nique was developed. This was the first such technique used for mse

diagnostics.
Next the background light is estimated and subtracted. This tech-

nique is discussed in Chapter 5. The calibration is then used to de-
termine the polarization angle incident upon the diagnostic objective
lens. The view geometry is used to compute the magnetic pitch angle
from the plasma under simplified assumptions.

With ten spatial channels covering the entire radius of the plasma,
this diagnostic should be able to measure the safety factor profile
to better than ∆q ∼ 0.2 if an accuracy of ∆γ ∼ 0.3◦ in pitch angle
is achieved. Due to the geometric projection of the pitch angle into
polarization angle this requires a polarization uncertainty of ∆θpol ∼

0.1◦. The geometric projection is more unfavorable at the edge of the
plasma in the c-mod geometry.

The hardware discussed in this section existed in basic form and
function prior to this thesis. Significant hardware upgrades were per-
formed to improve the measurement accuracy and increase the di-
agnostic availability enabling the diagnostic to be used for physics
studies. The upgrades include a robotic calibration system used to
calibrate mse during maintenance periods. An intra-shot calibration
system used to calibrate systematic errors immediately after shots. A
thermal management and monitoring system to stabilize the diagnos-
tic response. A new multi-spectral detection system.

2.4 challenges for mse-lp on next-step devices : c-mod

in context

The integration of mse-lp systems into next generation facilities faces
challenges, most of which will need to be addressed on iter. Many
of the problems faced in future devices have severely hampered the
utility of the c-mod diagnostic prior to the work presented in this the-
sis. The alcator c-mod mse-lp system is unique in ways that make it
a valuable test bed for developing solutions to these burning-plasma
integration challenges. In an effort to make the diagnostic useful for
physics studies of current drive, these shortcomings were studied and
techniques were developed to overcome them. These topics are cov-
ered in the next four chapters.

Next step burning plasma facilities will create high fluxes of high-
energy neutrons. To prevent these neutrons from free streaming out
of the vessel, plasma-viewing diagnostic must traverse a long optical
path with many bends through the blanket, i.e., an optical labyrinth
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using polarization preserving mirrors5. c-mod has extensive experi-
ence with large optical labyrinths including optimizing their polar-
ization properties fielding robust designs. Because of the optical com-
plexity, the c-mod periscope has polarization aberrations which are
significant enough to warrant study and compensation techniques.
Significant work was undertaken to verify that the diagnostic is oper-
ating correctly and to catalog sources of systematic errors which are
also present on other and future mse-lp installations. These topics are
explored in Chapter 3.

The first mirror for all optical diagnostics in long pulse reactors
requires line of sight to the plasma where ion and charge-exchange
products will impinge upon it, sputtering and deposited thin coat-
ings on the mirror surface. In addition to decreased reflectivity, the
polarization upon-reflection properties will also be significantly mod-
ified [40] [41], directly affect the systematic errors of the mse-lp mea-
surement. Simulations indicate mirror surface modification will occur
across a small number of discharges and possibly even significantly
within discharges. In addition to changing across time, the polariza-
tion properties are likely to change across the surface of the mirror
due to spatially non-uniform coatings and erosion [40]. The nature of
the degradation will depend on plasma properties, impurity content,
and details of the geometry, making ab-inito calculation and online
correction difficult. Furthermore, due to availability and operational
constraints, plasma and beam-into-gas discharges will not be avail-
able to calibrate the mse-lp systems as is often done on many existing
systems. Therefore, an accurate form of in-situ polarization calibra-
tion, including an illumination source, will need to be integrated at
the front of the diagnostic to allow it to be calibrated at convenient
times. The c-mod installation does not have problems with mirror
coatings, but does have significant issues with the lenses introducing
analogous, time-dependent, stress-induced retardation into the sys-
tem as discussed in Chapter 4. This led to the development of the
first in-situ calibration system to calibrate the diagnostic after each
shot.

As the devices get larger and denser and thus more fusion relevant,
the ability of neutral beams to penetrate deep into the core becomes
impaired leading to decreased signals and next-generation devices
will have substantially brighter background emission from non-mse

sources. This means future mse systems will operate at low signal to
background intensity ratios and will require background subtraction
techniques. Fortunately the mse-lp technique is not directly affected
by unpolarized background light—The pem modulation scheme is a
very effective way to isolate only the polarized component of the col-
lected light. However, unpolarized light within the tokamak can be-
come partially polarized upon reflection from internal components,

5 Glasses cannot withstand the neutron fluence in this region
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skewing measurements.The background will likely consist of many
different sources interacting making estimation and subtraction dif-
ficult. Although the c-mod dnb does not have significant problems
penetrating the small, dense, c-mod plasma, the mse signal is still
weak due to the low power and large size of the dnb leading to the
smallest signal to background ratios of any existing mse diagnostics.
The character and subtraction of this light is the subject of Chapter 5

and techniques were developed to subtract the polarized background
using wavelength interpolation as discussed in Chapter 6.

Each of these problems for next-step machines can be explored in
current devices where solutions can be tried quickly and at relatively
low cost. It is therefore prudent to tackle these challenges now so
that an experience base can be created prior to deployment on expen-
sive, unforgiving burning plasma experiments and reactors. The re-
quirement to develop solutions to the unique—and burning-plasma
relevant—diagnostic challenges in c-mod to enable physics studies
makes the c-mod mse installation an important contribution to the
field.

Furthermore, although the c-mod system may not have the most
sightlines, or the fastest time resolution, or sharpest spatial resolu-
tion, it is the only operable system installed on a tokamak with dom-
inant lower hybrid current drive capable of non-inductive operation.
This, combined with solutions to the unique—and burning-plasma
relevant—diagnostic challenges makes the c-mod mse installation an
important contribution to the field.
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3
S Y S T E M AT I C E R R O R S I N M S E - L P D I A G N O S T I C S

Chapter goals:

• Discuss the importance of systematic errors in the mse diag-
nostic response, particularly when they can change over a cam-
paign

• Discuss geometric and spectroscopic effects that can lead to sys-
tematic errors

• Discuss polarization aberrations in the optical periscope that
can lead to systematic errors

• Discuss non-ideal operation of the pems and detectors which
can lead to systemic errors

• Summarize the various types of systematic errors, their charac-
ter, and mitigation strategies

To provide adequate internal constraints to the magnetic recon-
struction, the absolute polarization angle measurements must be made
to high accuracy and must have accompanying uncertainty estimates.
This thesis terms the interpretation of detected signals as an absolute
polarization angle emitted from a specified position in the plasma
as the “diagnostic response.” It is important to quantify the various
ways in which the diagnostic response can lead to a misinterpretation
of the polarization angle—particularly when this error is not reflected
in the reported uncertainty. These errors are usually non-statistical
in nature (i.e., time-averaging is unlikely to mitigate them) and are
termed “systematic errors” in this work.

Unlike a diagnostic operating only on radiometry (e.g., a visible
bremsstrahlung measurement), the mse-lp diagnostic measures a po-
larization angle. It is therefore subject to a variety of novel systematic
errors not typically encountered in other tokamak diagnostics. The
systematic errors in a mse-lp system can be reduced through design
choices. The most remaining systematic errors may be accurately char-
acterized and accounted for in the calibration which relates measured
signals to input polarization angle. This approach is likely sufficient
if the diagnostic response is stationary in time.

However, the complexity and polarization-based nature of a mse di-
agnostic makes it particularly susceptible to changing environmental
conditions. The system is usually operated in a harsh environment
that can lead to a changing diagnostic response which quickly be-
comes problematic for interpreting diagnostic results.

53



54 systematic errors in mse-lp diagnostics

Many current devices have fairly simple mse-lp systems, often only
incorporating a single or a few optical elements in the mse periscope
that resides entirely outside the vacuum vessel. These diagnostics op-
erate in the relatively benign environments of present short-pulse
tokamaks. The c-mod installation contains many optics inside the
vessel where they are subject to large disruption forces and thermal
transients. Other mse-lp diagnostics with similar complexity have en-
countered serious operational issues.

Sources of systematic errors novel to mse-lp diagnostics can be
broadly defined into three categories organized roughly into the col-
lection, transportation, and encoding/decoding of the polarized light:

non-ideal source errors There are various effects due to the
fields in the plasma, geometric averaging, and spectral effects
that make interpreting the polarization angle more complicated
than the ideal-case. This can lead to mis-interpretation of and
sensitivities in the measurement if not properly accounted for.
These effects influence the net polarization of the light incident
on the diagnostic entrance pupil and are independent of the
specifics used to transport and analyze the polarized light.

polarization aberrations in the optical system The com-
plex polarization-preserving optical system transports the light
from the diagnostic objective lens to the pem-based polarime-
ter where the polarization is encoded into the frequency do-
main. Various effects due to non-ideal polarization-preserving
optics can systematically alter the polarization before it is en-
coded by the polarimeter. These are referred to as polarization
aberrations.

non-ideal polarimeter response The polarization of the light
incident on the pem-based polarimeter is encoded into time-
varying signals and is decoded. The interpretation of the polar-
ization angle from these signals can be systematically changed
by errors in the construction and operation of the pem-based po-
larimeter and non-ideal behavior in the amplification and anal-
ysis processes.

The work presented here was conducted to elucidate these effects,
to aid the design of future mse-lp systems, and to understand what
effects could cause a changing diagnostic response in the c-mod mse

system and to determine viable mitigation strategies. This is the first
comprehensive study of the various mse-lp-specific systematic and
interpretation errors to be published.

These systematic errors are derived using Müeller calculus and
Stokes vectors, the correct way to account for the light inside the toka-
mak. The reader unfamiliar with Stokes vectors and the sometimes
non-intuitive behavior of polarized light is directed to Appendix A
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which contains the definitions of the polarization terms and examples
of the behavior of polarized light when combining multiple sources.

3.1 polarization measurement systems used on c-mod

Many of these errors were experimentally explored on c-mod using
two types of calibration systems. These are briefly mentioned here;
their operation and design are covered elsewhere.

The first system is the invessel robotic calibration system. The de-
sign and construction of this system is detailed in Reference [1]. The
robotic calibration system illuminates the mse objective lens with lin-
early polarized light of known polarization angle from positions cor-
responding to the intersection of the various mse sightlines and the
beam trajectory. The diagnostic response is determined by fitting the
detected signals at the pem harmonics to the calibration equation:

−
1

2
tan−1

(
I2ω1
I2ω2

)
= B0 + θpol +B2 cos(2θpol +B2p)

+B4 cos(4θpol +B4p) (8)

This fit typically results in residuals of < 0.03◦. The system can fully
illuminate an mse sightline with uniform Lambertian source or can
perform a polarized ray trace through the diagnostic. This system is
also used to obtain the geometry of the view. This can only be used
during maintenance periods.

The other calibration system is the inter-shot calibration (isc) sys-
tem. This system is installed on the mse periscope and inputs po-
larized light into the diagnostic lens at any time. The design and
construction of this system is described in Reference [1]. The system
can input four different polarization angles into the diagnostic very
repeatably. The illumination fills the mse sightlines and is fairly uni-
form. This system can operated at any point during the campaign in-
cluding during plasma discharges. The use of this system is detailed
in Chapter 4.

3.2 how accurately to measure?

An important consideration is how accurately the properties of the
magnetic field must be measured in order to properly constrain the
magnetic equilibrium reconstructions. This is a non-trivial question
to answer because the problem is non-linear and depends on the ge-
ometry, the other diagnostics used, and the desired accuracy of the
q-profile or current density. Thus it is a global optimization, making
the contribution from any one measurement more difficult to discern.

Numerical studies have been undertaken for a small number of
equilibria to determine how well internal measurements constrain
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equilibrium reconstructions. One study [2] used iter, mast, and jet

geometries included realistic boundary magnetic measurements and
monotonic q-profiles with no internal transport barriers. This study
concluded that measuring the magnetic pitch angle with uncertainty
δγ = 0.3◦, 1.5◦, and 1.3◦ on each device respectively at many (∼ 20)
points spanning the radius effectively eliminated qualitatively macro-
scopically different equilibrium solutions, though the accuracy of the
resulting solution was not quantified. The general problem has been
tackled most recently by Zakarov using the theory of variances [3] to
develop a methodology to determine how well an internal diagnostic
set can constrain equilibrium reconstructions.

Table 3: The measurement uncertainty required to
obtain physics-study quality equilibrium
reconstructions for modern, fusion relevant,
standard aspect ratio tokamaks. Achieving a
δγ ∼ 0.3◦ is a goal for the work presented in this
thesis.

Parameter Value

δq 0.05-0.2

Number of points 10-20

Time resolution 10− 20ms

Penetration Past magnetic axis

Accuracy δγ = 0.3◦ − 0.5◦ or

δθpol = 0.1− 0.3◦

Foley [4] has applied Zakharov’s methodol-
ogy to determine the efficiency of constraining
the equilibrium reconstructions using differ-
ent internal magnetic field measurements. The
study quantified the resulting uncertainty in
the safety factor (δq) and pressure profile (δp)
using the magnetic field magnitude (δB) and
the magnetic pitch angle (δγ) as constraints.
The dependence on the number, distribution,
and quality of internal measurements was sys-
tematically studied. These studies indicate that
measurement uncertainty at the level summa-
rized in Table 3 is desirable for physics stud-
ies. Measuring the polarization angle to such
high accuracy is a difficult proposition, requir-
ing the elimination of or accounting for may
error sources.

3.3 non-ideal behavior of mse-lp emission

The polarization angle from the motional Stark effect is a function
of the projection of the viewing sightline onto the electric field in
the atom’s frame. This electric field is composed of the field from
the plasma itself and the Lorentz field due to the neutral traversing
the magnetic field at high velocity: ~E = ~Eplasma + ~vbeam × ~Bplasma.
The linear polarization angle relative to the toroidal plane of the σ
multiplet (θσpol) emitted at a location in the plasma is thus a function
of the local field components, the beam velocity, and the sightline
viewing vector.
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Figure 11: The mse geometry is can be reduced to the location of the viewing volume in R, Z coordinates
and four angles which determine how the fields in the plasma are projected into the polarization angle
observed at the diagnostic objective lens. This is shown in plan view (a) and elevation view (b).

The most general form for the polarization angle, published for the
first time as part of this thesis work, is:

tan(θσpol) = (9)

A1Bz +A9BR +A8Bφ +A5ER/v+A10Eφ/v

A2Bφ +A3BR +A4Bz +A6Ez/v+A7ER/v+A11Eφ/v

A1 = − cos(α+Ω) cosβ

A2 = sinα cosβ cos δ+ sinβ sinΩ sin δ

A3 = cosα cosβ cos δ− sinβ cosΩ sin δ

A4 = sin(Ω+α) cosβ sin δ

A5 = − cosΩ

A6 = − cos δ

A7 = sinΩ sin δ

A8 = − sinβ cosΩ

A9 = − sinβ sinΩ

A10 = sinΩ

A11 = cosΩ sin δ

where α is the angle between the beam velocity and local toroidal di-
rection, (φ̂) in the horizontal plane; β is the angle between the beam
velocity and the horizontal plane; Ω is the angle between the sight-
line ~k and the local toroidal direction in the horizontal plane; and δ
is the angle between the sightline and the horizontal plane. Finally, v
is the beam scalar velocity. The geometry is shown in Figure 11. Note
that when the beam lies in the toroidal plane (β = 0) A1 - A7 are
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equivalent to those presented in Equation 2 in reference [5], the pre-
vious most complete form. When the beam and sightline reside on
the plasma midplane and the plasma electric field is neglected, the
result reduces to the standard simple dependence on the vertical and
toroidal magnetic field:

tan(θσpol) =
−Bz

Bφ

cos(α+Ω)

sinα
(10)

The polarization angle of the π emission and σ emission are exactly
perpendicular when the Zeeman effect is neglected [6].

The model of a mse-lp diagnostic discussed in the previous chap-
ter assumes: (a) the emission from the beam is from a ray-like beam;
(b) the emission is collected from an infinitely small viewing volume;
(c) the sightline consists of a single ray; and (d) only a magnetic field
is present in the plasma. In reality, there are many effects that com-
plicate the interpretation of the polarization that is incident on the
diagnostic’s objective. Spectral and polarization modifications arise
from the finite size of the viewing volume, the beam properties, and
the finite size of the objective lens. These effects are not present in
the single point emission model of mse previously discussed but are
present in real-world implementations. Work was therefore under-
taken to elucidate the concepts and determine the impact of these
effects on the alcator c-mod mse system.

3.3.1 Er and Stark-Zeeman mixing effects

The simplified model of mse-lp assumes a pure Stark shift from a
plasma magnetic field only. However, even a point-source viewing
volume can have other fields present which impact the polarization
angle.

The σ and π emission is typically orthogonally polarized. However,
atomic modeling previously performed for alcator c-mod showed
that in strong magnetic fields the Stark and Zeeman energy levels
are mixed [6]. The resulting hybrid transitions can result in different
emitted Stokes vectors relative to a pure Stark case. The σ0 line is
emitted from two different types of transitions. In the Stark-Zeeman
hybridized state the resulting polarization angle of the σ0 line is al-
tered when the upper energy levels are not statistically populated.
However, the effect is only present in devices with significantly non-
statistical populations—predominately in beam-into-gas discharges.
This effect is likely to be negligible on c-mod and on future devices
that operate at high plasma densities. The effect is not important in
devices with high-energy beams where the Motional Stark effect is
dominant over the Zeeman effect.

The polarization angle is related to the total electric field in the
atom’s frame (~E = ~Eplasma + ~vbeam × ~Bplasma). Background electric
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Figure 12: The sensitivity of the polarization angle to
changes in ER.
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Figure 13: Profile measurements of ER from the
x-ray crystal spectrometer on c-mod for a typical
L-mode discharge with lhcd. Adapted from [12].
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fields in the tokamak, which are mostly in the radial direction, thereby
influence the detected polarization angle. Although the radial electric
field is small in magnitude compared to the Lorentz field (10s of kV/m,
vs. 10s of MV/m ) it is in a different, and often orthogonal direction. The
background electric field can therefore cause a measurable change in
the polarization angle detected by the mse system. The susceptibil-
ity of mse-lp diagnostics to the radial electric field has been given
significant treatment in the mse literature [5, 7–11].

Starting from Equation 9 the sensitivity of the diagnostic to the
radial electric field can be calculated as:

dθpol

dER
= (11)

cos2(θσpol)

v

A5 −A7 tan(θσpol)

A2Bφ +A3BR +A4Bz +A6Ez/v+A7ER/v+A11Eφ/v

(12)

For systems with the beam and the sightline both in the toroidal plane
(θ = 0 and β = 0)—such as c-mod—the result can be reduced to:

dθpol

dER
=−

cos2 θσpol

vBφ

cosΩ
sinα

(13)

The sensitivity to ER in a representative c-mod discharge (Ip =

800kA) is shown in Figure 12. Measurements of the radial electric
fields in a typical c-mod L-mode lhcd plasma are shown in Figure
13. Multiplying the measured ER by the diagnostic sensitivity to ER

yields the effect of ER on the polarization angle. It is apparent that
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this is a small effect in these discharges, < 0.1◦. The effect of ER on
the polarization angle is therefore currently ignored during magnetic
reconstructions on c-mod. This decision should be re-evaluated for
discharges and measurement locations with strong ER such as what
would occur in a transport barrier or in the pedestal region. In prin-
ciple, the radial electric field measured with the X-ray crystal spec-
troscopy diagnostic on c-mod [13] could be used to correct the mse

data for the contribution from ER during the plasma equilibrium re-
construction process.

3.3.2 3D collection effects

Actual mse diagnostics do not collect light from a single point and in-
stead have finite viewing viewing volumes which are averaged over.
This can lead to systematic dependencies in the measured polariza-
tion angle:

uncertainty in viewing geometry Unlike most tokamak diag-
nostics, the interpretation of the measurement depends both
on the viewing volume location and several angles. Therefore,
determining the six geometric quantities in Equation 9 is im-
portant. On c-mod, these quantities are determined using the
robotic calibration system in a procedure detailed in Reference
[1]. The uncertainty in the R and Z location of the centroid of the
viewing volume at the center of the beam is estimated at 0.002m.
The uncertainty in the geometric angles relating to the sightline
is estimated at < 0.5◦ leading to uncertainties in the polariza-
tion angle of < 0.03◦. A method used to verify that the viewing
geometry is stable throughout the campaign is discussed in Ap-
pendix C. This error source is therefore negligible.

spatial variation of the magnetic fields The beam width
and mse sightlines have a finite size in the plasma, thus the inter-
section of the beam and sightline creates a viewing volume. The
extent of this volume in major radius is referred to as spatial res-
olution of the diagnostic. Different points in this volume have
different magnetic field strengths and magnetic field directions.
These points have different Stark splits and electric field vec-
tors with systematic relationships between the two quantities.
Thus measurement at different wavelengths measures different
plasma positions.

finite viewing volume effects Each point across the viewing
volume has a slightly different angle between the beam and
the view ray, leading to a slightly different Doppler shift. This
broadens of the spectra. Each emission point also has a slightly
different angle between the view ray and torodial direction and
between the toroidal field and the beam leading to variations δ,
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Ω, and α and thus polarization angle. So measurement at dif-
ferent wavelengths observes a different polarization angle from
the same pitch angle.

finite aperture effects The diagnostic entrance pupil is not in-
finitely small, but rather an extended surface. In a similar man-
ner to the viewing volume broadening, each point on the en-
trance pupil observes each point in the viewing volume with
slightly different angles. Therefore the polarization angle will
be different due to variations in δ and Ω and the spectrum will
have different Doppler shifts.

The interaction of the wavelength and polarization angle can lead to
a dependence of the polarization angle on the collected wavelength.
If this is not probably accounted for an error in interpreting the mea-
sured polarization angle will result.

3.3.3 Realistic beam effects

The neutral beams used in most tokamaks are not truly constant en-
ergy, mono-energetic, ray-like beams. They have a variety of non-ideal
behaviors that can influence the production of the polarized light,
even in the case of an infinitely small viewing volume and collection
solid angle.

finite beam divergence The beam has angular divergence due
to space charge effects in the ion optics —it is not a perfect pen-
cil beam but rather spreads out as it propagates. The divergence
leads to a distribution of beam velocity vectors at each point in
the plasma. This leads to a distribution of geometric projection
angles β and α at each point in the viewing volume. The re-
sult is a broadened spectrum and the collection of a variety of
polarization angles.

multiple beam components The neutral beam does not produce
a single mono-energetic beam of neutrals. Beams commonly
have H,H2, H3 and H2O in their source plasma which are ex-
tracted and accelerated, creating what is often referred to as
full-, half-, third-, and eighteenth-energy components. These
components have different velocities and thus different Doppler
shifts, Lorentz electric fields, and Stark splits. Typically the half-
energy component π emission overlaps the full-energy σ compo-
nent. In the absence of a radial electric field, the polarizations
from the full energy π and half energy σ are orthogonal. Col-
lecting light from both beam components should not result in
changes to the net polarization angle, but would reduce the net
degree of linear polarization (DOLP). In the presence of a radial
electric field, the total electric field direction is slightly differ-
ent for the different beam components because of the different
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Lorentz electric field. This difference was used to measure the
radial electric field in tftr [9]. On alcator c-mod, the full en-
ergy π emission is collected in preference to the full energy σ
to avoid contamination from the half energy π. However, mod-
eling with the beam penetration code alcbeam [14] shows that
the half-energy component is weak and is attenuated after in-
teracting with the neutral gas prior to hitting the plasma edge.
This component is then further attenuated as it propagates into
the plasma.As previously shown for the full energy component,
the c-mod mse diagnostic is not susceptible to the radial electric
field. The polarization angle from the half-energy component is
only

√
2×more susceptible. The polarization angle from collect-

ing the small amount of half-energy π along with full-energy σ
should not cause deviations in the net polarization angle due to
ER. Negative-ion beams are mono-energetic, thus these effects
are likely not important on next-generation devices.

voltage ripple The accelerator voltage has voltage ripple at the
level of 1 to 2 percent. This creates fluctuations in the velocity
of the beam at the frequency of the voltage ripple. This in turn
creates variation in the Doppler shift and Stark split and thus
broadening of the mse emission. However, the voltage ripple
does change the location of the beam spectrum relative to the
spectral bandpass filter by changing the Doppler shift (and to
some extent the Stark split). This can change the spectral Stokes
averaging. The ripple on c-mod leads to changes in the location
of the Stark emission relative to the fixed bandpass filter of ∼

±0.05nm in the core and ∼ ±0.01nm in the edge.

3.3.4 Simulation using msesim

The previously discussed non-ideal source effects couple into one an-
other. For example, the beam divergence is present and is different at
each point in the viewing volume. A simulation tool must therefore
be used to determine polarization angle sensitivity to the various ef-
fects—they can be difficult to tackle analytically. One such tool is
the spectral-Stokes mse simulation code msesim authored by DeBock
[15] and used as part of the design effort for the mse diagnostic on
mast [16]. This code numerically determines the Stokes spectrum of
the emission while accounting for many of the non-ideal situations
discussed above. A collaboration between c-mod and Eindhoven Uni-
versity conducted an investigation of the various effects mentioned
above in the c-mod mse geometry using msesim simulations per-
formed by Paul Geelen [17] under supervision by the author.

Figure 14 shows the result of simulations for a core (left column),
central (middle column), and edge (right column) sightline. Only the
full energy component of the beam is included for clarity. The in-
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Figure 14: The simulated spectra (top row) and polarization angle of the π (middle row) and σ (bottom
row) for a core (left column), mid-radius (middle column) and edge (right column) sightline from msesim.
Only the full-energy beam component is included. The ideal polarization angles assuming a point viewing
volume, pencil beam, and single ray are shown as horizontal dashed lines and the location of the Stark
lines under these assumptions is shown as vertical dashed lines. Adapted from [17].
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tensity spectra are shown in the top row. The resulting polarization
angle incident on the diagnostic objective lens at each wavelength
bin is shown for both the σ and π-dominated light (middle row and
bottom row, respectively). The “ideal” polarization angle1 is shown as
the horizontal dashed line. This is the ideal polarization angle usually
assumed when interpreting mse diagnostics—it is the angle plasma
equilibrium reconstructions assume would be measured. The nomi-
nal locations of the nine dominant Stark lines indicated as dashed
vertical lines2. The polarization angle collected by the diagnostic (bot-
tom) switches from one angle to another (off the bottom of the scale)
depending on if mse π or σ is dominant. The polarization angle shows
significant structure as a function of wavelength within both the π or
σ dominant regions with variations at the ±1◦ level. This structure in
the collected polarization angle as a function of wavelength is due to
the interactions between the variation in fields, projections, Doppler
shifts, and Stark splits across the actual diagnostic implementation.

It is apparent that the polarization angle incident on the diagnostic
entrance pupil depends systematically on which parts of the spec-
trum are collected due to these realistic-geometry effects. The polar-
ization angle systematically increases as the wavelength increases for
the core sightline, is flat as a function of wavelength for the middle
sightline, and decreases as a function of wavelength for the edge sight-
line. The effect is apparent and similar in both the σ and π-dominate
emission.

An investigation was carried out to determine the dominant causes
of this systematic change in polarization angle as a function of wave-
length:

averaging over fields The variation in magnetic geometry due
to a finite spatial resolution is responsible for most of the polar-
ization angle variation in the core sightline. The magnetic pitch
angle is becoming more positive and the Stark shift is getting
larger as the sightline crosses flux surfaces further into the core.
This leads to dθpol/dλ > 0. The effect is smaller at the edge
where the sightline is more tangent to the flux surfaces.

finite aperture The variation in the polarization angle projections
among the rays filling the diagnostic objective lens from a sin-
gle viewing volume point has a large impact on the polarization
angle variability for the edge sightlines because the polarization
projection angle Ω is strongly covariant with the angle that de-
termines the Doppler shift.

1 Assuming a point viewing volume located at the center of the beam trajectory and
the centroid of the mse view footprint with a single sightline ray and a mono-
energetic pencil beam.

2 The Stark line location are calculated under the same assumptions at the ideal polar-
ization angle.
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Table 4: The polarization variability due to realistic geometry
calculated by msesim. The numbers are given for the ideal mse π+3
location. Adapted from [17].

Core Mid-radius Edge

dθpol/dλ unfiltered 2.6◦/nm −0.1◦/nm −1.1◦/nm

dθpol/dλ filtered 1.0◦/nm 0.0◦/nm 0.5◦/nm

3.3.5 Implications and mitigation of source-side effects

The most important result from this study is the conclusion that the
measured polarization angle is a function of wavelength—it is not
the ideal polarization angle as is typically assumed. The slope of the
dependence from the simulations is given in Table 4 for cases with no
filtering and with a Gaussian filter with FWHM of 0.9nm swept over
the spectrum.

The variation of polarization angle as a function of wavelength has
not been verified on c-mod in any systematic way. It may be possi-
ble to observe the simulated dependence of measured polarization
angle on spectral position in discharges where the neutral beam volt-
age changed significantly due to an equipment failure 3

diii-d has
reported systematic changes in the measured polarization angle as
the filter center wavelength is tuned [18]. Magnetic pitch angle depen-
dences of up to ∼ 25

◦
/nm were observed using tilt tuning of bandpass

(0.3nm FWHM) filters. This may be due to the effects discussed in
this section.

The simulation results indicate that it is important to monitor the
placement of the bandpass filters relative to the spectrum at the level
of ∼ 0.1nm at the core and 0.2nm at the edge. Accurate knowledge
and control of the filter bandpass and of the diagnostic geometry is
therefore important if systematic errors from these effects are to be
minimized and monitored. On c-mod, the filters are carefully mea-
sured in-situ to obtain their passbands and to verify the operation
of the filter tuning. Sensitive tests have also been developed to deter-
mine the placement of the filter bandpasses relative to the beam spec-
trum using magnetic field sweeps. These techniques, and a method to
monitor the position of the viewing volume, are detailed in Appendix
C.

The sensitivity of the measured polarization angle to the placement
of the filter bandpass relative to the beam spectrum also adds new
constraints to the operation of the dnb. The voltage of the neutral

3 Future experiments with the new mse-mslp system discussed in Chapter 6 will mea-
sure the polarization angle of the σ and π emission simultaneously. It may be possi-
ble to systematically vary one filter center wavelength while keeping the other filter
fixed to look for systematic differences in polarization angle between the two mea-
surements. This may be a sensitive test for the dependence of polarization angle on
wavelength.
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beam is important to properly locate the spectrum relative to the fil-
ters. On c-mod, the location of the mse spectrum shifts due to the
Doppler shift with a dependence dλ/dE = 0.047nm/kV in the core and
dλ/dE = 0.013nm/kV in the edgeleading to dθpol/dE = 0.05◦/kV in the
core and dθpol/dE = 0.007◦/kV. The diagnostic should therefore be op-
erated with constant dnb accelerator voltage to avoid the systematic
shifts in the polarization angle, particularly in the core. It is highly
likely that one could compensate for the effect of dependence of po-
larization angle on spectral position as the conditions change using
simulated diagnostic responses since the effects can be understood
from first-principle theory. In the future, it may be possible to couple
msesim (or equivalent) calculations into the reconstruction methodol-
ogy or to develop a look-up table framework. Such a technique would
likely enable high-accuracy correction from these view and beam ge-
ometry effects.

3.4 polarization aberrations in mse-lp optics

Once the light from the diagnostic beam is incident on the objective
lens it is transported via the complex optical periscope prior to being
encoded by the pem-based polarimeter. There are many ways that the
optical elements in a periscope can modify the polarization as it is
transmitted. These modifications to the polarization are termed “po-
larization aberrations.” For mse-lp systems, one is mostly concerned
with polarization aberrations that alter the polarization angle of lin-
early polarized light .In general, the polarization aberrations trans-
form the polarization angle of the light from that collected by the
objective lens to a different angle incident on the pems. Each optical
element can contribute a transformation:

θout = F(θin) (14)

where θin is the polarization angle of the light incident on the optical
element and θout is the polarization angle of the light after the optical
element. An ideal optical system would be linear with an offset that
depends only on the orientation of the pem-based polarimeter. In an
actual system, the dependence is non-linear.

In principle, detailed polarization calibration of the diagnostic fully
characterizes the relationship between θPEMs and θpol, including the
non-linearities. Experience on c-mod shows that the previously dis-
cussed calibration methodology can account for large polarization
aberrations. However, polarization aberrations introduce sensitivities
into the diagnostic which may change the response if the state of the
diagnostic changes. Such changes include temperature changes, force
on components, changes in the illumination pattern on the diagnos-
tic, or mechanical warping of the periscope. It is therefore important
to examine the system for polarization aberrations, determine their
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character, and determine if they can can change in time due to envi-
ronmental changes.

As polarized light is transported through an optical train there are
five main polarization operations that could change the polarization
of a ray of light: rotation, diattenuation, retardation, depolarization,
and absorption. The first three of these effects are the most important
in mse-lp diagnostics because they can rotate the linear polarization
angle of the light prior to it being encoded with the pem-based po-
larimeter. Each of these effects is dependent on the local condition
of the optical element and the geometry between the incident po-
larization and the element. These effects are therefore both ray- and
polarization dependent. The cumulative effects from these can be cal-
culated using Müeller calculus by combining various operators.

3.4.1 Rotation

As light is transmitted through transparent media its polarization can
be rotated. The Müeller matrix for rotating the polarization through
angle ψ is:

R(ψ) =


1 0 0 0

0 cos(2ψ) − sin(2ψ) 0

0 sin(2ψ) cos(2ψ) 0

0 0 0 1

 (15)

The rotator operating through angle ψ on an input Stokes vector with
elliptical polarization at is Sout = R(ψ)Sin. It is apparent that the new
linear polarization angle is then:

θout − θin = ψ. (16)

The rotator simply rotates the polarization angle of the light. It does
not change the intensity, the degree of linear polarization (DOLP), or
the degree of circular polarization (DOCP) of the light. Note that the
addition of multiple rotators sequentially acting on the ray of light is
a simple addition of the different rotation angles; there are no non-
linear effects.

The concept of rotation is important as a tool to compute the Müeller
matrices of rotated polarization components and to rotate the coordi-
nate system of the polarization calculation. When a polarization ele-
ment (M) is rotated byψ about the coordinate system, its new Müeller
matrix is: M ′ = R(ψ)MR(−ψ). Conversely, if the coordinate system
is rotated by ψ while the element stays fixed the new Müeller matrix
is: M ′ = R(−ψ)MR(ψ).

Rotators are often due to optical activity in nature. The most im-
portant rotator the mse application is due to the Faraday Effect which
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arises when light is transmitted through materials in a magnetic field.
The optical element then acts like a rotator with an angle:

ψFaraday = BVd (17)

where B is the magnetic field in the direction of the light’s propa-
gation, V is the Verdet constant of the optical medium, and d is the
distance of the ray’s propagation through the medium. This effect can
be very important in tokamaks which operate at high magnetic field
where a finite Verdet constant can lead substantial rotation.

The Faraday effect will only occur when the magnets are energized.
The magnitude of the rotation depends on the magnetic field at the
location of optical elements which will depend on the details of the
magnetic geometry—including the plasma contribution. For this rea-
son, materials with very low Verdet constants are often used for the
transmissive elements in mse-lp diagnostics. In c-mod, SFL6 glass is
used for all the transmissive elements except the pems. This glass has
a Verdet constant of ∼ 0◦/T m [19] versus 243◦/T m for a more common
glass such as BK7 or 1160◦/T m for a low-stress birefringence glass
such as SF57 [20]. The Verdet constant of the c-mod optics was con-
firmed to be low, 2.6◦/T m, during measurements on the bench [6].

Previous work on c-mod’s mse system calculated the Faraday ro-
tation in the optical periscope to be low [6] and measurements with
a fixed invessel polarizer illuminated by plasma confirmed this [21].
The isc system on c-mod offers an opportunity to characterize this
effect more accurately. The isc system carries its own illumination
source and can therefore be used to measure Faraday rotation with
different combinations of fields in the absence of plasma as well as
during plasma discharges.

Figure 15 shows an example of Faraday rotation measurements for
a discharge with and without plasma. The toroidal magnetic field
was pulsed (a), while a plasma was created in only one of the two
discharges (b). The measured polarization angle changes with the ap-
plication of the field from prior to the discharge (c). In the shot with
no plasma (red), the polarization angle measured by the diagnostic
increases by ∼ 0.03◦ when the toroidal field is ramped up. The polar-
ization angle then decreases back to the starting value when the field
is ramped down. The addition of poloidal fields due to the plasma
and poloidal field coils at t = 0s (green) causes the polarization angle
to decrease by ∼ 0.1◦ relative to the value with the toroidal field only.
Note that the rotation from the toroidal field and the poloidal fields
are in opposite directions, partially canceling the effect. The magni-
tude of the changes are < 0.1◦ and have a slight channel dependence
(not shown). The magnitude of the changes agrees with first-principle
calculations of the effect given the measured Verdet constant. The in-
put polarization angle was changed to one that was ∼ 90◦ displaced
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Figure 15: Measurement of the Faraday Effect in the mse periscope. The magnetic field was pulsed (a) with
and without plasma current (b). The change of the polarization angle was measured using the isc (c). One
discharge had only the toroidal field (green) and the other had full poloidal fields and plasma current (red).

and parts of the experiment were repeated, confirming that the aber-
ration is indeed a rotation of the polarization angle.

Fortunately, the Faraday effect is very reproducible and it is there-
fore possible to compensate for the Faraday effect during plasma equi-
librium reconstructions. This could be done by parameterizing the
contribution from different field components at key lenses. Since the
isc system allows for precise measurements of Faraday rotation while
pulsing different magnetic field configurations the correction would
likely be very accurate. The small Faraday rotation on c-mod is not
currently compensated for during plasma equilibrium reconstruction.
Future devices are likely to have fewer transmissive elements in the
periscope due to neutron damage considerations. The Faraday Effect
is therefore unlikely to be a problem and an in-situ calibration source
could likely compensate for any residual effect very accurately. There
are very few other types of rotators.

3.4.2 Diattenuation

Transparent materials can preferentially absorb one linear polariza-
tion state while passing the orthogonal state. In a similar manner,
reflective materials can reflect one linear polarization state prefer-
entially relative to the orthogonal polarization. These elements are
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known as linear diattenuators4. A linear diattenator with its diatten-
uation axis horizontal has a Müeller matrix:

Mdiat =
1

2


q+ r q− r 0 0

q− r q+ r 0 0

0 0 2
√
qr 0

0 0 0 2
√
qr

 (18)

where q is the transmittance for the horizontal polarization and r

is the transmittance for the vertical polarization. Diattenuation un-
derpins the operation of linear polarizers—a perfect linear polarizer
aligned to the horizontal axis is a special case where q = 1 and r = 0.
All transparent and reflective optical elements have some amount of
diattenuation.

Defining Ψ = 1− q
r , the deviation from unity of the horizontal to

vertical polarization transmission ratio—a perfect linear polarizer has
Ψ = inf and perfect optics have Ψ = 0. It is assumed that the mse-lp

optics have little diattenuation; Ψ << 1, allowing the approximation√
1−Ψ ∼ 2−Ψ2 . Inputing light with polarization angle θin and DOLPin

into a horizontal diattenuator leads to light with a different polar-
ization angle, θout. The magnitude of this effect is calculated using
Müeller matrices: Sout = Mdiat(q,Ψ)Sin:

Sout =
q

2


2−Ψ Ψ 0 0

Ψ 2−Ψ 0 0

0 0 2−Ψ 0

0 0 0 2−Ψ

 Iin


1

DOLPin cos(2θin)

DOLPin sin(2θin)

DOCPin

 (19)

The polarization angle after the diattenuator, θout is then:

tan(2θout) =
DOLPin(2−Ψ) sin(2θin)

Ψ+ (2−Ψ)DOLPin cos(2θin)

after significant algebra this yields:

sin(2(θout − θin)) =
−Ψ

DOLPin(2−Ψ)
sin(2θout)

Assuming the diattenuation is small allows the use of the small angle
approximation and the replacement of θout with θin in the right hand
side of the equation, and if the diattenuator is mounted at an angle,
ψdiat the change in angle becomes:

θout − θin ≈
−Ψ

2 DOLPin
sin(2(θin −ψdiat)) (20)

4 There are also circular diattenators which preferentially transmit/reflect LHCP or
RHCP light.
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Figure 16: The change in polarization angle (a) and total intensity (b) as a function of the difference
between the input polarization angle θin and the axis of the diattenuator, ψdiat. This assumes DOLPin = 1
and q = 1. The area near the axis is enlarged to show changes with small amounts of diattenuation.

A diattenuator creates a shift in the polarization angle that depends
non-linearly on the polarization angle θin with modulo π and linearly
on the magnitude of the diattenuation. Multiple diattenutors stacked
together continue to shift the polarization angle and can almost be
treated as the sum of their individual shifts. Note that diattenuators
do not create elliptical light from linearly polarized light nor does the
change in angle depend on the circular polarization of the incident
light. Diattenuation does not decrease the DOLP of linearly polarized
light, though it does decrease the intensity.

Figure 16 shows the change in polarization angle (a) and output
intensity (b) for different input angles and amounts of diattenuation.
Note that as the amount of diattenuation increases, the resulting in-
tensity decreases with a sin2(θin − ψdiat) dependence. The element
behaves like a linear polarizer at large diattenuation, producing only
polarized light that is nearly aligned with the diattenuation axis inde-
pendent of the polarization angle of the incident light.
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Mirrors are commonly diattenuators and can be an important source
of polarization aberration. The diattenuation arises from the differ-
ence in the s-p reflection ratio. In real mirrors with the plane of inci-
dence vertical Ψ = 1− Rs

Rp
. To induce non-linear dependencies < 0.1◦,

a s-p reflection ratio of 0.986 < Rs
Rp

< 1.014 is required. The s-p re-
flection ratio is typically dependent on the angle of incidence and
wavelength of the incident light. The s-p reflection ratio is also very
sensitive to the thin-film coatings on the mirror surface. Plasma expo-
sure will alter the mirror coatings, thereby changing the s-p reflection
ratio and resulting polarization aberrations [22]. This resulting polar-
ization angle shifts will have a sin(2(θpol −ψmirror)) functional depen-
dence. Two sources of orthogonally polarized incident light will thus
be altered such that the difference in the two polarization angles will
increase or decrease. The consequences of this are discussed in detail
in Chapter 5.

The c-mod mse mirrors have s-p reflection ratios that are very
nearly unity; specified at RsRp > 0.99 (Ψ < 0.01). Each mirror should
therefore contribute θout − θin < 0.07◦ of non-linear polarization aber-
rations. With three mirrors this would potentially contribute θout −

θin < 0.21◦. However, M2 and M3 mirrors are mounted with their
planes of incidence orthogonal to one another and thus the s-plane
on M2 becomes the p-plane on M3. This leads to some “canceling
out” of differences in s-p reflection ratios if the mirrors have identi-
cal properties. In practice, it is found that the polarization calibration
term that varies as sin(2θin) has a magnitude < 0.1◦ on c-mod mak-
ing this error only marginally important on c-mod. The mirrors are
encased inside the periscope and are protected from the plasma—the
s-p reflection ratio does not change over the campaign. The diatten-
uation from the lenses was measured by the University of Arizona
Polarization Lab to be < 0.011, thus the transmissive elements do not
contribute to this polarization aberration.

Importantly, diattenuators can partially-polarize unpolarized inci-
dent light. This is important when trying to make measurements in
situations where there is a large background of unpolarized light. The
DOLPout of incident light with DOLPin = 0 is:

DOLPout =
Ψ

2−Ψ
(21)

Non-unity s-p reflection ratios will also partially polarize incident
unpolarized light. A s-p reflection ratio of 0.9 will lead to a DOLP =

0.053 from originally unpolarized light. This effect is therefore not im-
portant on c-mod due to high quality mirrors. As will be discussed in
Chapter 5, partially-polarized light can interfere with the operation of
the diagnostic. The s-p reflection ratio of the mirrors should therefore
be kept high to prevent spurious polarization of unpolarized light
in addition to preventing changes to the polarization angle of polar-



3.4 polarization aberrations in mse-lp optics 73

ized light. The creation of spurious polarized light from unpolarized
light by a mirror could be important on a device with plasma-facing
mirrors with modest diattenuation.

3.4.3 Retardance

The index of refraction in the transmissive optical materials can de-
pend on the incident polarization state. A phase difference between
the two orthogonal linear polarization states thus develops as the
light propagates—a phenomenon known as retardance. Retardance
can transform linearly polarized light into elliptical or circularly po-
larized light and conversely transform circularly polarized light into
elliptical or linearly polarized light. Retarders also change the polar-
ization angle of the incident light. This can be be calculated using
Müeller matrices: Sout = Mret(∆)Sin:

Sout =


1 0 0 0

0 1 0 0

0 0 cos(2π∆) sin(2π∆)

0 0 sin(2π∆) cos(2π∆)

 Iin


1

DOLPin cos(2θin)

DOLPin sin(2θin)

DOCPin

 (22)

where ∆ is the retardance is in units of wavelengths (e.g., a half wave
retarder has ∆ = 0.5). The polarization angle after the retarder, θout is
then:

tan(2θout) =
DOLPin sin(2θin) + DOCPin sin(2π∆)

DOLPin cos(2θin)

Assuming that the retardance is small, ∆ << 1, the small angle ap-
proximation is then substituted:

tan(2θout) ≈
(1− 2π2∆2) sin(2θin) +

DOCPin
DOLPin

2π∆

cos(2θin)

which after some algebra yields:

sin(2(θout −θin)) ≈ −2π2∆2 sin(2θin) cos(2θout)+
DOCPin

DOLPin
2π∆ cos(2θout)

Assuming small retardance and thus angle changes, θout − θin << 1,
allows the small angle approximation on the left-hand side of the
equation and θin to be substituted for θout in the right-hand side of
the equation. Allowing an arbitrary fast axis direction, ψfast axis then
yields:

θout −θin ≈ −
π2∆2

2
sin(4(θin −ψfast axis)+

DOCPin

DOLPin
π∆ cos(2(θin −ψfast axis))
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(23)

The retarder converts some linearly polarized light to circular polar-
ized light and vise-versa, changing the ellipticity. The output DOCP
is then:

DOCPout = DOLPin sin(2π∆) sin(2(θin −ψfast axis)+DOCPin cos(2π∆)

(24)

When linearly polarized light (DOCP = 0) is incident on the re-
tarder, the change in polarization angle has a sin(4(θin − ψfast axis)

character and is quadratic in retardance, ∆. The resulting DOCP has
a sin(2(θ−ψfast axis) character with a magnitude that is nearly linear
in the retardance, ∆.

Figure 17 shows the resulting polarization parameters (calcuated
using the full Müeller-matrix calculus) when DOCP = 0, DOLP = 1

light is incident on a retarder with different amounts of retardance.
The sin(4(θin −ψfast axis) character is apparent in the change in polar-
ization angle at small retardances (d). The sin(4(θin −ψfast axis) char-
acter becomes distorted at large retardance values until the quarter-
wave retardance (QWP is reached, at which point the light at all input
angles is transformed to light with polarization angle aligned with
the fast axis of the retarder. At increasing retardance the process is
mirrored until a half wave of retardance is reached (HWP) which sim-
ply reverses the input polarization angle (a). The sin(2(θin −ψfast axis)

character is clear in the output DOCP (b,e). The DOLP decreases at
points 45◦ away from the ψfast axis as the retardance is increased (c).
The maximum change in angle increases approximately quadratically
with increasing retardance while the maximum DOCP increases lin-
early with increasing retardance (f). Note that ∆ < 0.02 waves is re-
quired to prevent angle non-linearities greater than 0.1◦.

The change in angle is zero when averaged over a 2π of θin −

ψfast axis. A retarder with constant ∆ but a symmetric distribution of
ψfast axis will therefore not change the polarization angle of linearly po-
larized light incident onto it. This has been confirmed using Müeller
calculus.

It is clear that a relationship exists between the change in polar-
ization angle and the resulting DOCP. Figure 18 shows this relation-
ship. Curves of constant retardance are traversed with changes in
θin −ψfast axis. Note that small changes in polarization angle can cor-
respond to rather large |DOCP|. It is therefore difficult to use the out-
put DOCP to determine the change in angle without knowing either
the retardance or θin −ψfast axis. However, it is not possible to have a
change in angle without some accompanying change in DOCP, par-
ticularly at at small retardances.

From Equation 23 it is clear that the change in polarization an-
gle is affected by the DOCP of the input light with a character of
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Figure 18: The change in DOCP as a function of
change in angle and amount of retardance for light
input with DOLP = 1, DOCP = 0.
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sin(2(θin −ψfast axis)) and a linear dependence on both DOCPin
DOLPin

and
∆. This has important consequence—multiple retarders can change
the polarization angle in a complex manner. Complicated optical sys-
tems can therefore be problematic as optical elements early in the
optics can introduce retardance, increasing the DOCP which then
changes the polarization aberrations of the subsequent elements. Fig-
ure 19 shows the change in polarization angle and the output DOCP
after light with DOLPin = 1 is incident on the first of two sequen-
tial retarders, each with small amounts of retardance. It is clear that
the change in polarization angle has a complex character in the two-
retarder case. Note that when averaging over all orientations of one
retarder, θin −ψfast axis A, the change in polarization angle no longer
averages to zero.

There are two main sources of retardance in mse-lp periscopes;
phase shifts from reflection, and birefringence in transmissive ele-
ments. The s- and p-polarizations can experience different phase shifts
when light is reflected from a mirror surface. This introduces retar-
dance with a fast-axis aligned to, or perpendicular to, the plane of
incidence. A phase shift of ∆ = 0 or ∆ = π does not introduce any
non-linearities (∆ = π simply reverses the polarization angle). The
phase shift depends on the angle of incidence and wavelength of the
light; metal coatings in particular can have large phase shifts. The
mirrors used in the c-mod mse system are dielectric coated with a
specified phase shift of ± < 2.8◦, i.e., ∆± < 0.008 waves, over the
range of wavelengths and angles of incidence in the mse optical train.
This would lead to a non-linear polarization aberration of < 0.02◦

with character sin(4(θ−ψfast axis) for DOCP = 0 incident light. How-
ever, it would only require light with DOCPin

DOLPin
> 0.07 to change the

polarization angle by 0.1◦. This is a relatively small amount of DOCP
and could make this a problem, therefore the creation of circular light
in the periscope should be avoided. The mse optical train consists
of three mirrors, each with similar angles of incidence and identical
coatings. Two of the mirrors have nearly orthogonal planes of inci-
dence which leads to some cancellation of the phase shift. Phase shift
upon reflection are thus not expected in c-mod mse optics. The mag-
nitude of the cos(4θpol) term in the calibration fit can be very small,
< 0.02◦, indicating phase shift in the mse mirrors is not a signifi-
cant issue. Transmissive elements can also create retardance due to
birefringence—where light with one polarization experiences a dif-
ferent index of refraction than light with the orthogonal polarization.
Anti-reflective coatings can also be a important source of retardance
in transmissive optics, thus care should be taken when using these
coatings [23]. The retardance of the lenses mounted in their mounts
was measured by the University of Arizona Polarization Lab to be
< 1◦—and often closer to 0.3◦—corresponding to ∆ < 0.003.
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Figure 19: Two retarders create complex polarization behaviors and should be avoided. The pattern of
change in polarization angle depends sensitively on the details of the configuration though some
symmetries are apparent—polarization aberrations are not arbitrary functions.
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If the optical system is constant in time, the polarization aberrations
from retardance can be calibrated out very accurately using an inves-
sel calibration system. However, mirrors can be coated or eroded lead-
ing to changes in phase-shift upon reflection [24] and stress induced
birefringence may arise from changes in temperature or mounting
force [21]. It is therefore important to either prevent both these effects
from occurring or to provide a means to quantify the change in re-
tardance. The topic of stress-induced birefringence is covered in the
next chapter along with the use of the isc system to monitor changes
in the polarization aberration.

Additional checks on the presence of polarization aberrations are
discussed in Appendix C. These measurements confirm the nearly
ideal behavior of the periscope.

3.5 pem-based polarimeter and detector effects

After propagating through the periscope the light is incident on the
dual-pem-based polarimeter which converts the Stokes vectors into
amplitudes at various pem harmonics. The operation of these pem-
based polarimeters is covered in depth in references [25–31]. Refer-
ence [30] presents the entire expansion of the intensities at the pem

harmonics. The intensity at the second harmonic of each pem are pri-
marily of interest in the mse-lp diagnostic:

I2ω1 = J2(R1) sin(2α) cos(2β) (Q sin(2α) −U cos(2α))

I2ω2 = J2(R2) sin(2α) sin(2β) (Q cos(2α) +U sin(2α)) (25)

where I2ω1 and I2ω2 are the intensities of the light at the second
harmonic of the first and second pem, respectively. J2 is the second
order Bessel function of the first kind. R1 and R2 are the magnitude
of the retardance of each pem at the location of the incident light. α is
the angle between the modulation axis of the first pem and the second
pem, β is the angle between the linear polarizer and the second pem.
Finally, Q and U are the Stokes components of the light incident on
the polarimeter.

The angles are chosen to discriminate between the different Stokes
components using the choice of α = π/4 and β = π/8, yielding:

1

2
tan−1

(
J2(R1)
J2(R2)

I2ω2
I2ω1

)
= θin (26)

where θin is the polarization angle of the light incident on the pem-
based polarimeter. Both retardances are usually set to be near 3.054

radians, which maximizes the signal intensities at the second harmon-
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ics of the pems. Typically the retardances of the two pems are assumed
to be equal, yielding:

1

2
tan−1

(
I2ω2
I2ω1

)
≡ θPEMs (27)

where θPEMs is defined as this ratio between the measured signal har-
monics.

When interpreting most mse-lp measurements, it is assumed that
the pem-based polarimeter is ideal and thus θPEMs = θin. However, if
the polarimeter geometry is not identical to what is assumed or if the
retardances are not equal or if other errors occur then θPEMs is not
identical to θin:

θPEMs = θin + F(θin) (28)

Importantly, these errors are not actually deviations in the polariza-
tion angle but problems due to incorrect knowledge of the state of the
pem-based polarimeter. These types of errors can be non-linear and
have been investigated in references [32] and [30]. Typically such er-
rors are incorporated into the calibration of the diagnostic with high
accuracy. However, these errors can change when the operation of the
pems changes during the campaign.

3.5.1 Geometric errors in pem alignment

Incorrectly setting the angle between the second pem and the linear
polarizer, β, can induce errors. Setting α = π/4 and equal retardances
(R1 = R2) in Equation 25 yields:

I2ω2
I2ω1

=
sin(2β)U
cos(2β)Q

(29)

Setting β = π/8+ δβ, where δβ is the alignment error from the de-
sired angle yields:

sin(2θPEMs)

cos(2θPEMs)
= tan(π/4+ 2δβ)

sin(2θin)

cos(2θin)
(30)

assuming that 2δβ << 1 allows the tangent term to be approximated
as:

tan(π/4+ 2δβ) =
tan(π/4) + tan(2δβ)
1− tan(π/4) tan(2δβ)

≈ (1+ 2 tan(2δβ)) (31)

Substituting into the previous equation yields:

sin(2(θPEMs − θin) ≈ 2 tan(2δβ) sin(2θin) cos(2θPEMs) (32)
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Using the small angle approximation for tan(2δβ) and substituting
θin for θPEMs in the right hand side yields:

θPEMs − θin ≈ δβ sin(4θin) (33)

Misaligning the linear polarizer relative to the pems therefore cre-
ates an error term that is modulo π/2. This was tested on c-mod by
removing the linear polarizer, rotating it π/2, and re-inserting it into
pem-based polarizer. The diagnostic was calibrated using the robotic
calibration system in each configuration. The only coefficients that
changed were the offset term, which changed by almost exactly 90◦,
and the term with character cos(4θpol) which changed by 0.2◦, con-
firming the character of this error.

It is also possible to have an error in the alignment between the two
pems, i.e., α 6= π/4. Setting β = π/8 and assuming equal retardances
in Equation 25 yields:

I2ω2
I2ω1

=
Q cos(2α) +U sin(2α)
Q sin(2α) −U cos(2α)

(34)

Setting α = π/4+ δα where δα is the deviation from ideal, yields:

sin(2θPEMs)

cos(2θPEMs)
=

−Q sin(2δα) +U cos(2δα)
Q sin(2δα) −U cos(2δα)

Assuming δα is small allows the small angle approximation to be
applied which, after some algebra yields:

sin(2(θPEMs − θin)) ≈ −2δα cos(2(θPEMs − θin))

An additional small angle approximation results in:

θPEMs − θin ≈ −δα (35)

Thus a misalignment of the first pem relative to the second pem acts
as a simple rotation of the interpreted polarization angle.

This analysis shows that it is important to obtain the proper align-
ment of the pems relative to one another and relative to the linear
polarizer. Errors in linear polarizer alignment lead to non-linear er-
rors with modulo π/2 while errors in aligning the first pem relative
to the second pem lead to offset errors. These alignment errors are
fully accounted for in the calibration procedure. However, this anal-
ysis shows that it is important that the pems and linear polarizer be
kept in alignment during the campaign with an accuracy on the same
order as required to make the mse measurement.
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3.5.2 Non-equal pem retardance

Equation 25 has a dependence on the retardances of the two pems,
R1 and R2. These are assumed to be equal when interpreting the po-
larization angle. However, obtaining equal retardances is difficult in
practice, and the retardance has been shown to drift as a function of
time. This section explores the consequences of not having equal pem

retardances.

I2ω2
I2ω1

=
J2(R2)Q

J2(R1)U

supposing that the retardance of the second pem differs from the re-
tardance of the first pem causing the Bessel functions to differ i.e.,
∆J2 = J2(R2) − J2(R1), the preceding expression then becomes:

sin(2θPEMs)

cos(2θPEMs)
=

(
1+

∆J2
J2(R1)

)
sin(2θin)

cos(2θin)

which can be simplified as :

sin(2(θPEMs − θin)) =
∆J2
J2(R1)

cos(2θPEMs) sin(2θin) (36)

assuming | ∆J2J2(R1)
| << 1 allows the small angle approximation to be

applied to the left side of the equation and θin to be substituted into
the cosine in the right side of the equation yielding:

θPEMs − θin ≈
∆J

4J2(R1)
sin(4θin) (37)

The retardance of both pems is typically set to maximize J2, which
occurs at R = 3.054. Near the maximum, the value of the Bessel func-
tion varies quadratically with changes in its argument. This can be
evaluated numerically as:

J2(R2) =J2(3.054+∆R) ≈ 0.485− 0.139(∆R)2

J2(R1) =J2(3.054) = 0.485

substituting this into Equation 37 yields:

θPEMs − θin ≈ −0.0716(R2 − 3.054)2 sin(4θin), R1 = 3.054

θPEMs − θin ≈ +0.0716(R1 − 3.054)2 sin(4θin), R2 = 3.054 (38)

Thus it would require ∆R = 0.16 radians to change the angle by 0.1◦.
Away from operation at R = 3.054 the value of the J2 varies linearly in
its argument in which case the angular deviation will become linear
in the deviation in retardance.
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Figure 20: The isc was used to input light with
constant polarization angle into the diagnostic while
varying the retardance of the first pem. The
measured angle from the intensity ratio (θPEMs)
varies as a function of the retardance. The optimal
retardance is dependent on mse sightline.
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The pems’ retardance varies across the pem aperture. The retar-
dance variation was measured in reference [33] for a type of pem very
similar to that used in the c-mod mse diagnostic. This variation was
also measured in one direction on the bench for the c-mod pems.The
laser ray-tracing capability of the robotic calibration system also al-
lows the retardances of the pems to be explored in depth. Unfortu-
nately, the large étendue of mse systems makes it difficult to impose
equal and optimum retardances for both of the two pems. Each mse

sightline strikes the pem at a different mean location on the pem sur-
face. The pem retardances are therefore set so that all the sightlines
receive R1 = R2 = 3.054 radians as close as possible. Furthermore,
each ray strikes the pem at a different position, thus it experiences a
different retardance. The rays that make up the sightlines are spread
across a relatively large portion of the pem surface in the c-mod di-
agnostic (∼ 0.5 of the pem diameter), thus many different retardances
are averaged together5.

The measured polarization angle’s dependence on the pem retar-
dances was observed on c-mod using the isc system to input light
with a fixed polarization angle while one of the pem retardances was
changed. The results are shown in Figure 20 which shows the change
in θPEMs as the retardance of the first pem was varied. The quadratic
dependence of the angle on the change in retardance from optimum
is apparent in the data for three sightlines. The point with no change
in angle is the nominal operating point. In addition to directly mea-
suring the retardance, the magnitude of the cos(4θ) term from polar-
ization calibrations can be used to tune the pem retardance by adjust-
ing the relative retardances until this term is minimized. This effect

5 This method of using pems is significantly different from the typical laboratory-
bench methods used in other fields of science. The manufacturer recommends that
only a small (order centimeter) portion of the pem surface at the center be used
under normal incidence. However, mse-lp diagnostics require much larger étendue
than typical laboratory-bench experiments.
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was tested by changing the retardance of the first pem while perform-
ing polarization calibrations. It was found that only the calibration
fit term that is modulo π/2 varied during the experiment and that it
varied roughly quadratically with the change in the magnitude of the
retardance, confirming these calculations.

The sensitivity of the measured angle to the ratio of pem retar-
dances can cause uncompensated systematic errors if the retardance
is allowed to change during a campaign. To prevent errors with |θPEMs −

θin| > 0.1◦ the retardance must be kept stable to±0.15 radians through-
out the campaign. The inter-shot calibration system provides a means
to monitor the retardance of the pems while simultaneously measur-
ing θPEMs by inputing polarized light into the diagnostic at any point
during the campaign. It is found that the retardance is usually stable
on long and short timescales with an occasional large change. The de-
tails of this behavior are presented in Appendix C. Furthermore, the
isc system discussed in the next chapter compensates for any change
in the measured angle due to changes in the pem retardance.

3.5.3 Frequency-dependent detector gain

The interpretation of the measured signals as a polarization angle
depends on the detector responses being identical at the second har-
monics of the pem frequencies 2ω1 and 2ω2. If there is a frequency
dependence to the detection and amplification circuits it would lead
to a misinterpretation of the measured angle:

I2ω2
I2ω1

=
G2U

G1Q

where G1 is the gain of the detection system at 2ω1 and G2 is the
gain of the detection system at 2ω2. Setting G2

G1
= 1+ δG yields:

sin(2(θPEMs − θin) = δG cos(2θPEMs) sin(2θin)

Assuming the perturbation is small allows the small angle approxima-
tion to be applied to the left side of the equation and the replacement
of θPEMs with θin in the right side of the equation:

θPEMs − θin ≈
δG

4
sin(4θin) (39)

Thus a non-unity gain at the two harmonic frequencies will pro-
duce an error with modulo π/2. For the magnitude of this error to be
> 0.1◦, the ratio of the gains at the two frequencies would have to be
G2
G1

> 1.007 or G2G1 < 0.993. In c-mod, where the 2ω1 = 20.0kHz and
2ω2 = 22.2kHz, this would correspond to a non-linear frequency de-
pendent gain of 0.0035−/kHz. Previous measurements done by Ko on
the mse apd detectors showed that the ratio of gains at 2ω1 and 2ω2
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Figure 21: The mse diagnostic observed the isc

during a plasma discharge to determine if operation
of the tokamak systems changes the diagnostic
response. The polarization angle (e) does not show
large changes due to the dnb (a), the plasma current
(b), the magnetic field (c), and icrf heating.
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did not statistically differ from 1 with a measurement uncertainty of
∼ 0.001 [21]. This represents a deviation of the angle by < 0.014◦. Thus
this effect is not significant for c-mod. Furthermore, the ratio of the
gains at such closely spaced frequencies should be very insensitive to
drifts and would be correct for using the isc system.

Incorrectly detecting the amplitudes at the pem harmonics due to
phase-shift errors can also produce errors with modulo π/2 for the
same reason that an incorrect gain will produce these errors.

3.5.4 Electrical interference from tokamak systems

It is conceivable that the tokamak systems could interfere with the
operation of the pems which are installed on the tokamak, an environ-
ment with many sources of electrical noise. If the pems were affected
by the tokamak it could skew the polarization angle measured by the
diagnostic.

One potential source of noise is the operation of the dnb which
has noisy high-voltage power supplies mounted near the pem opti-
cal and electronic heads. Interference from this source was evaluated
using the isc system to input a constant polarization angle into the
diagnostic while the dnb was fired into the tokamak. The polarization
angle during the periods when the beam was on was compared to the
polarization angle measured during the times the dnb was off. The
polarization angle during beam operation does not differ significantly
from the polarization angle without beam operation, indicating the
beam does not interfere with the operation of the diagnostic.

The high power icrf and lhcd heating, tokamak magnets, and in-
ductive current drive could conceivably interfere with the operation
of the pems. This was tested in a similar manner; using the isc to
input a constant polarization angle into the diagnostic during a dis-
charge. The results are shown in Figure 21. The polarization angle (e)
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does not show systematic changes due to any of the major tokamak
subsystems beyond that from the previously discussed Faraday Effect
which is most apparent from t = −1s to t = 0s.

These pem-based polarimeter errors are all small on c-mod. The
error due to unequal retardance is the largest error. This can be mini-
mized for a single mse sightline but cannot be eliminated for all sight-
lines due to how the sightlines fill the pems. This is also the only error
that conceivably changes during the campaign. Any change would be
sensed by the diagnostic and automatically corrected for by the isc

methodology. Additional checks on possible sensitivities in the po-
larimeter and detection systems are discussed in Appendix C. These
measurements confirm that the system behaves very nearly ideally.

3.6 ray-dependent effects

All the systematic error sources discussed in the sections about polar-
ization aberrations and non-ideal polarimeters operate on a ray of po-
larized light. A sightline is composed of many rays filling the entrance
pupil, each with different trajectory and each experiencing essentially
a different diagnostic. Each ray is incident on the optics at specific lo-
cations with specific angles of incidence and therefore experiences a
specific set of polarization aberrations and pem-based polarimeter re-
tardance. The resulting signals at the detectors are then a sum over all
the individual contributions. This has important consequences for the
operation of the diagnostic; although it may be conceptually simple
to treat the calibration for a single sightline as a unified quantity, the
actual diagnostic response will depend on the details of the subset of
rays contributing to the sum. Because the c-mod mse diagnostic col-
lects a large étendue, ray-dependent effects can be important—there
are many different rays.

Experiments were conducted using the invessel calibration robot
to determine the magnitude of ray-dependent effects. The objective
lens of the diagnostic (i.e., the entrance pupil) was masked, blocking
part of the lens. This was done with masks that block the top half
of the lens, the bottom half of lens, the side of the lens, and with no
mask. Calibrations were then performed and the fits to Equation 8

were compared.
The results are shown in Figure 22. It was found that the calibra-

tion fit coefficients depend on which part of the diagnostic lens is
illuminated. The offset term is the most sensitive to this (a). There is
a smooth sightline dependence in this term and the value depends on
the illumination at the ±1◦ level at the field edges. Note that chang-
ing which side of the lens is illuminated (green) does not differ much
from illuminating the entire lens (grey) whereas illuminating the top
(red) or bottom (blue) of the lens has a large effect. It is clear that the
no-mask case represents the average between the top-masked and
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Figure 22: The robotic calibration system was used to perform repeated calibrations of the diagnostic with
different portions of the objective lens illuminated (right). The resulting data was fitted to the standard
calibration equation. The resulting fit parameters for the linear term (a), term with character cos(2θpol) (b),
and character cos(4θ) are shown to be dependent on which part of the objective lens the rays pass through.

bottom-masked cases for all sightlines. The masking dependence is
linear across the sightlines with all the curves crossing near the opti-
cal axis. This hints at angle of incidence effects on the various mirrors
being important since the angle of incidence is semi-symmetric about
the optical axis. The first mirror in particular has a large difference in
angle of incidence between illuminating the upper and lower portions
of the entrance pupil. The non-linear terms show less dependence on
which part of the lens is masked with a less discernible sightline struc-
ture. A similar experiment was conducted by masking the calibration
source at the beam position with similar, but smaller variation within
a sightline.

The robotic calibration system enables polarized ray tracing to be
performed through the diagnostic. The laser source is used to shine a
∼ 1mm diameter polarized ray from a location at the viewing volume,
to the objective lens, through the periscope and pems, into the fibers,
and finally into the detector. The process is discussed in Appendix C.
This enables the calibration fit coefficients (Equation 8) to be obtained
as a function of which ray is traversing the system. The striking re-
sults of this test are shown in Figure 23. The difference between the
angle measured using a ray trace and using the fully illuminated
source is shown in panel A for three rays. Note that there is cos 2θpol

and cos(4θpol) structure evident in addition to an offset. The effect is
smallest at the center of the lens but is largest at the quarter-radius of
the lens for this particular position. The fit coefficients are shown in
panel B for two sightlines as a function of the radius of the laser strike
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Figure 23: The robotic calibration system was used to perform a polarized ray trace through the diagnostic.
Calibration cycles were performed while the ray was incident at different points on the 25mm radius
objective lens. The polarization angles measured for each ray were then compared to the angles measured
under full illumination. A subset of the data for three such rays is shown as function input polarization
angle (a). The range of angles typically observed by the mse diagnostic is shown as the green shaded region.
Calibration fits were then performed for the rays and compared to the calibration under full illumination.
Four different positions at each lens radius were examined from two different sightline viewing volumes.

point. There are large differences but they are not generally very well
ordered as a function of laser strike point radius or sightline.

All of these studies were done in with the diagnostic in its static
configuration and the resulting measurements are well outside of
the uncertainties in the calibration system. These investigations have
shown that there are order 1◦ difference in the diagnostic response
depending on how the diagnostic is illuminated, presumably due to
ray-dependent effects at the mirrors and pems. It is therefore impor-
tant to calibrate the diagnostic with an illumination source that is
representative of what is observed from the plasma. Fortunately, the
emission from the neutral beam is fairly Lambertian—uniform across
the viewing volume and across the collection solid angle. From these
experiments, it is clear that a uniformity of ∼ ±10 percent across the
entrance pupil is required, especially for sightlines near the edges of
the field of view. The illumination sources used in the invessel calibra-
tion robot and the isc are therefore both designed to be as uniform
as possible.

These experiments also indicate how important ray-dependent ef-
fects could be if the diagnostic response changes. The diagnostic re-
sponse can change in a way that can does not affect all rays equally.
Mirrors could be deposited on or eroded non-uniformly across their
surface, changing their phase shift and s-p reflection ratios for rays
that strike different portions of the mirror. Or stress-induced birefrin-
gence could be non-uniform in the lenses, changing the retardance
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Figure 24: The non-linear calibration fit coefficients
from a recent calibration using the invessel
calibration robot. The rms residual in the fits were
< 0.05◦.
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applied to individual rays. It is important to properly average across
the changes using a uniform calibration source.

3.7 summary : systematic errors in mse-lp diagnostics

A comprehensive exploration of the various types of systematic er-
rors that may affect mse-lp diagnostics has been undertaken to better
understand the operation of these diagnostics. The various types of
systematic errors, their character, and mitigation strategies are shown
in Table 5. Knowledge of the errors can be used optimize mse diagnos-
tics. For example, depending on the exact implementation it might be
advantageous to use a low stress-coefficient glass to minimize retar-
dance and tolerate Faraday rotation than to use a low Verdet glass
and tolerate retardance. This table can also be used to help identify
what physic effect may be causing problems in mse diagnostics using
the character of the error (i.e., modulo π/2 vs π).

The c-mod mse diagnostic is calibrated using Equation 8 which
was developed using the concept of a Fourier decomposition of the
input polarization angle and experience with data. Typical values of
the calibration coefficients are shown in Figure 24. This approach and
fitting procedure has been empirically proven to accurately describe
the diagnostic operation. In the light of the derivation of different
systematic errors the fitting terms are shown to carry physical sig-
nificance. Previous work on c-mod used a Müeller matrix model to
fit the calibration response assuming the non-linearities were all due
to mirrors [6]. This is not an accurate description since it ignored the
non-ideal polarimeter operation which has recently been shown to be
important for many of the mse sightlines and which contributes most
of the term with character cos(4θpol). The complexity of the diagnos-
tic operation and the knowledge that the variations in angle arise
with only offset, sin(2θpol), and sin(4θpol) character indicates that the
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Table 5: Sources of systematic errors in mse-lp diagnostics, their character, and mitigation strategies.

Error source Character Mitigation

View movement
Shifts in viewing volume, projection an-
gles

System to monitor alignment, sturdy
mounts

Radial electric
field

dθpol

dER
≈ −

cos2 θσpol

vBφ

cosΩ
sinα

Choice of viewing geometry,
complementary views, ER
measurements from other diagnostics

Polarized
background
subtraction

∆θbeam ≈
−f

2 SB
sin
(
2
(
θbeam − θbgkd

))
+

−∆θbkgd

SB
cos
(
2
(
θbeam − θbgkd

)) Multi-spectral mse (see Chapter 5)

3D geometry dθpol/dλ 6= 0
Simulation, careful filter placement
and control of filter bandpasses

Realistic beam Interacts with 3D geometry effects Monitor beam voltage

Faraday Rotation θout − θin = BVd
Low Verdet constant glass,
compensation with in-situ
measurements

Diattenuation
θout − θin ≈

−Ψ

2 DOLPin(2−Ψ)
sin(2(θin −ψdiat))

Low diattenuation mirrors and
components, in-situ monitoring if
mirrors are plasma-facing

Retardance

θout − θin ≈

−
π2∆2

2
sin(4(θin −ψfast axis)

+
DOCPin

DOLPin
π∆ cos(2(θin −ψfast axis))

DOCPout ≈
DOLPin2π∆ sin(2(θin −ψfast axis))

+ DOCPin

Mirrors with low
phase-shift-upon-reflection, low
stress-coefficient lenses, in-situ
monitoring if mirrors are
plasma-facing and/or if lenses are
subject to temperature changes

pem-polarizer
misalignment θPEMs − θin ≈ δβ sin(4θin)

Proper setup, sturdy mounting,
in-situ calibration

pem-pem

misalignment θPEMs − θin ≈ −δα Proper setup, sturdy mounting,
in-situ calibration

Unequal pem

retardance
θPEMs − θin ≈

∆J

4J2(R1)
sin(4θin)

Proper setup, on-line pem retardance
monitoring, in-situ calibration

Frequency
dependent gain θPEMs − θin ≈

δG

4
sin(4θin)

Proper detector design, in-situ
calibration

Phase-lock errors θPEMs − θin ∝ sin(4θin)
Digitial locking with phase-sensing,
in-situ calibration

Tokamak-pem

interference unknown Shielding if necessary

Ray-dependence Most of the above
Matching calibration illumination
pattern to that observed during use
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Fourier decomposition method of calibration is likely to be sufficient
and very accurate.

The c-mod mse diagnostic is shown to operate very nearly ideally
with few significant source-side effects, polarization aberration, and
pem-based polarimeter effects. Furthermore, the isc system can track
most of these sources of error very accurately. The various types of
non-ideal operation are:

retardance due to thermal stress-induced birefringence

is covered in the Chapter 4. This previously led to time varying
changes in the diagnostic response of ∼ 1◦. This has been re-
duced to < 0.2◦. This is compensated for with the isc system.

polarized background subtraction is covered in Chapter 5

and can be mitigated using the multi-spectral mse system. This
changes during a discharge.

3d source effects cause a dependence of the measured polariza-
tion angle on the wavelength of |dθpol/dλ| < 1.0◦/nm. This is
worst at the sightlines viewing the core due to poor radial res-
olution, important at the sightlines viewing the edge, and neg-
ligible at the mid-radius. This is mitigated using filter position
scans, careful measurement of the filter bandpass, and magnetic
field sweeps. The location of the filter bandpass relative to the
spectrum can be located and controlled with < 0.1nm accuracy,
mitigating this error and changes in this error.

ray-dependent effects cause the diagnostic response to vary over
the ensemble of rays used during diagnostic operation. Illumi-
nation uniformity is thus required for the isc and invessel cal-
ibration system. This effect doesn’t change unless the spatial
properties of the optical elements change, which is the case for
stress-induced birefringence.

non-equal pem retardance is responsible for non-linear errors
of ∼ 1.0◦ for some sightlines but is typically < 0.2◦. This effect
is accurately captured in the calibration and pem retardance is
monitored for every plasma discharge and at regular intervals
across the campaign. If the pem retardance changed, the error
would be compensated for using the isc system.

All other sources of systematic error are shown to be small and/or
unchanging. In addition to the work presented here, Appendix C
presents work performed to measure other properties of the mse di-
agnostic. It was found that the periscope is stable across the experi-
mental runday and campaign, and that the filters are well-controlled
and have the appropriate bandpasses. The periscope optics have little
depolarization, vignetting, scattering, polarization-dependent trans-
mission, or spurious polarization, and the diagnostic response is in-
dependent of wavelength. The detectors all behave identically and
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produce polarization measurements that are independent of gain or
intensity.

The only significant sources of time-varying systematic error found
in this study are due to thermal stress-induced birefringence, a topic
covered in depth in Chapter 4 and polarized background subtraction,
covered in Chapter 5. The isc system can account for polarization
aberration error and efforts have been made to minimize it. Better
background subtraction was developed to minimize this effect. In to-
tal, it is estimated that the total systematic error that is not compen-
sated for during operation of the diagnostic is < 0.2◦. This means the
diagnostic should be able to measure the absolute polarization angle
from the beam at this level.
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4
I N - S I T U C A L I B R AT I O N O F T H E D I A G N O S T I C

Chapter goals:

• Investigate stress-induced birefringence—a significant source of
changing systematic error found in the c-mod mse system—and
the role of ray-dependent effects

• Discuss the implementation of an in-situ calibration system that
can calibrate the diagnostic response throughout the campaign

• Discuss the thermal stabilization applied to the diagnostic to
stabilize the diagnostic response

The previous chapter explored the different sources of systematic
error—many of which are unique to polarization—that can occur in
an mse-lp diagnostic. Investigations on c-mod showed that most of
these errors are small in magnitude and can be accurately accounted
for during calibration of the diagnostic.

However, some of these errors can change if the diagnostic condi-
tion changes. Previous work on c-mod showed that the diagnostic re-
sponse drifts substantially between plasma discharges with changes
of up to 2◦ in polarization angle [1]. After significant investigation,
this change was attributed to thermal stress-induced birefringence in
the internal periscope. In addition to this time-dependent diagnos-
tic response change, recent studies have highlighted the diagnostic
response changes due to erosion and deposition on plasma-facing
mirrors in future devices [2]. The revelation that the mse-lp diagnos-
tic response can and does change as a function of time in c-mod and
that future devices will also have a changing diagnostic response led
to the development of calibration strategies that can account for these
changes.

4.1 calibration strategy

There are currently two main approaches used to calibrate the diag-
nostic response, but these have problems accounting for a changing
diagnostic response.

4.1.1 Use the beam to calibrate the diagnostic

In many tokamaks, the mse calibration is determined by using a
beam-into-gas technique in which the neutral beam is fired into a
gas-filled torus with the tokamak magnet system energized [3]. The
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calibration, relating measured pem signals to the applied vacuum
magnetic fields, is developed using different fields in successive dis-
charges or magnetic field ramps within a discharge. The main advan-
tage of this technique is that the diagnostic is calibrated in a situation
very similar to the operational conditions during plasma experiments,
although the beam spectra has been shown to differ significantly [4].

Unfortunately, the prompt polarized emission from the beam is
partially polluted by emission from secondary beam neutrals. These
neutrals ionize, then gyrate about the local magnetic field—changing
their local velocity direction—and then charge exchange and emit a
photon before leaving the viewing volume [5]. This emission system-
atically biases the net collected polarization during a beam-into-gas
discharge. The effect is strongest in tokamaks with near radial beam
injection, such as alcator c-mod, and increases as the torus gas pres-
sure is increased.

Other neutral beam-based techniques have been developed in which
the magnetic pitch angle at the edge of the plasma is used to calibrate
the mse sightlines. This is done for sightlines near the edge of the
plasma using the known plasma current and data from external mag-
netic diagnostics. The input polarization angle is scanned at multiple
sightlines either through plasma position jogs [6–8] or by ramping
the plasma current at various plasma sizes [1].

These beam-based calibration techniques capture the full diagnos-
tic response—often providing a mapping directly from magnetic pitch
angle to measured signals. If the diagnostic response was stationary
in time, then only a a handful of calibration discharges may be re-
quired. A diagnostic with a slowly drifting diagnostic response would
require these calibration discharges to occur multiple times during
the actual campaign with the frequency dependent on the timescale
of the diagnostic changes. If the diagnostic response changes on the
between shot timescale, the calibration must be within the discharge
itself, placing severe constraints on discharge planning and opera-
tions. This has been the case on c-mod for the last several campaigns
[9].

Unfortunately, beam-based techniques require significant dedicated
tokamak plasma operation time to establish a calibration database.
Even then, the result is a very limited set of calibration data, perhaps
only a few polarization angles, usually with larger uncertainties than
desired for verifying diagnostic operation or to characterize system-
atic errors and sensitivities in the diagnostic.

4.1.2 Invessel robotic calibration system

To overcome some of these limitations some tokamaks have augmented
beam-based calibrations with invessel calibrations. In this strategy, a
linear polarizer is placed in front of the objective lens or at the view-
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ing volume location to illuminate the diagnostic objective lens with
light with a known polarization angle during maintenance periods.
Different angles are produced to determine the relationship between
the measured signals and the input polarization. This can be done
with fixed polarizers or with calibration sources with rotating polar-
izers. Historically, such a calibration technique has been used as the
primary calibration for the c-mod mse diagnostic since beam-into-gas
calibration is not viable. Similar techniques have been implemented
on the diii-d [10] and jet [11, 12] tokamaks.

Once it was determined that there were many potential systematic
errors in mse-lp diagnostics and that the diagnostic response could
change from invessel calibration conditions to operational conditions
it became important to understand the nature of these changes in
order to eliminate them. An invessel robotic calibration system was
designed and constructed to explore these potential systematic errors
on c-mod in addition to obtaining high-quality calibrations of the di-
agnostic response. The details of this instrument’s construction and
operation can be found in Reference [13]. This instrument can cali-
brate the diagnostic response to 0.05◦ using a uniform illumination
source or a laser ray trace mounted at the beam line. The system is
automated to provide rapid calibration of the diagnostic and controls
various other diagnostic subsystems.

In theory, the polarization can be accounted for using the Mueller
matrix formulation for polarized light. Results have been discussed
for a single non-ideal mirror [10, 11]. However, the inclusion of three
mirrors, many lenses, and a non-ideal polarimeter (e.g. slightly mis-
aligned pem or linear polarizer, or unequal pem retardances) presents
a highly non-linear system with a large number of required parame-
ters. It is unlikely the accuracy required for the calibration can be re-
liably achieved using a Mueller formalism with a-priori optical prop-
erties and geometry for a system this complex and with significant
ray-dependence. Therefore an empirical technique is used to fit the
calibration coefficients as discussed in Reference [13].

Using the invessel robotic calibration system, it has been shown
that the mse diagnostic polarization response drifts by < 0.05◦ over
48 hrs during tokamak maintenance periods when the tokamak is at
atmospheric pressure and temperature. The high accuracy and flex-
ibility of the system enabled a large study of the details of mse-lp

diagnostic operation. This included tests for various types of system-
atic errors in the diagnostic and the evaluation of methods to min-
imize potential impacts from these errors. The major problem with
the invessel calibration strategy is the fact that the diagnostic must
be calibrated in air, without fields, at room temperature, without
plasma, but is then operated under vacuum, with fields, exposed to
plasma, and at operational temperature. Any change in the diagnostic
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Table 6: Comparison of calibration sources.

invessel inter-shot beam-into-
Properties robot calibration (isc) plasma

Operates in air only yes no
Operates in vacuum no yes only
Operates with fields no yes only
Operates with plasma no yes only
Number of angles many 4 limited
Accuracy of angles < 0.05◦ < 0.05◦ ∼ 0.3◦

Range of angles 360◦ 100◦ 1− 10◦

Illumination full field or ray full field full field
Angle uniformity ±0.05◦ ± < 1◦ NA

response between these conditions goes uncharacterized—becoming
a systematic error that will skew magnetic reconstruction results.

4.1.3 3 techniques: A complementary calibration strategy

An approach was devised to bridge the gap between highly accurate
and flexible invessel robotic calibration during maintenance periods
and sparse calibration using beam-into-gas or beam-into-plasma dis-
charges during normal operation. This approach involved installing
an in-situ calibration system to calibrate the diagnostic during and
between discharges. This system is able to fill the diagnostic objective
lens with linearly polarized light at any desired time, from operation
in air to operation with plasma. The system can then be used to mon-
itor changes to the diagnostic response with greater flexibility and
accuracy than using plasma discharges.

This strategy thus provides three calibration techniques to deter-
mine and monitor the diagnostic response. These are shown schemat-
ically in Figure 25: the very accurate invessel robotic calibration sys-
tem; the very flexible in-situ calibration system; and observing the
beam directly in sparse beam-into-plasma calibration discharges. Ta-
ble 6 compares the capabilities of the three different sources. Using
the in-situ system, the diagnostic response can be continuously de-
termined between the time of the invessel robotic calibration, to the
actual operation of the diagnostic during physics experiments, to the
next invessel robotic calibration.

4.2 the inter-shot calibration (isc) system

The system consists of a calibration carousel containing four different
wire grid polarizers (wgps) which rotates around the turret portion of
the mse periscope on precision bushings. The system accurately me-
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Figure 25: An in-situ calibration system was installed to bridge the gap between the very flexible and
high-accuracy invessel robotic calibration robot and actual tokamak operation observing the neutral beam.
The in-situ system has the flexibility to operate at any time under any condition and has adequate accuracy
and polarization granularity to provide a comprehensive snapshot of the diagnostic response.

chanically aligns the different polarizers in front of the objective lens.
Each polarizer is nearly the size of the objective lens and is illumi-
nated using a backlight scatterer technique similar to a LCD monitor.
Light from remote leds is transmitted to the backlight scatterer via a
fiber optic system and a ferrule affixed to the turret. The carousel is ro-
tated via a cable-in-conduit system using linear motors acting on lin-
ear vacuum push-pull feedthrus. A computer controls the actuation
using an optical feedback system on the ferrule. The entire system
can be operated within 2s of the plasma discharge and can input the
four different polarization angles within 10s of the plasma discharge.
The detailed construction and operation of the system is described
in Reference [13]. Figure 26 shows a schematic of the isc and pho-
tographs of the system in the open position viewing the plasma, and
in a calibration position.

The system is actuated immediately after every discharge. It cy-
cles through the four different calibration positions, pausing ∼ 0.5s
at each position to make the measurement before moving to the next
position. The signals from the mse detectors, −12 tan−1

(
I2ω1
I2ω2

)
, are

averaged across this time period, producing statistical uncertainties
due to photon statistics of < 0.05◦. The four angles are measured
over a period of ten seconds at the end of the plasma discharge. This
provides the calibration of all ten mse sightlines simultaneously. The
data acquisition cycles allows these measurements to be repeated ev-
ery two minutes. Alternatively, the isc system can remain in a fixed



102 in-situ calibration of the diagnostic

Calibration WGP illuminated from side
using �bers when in position, scattering
 light into diagnostic (clamp removed)

System installed inside the heat
shield in the open position waiting

to observe plasma emission

System illuminating a calibation
WGP in front of the objective lens

inside the tokamak

Carousel

WGP
(transmission
axis indicated)

Backlight
scatterer 

Backlight
mirror/clamp

Objective
opening

Polarizer
opening (x4)

Prevision bushing races
(internal)

Carousel rotates around 
periscope on precision bushings

Objective
lens

MSE perisocope

Fixed ferrule
redirects light into

backlight scatterers

Light is brought
to system via
�ber optics

Carousel is rotated
by wires like a pulley 

Figure 26: An overview of carousel-based isc system. A carousel and a fiber-optic based illumination
system are mounted on the mse turret portion of the invessel periscope. Four different wire grid polarizers
(wgp) are accurately mounted in the carousel with specific polarization axes. Each wgp is backed by a
backlight scatterer. The carousel rotates about the mse periscope on precision bushings, actuated by a
cable-in-conduit system. Each wgp is illuminated by a fiber-optic and prism system when it is in front of
the objective lens (bottom left, note the backlight scatterer clamp has been removed to show the effect of
the scattering). The system installed in the vessel in one of the four calibration positions with the
illumination system activated (bottom middle). The system in the open position, allowing the objective lens
to view the plasma (lower right).
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calibration position and repeated digitizer cycles can be taken ap-
proximately once a minute. The isc is used to monitor the diagnostic
throughout the campaign by obtaining data once every half an hour.

The diagnostic response is determined from three isc of the cali-
bration angles which span the range of polarization angles usually
observed by the plasma. The angle calculated from amplitude of the
detected pem second harmonics, −12 tan−1

(
I2ω1
I2ω2

)
, when observing

the isc and the known calibration polarization angles from the isc,
θWGP X

pol are used to interpolate the value of −12 tan−1
(
I2ω1
I2ω2

)
from

plasma observation into a polarization angle. Likewise, the change in
−12 tan−1

(
I2ω1
I2ω2

)
can also be monitored relative to its starting value at

the beginning of the campaign to determine changes in diagnostic re-
sponse; this is referred to as a change in angle throughout the rest of
this chapter. The fourth polarization angle, nearly orthogonal to the
other three, allows the character of the diagnostic response change to
be determined as discussed in Reference [13] by utilizing the fact that
polarization aberrations are π and π/2 modulo in input angle and
retardance creates changes in DOCP that are modulo π.

The repeatability of the isc system is very important to the calibra-
tion strategy. The entire technique relies on the isc system’s ability
to repeatedly input the same polarization into the diagnostic despite
changes to the diagnostic environment. To test its repeatability, the
isc system is cycled repeatedly during quiescent environmental con-
ditions when nothing is expected to be changing. The standard devia-
tion of these measured angles are < 0.05◦ for all sightlines for all four
wgp positions when actuated over 20 − 50 cycles. The variability in
the measured isc angles is not significantly greater than the error in
an individual measurement from photon statistics. The reproducibil-
ity is found to be better than the requirement irrespective of whether
the tokamak is under vacuum or at atmospheric pressure. The isc

system has been cycled > 8000 cycles to date and shows no degrada-
tion of its reproducibility. This data indicates that the isc system is
extremely reproducible, always inputting the same polarization into
the diagnostic.

This system, combined with the very flexible invessel robotic cal-
ibration system, allows a variety of systematic errors to be studied
both during maintenance periods and during experimental rundays.
This is the first system fielded on a tokamak to calibrate an mse-lp

diagnostic in-situ. It is projected that future tokamaks will require in-
situ calibration because the harsh environment precludes traditional
invessel calibration, because operational constraints restrict the use
of calibration discharges, and because the time-varying diagnostic re-
sponse will require characterization. Though the exact architecture of
the system used on c-mod cannot be applied to burning plasmas, it
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is expected that lessons learned from this system will inform future
designs.

The isc system was installed for the FY12 experimental campaign.
It was routinely operated during this campaign, though it was deter-
mined that illumination source was far from uniform due to errors
during installation. The isc was then upgraded for the FY14 cam-
paign with uniform illumination sources.

4.3 thermal stress-induced birefringence on c-mod

The only significant changing systematic error found in the c-mod

mse diagnostic is due to birefringence in the various lenses and the
vacuum window. The importance of birefringence was identified in
previous work by Ko [1] as the cause of diagnostic response changes
on the order of several degrees throughout experimental run day,
though this work concluded the problem was significant only in a
single lens.

Stress in glass creates birefringence, introducing retardance into the
system:

∆ = K(σ1 − σ2)
d

λ
(40)

where K is the stress-optic coefficient (also known as the photoelastic
constant) of the glass, σ1 and σ2 are the principle stresses in the mate-
rial, d is the path length through the material, and λ is the wavelength
of the light. The fast axis of the birefringent material is along the σ1 di-
rection for materials with a positive stress-optic coefficient and along
the σ2 direction for materials with a negative stress-optic coefficient.
On c-mod, the lenses and vacuum window are composed of SFL6

which has a stress-optic coefficient of ∼ 0.7x10−6MPa−1 (taken as SF6

a similar glass) compared to ∼ 2.8x10−6MPa−1 for BK7 and ∼ 0 for
low-stress-coefficient glass SF57 [14].

Stress in the lenses can increase greatly due to thermal gradients in
the materials. These gradients create differential thermal expansion
within the lens itself, creating stress at various points in the element.
This can even occur in an unmounted lens. The temperature gradients
can arise from external steady-state gradients imposed on the optical
element via conduction or from a spatially uniform, but time-varying
temperature environment in which the temperature gradients occur
due to the finite thermal capacitance and thermal conduction in the
element.

4.3.1 Tests for stress-induced birefringence

Extensive thermal tests were conducted both invessel and on the
bench during previous work on the mse system. These tests con-
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Figure 27: The L2 lens doublet was strongly heated (a) while the polarization aberrations in the periscope
were monitored using the invessel robotic calibration system. The change in polarization angle (b), DOCP
(c), and DOLP (d) are indicative of rapidly changing retardance in the system. The measured change in
angle and DOCP can be used to constrain a fit of the amount of retardance (e) and the fast axis of the
retarder (f) as a function of time and sightline.

cluded that the L2 lens doublet was the main element susceptible
to thermal stress-induced birefringence. The tests parameterized the
observed changes in polarization angle as a function of temperature
gradient and temperature slew rates at that lens position [1].

The topic was revisited after it was determined that thermal-stress
induced birefringence was the primary systematic error in the mse

diagnostic and after previous efforts to stabilize the thermal environ-
ment of the suspected problematic lens failed to eliminate the time-
varying birefringence. Various parts of the optical system were re-
peatedly heated and cooled using hot air blowers while the system
performance was monitored with the the robotic calibration and the
isc systems.

Figure 27 shows the results of an experiment in which the L2 lens
doublet was strongly heated and then allowed to cool while the in-
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vessel system completes a full cycle of polarization angles every ∼ 12

minutes. The change in the measured polarization angle (a) follows
the pattern calculated in the analytic calculation (Figure 17) as does
the DOCP (b) and DOLP (c). It is very clear that substantial amounts
of retardance occurs in the lens—it becomes a quarter-waveplate at
one point early in the heating when the temperature slew rate of the
lens peaks (a, red). The change in polarization has a strong depen-
dence on the sightline, with sightlines at the edge of the field of view
experiencing the largest retardance while sightlines near the optical
axis experience much less retardance.

The change in polarization angle and DOCP can be fit to determine
the amount of retardance (e) and the fast axis of the retarder (f) as a
function of time for the four sightlines monitored with the invessel
calibration robot. It is clear the amount of retardance correlates with
the temperature slew rate of the lens. The fast axis reaches a new
orientation when the heating starts and then rotates to a different
angle when the heating ceases. The amount of retardance is different
at each sightline but the fast axis orientation is similar for all four
sightlines. The isc is also used to monitor changes in DOCP as shown
in Reference [13].

It was generally found across many tests that the birefringence in
the optics was not repeatable under similar heating conditions. This is
likely due to changes in the stress state of the lens leading to changes
in the amount of birefringence and the orientation of its fast axis.
All heated optics showed changes due to birefringence. This experi-
ment had a ∼ 30× larger slew rate and a ∼ 10× larger temperature
difference across the lens than is typically observed during plasma
operation with the upgraded thermal management system (to be dis-
cussed in a later section). Thus thermal-stress induced birefringence
in this lens doublet is not believed to be a significant contribution to
a changing diagnostic response during operation.

Fortunately, because it is due to thermal conduction in the lenses,
birefringence changes on a relatively slow timescale compared to the
length of plasma discharges. Figure 28 shows birefringence changes
due to heating of the vacuum window, creating substantial thermal
gradients. The maximum rate of change of the polarization angle is
only 0.003◦/s. Birefringence therefore cannot cause significant changes
within a plasma discharge or in the ten seconds between the plasma
discharge and the isc calibration.

In practice, the isc data is used to determine the diagnostic re-
sponse using interpolation. However, if retardance is the only chang-
ing systematic error it may be possible to use a model fit to the the isc

measurements. There are eight measurements; four measurements
each of change in angle and DOCP, and only two free parameters in
the model, ∆ andψfast axis. This may provide a better parameterization
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Figure 28: The timescale for changes due to
birefringence. The vacuum window was strongly
heated (a) leading to changes in DOCP and
polarization angle (c). The fastest angle change
observed in bench tests occurred at a rate of only
0.003◦/s.
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of the diagnostic response than simple angle interpolation. However,
this would only be important in cases with significant birefringence.

4.3.2 Ray-dependent effects

The c-mod mse optical system has ten transmissive elements placed
prior to the pems, each of which can cause polarization changes due to
thermal stress-induced birefringence. The configuration of the optics,
their composition and representative ray-tracing through them are
shown in Figure 29. The optical path through the diagnostic is such
that each element is illuminated with a different pattern.At some ele-
ments (i.e., L2 and L4) these rays strike the lens all at the same place
but with different angles, i.e., the rays are focused. At other elements
the rays strike the elements at many points, the rays are defocused
(i.e., L1, M3, L3, and L5).

Because each sightline has a different path through the optical sys-
tem, the character of the polarization change can vary as a function
of mse sightline. The L2 lens doublet was heated as in the previous
experiments while the invessel robotic calibration system was quickly
translated from one mse sightline to another to quantify this effect. At
each sightline position, the Lambertian light source illuminated the
mse diagnostic with linearly polarized light having a single, known
polarization angle close to that observed during plasma operation.
An analogous experiment was conducted by blowing heated air on
the flange containing the vacuum window, causing temperature vari-
ation across the vacuum window in the same manner as across the
L2 lens.

One reason the vacuum window and L2 lens doublet were specif-
ically chosen for these heating experiments is the spatial character
of the rays incident on them. As shown in the center of Figure 30,
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Figure 29: The configuration of the optics inside the mse periscope along with their material composition
(top). The configuration of the rays within a sightline is noted as either focused (F), defocused (D), or
intermediary (I). The rays from a single, edge-viewing, sightline traced through the optical system
(bottom). Figure credit: Jinseok Ko.
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rays for a given mse sightline are nearly focused at L2, i.e. they all
pass through the lens at nearly the same location. Each sightline thus
densely samples a different part of the birefringent stress pattern on
the L2 lens doublet. Conversely, the rays that make up a given mse

sightline are defocused at the vacuum window and sample a larger
portion of the vacuum window surface. Rays from different sightlines
are thus intermixed, i.e., they pass through largely overlapping parts
of the vacuum window surface. These heating tests thus examined
the sightline dependence while perturbing an optical element where
the sightlines are focused versus an optical element where the sight-
lines are defocused.

The results of the experiment are shown in Figure 30 with heating
the vacuum window shown on the left and heating the L2 lens dou-
blet shown on the right. Note that the time-history of the changes in
polarization angle and circular polarization fraction are similar to the
time-history of temperature slew rate, consistent with the previously
discussed experiment. The change in polarization angle and circular
polarization fraction is larger when heating the vacuum window than
when heating L2, possibly due to the larger temperature slew rate
and larger overall temperature excursion. More importantly, there is
a clear difference in character within the set of sightlines between the
two experiments. When heating the vacuum window, all the sight-
lines show nearly the same qualitative and similar quantitative be-
havior. The angles increase 1◦ − 1.4◦ after the heater turns on, then
slowly return to the starting angle. Conversely, when L2 is heated
there is a significant variation in the behavior among the sightlines.
Rather than all sightlines experiencing a similar change in angle, the
angle changes range from −0.5◦ to +0.3◦. The edge-viewing sight-
lines (09 and 10, pink and brown) decrease in angle early in time and
then abruptly increase, while the core-viewing sightlines (01 and 02,
red and blue) are always more negative, and the sightline near the
optical axis (05, green) shows very little change. The change in DOCP
also shows variation among the sightlines when heating L2—some of
the sightlines have a DOCP that is oppositely directed to the other
sightlines early in the heating. However, the DOCP in all sightlines
behave similarly when heating the vacuum window.

To further explore the effect of stress-birefringence on measured
polarization angles, another heating experiment was conducted in
which the laser light source on the polarization generation head was
used to simulate multiple individual rays within a single mse sight-
line. The experiment was conducted at sightline 03 using linearly
polarized light with fixed polarization angle. The robotic calibration
system positioned the laser at a fixed mse viewing volume along the
beam trajectory and simulated eight optical rays by pointing the laser
at different points on the mse objective lense while the periscope near
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Figure 30: The sightline dependence of the birefringence when heating the vacuum window (VW, left) and
when heating the L2 lens doublet (right). The temperature of the element (a), the DOCP (b), and the
change in polarization angle referenced from prior to heating (c). Data from different sightlines are shown.
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and L2 change in angle. The strike-point of the laser on the objective lens is shown in the lower middle
along with the starting polarization angle at each strikepoint location.
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L2 was heated. A similar experiment was conducted while the flange
containing the vacuum window was heated.

In these tests, the rays from a given sightline all sample nearly the
same region of L2, but each ray samples different regions of the vac-
uum window. The results of the experiment are shown in Figure 31

with heating the vacuum window shown on the left and heating the
L2 lens doublet shown on the right. The location of the ray when strik-
ing the objective lens is shown in the lower center with its measured
polarization angle prior to heating.

The results show a very significant difference between heating the
L2 doublet and the vacuum window for the group of rays. When the
L2 doublet is heated all the rays experience a qualitatively similar
change in angle and circular polarization fraction. The polarization
angle becomes more negative after the heater turn on, stabilizes at a
new value, and then experiences an abrupt change after the heater
turn off. The magnitude of the change is < 0.5◦. The previous ex-
periment caused a polarization angle change of −0.3◦ on this sight-
line due to nearly identical heating of L2 when calibrating with the
Lambertian source. The results are very different when the vacuum
window is heated; there is substantial qualitative and quantitative
variation among the rays. Some rays experience a polarization angle
change up to ±15◦ while the central ray (black pluses) experiences a
change of < 0.5◦. In this experiment, rays that strike the outer portion
of the aperture (square symbols) experience a larger change in polar-
ization angle than rays that strike near the center of the aperture.
Rays that strike the lower portion of the lens experience a negative
change in polarization angle while rays that strike the high portion
of the aperture experience a positive change. There is likewise a very
large variation in the DOCP among the rays at the vacuum window,
ranging from −0.4 to +0.4.

When heating the vacuum window, the variation within the set of
rays is very large—150× larger than the desired measurement accu-
racy. The previous experiment using the uniform light source mea-
sured a polarization angle change of only +1.0◦ on this sightline un-
der nearly identical heating of the vacuum window. It is apparent that
the rays at the vacuum window experience a significantly different
polarization aberration depending on where they strike the vacuum
window, and that the average polarization aberration for the entire
sightline is a weighted average of all the individual rays. Due to the
Stokes vector nature of the average, the large variations can average
to fairly small changes in angle and DOCP of there are symmetries
in the polarization changes.

The principle stresses in the lens are dependent not only on the lo-
cal temperature gradient but on the temperature distribution across
the entire lens as it deforms as a free body. Furthermore, the lens tem-
perature distribution has a complex dependence on the temperature
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time history of the lens environment. Once the lens is birefringent,
the associated change in the polarization angle is dependent on both
the magnitude of the stress and the orientation of stress relative to the
incident polarization angle. In the experiments described above, the
temperature distribution in the lens and vacuum window are likely
very complex and thus the resulting stress magnitude and orientation
is also complex. The birefringence then changes the polarization an-
gle of the light with a dependence not only on the magnitude of the
stress but also on the relative difference between the principle stress
direction and the polarization angle.

These polarized ray-tracing experiments show that individual rays
experience a wide range of birefringence as they transit through the
optical periscope. Where the rays within a sightline are nearly fo-
cused as they transit the optical element they all sample nearly the
same stress magnitude and orientation and thus the rays have similar
polarization aberration due to stress. The mse sightlines are incident
at different points on that optical element, sampling a different lo-
cal stress orientation and magnitude. Each sightline therefore has a
significantly different net polarization aberration due to the birefrin-
gence.

At optical elements at which the rays within a sightline are near an
image of the aperture, the ensemble of rays strikes the element over a
significant fraction of its surface. Each ray in the ensemble samples a
different stress state and therefore has a different polarization aberra-
tion. However, the various sightlines have a very similar ray patterns
on the element and therefore the polarization aberrations, when aver-
aged over the ensemble of rays that comprise each sightline, will show
little variation amongst the sightlines. The customary calibration pro-
cedures that illuminate the entire objective lens and viewing volume
conceals the magnitude of this ray-dependent variation because they
average the effect out.

There are some differences between this work and the prior work
done by Ko [1] where the L2 lens doublet and L3 lens doublet were
heated. The results from heating L2 are in agreement between this
and the prior work. However, the results while heating the vacuum
window here show changes of ∼ 1 − 3◦ in polarization angle. The
prior work showed only very modest polarization angle changes (<
0.5◦) from heating the L3 doublet which is defocused similar to the
vacuum window. The argument put forward for the lack of a depen-
dence on heating was that the polarization aberrations from birefrin-
gence “average out” due to a symmetric stress and illumination pat-
tern. While polarization aberrations from birefringence can average
out, it requires very symmetric patterns of illumination and stress.
The prior work used a heating tape to heat the L3 lens uniformly
around its periphery, likely creating a symmetric stress pattern. The
current work used hot air blowers to heat the vacuum window, likely
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imposing a non-symmetric stress pattern which is more likely to oc-
cur during actual operation. This difference in heating, and the fact
that the light is more defocused at L3 compared to the vacuum win-
dow, may explain the apparent discrepancies. In operation, the stress
pattern is unlikely to be symmetric, thus polarization angle changes
averaging to zero is unlikely.

4.3.3 Importance of isc uniformity

The ray-to-ray and sightline-sightline dependence of thermal stress-
induced birefringence place stringent requirements on designs of sys-
tems that attempt to calibrate the effects of birefringence during op-
eration. For a calibration system to properly capture the diagnostic
response for all sightlines and all the possible stress states, it must
fill the diagnostic with light that is nearly identical to the illumi-
nation pattern from the beam—uniform in area and solid angle.
This is true for calibration sources placed at the viewing volume as
well as calibration sources placed at the entrance pupil. Spatial non-
uniformities in a calibration source placed across the field (i.e. at the
viewing volume) will incorrectly average the complex birefringence
in optical elements near focal points. Spatial non-uniformities in a
calibration source placed at the pupil (i.e. the objective lens) will in-
correctly average the complex birefringence in optical elements near
defocused points. It is unlikely that a calibration strategy which only
monitors a few rays or places calibration sources at the edge of the
field of view will capture the correct weighted average over all the
rays normally collected from the neutral beam.

Information from the ray-tracing experiments led to important up-
grades to the isc system. The first implementation of the isc sys-
tem was tested to determine how well it could track the changes in
the diagnostic response. The optical periscope was heated to create
stress-induced birefringence while the diagnostic observed the inves-
sel robotic calibration robot and then the isc system. Both of these
systems illuminated the objective lens with approximately the same
input polarization angles, allowing the diagnostic response inferred
from each system to be compared as a function of time.

The tests showed that the isc could track changes due to birefrin-
gence at the L2 lens doublet. However, the tests were repeated while
heating the vacuum window. An example test is shown in Figure 32

which shows the temperature at the vacuum window (a). The isc

system did not properly track the changing DOCP (b) or change in
polarization angle (c). Instead, the polarization angle measured by
the isc system showed opposite changes in polarization angle. The
isc system did not properly track any of the four polarization angles
at any of the sightlines when the vacuum window is heated—The isc

system measured the wrong diagnostic response.
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Figure 32: The isc and invessel robotic calibration systems were used to simultaneously tracking changes
in the diagnostic response due to heating of the vacuum window (a). The DOCP (b) and change in
polarization angle (c) measured with the isc and invessel robotic calibration system do not agree.

The original isc illumination system was not uniform, the illumi-
nation pattern for each wgp is shown in Figure 33 (top). Note that
each isc position had areas of very bright illumination near where
the fibers shine into the side of the backlight scatterers. The isc sys-
tem was therefore launching a different set of rays into the diagnostic
than the invessel robotic calibration system which uses a uniform
source. Because the isc system inputs the light at objective lens, spa-
tial non-uniformity leads to a non-uniformity in sampling the optical
elements which are at defocused points in the optical train, such as
the vacuum window. In effect, the isc system was performing a dif-
ferent averaging across all the input rays.

The isc illumination system was rebuilt prior to the FY14 campaign
to eliminate this problem. Each of the isc backlight scatterers was
custom-tuned to achieve as uniform illumination as possible. The
illumination pattern of the rebuilt illumination system is shown in
Figure 33 (bottom). Table 7 lists the maximum brightness divided by
the mean brightness and the standard deviation in the brightness di-
vided by the mean brightness for each of the wgp positions prior to
and after the rebuilding of the isc illumination—the uniformity was
improved by a factor of two to three.

The tests were repeated with the rebuilt, more uniform, isc illumi-
nation system. The heating of the L2 lens mount is shown in Figure
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Table 7: The uniformity of the isc illumination prior to and after rebuilding
the isc illumination system.

Property WGP A WGP B WGP C WGP D

max/ave prior to rebuild 3.2 2.2 3.1 2.1
stdev/ave prior to rebuild 0.43 0.31 0.52 0.26

max/ave after rebuild 1.3 1.3 1.6 1.5
stdev/ave after rebuild 0.12 0.10 0.15 0.13

Intensity/<Intensity>
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Figure 33: The isc illumination pattern prior to (top) and after (bottom) the rebuilding of the isc

illumination system. The intensity is normalized to the mean intensity within the objective lens aperture
for each case.



116 in-situ calibration of the diagnostic

34. Again the isc system tracks the proper response during the heat-
ing of this element. The heating of the vacuum window is shown in
Figure 35. In this case the rebuilt isc system tracks the DOCP and
change in angle during the different heating phases. This agreement
is at the ∼ 0.05◦ level. The isc tracks the changes in all four polariza-
tion angles for all sightlines within ∼ 0.2◦.

These tests indicate that with the rebuilt, uniform illumination
source, the ISC system properly captures changes in the diagnostic
response due to birefringence at both elements in the optical sys-
tem where a sightline is focused and defocused. It should be noted
that these heating tests were much more severe than what is typically
observed during diagnostic operation, particularly for the heating of
the L2 lens mount. Therefore, one should expect the rebuilt isc sys-
tem to properly track changes in the diagnostic response at changes
in polarization angle up to a few degrees.

4.3.4 Observations of birefringence during operation

The isc system was used to observe changes in the diagnostic re-
sponse during tokamak operation, confirming the presence of time-
varying birefringence in the optics. An example from a single mse

sightline is shown in Figure 36. The isc system was used to input
three polarization angles (the fourth angle was not operating cor-
rectly) allowing the DOCP (d) and change in polarization angle (e) to
be measured. All three isc polarization measurements show similar
changes in polarization angle as a function of time, with a magnitude
of < 1◦ change over the experimental run day. The two orthogonal an-
gles (blue solid and dashed) show opposite changes in DOCP indicat-
ing that the changes in diagnostic response are due to birefringence.
The changes in DOCP most closely follow the temperature difference
across the vacuum window, indicating this element is a likely cause
of the changes.

The isc system can also be used to track large changes in the di-
agnostic response over long periods of time. Figure 37 shows an ex-
ample where the the isc system is used to measure the diagnostic
response over the course of 36 hours. The invessel components ex-
perience relatively minor temperature changes (except for the heat
shield) during the runday (a). However, the external components, par-
ticularly the vacuum window, experience large changes, decreasing
in temperature by 75◦C (b), and developing large temperature differ-
ences (c). The DOCP (d) and change in polarization angle (e) are large
and variable during the runday with significant sightline dependence.
The DOCP reaches almost 0.5 at some periods, indicating that the op-
tics developed ∆ > 0.07 waves of retardance. During the overnight
periods, when the machine is not being operated, the polarization an-
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Figure 34: The isc and invessel robotic calibration systems were used to simultaneously track changes in
the diagnostic response due to heating of the L2 lens doublet (a) after the isc illumination uniformity was
corrected. The DOCP (b) and change in polarization angle (c) measured both systems agree.

  
 

 

VW inside G−side

              

40

80

120
Temp [C] (a)

  
 

 

              

−0.2

0.0

0.2
DOCP [-] (b)

  
 

 

 −1   0   1   2   3   4   5   6   7   8   9  10  11  12
Time since heater turn on [hrs]

−1

0

1

2
Change in angle [deg] (c)

Invessel @1 deg
ISC @ 2 deg

Exp 14, sightline 09

Figure 35: The isc and invessel robotic calibration systems were used to simultaneously track changes in
the diagnostic response due to heating of the vacuum window (a) after the isc illumination uniformity was
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gle and DOCP are fairly constant (except for a period at midnight
where vessel wall cools, changing the DOCP).

The isc system can also be used to track the diagnostic response on
the fast timescale. Figure 38 shows the diagnostic response change
from a period within the runday shown in Figure 37. Each plasma
discharge heats the mse heat shield but does not affect the tempera-
ture of the internal optics (a). However, the cryogenic cooling of the
tokamak magnets after the discharges has a large effect on the tem-
perature of the vacuum window and external optics (b), decreasing
their temperature by ∼ 10◦C. The temperature then increases before
the next discharge but generally ratchets down in temperature across
the runday. A large and variable temperature difference develops
across the vacuum window (c). The DOCP (d) and change in polar-
ization angle (e) are smoothly varying on the measurement timescale,
consistent with the timescale of thermal birefringence shown in Fig-
ure 28. The changes in DOCP and polarization angle are clearly re-
lated—they show the same “cusp” time trajectories between the dis-
charges. This trajectory is similar to the temperature and tempera-
ture difference of the vacuum window. The timescale of the changes
to the diagnostic response validates the isc calibration strategy of
calibrating within seconds of every discharge. Note that one plasma
discharge cannot be used to obtain the diagnostic response for a dif-
ferent discharge 15 minutes later in the presence of this amount of
birefringence.

The time dependence of the change in DOCP and polarization an-
gle suggest that the vacuum window is the cause of birefringence
in the mse optics (note: the internal periscope was thermally iso-
lated during this campaign). Further database studies showed that
the amount of DOCP was well correlated with the temperature differ-
ence across the vacuum window.

4.4 thermal control of the diagnostic

The identification of stress-induced birefringence in the L2 lens as-
sembly during previous work [1] led to the development of a thermal
isolation system to stabilize the temperature of the invessel periscope.
This system was installed as part of this work for the FY09 campaign
and all of the work completed in this thesis was done with this sys-
tem completed. However, as the observations discussed in the previ-
ous section indicate, this was not successful in stabilizing the diag-
nostic response. The system met its thermal isolation goals but only
marginally decreased the birefringence in the diagnostic.

The understanding that stress-induced birefringence can occur in
any of the ten transparent optical elements, and can significantly
affect the polarization, led to the development of thermal control
schemes for the entire mse periscope, particularly the vacuum win-
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Figure 37: The isc is used to track the diagnostic response across a 36 hour period. The temperature of the
invessel components (a) and the external components (b) which change significantly and develop ∼ 50◦C
across the vacuum window (c). The DOCP (d) and change in polarization angle (referenced to the values
during invessel calibration) are shown (e).
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dow. The development of the passive thermal isolation system for the
internal periscope and the active thermal control system for the ex-
ternal periscope is described in Reference [13]. The goal being to not
only in-situ calibrate the diagnostic, but also eliminate or substan-
tially reduce the diagnostic response changes.

The thermal isolation of the internal components limits the tem-
perature slew rate of the internal optics to < 2◦C per hour with
temperature differences across the internal periscope of < 1◦C, an
improvement of an order of magnitude in both quantities. The exter-
nal, active thermal control system maintains the external optics and
vacuum window at a constant temperature. This system limits the
temperature change of the external optics to < 1◦C and the temper-
ature change of the vacuum window to < 10◦C with temperature
differences across the vacuum window of ∼ 5◦C. This represents an
improvement in the thermal environment of ∼ 5− 10 compared to the
conditions without thermal stabilization.

The impact of the active thermal control scheme on the diagnostic
response was tested using the isc system. The results of these tests are
shown in Figure 39. The active thermal control system on the exter-
nal optics was disabled (left)1 and the resulting diagnostic response
changes were compared to a similar runday with the system enabled
(right). The active thermal control system stabilizing the temperature
of the vacuum window (a) in addition to all the external optics. The
resulting DOCP (b) and change in polarization angle (c) as measured
by the isc system are much more stable and smaller (note the change
in scale) with the active thermal control system enabled. The active
thermal control system limits the change in polarization angle mea-
sured with the isc system to < 0.2◦.

4.5 verification of the diagnostic operation

In addition to tracking the diagnostic response using the isc sys-
tem, the diagnostic response can also be tracked using light from the
beam. These tests are performed during experiments where the target
plasma is repeated as some parameter other than the magnetic geom-
etry is varied discharge-to-discharge. Typically, only the first portion
of the discharge is used to infer the diagnostic response since con-
ditions change later in the discharge as different amounts of lhcd

or icrf power is applied or some other condition is varied. The tests
allow changes to the diagnostic response to be determined under illu-
mination conditions that are identical to those experienced in normal
operation of the diagnostic.

The results of one such scan during a runday in FY12 (prior to
the rebuilding of the isc illumination system) is shown in Figure 40.
The polarization angle measured from the beam changes discharge-

1 The internal system is passive and thus always remains in place.
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to-discharge for all sightlines, indicating the diagnostic response was
changing. This behavior is similar to that discussed in reference [1] de-
spite the installation of the passive thermal control system proposed
in that work. The change in the polarization angle is ∼ 1◦, with the
largest changes occurring at the edges of the field of view in a similar
manner to that observed during the invessel heating tests. The DOCP
measured using the beam was also changing in these discharges, con-
sistent with stress-induced birefringence.

The isc system did not measure the same changes in the diagnos-
tic response as measured using the beam in this test—this was before
the isc illumination was rebuilt. The isc system showed changes that
were at times oppositely directed to those inferred from the beam
during this test similar to that shown in the heating tests previously
discussed. These observations prompted the rebuilding of the isc il-
lumination system after the FY12 campaign.

The beam was again used to determine the diagnostic response
changes after the installation of the isc and thermal-isolation up-
grades. The results of the tests are shown in Figure 41. The diag-
nostic response is evidently stable throughout the run day, indicating
that the active control system successfully stabilizes the diagnostic.
The discharge-to-discharge variability of the diagnostic response was
only marginally (∼ 30 percent) larger than the uncertainty estimate of
the individual beam pulse measurements compared to much larger,
systematic changes prior to the installation of the active thermal con-
trol system. The isc also indicated that the diagnostic response was
constant during the run day, demonstrating agreement between the
two methods to measure the diagnostic response under vacuum.

Tests were attempted with the active thermal control system dis-
abled to compare changes in the diagnostic response measured with
the isc system to those measured with the neutral beam when the
diagnostic response was drifting. However, this led to technical diffi-
culties—disabling the thermal control system caused a small vacuum
leak—and thus these tests were abandoned. This experiment will be
revisited in the future to demonstrate that the isc system can accu-
rately track a time-varying diagnostic response when compared to
the diagnostic response measured from the beam.

4.6 summary : accounting for a changing diagnostic re-
sponse

A comprehensive calibration strategy was developed to understand
errors from birefringence, to account for it during operation, and to
enable the development and qualification of mitigation techniques.

An invessel robotic calibration system that can accurately calibrate
the diagnostic to < 0.03◦ was fielded. This system, the first of its
kind, was used to determine the diagnostic’s susceptibility to the
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Figure 40: The change in polarization angle measured by observing the neutral beam in identical plasmas
without the external active thermal control system enabled. The polarization angles are referenced to the
value at the first shot of interest. Data taken from four different times in the plasma pulse are shown.
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Figure 41: The change in polarization angle measured by observing the neutral beam in identical plasmas
with the external active thermal control system enabled. The polarization angles are referenced to the value
at the first shot of interest. Data taken from three different times in the plasma pulse are shown.
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different systematic errors and to investigate the character of these
errors. Thermal stress-induced birefringence was found to be impor-
tant in many of the transparent diagnostic elements, contradicting
previous analysis [1]. Tests indicated that thermal stress-induced bire-
fringence creates a non-linear polarization aberration with character-
istics very close to the theoretical predictions of retardance discussed
in Chapter 3. The polarization aberration was found to be highly ray-
dependent. Optical elements placed near intermediate focal points
create minimal ray-to-ray variation within a sightline but significant
sightline-to-sightline variation. Optical elements placed near images
of the aperture create significant ray-to-ray variation within a sight-
line but much less sightline-to-sightline variation. The final sightline
aberration is the weighted average across a disparate collection of
polarization aberrations. This is the first known discussion or experi-
mental result highlighting the importance of ray-dependent effects in
mse-lp diagnostics.

Knowledge of the specific type of polarization aberration in the di-
agnostic informed the development of a in-situ calibration system to
calibrate the diagnostic at any time during operation. This system,
termed the inter-shot calibration system (isc), inputs linearly polar-
ized light into the diagnostic lens. This system has four different cal-
ibration sources, each with a different polarization angle chosen to
capture the character of the diagnostic response. The isc system pro-
duces high quality polarized light that fills the diagnostic objective
lens, is repeatable to better than 0.05◦, and has proven to be very re-
liable. It was determined that the isc system could only capture the
actual diagnostic response when it illuminated the objective lens with
uniform polarized light intensity. A comparison between the isc and
the robotic calibration system demonstrated that the isc can properly
track changes in systematic errors in the diagnostic with a uniform
source.

The isc was used to monitor the diagnostic response changes dur-
ing plasma operation. It was found that the changes in polarization
angle are accompanied by changes in DOCP—indicating that the cul-
prit is indeed birefringence. The isc system showed that the birefrin-
gence can cause very large changes on a between-discharge timescale.
The data indicated that the temperature changes of the external op-
tics were likely responsible for the birefringence, particularly from
the vacuum window.

This data led to the development and deployment of an active ther-
mal control system for the external optics to complement the passive
thermal isolation system installed for the internal optics. Tests using
the isc system showed that this eliminated the drift in the diagnos-
tic response. The diagnostic response was also monitored by firing
the neutral beam into identical plasma discharges. This technique
showed changes in the diagnostic response at the level of 1◦ prior
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to the installation of thermal isolation. After the installation of the ac-
tive thermal control system and the rebuilding of the isc illumination
system this test was repeated. The results showed that the diagnostic
response was constant in time, which was confirmed by the isc.

The specifics of the c-mod isc system do not transfer to a burning
plasma (though are applicable on future and current non-burning
plasma experiments) due to the choice of materials. The wgp, back-
light scatterer, and fiber optics are all acting in transmission and
would not survive the neutron fluence at the front of the diagnos-
tic optical train. However, the concept of using a small number of
mechanically-operating calibration sources is applicable. Future de-
vice will have shutters and mirror-cleaning systems that will need
to move in vacuum and the light could be delivered via mirrors to
neutron-resisting polarizers acting in reflection. Furthermore, knowl-
edge of the expected types of polarization aberrations can be used to
inform the choice of optimal calibration angles.

The impact of spatial and temporal variation can have general con-
sequences outside transmissive optics. The uncontrolled deposition
of thin films on mirrors during plasma operation in next-generation
devices is likely to have many of the same consequences as thermal-
stress induced birefringence. These films create spatially non-uniform
diattenuation and retardance across the surface of the mirror. Plasma-
facing mirrors could therefore create time- and ray-dependent aber-
rations that differ from the stationary aberrations arising from imper-
fect mirror properties at the time of installation. To properly capture
this effect would require a full-field illumination calibration system.
A calibration strategy which relies on using only a small portion of
the field, (or a few rays) is unlikely to properly capture the aberra-
tions which occur in a fully illuminated sightline. Fortunately the
changes in diattenuation and retardance from mirror modification
have a well-defined and fixed diattenuation and fast axis set by the
mirror orientation.
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5
I M PA C T O F P O L A R I Z E D B A C K G R O U N D O N
M S E - L P M E A S U R E M E N T S

Chapter goals:

• Discuss how partially-polarized background subtraction affects
mse measurements

• Determine the mechanism that polarizes the background light

• Identify the sources of the light that becomes polarized

• Discuss the impact of these sources on c-mod and future de-
vices

5.1 polarized background
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Figure 42: Various sources of light exist in the
spectral region in addition to the mse σ

(yellow) and π (green) light. Some of these
sources are collected by the mse narrow
bandpass filters (gray) and are thus mse

background.

The mse diagnostic collects not only emission
from the neutral beam: The narrow bandpass
spectral filters also collect emission from several
other sources in the plasma that produce light in
the mse wavelengths. Figure 42 illustrates the var-
ious sources of light that can exist “underneath”
the mse emission. These sources of light comprise
the “mse background” and are described in Sec-
tion 5.3.

The mse diagnostic is not sensitive to this back-
ground light if the light is unpolarized. However,
c-mod’s experience with mse indicates that the
background light is actually partially-polarized.
An example discharge is shown in Figure 43. The
dnb is modulated on and off (a), which modu-
lates the total light collected by the diagnostic.
The beam contribution to the total light collection
is small compared to the total background light
(b). Between beam pulses, the polarized light col-
lected by the diagnostic (c) does not disappear, indicating that the
background has a polarized component. The ratio of the beam en-
hancement in the polarized light to the background polarized light
is plotted as a function of the ratio of the beam enhancement in to-
tal light to the total background light for two sightlines (d). Note that
there is a strong correlation between these two ratios, though with sig-
nificant scatter. This shows that, in c-mod, the background emission is
always partially-polarized and the polarized intensity can vary over
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and a large increase in the linearly polarized light (c). The ratio of the polarized beam contribution to the
polarized background contribution is plotted vs. the ratio of the total beam contribution to the total
background contribution for two representative mse sightlines (d).

several orders of magnitude. As will be discussed throughout this
chapter, the fact that there is always a partially-polarized background
has significant consequences for the mse diagnostic—unlike most di-
agnostics, a signal to background ratio of 10 is typically insufficient
for useful mse measurements.

5.1.1 The impact of background subtraction on the mse measurement

The mse diagnostic collects the polarized mse light from the beam and
the polarized background light simultaneously and fundamentally
cannot distinguish between the two sources:

I

Q

U

V


meas

=


I

Q

U

V


beam

+


I

Q

U

V


bkgd

(41)

Therefore, the polarized background must be estimated and subtracted
from the measurement to obtain the contribution from the beam.
However, since the background cannot be measured directly, this esti-
mate is imperfect. The misestimation will lead to a misestimate in the
component from the beam. Recall that the measured Stokes compo-
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nent is comprised of the actual background and actual beam emission
yielding:
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beam
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bkgd

−
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bkgd

(42)

An important question is then: How does an imperfect background
estimate lead to an error in the estimated polarization angle from
the beam? It is often more intuitive to describe polarization in terms
of linear polarization intensity and polarization angle than with the
Stokes vectors themselves.1 Therefore, the calculation is transformed
into these quantities using the relations L =

√
Q2 +U2,Q = L cos(2θ),

and U = L sin(2θ). The background polarization is parameterized in
terms of the background polarization angle θbkgd, the background lin-
ear polarization intensity Lbkgd, while the beam has polarized inten-
sity Lbeam, and the beam polarization angle θbeam. This transformation
gives the two estimated linear Stokes vectors Q:

Lest
beam cos(2θest

beam) =

Lbeam cos(2θbeam) + Lbkgd cos(2θbkgd) − L
est
bkgd cos(2θest

beam)

and U:

Lest
beam sin(2θest

beam) =

Lbeam sin(2θbeam) + Lbkgd sin(2θbkgd) − L
est
bkgd sin(2θest

beam)

With improper background estimates, the estimated beam angle will
differ from the actual beam angle: θest

beam = θbeam + ∆θbeam. The two
equations can be combined into a single equation to describe the back-
ground’s effect on the estimated beam polarization angle:

tan(2(θbeam +∆θbeam)) =

Lbeam sin(2θbeam) + Lbkgd sin(2θbkgd) − L
est
bkgd sin(2θest

beam)

Lbeam cos(2θbeam) + Lbkgd cos(2θbkgd) − L
est
bkgd cos(2θest

beam)
(43)

Equation 43 is exact, though not very tractable. To make progress, it
is therefore assumed that the estimate in the background polarization
angle is perfect: θest

bkgd = θbkgd, but the intensity of the background is

1 The actual background compensation computations are done Stokes component-
wise.
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misestimated by a relative amount f: Lest
bkgd = (1− f)Lbkgd. Under these

assumptions the preceding equation becomes:

tan(2(θbeam +∆θbeam)) =
Lbeam sin(2θbeam) + fLbkgd sin(2θbkgd)

Lbeam cos(2θbeam) + fLbkgd cos(2θbkgd)
(44)

The ratio of the beam linear polarized light to the background lin-
ear polarized light can be parameterized with a polarized signal to
background ratio SB = Lbeam/Lbkgd yielding:

tan(2(θbeam +∆θbeam)) =
sin(2θbeam) + f

SB sin(2θbkgd)

cos(2θbeam) + f
SB cos(2θbkgd)

(45)

This problem lends itself to complex analysis. Which after some
algebra reduces to:

sin(2∆θbeam) = −
f

SB
sin
(
2
(
θbeam − θbgkd −∆θbeam

))
(46)

It is assumed that f is small and SB is large, leading to a small
∆θbeam that allows the small angle approximation:

∆θbeam ≈ −
f

2 SB
sin
(
2
(
θbeam − θbgkd

))
(47)

And for ∆θbeam in degrees this becomes:

∆θbeam ≈ −28.67
f

SB
sin
(
2
(
θbeam − θbgkd

))
[deg] (48)

The effect of misestimating background polarization angle can be
approached in a similar manner. Instead of assuming a perfect esti-
mate in background polarization angle and an imperfect estimate in
intensity, one instead assumes a perfect estimate in intensity and an
imperfect estimate in polarization angle: Lest

bkgd = Lbkgd and θest
bkgd =

θbkgd +∆θbkgd. Substituting these relations into Equation 43 yields:

tan(2(θbeam +∆θbeam)) =

sin(2θbeam) + 1
SB sin(2θbkgd) −

1
SB sin(2θbkgd + 2∆θbkgd)

cos(2θbeam) + 1
SB cos(2θbkgd) −

1
SB cos(2θbkgd + 2∆θbkgd)

(49)

Again, this can be approached with complex analysis. After signif-
icant algebra the result is:

sin(2∆θbeam) =
1

SB
sin(2(θbeam − θbgkd +∆θbeam −∆θbkgd))

−
1

SB
sin(2(θbeam − θbkgd +∆θbeam)) (50)
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By substituting K1 = 2
(
θbeam − θbkgd +∆θbeam

)
and K2 = −2∆θbkgd

and using trigonometric identities, this can be recast as:

sin(2∆θbeam) =
1

SB
(sinK1 (cosK2 − 1) + cosK1 sinK2)

Assuming K2 is small (i.e., there is not a large uncertainty in the
background angle) allows the use of the small angle approximation:

sin(2∆θbeam) ≈ K2
SB

(
cosK1 −

K2
2

sinK1

)
A further assumption that

∣∣∣K2SB

∣∣∣ << 1 allows the use of the small angle
approximation for ∆θbeam:

∆θbeam ≈
−∆θbkgd

SB
(
cos
(
2
(
θbeam − θbgkd

))
+∆θbkgd sin

(
2
(
θbeam − θbgkd

)))
Which to first order in ∆θbkgd is then:

∆θbeam ≈
−∆θbkgd

SB
cos
(
2
(
θbeam − θbgkd

))
(51)

Equations 48 and 51 parameterize the consequences of polarized
background for mse-lp diagnostics. It is important to realize that the
effect of misestimating the background is not to input additional sta-
tistical scatter, but to systematically skew the derived beam polar-
ization angle. The systematic error is nearly linear in the uncertain
parameter and inversely related to the polarized-signal-to-polarized-
background ratio, SB. In an actual implementation, both the back-
ground intensity and polarization angle are uncertain, and both con-
tribute to systematically altering the polarization angle from the beam.

Figure 44 illustrates the effect of background estimation uncertainty
on the operational space of a mse diagnostic. The y axis is the uncer-
tainty in the polarization angle from the beam due to misestimation
of the background polarization in degrees. The x axis is the polarized-
signal-to-polarized-background ratio. Lines of constant misestimates
of the relative intensity f (gray) and constant misestimates of the back-
ground polarization angle ∆θbkgd (red) are shown. It is assumed for
each case that the background polarization angle is in the least favor-
able orientation. The target measurement uncertainty for measure-
ments from the beam, ∆θbeam = 0.1◦, is shown as a horizontal dashed
line. Recall that the uncertainty in the polarization angle translates to
a larger uncertainty in the magnetic pitch angle due to the geometric
projection.

Completely neglecting to subtract the background (f = 1) can lead
to errors above the target when the polarized signal-to-polarized back-
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ground ratio is below 300. For mse systems operating at SB < 100, the
uncertainty due to background subtraction can be the dominant un-
certainty in the measurement, requiring very accurate estimates of
the background polarization properties. Achieving the desired mea-
surement uncertainty with SB < 10 is very challenging, requiring the
background intensity to be estimated to better than 4% and the an-
gle to be estimated to better than 1◦. Table 8 gives some examples
of the required background estimate at different polarized-signal-to-
polarized-background ratios.

Table 8: How well the
background polarization must
be estimated in order to
achieve an uncertainty in beam
polarization angle of less than
0.1◦.

SB f ∆θbkgd

1 < 0.003 < 0.1◦

5 < 0.02 < 0.5◦

10 < 0.04 < 1◦

50 < 0.17 < 5◦

100 < 0.4 < 10◦

Fortunately, with a more intense polarized background it
is easier to measure the background polarization angle and
polarized intensity since more background photons are avail-
able. Therefore, if the low SB is primarily caused by an intense
background polarization, then the ability to estimate the back-
ground likely increases as SB decreases. Minimizing the spec-
tral width of the bandpass filters that select the mse emission is
also important to avoid collecting excess background light, and
thus lowering SB.

Many existing mse systems operate at high SB, meaning they
may not need to subtract the background at all. This is the case
for mast, diii-d, and nstx. However, other experiments have
reported problems due to background subtraction. jet reports
observing polarized light from ELMs [1, 2]. jt60-u also observes
ELMs in their mse polarization angles [3, 4]. tore supra reports
angle changes up to 2◦ due to reflections from glowing compo-
nents [5]. The diii-d “radial” array observes a current and field de-
pendent “drift” of up to 8◦ in the pitch angle derived from this array
[6]. Many, or most, of these problems are likely due to errors in back-
ground subtraction. The mse diagnostic is unusual in that it requires
such a high signal-to-background ratio, much greater than that typi-
cally accepted by other tokamak diagnostics. This is due to the very
high polarization angle accuracy required to make meaningful mea-
surements. The diagnostic has been successful to date because of the
high polarized-signal-to-polarized-background ratio environments it
has been operated in—there is not a large amount of polarized light
inside the many existing tokamaks. Though this is not the case for
c-mod and likely other future devices, as will be discussed in the rest
of this chapter.

5.1.2 Scaling of the polarized-signal-to-polarized-background ratio

The proceeding analysis shows that the scaling of the polarized sig-
nal to the polarized background ratio in different plasmas will set
the operating limits of an mse diagnostic when background subtrac-
tion is important. This will be the case even if sufficient photons are
collected from the beam to make a high quality polarization angle
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Figure 45: The statistical variability in the calculated pitch angle for two sightlines as a function of the
polarized-signal-to-polarized-background ratio and the line-integrated density. Adapted from [7].

Figure 46: The measured
polarized-signal-to-polarized-background ratio, SB,
for three mse sightlines during the 2014

experimental campaign plotted as a function of
line-averaged plasma density.

measurement in the absence of polarized background. Previous work
by Ko [7], reproduced in Figure 45, showed that the statistical scatter
in the measured pitch angle had a strong scaling with the polarized-
signal-to-polarized-background ratio while the second strongest scal-
ing was with the the line-integrated density.

Database studies were performed on data from the c-mod mse sys-
tem to determine how the SB scales with important plasma parame-
ters. Figure 46 shows that the measured polarized signal-to-polarized
background ratio, SB, has a strong inverse scaling with density. This
was the strongest scaling found, though there is much scatter in the
plots indicating there must be other hidden parameters. Above line
averaged densities of 2× 1020m−3 on c-mod, the SB is rarely greater
than 10, potentially leading to significant errors due to background
subtraction.
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Figure 47: An example of beam modulation
time-interpolation for the quantity proportional to U
(Amplitude at 44kHz). During the single beam pulse,
the background and beam emission are
simultaneously collected (top red). For the
remainder of the discharge, the background is
collected alone (black). During the beam pulse, the
background is straight-line time-interpolated (green)
using the measurements just before and after the
beam pulse. This estimate is subtracted from the
measurement to yield the net signal (lower red).
Note that there are times when this type of
straight-line time-interpolation would not properly
account for the background (yellow highlight).
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5.1.3 Time-interpolation is often insufficient

A common method to estimate the background in beam-based diag-
nostics is to time-interpolate the background using beam-off periods,
a scheme commonly used for mse on c-mod and other devices. This
the method was used for all the physics data presented in the later
chapters of this thesis.

To use time-interpolation, the beam is intentionally turned off occa-
sionally, allowing the background Stokes vector to be measured. Then,
during the beam-on phase, the Stokes vector of the combined back-
ground and beam is measured. The background Stokes vector com-
ponents are then straight-line time-interpolated each of across the
beam pulse using the measured background before and after each
beam pulse. The time-interpolated Stokes vector is subtracted from
the measured Stokes vector on the microbin (every 2− 5ms) timebase
to yield the Stokes vector solely from the beam. The polarization an-
gle from the beam is then calculated on the microbin timebase from
the Stokes components and averaged for 20− 60ms to reduce the stat-
ical uncertainty in the beam polarization angle. The magnetic pitch
angle is calculated on the microbin timebase using the geometry pro-
jection factor and averaged in the same manner and then used in
reconstructions2. The process for a single Stokes component is shown
in Figure 47.

This time-interpolation method for estimating and subtracting the
background is problematic for several reasons:

1. Changes in either the background polarized intensity or polar-
ization angle (or equivalently U and Q) are not captured using
a straight-line trajectory. For example, placing the beam pulse at

2 In practice these calculations are performed using the apd output voltages measured
at the two pem’s second harmonics, which are proportional to the Stokes vector
components U and Q.
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the shaded position in Figure 47 and time-interpolating across
the pulse would miss the peak in the emission. After back-
ground subtraction, the signal attributed to the beam would
then be too high for this Stokes component.

2. No mse measurement is available when the beam is off.

3. The short background measurements are noisy, leading to er-
rors in interpolation.

4. Though not a problem on c-mod due to the weak neutral beam,
modulating the heating beams on other tokamaks changes the
heating power and heating mix. It is unclear if future devices
will be able to modulate their heating beams on the required
timescale.

5. The use of time-interpolation is incompatible with using the
mse measurement for real-time control applications—the next
beam-off measurement is not known.

Experience with mse signal levels, desired time resolution, mea-
surement timing, and background variability is used to select appro-
priate beam-on and beam-off intervals. In practice this usually results
in 10− 20ms beam-off periods. The beam-on periods are then made
to be 50 − 80ms to allow sufficient signal collection for a mse mea-
surement and to give the beam voltage and current time to settle.
Significant effort is expended planning the beam timing in order to
minimize the problems due to background subtraction. Changes in
the heating power, plasma confinement mode, and impurity content
are known to cause changes in the background that can cause an
undiagnosed change in the background.

If the magnetic geometry is stationary and if the beam voltage is
constant the beam should produce a constant polarization fraction
and polarization angle over the length of the beam pulse. Incorrect es-
timation and subtraction of polarized background can often be iden-
tified by examining individual beam pulses for deviation from these
characteristics at times when the background is expected to change
such as due to heating faults. Examples of a discharges with correct
and incorrect background subtraction are shown in Figure 48. These
two discharges differed only in density (lower density on the left) and
that in one of them had faults in the lhcd power (right). The inferred
polarization fraction and polarization angle from the beam emission
differ significantly during the lhcd faults relative to their values in
the companion, non-faulting, discharge. The speed and extent of the
change in polarization angle is too fast and large to represent changes
in the magnetic geometry.

In practice, estimating the background using time-interpolation lim-
its the achievable accuracy of the estimated intensity, f, to 0.1− 0.5
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Figure 48: An example of incorrect background subtraction due to the failure of straight-line
time-interpolation. Two nearly identical discharges with lhcd applied are compared, one without any
lhcd faults (left) and one with faults around 1s (right). The dnb ion current and lhcd power were nearly
identical (a) in each discharge. The Dα was brighter and more transient in the faulting discharge (b). The
background is estimated using time-interpolation across each beam pulse and subtracted from the total
polarized signal to yield the polarization fraction (c) and the polarization angle (d). The periods where the
lhcd started, stopped, or faulted which led to large, spurious changes in the inferred polarization
properties from the dnb are highlighted in blue. Note that most beam pulses show constant polarization
fraction and angle throughout the pulse as one would expect.
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Figure 49: The uncertainty in the in the polarization
angle from the beam ∆θbeam vs the polarized signal
to polarized background ratio SB. The operating
regime of the c-mod mse diagnostic using beam
modulation with time-interpolation is shown. Many
other mse systems operate at high SBs, and do not
require extensive background subtraction.
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and the achievable accuracy of the estimated background polariza-
tion angle to ∆θbkgd to 1◦− 10◦ for many of the discharges of physics
interest on c-mod. This makes background subtraction a dominant
uncertainty for the alcator c-mod mse diagnostic except at the low-
est densities and powers as shown in Figure 49. Many modes of
operation with varied heating powers or the likelihood of heating
systems tripping off during beam pulses are precluded due to back-
ground subtraction issues. The discharges used for physics study to
date, including in this thesis, have predominately been at low densi-
ties and only data when the plasma was quiescent during the beam-
on period and the preceding and following beam-off periods is used
for reconstructions. Even in these cases the analysis output for each
beam pulse is examined to ensure there are no problems due to using
time-interpolation to estimate the background that would skew the
measurement past what would be incorporated into the estimated
uncertainty.

Therefore, a better understanding of the polarized background—and
a better method to estimate it—is required to extend the mse measure-
ment on c-mod into more interesting operating regimes.

5.2 polarization upon reflection

Very few sources of light inside the vessel emit grossly linearly po-
larized light3. However, there are many sources of unpolarized light
in the tokamak. Therefore, to produce a large polarized background,
a mechanism is required to transform unpolarized light into polar-
ized light. The most obvious mechanism is reflection from a surface
which partially polarizes the light.The exact details of the polariza-
tion after reflection depend sensitively on both the optical properties
of the surface and the angle of incidence.

3 Examples include: Zeeman split atomic lines which are split too narrowly to be a
problem for mse, and synchrotron emission covered in Appendix D
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Figure 50: c-mod’s interior is composed of
highly reflective metals, surface films, and
complex component geometries. Photo credit:
Robert Mumgaard

The interior of the a tokamak is composed of
many complicated surface geometries. This is par-
ticularly true inside c-mod due to the numerous
components mounted on the vessel wall and the
lack of a close-fitting first wall near the plasma.
Unlike the interior of many existing tokamaks,
which are covered in poorly reflecting carbon
tiles, c-mod’s internal components are made of
reflective metals as shown in Figure 50.

Due to spatial constraints inside the vessel, the
c-mod mse diagnostic does not have a dedicated
view dump as is common in other tokamaks. In-
stead, the sightlines, which come to a focus in
the plasma, expand and terminate on the icrf an-
tennas on the opposite wall. Figure 51 shows the mse views backlit
onto the the antenna. Note the expanded views from neighboring mse

sightlines largely overlap and cover much of the antenna surface.

Figure 51: mse sightlines backlit to show the
viewing volume projection onto the D and
E-port icrf antennas. The image is composed
of multiple photos.

An experiment was conducted during a main-
tenance period to test whether reflection from
the antenna contributes to the partially polarized
background. Nominally unpolarized light from a
bright source was shined onto the antenna, and
moved around the poloidal plane manually while
the mse diagnostic observed the light reflected off
the antenna. This experiment shows the linear po-
larization fraction of the reflected light is fairly
high, 0.4−0.6, while the circular polarization frac-
tion is low, < 0.05. This indicates the reflected
light is partially linearly polarized with little el-
lipticity, consistent with a sub-unity s-p reflection
ratio and little phase shift from the antenna sur-
faces.

These results prompted a comprehensive survey of the reflection
properties of the antenna. A novel polarization-sensitive camera was
constructed that can measure the total intensity, linear polarization
fraction, and polarization angle (or equivalently I, Q, and U) of an
image. The development and testing of this camera is discussed in
Reference [8]. The camera was placed at the approximate location
of the mse objective lens and pointed at the antenna. Unpolarized
red light was shined onto the antenna from outside of the camera’s
field of view while polarization exposures were taken. The results are
shown in Figure 52.

It is immediately apparent that the antenna creates complex po-
larization with the polarized intensity, angle, and fraction that vary
significantly as a function of source angle. So although the mse sight-
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Figure 52: Unpolarized light was shined onto the antenna from near B-port. A linear polarization camera
was placed at the location of the mse objective to image the reflected light (a). The total (red) light reflected
from the antenna (b). The total linearly polarized light reflected from the antenna (c). The polarization
angle of the reflected light with 0◦ corresponding to roughly vertical (d) and the linear polarization
fraction of the reflected light (e).
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Figure 53: Images of the linear polarization angle of light reflected from the icrf antennas from sources at
different locations: from a source at the upper divertor (top left), midplane (middle left) and lower divertor
(lower left). The polarization properties are Stokes component-averaged over the footprint of the mse

sightlines to obtain the polarization angle (upper right) and the polarization fraction (lower right) for each
sightline from each source location.

lines each cover a large area of the antenna surface, they are actually
integrating a complex spatial field (integrating in Stokes vectors).

The location of the unpolarized light source was moved in the
poloidal plane to determine what effect the source location had on
the polarization properties of the antenna. The results of this experi-
ment are shown in Figure 53. There is a significant change in the po-
larization angle as the location of the source is changed, likely due to
the change in angle of incidence. The complexity of the antenna (and
its many curved surfaces) guarantees that wherever the light origi-
nates, some of it is reflected toward the mse diagnostic. To estimate
what the individual mse sightlines would measure for the different
source locations, the pixels inside each of the mse sightline viewing
footprints were summed Stokes vector-wise. As the source moves up
and down, the resulting polarization angle also moves up and down.
The light at the midplane produces nearly vertical polarization an-
gles. The polarization angles are smoothly varying across the sight-
lines. This source-position-dependent effect can be used to locate the
source of the emission in a plasma discharge via the detected light’s
polarization angle. All of the source positions produce reflected light
with nearly the same polarization fraction. Interestingly, sightlines
six and seven fall into the space between the antennas, resulting in
slightly lower polarization fractions.
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Figure 54: The total polarized intensity (top) and
linear polarization fraction (bottom) of light
reflected from the icrf antennas. The different
antenna components and materials are called out. It
can be assumed that most of the materials have a
thin layer of boron deposited on them due to wall
conditioning. The pixelated black spots on the top of
the antenna straps are due to saturation in the
polarization camera.
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Figure 54 shows the polarization intensity (top panel) and linear po-
larization fraction (bottom panel) from the various material surfaces
on the antennas. Most of the surfaces produce significant polarized
light. The dielectric coated Faraday rods create particularly bright po-
larized light at very high polarization fractions. The copper straps be-
hind the rods are highly reflective (see Figure 52 panel B) but produce
low polarization fractions and moderate polarization intensities. The
tiles surrounding the antenna produce high polarization fraction and
intensity. The boron-coated molybdenum tiles on the outer divertor
“shelf” produce high polarization fractions while the stainless steel
cable trays between these tiles and the antenna produce low polar-
ization fractions. Interestingly, the light reflected from the inner wall
must be a secondary reflection since these tiles do not have a direct
line of sight to the unpolarized source (the only source of light in the
vessel).

Essentially, the icrf antenna view dump acts as a large polarizing
reflector for any light in the tokamak. The complex geometry makes
the antenna act as if it composed of many reflectors, each with a
different normal direction. Thus, light from inside the vessel can enter
the mse sightline if it reflects from the proper point in the vessel
from a piece of the antenna. Some of the materials are Lambertian
reflectors (the Faraday rods) and some are specular reflectors (the
copper straps) but most are in-between. The sources of light that can
be reflected into the mse diagnostic can be either volumetric or highly
localized. Importantly, any one part of the antenna, if it reflects a
bright source located just right, can dominate reflections from other
parts of the antenna. Any source of light in the MSE wavelengths
inside the tokamak can dominate the MSE background. As will be
discussed in the next sections, the partially-polarized reflection from
the antenna combined with a knowledge of the various sources of
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light can provide a comprehensive explanation for the mse partially-
polarized background.

5.3 sources contributing to polarized background

The light must originate somewhere inside the tokamak and the source
must be bright in the mse wavelengths (658 − 662nm). Correlations
between the background polarization and other plasma parameters
are used to determine the source of polarized background light. For-
tunately, unlike most diagnostics, the mse system is sensitive to the
entire Stokes vector instead of only the total intensity. In practice, the
time history of the background polarization expressed in terms of
polarized intensity, linear polarization fraction, and polarization an-
gle is examined and compared to other visible diagnostic signals. If
a source is spatially stationary in the plasma and is polarized upon
reflection, the background polarization angle is expected to also be
stationary. If only one source is contributing to the background po-
larization, the background polarization fraction is expected to remain
constant even if the polarized intensity of the background is chang-
ing. Furthermore, the polarization angle of the light can be used to
determine the location of the source.

However, examining correlations has only been partly successful;
most of the correlations are only partial and are only valid over short
time periods. This is because the polarized background is usually
composed of multiple sources, each with their own time history. The
different sources are incoherent, independent, and often come from
different parts of the tokamak, leading to different polarizations upon
reflection. The fact that sources are differently polarized upon re-
flection can be used to separate and identify the sources. Recall, as
the relative intensity of two orthogonally polarized sources is var-
ied, the resulting polarized light does not change in angle until one
source becomes brighter than the other, at which point the polariza-
tion abruptly changes.During this process the polarization fraction
decreases and then increases again. Therefore, to identify contribu-
tions from mixed sources we look for changes in angle and polar-
ization fraction when one source suddenly becomes dominate over
another.

There is one additional complication in determining background
sources: the various mse sightlines have a different viewing chord
and a different narrow bandpass spectral filter with a covariance be-
tween the two. This can be overcome using repeated discharges while
moving filters between sightlines. Using these methods, targeted ex-
periments and a database study were undertaken to identify and char-
acterize the sources of light that contribute to the mse background
and determine when multiple sources are present. The results are
summarized in the following sections in roughly the order of the
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Figure 55: The contribution of visible
bremsstrahlung to the mse partially-polarized
background. The signal from the Zeff diagnostic
measuring the bremstrahlung emission intensity (a)
shows peaks due to the changes in plasma density
as the plasma goes in and out of H-mode (b). The
total light (c) and polarized light (d) from three mse

sightline. The mse sightlines have been normalized
to agree early in the shot.   
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complexity of the source and its impact on the mse background. De-
tails on the behavior of the various sources, further examples, other
types of sources, and the methodology used to determine sources can
be found in Appendix D.

5.3.1 Visible bremsstrahlung

The most obvious and unavoidable source of background light is visi-
ble bremsstrahlung (VB), which creates quasi-broadband light through-
out the visible spectrum and is always present in the plasma. At
times, the partially-polarized mse background light appears to cor-
relate well with the visible bremsstrahlung measurement from the
Zeff-monitoring diagnostic, which measures the light in an impurity-
line contamination-free region in the green wavelengths. Figure 55

shows an example of a plasma with large changes in density as it
transitions in and out of H-mode. It is apparent that the total light de-
tected by the mse diagnostic is dominated by visible bremsstrahlung.
The polarized component of the light also appears to track the vis-
ible bremsstrahlung. In this case, the different sightlines have been
normalized to be the same intensity early in the discharge to show
relative changes. It is clear that all three sightlines, center, middle,
and edge, observe nearly the same time history of total light and po-
larized light. The visible bremsstrahlung is seen both upon first pass
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Figure 56: A lower-diverted discharge with many L to H-mode and H to L-mode transitions as indicated
by the line average density (a) and midplane Dα (b) traces. The H to L-mode transitions are indicated with
vertical dashed lines. The polarized light detected by the mse system (c) and the polarization angle (d).
Note the intensity is scaled to match at 0.5s. A comparison bewteen the midplane Dα (grey) and the
polarized intensity from sightline 04 (orange) on the microbin timescale is shown in (e).

and upon reflection leading to a spatially-varying polarization frac-
tion from 0.005 to 0.1 with a polarization angle consist with a source
located in the middle of the poloidal plane. This is rarely the only
source present.

5.3.2 Divertor quasi-continuum

Most times it is apparent that there is an additional source of light
present that appears to be closely related to the Dα emission from
the cold edge and divertor plasma. This partially polarized source
has been previously noted on c-mod [7, 9].

An example of this “Dα-correlated” source is shown in Figure 56.
This plasma undergoes many transitions between L and H-mode with
step changes in the midplane Dα (b). The polarized light intensity
detected by mse (c), which has been normalized at 0.5s to better show
changes, has the same temporal behavior as the Dα. Note that all
of the sightlines have the same behavior and nearly the same relative
changes in polarized intensity at the transitions. Focusing on the time
0.75s to 1.00s (e) shows the Dα (grey) and the polarized intensity
from sightline 4. It is very clear that the background follows the Dα
trace during the L-mode phases when Dα is bright. The timing of the
transitions is nearly identical with little to no phase lag; even bumps
in wiggles in the Dα show up in the polarized intensity, particularly
when the Dα is bright. Whenever the Dα and polarized intensity are
high, the polarization angle is < 20◦. When the Dα and polarized



150 impact of polarized background on mse-lp measurements

Bremsstrahlung [1012 ph/s/mm2sr]

     
0

2

RF power [MW]

     
0

3

Polarized light 
[scaled at 0.5s]

     
0

2

4

6

8

Polarization angle [deg]
0.0 0.5 1.0 1.5 2.0

Time [s]

−90
−60
−30

0
30

1100910023

(a)

(b)

(c)

(d)

Figure 57: An example of a hot glowing surface contributing to the mse partially-polarized background.
icrf power is applied to the plasma (b) without raising the visible bremsstrahlung appreciably (a). The
polarized light detected by the mse sightlines (c) (normalized at 0.5s to show changes). The polarization
angle of the light (d).

intensity decrease, the background moves toward 0◦. This behavior
is very indicative of two competing sources of polarized light. This
weaker source appears to be near the midplane and is likely visible
bremsstrahlung.

Further studies have identified the bright source as only being
present in deuterium plasmas, being located in the active divertor
and MARFEs, being broadband across all the mse wavelengths, seen
mostly upon reflection. Examples of the localization and spectra of
this source can be found in Appendix D. The conclusion is that this
source is from molecular deuterium emission.

5.3.3 Blackbody radiation from glowing surfaces

Blackbody emission from hot glowing surfaces inside the tokamak
can dominate the partially-polarized mse background. This light is
seen only upon reflection and can have fast time dynamics. The sur-
faces can become hot due to heating from plasma, heating from RF,
and heating from disruptions. The highly localized nature of this light
means that light from small glowing surfaces can reflect off a very
small portion of the view dump, creating problems in a single mse

sightline, but not adjacent sightlines.
Figure 57 shows a discharge with significant icrf heating where

such a situation occurs. The visible bremsstrahlung stays relatively
constant (a) while 4MW of icrf power is applied (b). The polarized
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light detected by two adjacent mse sightlines suddenly increases at
0.8s (c). Note the polarized intensities have been normalized at 0.5s
to show sightline-to-sightline changes. Presumably this rapid increase
is caused by some plasma-facing component receiving a significant
power flux making it glow. During this time, the polarization angle
of these two sightlines changes significantly while the other sightlines
stay fairly constant (d). After the turn-off of the icrf, system the po-
larized light in these two sightlines decays exponentially, presumably
because the heat flux to the component is removed and the surface
starts to radiatively and conductively cool. During this cooling phase
the two sightlines are no longer dominated by the reflection from
the glowing surface and their polarization intensity and polarization
angle return to the level prior to the heating event. The polarization
angle change to more negative values during the event indicates the
glowing source is likely located in the lower divertor.

5.3.4 Other sources

Other sources of light that can become partially polarized upon re-
flection have been identified. Atomic line emission from species with
lines within the mse bandpass filters can become polarized upon re-
flection. The most problematic species on c-mod are neon, and to
a lesser extent nitrogen. Synchrotron emission from runaway elec-
trons can become extremely bright. It is emitted polarized and can
blind the mse diagnostic when the electrons are traveling toward the
diagnostic objective lens. Fortunately, it is a rare occurrence. Other
sources were considered, such as divertor bremsstrahlung, beam self-
reflection, charge-exchange with impurities and fast ions, and radiation-
induced fluorescence, but no evidence was found for these sources
inside c-mod.

5.4 polarized background on future devices

On c-mod, the problems due to background subtraction are a direct
result of the relatively low density beam, the high density plasmas,
the high power fluxes to the internal components, the high density
divertor, and the complicated reflective view dump. c-mod is the
only machine with these characteristics with an operating mse di-
agnostic4. As a result of these characteristics, the c-mod diagnostic
is the only system operating at such low signal-to-total-background
and polarized-signal-to-polarized-background ratios (SB).

Most current devices do not have background subtraction problems
because they view very bright beams and have carbon-walls that are
less susceptible to reflections. However, it can be shown that future

4 tore supra was similar but that mse diagnostic was permanently hampered by back-
ground reflections.
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burning plasma devices are also likely to operate at a low polarized-
signal-to-polarized-background ratio. This is because, compared to
most current devices, future devices:

• Will be larger and denser and thus have lower beam penetration,
even with higher energy beams.

• Will have higher energy beams and thus have lower neutral den-
sity and thus lower mse brightness for the same beam power
density.

• Will have larger Stark shifts due to higher energy beams and
higher field, thus requiring wider and/or more filters to col-
lect the mse emission. These wider filters will also collect more
background emission, lowering the SB.

• Will have higher core density and therefore significantly brighter
visible bremsstrahlung emissivity from the main plasma, though
the higher temperatures will counteract this to some extent.

• Will be larger, thus having longer path lengths through the
plasma and thus higher visible bremsstrahlung brightness.

• Will have higher density in the divertor, leading to a divertor
visible bremsstrahlung source.

• Will have higher density divertors and thus more emission from
the deuterium component.

• Will have higher power densities to the divertor and other plasma-
facing components and thus create more blackbody emission.

• May operate with hot walls routinely.

• Will have metallic walls and thus higher polarized reflections.

• Will not have dedicated mse view dumps.

A comparison between measurements obtained from the diii-d
~B-stark system and simulations for the iter mse system is shown in
Figure 58. The diii-d measurement shows the beam is much brighter
than the quasi-continuum background, which is likely from visible
bremsstrahlung. The iter simulation from Reference [11] shows the
much stronger visible bremsstrahlung and the large Stark and Doppler
shifts. On diii-d, the π−3 emission is ∼ 20× as bright as the con-
tinuum. On iter, the same line is ∼ 0.5× as bright as the visible
bremsstrahlung simulation; a ratio similar to that observed in c-mod.
This simulation includes only the first-pass bremsstrahlung and does
not include any polarization information.

A key consideration for estimating the mse performance on future
devices is the polarized-signal-to-the-polarized-background ratio, SB.
On c-mod, the SB is primarily set by the sources becoming partially-
polarized upon reflection. Therefore, the reflection of sources is very
important. Modeling the details of reflections is difficult, and has not
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Figure 58: Measured mse spectrum on diii-d (left) showing the relatively high mse to total background.
Adapted from [10]. A simulated spectrum from an iter sightline (right) showing the much lower mse to
total mse background. Adapted from [11].
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Figure 59: Simulation results for the effect of reflections on the iter mse viewing geometry. Adapted from
[12]. The left plot shows the first pass light collection for entire mse multiplet and the core visible
bremsstrahlung (Toroidal BS model, 0% reflection) integrated over a bandpass of 0.5nm for the dnb (DNB)
and heating beam (HNB). The right plot shows the intensity of background light, including wall reflections
from the core visible bremsstrahlung (BS core, seen on first-pass and reflection), divertor visible
bremsstrahlung (BS div., seen only reflection), and the nominal heated divertor (Therm. Rad., seen only on
reflection). It is assumed that the light is 40% diffusely reflected and 60% absorbed on each reflection and
the divertor emissivity is 0.2.
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yet been done in a predictive manner for any existing device, partly
because existing devices operate in a regime where polarized-signal-
to-polarized-background is not important.

The only study to examine the reflections in a device for mse was
undertaken by von Ren who analyzed mse for iter [12]. This study
used the numerical software LIGHTTOOLS to simulate how emis-
sion inside the tokamak reflects many times and eventually reflects
into the mse sightline. The results of the study are shown in Figure 59.
The left plot shows the light collected from the beams and from the
first-pass core visible bremsstrahlung. The mse light includes the en-
tire mse multiplet, while the bremsstrahlung is within a 0.5nm band-
pass5. The heating beam is more than an order of magnitude brighter
than the visible bremsstrahlung at the edge of the plasma, and the
total mse emission is similar to the first-pass bremsstrahlung at the
plasma mid-radius. Note that the dnb is substantially dimmer by sev-
eral orders of magnitude than the visible bremsstrahlung.

The right plot shows the total background light when factoring
in reflections, assuming the walls are 40 percent Lambertian reflec-
tive and 60 percent absorbing. Three different sources were examined:
core visible bremsstrahlung that is approximately 10-50 percent from
reflection, divertor visible bremsstrahlung that is only seen upon re-
flection, and thermal radiation from a 1650◦C divertor that is only
seen upon reflection; For all three cases, the reflected light is a similar
order of magnitude as the dnb light and is approximately an order
of magnitude less than the heating beam emission. Factoring in view-
ing only the brightest mse σ0 line within the 0.5nm bandpass, the
system would observe signal

reflections ∼ 0.05 for the core-most dnb sight-
lines, signal

reflections ∼ 0.25 for the dnb at mid-radius, signal
reflections ∼ 2 for the

heating beam at mid-radius, and signal
reflections ∼ 10 for the heating beam at

the edge. These numbers are likely sensitive to the reflectivity of the
surfaces, but can be used to obtain an order of magnitude estimate.

This study did not include any polarization effects from reflections.
However, experience on c-mod indicates that the last reflection of the
light prior to its collection sets the important polarization. If the last
reflection creates polarization fractions of 0.1 to 0.5, similar to that
seen on c-mod, this would create SB of ∼ 0.1− 0.5 for the core-most
dnb sightlines, ∼ 0.5 − 2.5 for the dnb at mid-radius, and ∼ 4 − 20

for the heating beam at mid radius, ∼ 20− 100 for the heating beam
at the edge. This extension of von Rens’s analysis indicates that the
SB is likely to require accurate estimates of the background polariza-
tion, and that measurements from the dnb may be unfeasible due to

5 In actuality, the entire mse emission cannot be collected, instead <0.5 of it can be
collected without collecting orthogonal polarizations. Furthermore, collecting an en-
tire σ or π multiplet would not be possible within a 0.5nm bandpass. Instead, the
brightest line (σ0) could be collected, which would capture ∼ 0.25 of the total mse

emission while collecting the second brightest line (π±3) would capture ∼ 0.12 of the
total mse emission [13].
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Table 9: The characteristics of the sources of partially-polarized background light that have been identified on
c-mod

Spectral Temporal Spatial Direct or

Source of emission Evidence character character character reflected

Visible -Correlation w/ VB diagnostics Continuum Slow All Reflected

Bremsstrahlung sightlines and direct

Edge and divertor -He vs D plasmas Quasi- Very fast, All Mostly

deuterium emission -Geometry sweeps continuum recycling sightlines reflected

-Divertor spectroscopy time

Blackbody emission -Light post disruption Continuum Slow, Very Reflected

from glowing -Correlation w/ video hot spots except at localized

surfaces -Exponential growth/decay peaks

Impurity lines -Impurity puffing Broadened Impurity Sightlines Either

(Ne I, N II, Ar II) -Impurity spectroscopy lines time scale w/ filter dominant

overlap

Synchrotron -Runaway e− experiments Continuum Fast All Emitted

emission from -Startup slideaways sightlines polarized

relativistic e− -LHCD experiments

very low SB. Even when viewing the heating beam, the measurement
will be challenging due to low SB and will require estimates of the
background at the level of f < 0.1 and ∆θbkgd < 5

◦.

5.5 constraints on subtraction techniques

Table 9 summarizes the character of the different sources of back-
ground light that have been identified, each of which can become
dominant. The characteristics of the sources is important in constrain-
ing the technique used to estimate the partially-polarized background.

Impurity emission is avoided on c-mod by the judicious selection of
filter wavelengths and seeding gases. Runaway electron synchrotron
emission is much too bright to accurately subtract. Fortunately, this
source is very rare and results from unwanted, off-normal conditions
that do not require an operating mse diagnostic. Therefore, only the
remaining three problematic sources: visible bremsstrahlung; a deu-
terium component; and blackbody emission from hot surfaces, will
considered moving forward.

As apparent in Equation 48 and 51, the systematic errors due to
background subtraction can be decreased by either increasing the po-
larized signal-to-polarized background ratio, SB, or by decreasing the
error in the estimated intensity, f, and estimated angle, ∆θbkgd.
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5.5.1 Option #1: Increase SB

Increasing the signal is extremely difficult in most devices since it is
tied to the beam performance. Unfortunately, increasing the power of
the beam by increasing the beam energy at fixed beam current is coun-
terproductive, actually decreasing the beam’s neutral density and
resulting brightness. Furthermore, as the beam energy is increased,
the Stark shift increases, spreading the same beam emission across a
larger wavelength range, requiring broader spectral filters that collect
proportionally more background light6.

Decreasing the background sources is also very difficult. Visible
bremsstrahlung is intrinsic, always present, and tightly coupled to
the plasma scenario. The deuterium component is tied to the diver-
tor conditions and likely scales with the divertor density. The black-
body emission is tied to the surface temperatures, which will be
hot.Many future devices plan to use metals such as beryllium, tung-
sten, and molybdenum as plasma facing components; all these mate-
rials have significant reflectivity. On c-mod, changes are impractical
as the “view dump” is actually an important heating subsystem. In
all devices, the geometry required for the mse diagnostic likely yields
a large footprint on the far wall making view dumps unlikely.

5.5.2 Option # 2: Decrease f and ∆θbkgd.

Therefore, the solution to background subtraction errors in mse di-
agnostics must be to decrease the uncertainty in the estimate of the
background itself, f and ∆θbkgd. Since there is almost always more
than one component of the light present, no other single diagnos-
tic can be used as a proxy. Even if there was such a diagnostic, the
fact that the background must be subtracted Stokes component-wise
would require that diagnostic to be polarization sensitive at the accu-
racy level of the mse diagnostic.

The fastest changing source of the background light is the source
that limits the applicability of time-interpolation across beam pulses.
In c-mod, this is the deuterium component that changes on an edge
recycling time (< 5ms), particularly during plasma transitions. The
fast temporal character of these sources requires a measurement
of the background polarization in near-real time. The fact that the
polarization arises upon reflection from a very non-uniform antenna
structure makes the background observation spatially-dependent. The
problem is enhanced by a spatially localized source, such as small hot
glowing elements, which can be reflected off of a small piece of this
reflector and dominate the view. The spatial non-uniformity of the
background means using offsetting views for background subtrac-
tion like is often done on cxrs systems, is likely insufficient—there is

6 Increasing the magnetic field can lead to lower SB for the same reason
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no view in the tokamak that captures the same background as that
seen by a mse sightline. Therefore, a background subtraction scheme
should make the background measurement on the same sightline
as the mse measurement.

Fortunately, all three problematic sources of background polarized
light have one characteristic in common: all three are quasi-continuum
over the short range of wavelengths near mse. Visible bremsstrahlung
is a continuum in the visible. Blackbody emission from hot surfaces
is quasi-continuum. The component related to divertor deuterium is
also quasi-continuum, as evidenced by its appearance in all the mse

sightlines (though the spectral extent of the emission is unknown).
Therefore, a background estimation technique based on measuring
the polarization of the background on the same sightline at different
spectral wavelengths may be successful.

5.6 summary : polarized background

This chapter has explored the impact of a partially-polarized back-
ground on the mse measurement and has described the Stokes vector
method to subtract the mse background. A key finding is that the sys-
tematic errors due to background subtraction depend on a few key
parameters: the polarized-signal-to-polarized-background ratio, SB;
the relative error in estimating the background polarized intensity, f;
and the error in estimating the polarization angle of the background,
∆θbkgd. In mse-lp systems with SB < 300, the background must be
accurately estimated and subtracted to avoid errors at the desired
measurement accuracy. At SB < 50, the background intensity and
polarization angle must be estimated with an accuracy that is hard
to achieve using background time-interpolation across beam modu-
lations. mse measurements on c-mod are often at SB low enough
that partially-polarized background subtraction becomes the domi-
nant source of error in the measurement, particularly in situations of
interest for many physics studies.

It was found that the surfaces that comprise the mse view dump
partially-polarize the light that is reflected from them. Thus, any
unpolarized light emitted inside the tokamak can become partially-
polarized mse background light once reflected into the mse sightlines.
The polarization-inducing properties of the spatially complex view
dump were explored. All of the materials present in the view dump
are partially-polarizing at some level, and the polarization fraction
and polarization angle of the reflected light depends on the angle of
incidence of light incident on the view dump.

The various sources of light that contribute to the partially-polarized
mse background were determined by examining instances when one
source dominates the other sources as indicated by the properties of
the light’s partial-polarization. Several important sources were iden-
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tified including visible bremsstrahlung, molecular emission from the
divertor, hot glowing components, and atomic line emission. These
sources place constraints on the methods used to estimate the back-
ground. The background must be measured on the same sightline in
real-time with the mse measurement.

c-mod is relatively unique among current devices due to its low SB
ratio. However, future devices are likely to have low SB and therefore
better methods to estimate the background are desired.
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6
M U LT I - S P E C T R A L L I N E P O L A R I Z AT I O N
( M S E - M S L P )

• Describe wavelength-interpolation background subtraction and
its associated hardware

• Demonstrate the advantages of this background subtraction tech-
nique

• Describe how system can be expanded by measuring other lines
within the mse multiplet

• Discuss how this approach applies to future devices

The previous discussion of polarized background inside the toka-
mak motivates better techniques to estimate the polarization proper-
ties of the background. Due to the complexity of the polarized light
inside the tokamak this estimation must be done on the same sight-
line and at the same time as the polarization measurement. However,
the sources that contribute to the background light were identified as
being quasi-broadband in the mse wavelengths.

6.1 wavelength-interpolation background estimation

Figure 60 shows a schematic of the different sources of light in the
mse spectral region. A new technique is proposed to measure the
polarization of the light at multiple wavelengths on the same mse

sightline simultaneously; the typical mse measurement and measure-
ments at “proxy” wavelengths adjacent to the mse emission. When
the beam is firing, the background under the mse emission can be
estimated in real time using measurements at these “proxy” wave-
lengths just to the red and blue of the beam emission. In fact, these
proxy measurements could be wavelength-interpolated to determine
the mse background. The estimate in the background then becomes:

I

Q
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V


estimate

bkgd

= Cred


I

Q

U

V


red proxy

+Cblue


I

Q

U

V


blue proxy

(52)

where the coefficients Cred and Cblue are constant in time while the
Stokes vectors themselves change significantly. In this formulation,
the Stokes vectors for the blue and red proxy have already had the

161
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gains of the detectors and any relative transmissions of the different
optical paths accounted for—coefficients Cred and Cblue represent the
correlation between different wavelengths.
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Figure 60: In a multi-wavelength scheme, the
background is measured at wavelengths free
of impurity emission to the red and blue of
the beam emission and is used to estimate the
background under the mse emission in
real-time using wavelength-interpolation.

The advantage of this technique over time-
interpolation is that the multi-spectral technique
only assumes the spectral shape of the emission
changes slowly instead of assuming that the ab-
solute intensity of the emission and its polariza-
tion changes slowly. This assumption is well sat-
isfied for most sources (aside from atomic lines).
A multi-spectral approach could be executed in
real-time and on the exactly same sightline as
the mse measurement by spectrally splitting the
light from the sightline. Such a system does not
require a different front-end optical system, in-
stead it reuses the optical periscope, pems, and
fibers which are the primary cost drivers for an
mse-lp system. The multi-spectral technique only
requires changing the detector to a new system
capable of recovering the polarization of the light
in the same manner as the mse measurement at
different wavelengths simultaneously. A similar
concept was carried out on jt60-u, where a half-
slivered mirror was used to examine the polariza-

tion at 649nm to subtract the background from the beam [1] for a few
isolated sightlines.

The key assumptions for this technique are that the polarizing
mechanism for the background emission is wavelength-independent
and that the background sources can be treated as quasi-continuum
over the narrow wavelength range covered by the mse and proxy fil-
ters. Polarization by reflection satisfies the first criterion across small
wavelength ranges. The second criterion implies the spectral shape
of the emission is important—the coefficients Cred or Cblue capture
the spectral slope in this region. The simplest multi-spectral estima-
tion technique uses only one proxy measurement. This requires an
assumption that the background spectral shape is constant in time.

A more robust technique uses a proxy measurement on each side
of the mse wavelengths for that sightline, requiring only that the back-
ground spectrum be linear in the narrow wavelength range of interest.
In this case, the weight coefficients Cred and Cblue may be equal or in-
versely proportional to the spectral distance between the mse channel
and each proxy. In principle, the same weighting can be applied to the
entire Stokes vector or the weighting could be component-dependent.
A constant weighting would be ideal, but it also may be possible to
update the weightings during a discharge using comparisons to the
actual mse background during beam-off periods. The rest of this sec-
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Figure 61: The brightness of visible bremsstrahlung
at 660nm as a function of electron temperature for a
plasma density of 1e20m−3 and a 1m chord length
(a). The normalized slope of the spectrum at 660nm
as a function of electron temperature.

      
0

1•1010

2•1010

3•1010

0 1 2 3 4 5
Te [keV]

−0.004

−0.002

0.000
dI/dλ /I660 [−/nm]

VB brightness [ph/s/mm2/sr]

∆λ=0.5nm
λ=660nm

ne=1x1020 m-3

l=1m
Zeff = 1.5

(a)

(b)

tion will focus on how well the intensity at a given wavelength can
be approximated by the intensity at adjacent wavelengths.

The spectral shape can be calculated analytically for two of the im-
portant sources: visible bremsstrahlung and blackbody emission. The
quantity of interest is the derivative of the intensity with respect to
wavelength at 660nm normalized by the intensity at 660nm, dIdλ/I660.
A zero derivative would mean a measurement at an adjacent wave-
length perfectly matches a measurement at 660nm. If this derivative
is independent of plasma conditions and source combinations, then
only one proxy measurement is required. If this derivative changes
with plasma conditions, then it is important to know by how much. It
is therefore important to know how this normalized derivative varies
between the sources, as this will impact how different combinations
of sources change the spectral shape.

The visible bremsstrahlung emission spectrum is [2]:

εVB = 2.39x10−22g
n2eZeff

λnmT
1/2
e keV

exp
(

−1.24
λnmTe keV

)
(53)

Where εVB is the emissivity of the plasma in photons/s sr m3 nm, ne is the
plasma electron density in m−3, λnm is the wavelength of interest in
nm, Te keV is the electron temperature in keV, and g is the Gaunt factor,
usually between 3 and 4 for most fusion plasmas. The emissivity is
line-integrated through the plasma along the sightline to obtain a
brightness:

BVB =

∫
sightline

εVBdl (54)

Figure 61 shows brightness of visible bremsstrahlung at 660nm for
a constant density of 1e20m−3 with a chord length of 1m (a) and the
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Figure 62: The brightness of blackbody emission at
660nm as a function of surface temperature (a). The
visible bremsstrahlung brightness for a 1keV,
1× 1020m−3, 1m chord length plasma is shown as
the shaded box for comparison. The normalized
slope of the spectrum at 660nm as a function of
surface temperature (b). The melting temperatures
of several common plasma-facing materials are
indicated by vertical dashed lines.
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normalized slope of the visible bremsstrahlung spectrum at 660nm
( dIdλ/I660) (b) as a function of electron temperature. This calculation
ignores the recombination edges, which are far enough from the mse

emission to be neglected (Balmer at 365nm and Paschen at 891nm).
The assumption of constant spectral shape across plasma parameters
is well satisfied by the visible bremsstrahlung emission, which has
a normalized spectral slope near zero and is independent of plasma
conditions in the regime of interest. Therefore, measuring the visible
bremsstrahlung at even a single proxy wavelength within 10nm of
the mse light is likely sufficient to estimate the visible bremsstrahlung
contribution at the mse wavelengths to high accuracy.

The assumption of a weak spectral shape is less well satisfied for
blackbody emission. Planck’s law shows that the blackbody emission
brightness is:

BBB =
5.97x1035

λ4nm

1

exp
(
1.439x107
λnmT

)
− 1

(55)

Where BBB is the brightness of the hot surface in photons/s sr m2 nm, λnm

is the wavelength of interest in nm, and T is the surface temperature
in K. For a gray body the brightness is multiplied by the emissivity.

Figure 62 shows the brightness of a blackbody at 660nm (a) and
the normalized slope of the blackbody spectrum at 660nm ( dIdλ/I660)
as a function of surface temperature (b). The brightness of the visible
bremsstrahlung from the previous example is shown as a horizontal
shaded region, and the melting temperatures of various plasma fac-
ing materials are indicated. Note that there is significant variation in
the normalized spectral slope since the blackbody spectrum shape
and peak depends strongly on temperature. However, the brightness
of the source is very weak and does not compete with the first pass
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bremsstrahlung until ∼ 700C. In reality, a small glowing element is
likely to dominate the view, which would require the source to be sev-
eral orders of magnitude brighter than bremsstrahlung. This would
require temperatures in excess of 1500C, at which point the normal-
ized slope is closer to zero. The many indications of surface melting
on the stainless steel lhcd launcher, and molybdenum divertor and
limiter tiles in c-mod indicate that very high temperatures do occur in
the vessel. Note that the slope becomes zero when the peak in black-
body emission coincides with the mse wavelengths, which occurs at
4120C—higher than the melting point of any material.

The spectral shape is fairly weak for both of these sources, so a sin-
gle nearby proxy wavelength can be used to estimate the mse back-
ground to within < 10% if that proxy is within ∼ 5nm of the mse

measurement. However, problems arise if higher accuracy is required
and the mix of visible bremsstrahlung and blackbody emission is var-
ied. Since the spectral derivatives are different for the two sources,
changing the mix would modify the effective slope of the spectrum.
For example, the slope would change from dI

dλ/I660 = −0.001−/nm

to dI
dλ/I660 = +0.02−/nm as a 2000C surface emitter became dominant

over visible bremsstrahlung. If a single proxy measurement 5nm away
is used, this would lead to f = 0.095, which would limit the measure-
ment to SB > 25. To compensate, the estimates for CRed or CBlue could
be updated by normalizing during beam-off periods, though this is
not as desirable. A better approach is to field proxy measurements at
wavelengths on each side of the mse emission. Two proxy measure-
ments can then be used to obtain the spectral slope of the emission di-
rectly, thus mitigating simple changes in the shape of the background
spectrum. The two proxy measurement technique should be able to
estimate the contribution from these two sources very accurately.

Unfortunately, the source of the background emission that scales
like Dα is not definitely known, so its spectral shape over the wave-
length range that might use as a proxy measurement is uncertain.
However, this source appears nearly equally-strongly in all the mse

wavelengths, indicating that the source is quasi-continuum, an obser-
vation confirmed using divertor spectroscopy. The spectrally mono-
tonic assumptions used with two proxies needs to be tested for this
source component. This test was performed using a proof-of-principle
experiment and a prototype system. The key indicator is how well
the mse background can be estimated using proxy wavelengths over
plasma transitions when the source that correlates with Dα is chang-
ing rapidly.

6.1.1 Proof of principle experiment

To test how well the proxy wavelengths follow the mse wavelength
a simple proof-of-principle multi-spectral experiment was conducted.
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Figure 63: Two proof-of-principle tests to determine how well the polarization correlates at adjacent
wavelengths. The discharges have varying densities (a, green, line-integrated) and faulty icrf power (a,
orange). The polarization measurements are shown for a sighline with a fiber bundle split into two
different filter and apd assemblies. One filter observes the actual mse background (red) while another
observes a proxy at 664nm (blue). The total light (b) and polarized light (c) have been scaled to obtain
system gains using a period early in the discharge. The polarization fraction (d) and polarization angle (e)
are unscaled.

A 16-fiber bundle for a single mse sightline was split into two bundles
of eight randomly selected fibers. One bundle was input into a filter
and apd assembly containing the typical mse filter for that sightline.
The other bundle was input into another detector assembly with a
filter heated so that the center wavelength was at 664nm (the furthest
redshift achievable with the given filter set) to act as a proxy measure-
ment. The tests were done without puffing argon to avoid the strong
impurity line under this filter. In this way the polarization could be
simultaneously measured on nearly the same sightline at two spectral
locations 4nm apart. The goal was to determine how well the polariza-
tion correlates across wavelengths, especially across large transients
in the background, on nearly the same sightline.

The results are shown in Figure 63 for two representative discharges
with high heating power, multiple icrf faults, and multiple plasma
mode transitions. It is apparent that the proxy measurement (blue)
follows the mse (red) measurement very well despite large changes
in line-integrated density (a, green) and faults in the icrf power (a,
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orange). The total light (b) and polarized light (c) have each been
normalized so the proxy and mse match at times early in the shot
to obtain Ared. The polarization fraction (d) and polarization angle
are not altered and show that the proxy has the same polarization
properties as the mse measurement for these two discharges.

6.2 polychromator for multi-wavelength polarization

detection

The preceding sections have described the concept of wavelength-
interpolation and have shown that the background polarization agrees
across part of the wavelength range in a proof-of-principle experi-
ment. The next step is to build an instrument capable of replacing
the current mse detector system with one that can measure the polar-
ization at multiple wavelengths on the same sightline simultaneously.
The requirements for such a multi-spectral mse detector system are:

1. The system should be able to detect three or more different
wavelengths on the same sightline, two for proxy measurements,
and one or more for mse measurements.

2. The system should have good spectral selectivity (i.e., it should
be able to select a bandpass of ∼ 0.5nm FWHM with transmis-
sion > 50 percent).

3. The system should discriminate between very closely spaced,
and possibly overlapping, spectral regions and the wavelength
should be tunable.

4. The detection system should be compatible with the existing
mse analysis workflow, which uses the pem harmonics to deter-
mine the Stokes vectors.

5. The system should be optically fast, allowing the full étendue
of the mse sightline (∼ 9mm2 sr) to be passed to each detector
and should be non-vignetting.

6. The system will be located in the diagnostic lab, replacing the
existing mse detectors and not require changes to upstream op-
tics.

7. The system should be easy to construct and maintain and should
low cost since each sightline requires its own multi-spectral de-
tector.

Various instrument concepts for spectrally splitting the light were
considered. Dispersion-based systems were ruled out due to the need
for a such a large étendue, the need to use apd detectors, and the
flexibility required to tune the spectral positions. Half-silvered mir-
rors which were ruled out because of their in-efficient use of pho-
tons—they lose a substantial amount of light with each additional
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spectral bin. Dichroic mirror or beamsplitter-based geometries were
ruled out due to their inability to split closely spaced spectral regions.
Collecting the light reflected by the filter and using fibers to transfer
it to other filters was ruled out because this would have significant
vignetting.

The chosen instrument is an interference filter-based “polychroma-
tor.” This concept uses matched relay lenses and field mirrors to se-
quentially re-image light from fiber optics placed at an input port
through narrow-bandpass interference filters placed within a slightly
skewed (< 5◦) optical cavity. Light within each interference filter pass-
band passes through the filter and is imaged onto a plane at an out-
put port where the apd detector is placed. Light outside each filter
passband is reflected from the filter and is re-imaged onto the next
interference filter. This is repeated for as many interference filters/de-
tectors as desired by extending the skewed cavity. In this manner, the
optical system efficiently transfers the image of the fiber onto each
apd with carefully controlled spectral filtering.

6.2.1 Polychromator design

Though similar in concept, this polychromator is substantially dif-
fers in important ways from typical polychromators used for Thom-
son scattering. It passes an order of magnitude higher étendue, has a
smaller skew angle which enables better filter performance, is imag-
ing, and incorporates ovens to tune the filters. The polychromator
designed for mse is discussed in depth in Reference [3] and is sum-
marized here. The polychromator layout is shown in Figure 64. The
cavity has a 3◦ skew angle. Light from the fiber ferrule is collected
by an objective lens that creates a real image at high magnification at
the first field mirror. The field mirror re-converges the light toward
the first interference filter, which has a relay lens directly in front of it.
The field mirror focal length is such that the objective lens is imaged
onto the first relay lens. The relay lens collimates the light, which is
then incident on the interference filter directly behind the lens. The
light that is rejected by the interference filter, which is still collimated,
is re-imaged on the next field mirror by the same relay lens acting in
double pass. Thus, the second field mirror has an image on it just like
the first field mirror, but with a spectral region “missing.” The pro-
cess then repeats for each leg of the polychromator cavity. Light that
is transmitted through the filter is then focused onto an image plane
by a condensing lens. Therefore, a filtered image of the fiber ferrule
is created at each detector surface. This image is at a magnification of
∼ 0.5 allowing a relatively small apd surface area to decrease costs.

The small skew of the cavity and the small angle of incidence on
the filters are very important because they allow the instrument to
achieve the desired interference filter bandpass narrowness and trans-
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Figure 64: The mechanical model for the polychromator (left). The light path (red) fills the space, traversing
back and forth between the mirrors and filters. The optical layout with components labeled (left). The
different colored rays correspond to different locations on the fiber ferrule face at the input port and are
overplotted from a ray-tracing code.
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Figure 65: A photograph of the completed
polychromator with the top cover of the cavity
removed. The four spherical curved field mirrors are
apparent at the far end of the cavity. The input port
with a fiber bundle attached is at the lower left and
three apds are attached to the first three of the four
output ports.

mission. The use of the filters sequentially allows the filters to be
placed spectrally very close to one another, or even overlapping in
wavelength as opposed to using branching dichroic mirrors. The fil-
ter design also incorporates adequate blocking of the Dα line. The
filters are contained in custom ovens that are used to tune the filter
bandpass wavelength by changing the filter temperature. apd detec-
tors are used for each wavelength and are digitized and analyzed in
the same manner as the traditional mse detection system. The use
of large optics (50mm diameter) allows a large étendue to be passed
through the polychromator (∼ 15mm2 sr). The relay lens and field mir-
ror layout are non-vignetting; only reflection and transmission losses
are present, which are managed with high quality mirror coatings
and non-reflective coatings for the lenses. The system replaces the
existing detectors in the lab and accepts the mse fiber ferrule. By tak-
ing only a small portion of the spectrum and passing the rest to the
next detector, the system is very photon efficient—better utilizing the
front-end optics. Careful consideration was given during the opto-
mechanical design to make the system easy to manufacture, install,
align, and maintain.

6.2.2 Implementation

To evaluate the multi-spectral polarization technique, a single sight-
line, four wavelength, prototype polychromator was constructed and
various filters were collected from other laboratories to examine the
polarization in the mse spectral region. A photograph of the proto-
type system is shown in Figure 65. Aligning the system was straight-
forward, and it was verified that the system does not vignette. The
measured port-to-port transmission loss of 4% is consistent with the
number of optical surfaces involved. New apds were purchased and
compared with existing apds showing similar performance.

As will be discussed in Section 6.4, the polychromator has filters for
two simultaneous measurements within the mse spectrum in addition
to the two proxy measurements. This enables measurement of the
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Figure 66: The polychromator filters transmission
were measured in-situ in the skewed cavity (red
shaded). They are overplotted on a simulated
spectrum of the mse emission and background. The
filters dedicated to measuring mse σ and mse π can
have their wavelengths temperature-tuned ±0.9nm
using the custom filter ovens installed in the
polychromator.
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mse π and mse σ simultaneously for increased signal as well as for a
check on the systematic polarization errors. The filter passbands were
measured in-situ and are shown in Figure 66 along with a schematic
of the mse emission.

6.3 performance evaluation

The prototype polychromator was operated for several experimental
run days at the end of the FY12 c-mod experimental campaign. Due
to digitizer limitations and analysis code inflexibilty, the polychroma-
tor replaced four sightlines of traditional mse. Thus, it was not used
for the mse pitch angle measurement directly but was instead used
to evaluate how well the wavelength-interpolation scheme estimates
the mse partially-polarized background. During this experiment, var-
ious filters were swapped in and out and heated to observe different
portions of the spectrum.

Figure 67 shows the polychromator operating in a plasma with sev-
eral H-modes (left) and several I-modes (right). Panel A illustrates the
wavelengths observed by the different detectors with the traces colors
corresponding to the shaded regions. Panel B displays the total light,
panel C shows the polarized light, panel D and E show the stokes
components Q and U, panel F shows the polarization fraction and
panel G shows the polarization angle. In each case, the coefficients
Cred and Cblue are determined for the entire Stokes vector using the
linearly polarized intensity from time 0.9s to 1.1s. From these traces
it is apparent that the polarization of the four different wavelengths
agree very well. The spectral region with the least agreement is fur-
thest to the blue, > 15nm from the other measurement wavelengths.
Even in this case, the polarization tracks very well across all the spec-
tral regions.

The polarization correlation across the spectral region was exam-
ined by swapping various filters into the polychromator and observ-
ing discharges with different gases puffed into the plasma. The re-
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Figure 67: Example traces from the polychromator for shots with multiple transitions between L-, I-, and
H-modes. Panel A shows the filter placement with the trace colors corresponding to the shaded regions.
Panel B shows the total light, panel C shows the polarized light, while panels D and E show the Q and U
Stokes components of the polarized light, respectively. These components have been normalized at the
noted times to obtain the detector-to-detector gains. Panels F and G show the polarization fraction and
polarization angle of the different wavelength bins, respectively. The transitions between different
confinement modes are indicated as the vertical dashed lines.
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Figure 68: The polarization in different spectral
regions as measured by swapping various filters into
the polychromator. Regions that correlate well with
eachother are shown in green, regions to be avoided
are shown in red and regions that have some minor
impurity contamination are shown in yellow. A
simulated mse spectrum and quasi-continuum
background are shown for reference.
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sults are shown in Figure 68 with a simulated mse spectrum over-
plotted. There are several spectral regions to the red and blue of the
mse emission that are free of impurities and correlate well, though
care must be taken to avoid strong impurity emission, particularly
due to argon at 664nm. There is also some weak neon emission un-
der the mse wavelengths that may cause problems during seeding
experiments.

To determine how well the background can be estimated an al-
gorithm was developed that calculates the relative misestimate of
the background intensity, f, and angle, ∆θbkgd, for both the time-
interpolation scheme and the multi-wavelength scheme for direct com-
parison. This technique is applied to discharges without beam pulses
where the actual mse background can be measured. Instead of an ac-
tual beam pulse where the background would be unknown, ersatz
beam pulses are used. The process is shown in Figure 69.

The background intensity and polarization angle is straight-line
time-interpolated across each ersatz beam pulse to estimate how well
time-interpolation estimates the background. The time-interpolated
background is subtracted from the actual mse background measure-
ment, yielding a residual. The misestimate in angle, ∆θbkgd, is simply
the residual. The relative misestimate of the intensity, f, is calculated
by dividing the residual by the actual value of the background at each
time point within the beam pulse. Each result is averaged over the er-
satz beam pulse to yield a mean value of f and ∆θbkgd for the time
point at which that ersatz beam pulse is centered. The standard error
in f and ∆θblgd is also calculated for the ersatz beam pulse. This is
repeated for each microbin time-point throughput the discharge for a
total of ∼ 200 different values.

A background estimate using wavelength-interpolation is also con-
structed for each ersatz beam pulse. For this test the the coefficients
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Figure 69: Example of the methodology used to determine the accuracy of the wavelength-interpolation
background estimate. The polarized intensity (left) and polarization angle (right) measured at the mse and
two proxy wavelengths (a). Ersatz beam periods are used to estimate the accuracy of the two different
background estimation techniques. The intensity and angle during the beam pulse are estimated using
time and wavelength-interpolation and compared to the actual background (b). The residuals from the two
techniques are calculated (c).
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Cred and Cblue are chosen to be equal. The relative detector gains
are calculated by normalizing to a period within the discharge; this
normalization is found to not vary discharge-to-discharge. The recon-
structed background intensity and angle using the proxy measure-
ments is subtracted from the actual mse background measurement to
yield a residual. The relative misestimate in polarization intensity, f,
and polarization angle, ∆θbkgd, and their standard errors are calcu-
lated during each ersatz beam pulse in the same manner as in the
time-interpolation case.

The process and result for an example discharge is shown in Fig-
ure 69, which shows seven of the ∼ 200 possible ersatz beam pulses.
The polarized intensity and polarization angle of the mse and proxy
wavelengths match very well across the entire discharge (a). The esti-
mated background intensity using time-interpolation does not agree
for most of the shown ersatz beam pulses (b). The intensity estimated
using wavelength-interpolation matches the background very well
for each beam pulse, following fast changes in the background. This
agreement is apparent in the small residuals (c). The time-interpolated
residual is much larger than the wavelength-interpolation residual.
The wavelength-interpolation residual is centered at zero within the
standard error of each beam pulse, indicating this misestimate is not
statistically different than zero. The time-interpolated residual usu-
ally differs from zero by several standard errors. The difference in per-
formance between the time-interpolation and wavelength-interpolation
for the polarization angle is smaller than for the intensity, probably
because the polarization angle varies less in magnitude and more
slowly than in time than the intensity.

Figure 70 shows the calculated f and ∆θbkgd using both the time-
interpolation and wavelength-interpolation estimation technique. Each
data point represents a single ersatz 0.1s long beam pulse throughout
this sample discharge. The relative misestimate in the intensity (b)
and misestimate in the polarization angle (c) are shown. The time-
interpolation technique has large and systematically varying misesti-
mates (orange). Whenever the background intensity changes its time
derivative, f—as calculated from time-interpolation—increases sub-
stantially. The discharge-averaged absolute value of the relative mis-
estimate is < |f| >= 0.14, though there are excursions that are up
to f > 0.5. The average absolute value of the angle misestimate is
< |∆θbkgd| >= 2.7◦, though this value can be > 10◦ for some ersatz
beam periods. The standard error of f and ∆θbkgd during each beam
pulse are shown as shaded regions, which represents roughly the
photon statistical level. The background estimate is usually systemat-
ically wrong; the standard error does not capture the magnitude of
the misestimate.

The wavelength-interpolation technique has systematically low mis-
estimates of the background (violet); f is very close to zero. The vari-
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Figure 70: The measured polarized intensity of the mse background and proxy wavelengths (a). The
relative misestimate in the polarized intensity, f, from time-interpolation and wavelength-interpolation (b).
The misestimate in polarization angle ∆θbkgd (c). Ersatz beam pulses lasting 0.1s are used in this
calculation. The shaded regions are the ±1 standard error for the quantity within a each single ersatz beam
pulse.

ability time-point-to-time-point in f is similar to the standard error of
f within a beam pulse, indicating that f is not statistically different
than zero. The same is true for the misestimate of the background
angle. The discharge-averaged magnitude of the relative misestimate
of the intensity is < |f| >= 0.02, and the magnitude of the misesti-
mate of the angle is < |∆θbkgd| >= 1.3◦. This represents a factor of
7 and 2 improvement in the background estimate relative to time-
interpolation on this discharge. With this performance, a polarized-
signal-to-polarized-background ratio of SB = 10 could be tolerated
and still produce polarization angles with uncertainties less than 0.1◦.

Figure 71 shows the relative misestimate of the background inten-
sity and the misestimate of the polarization angle for time-interpolation
and wavelength interpolation as a function of the polarized back-
ground level for this discharge. Because the wavelength-interpolation
technique is photon limited, it becomes more accurate at higher po-
larized background levels. This feature is very important, allowing
for more accurate background estimates—and more accurate back-
ground subtraction—as the polarized-signal-to-polarized-background
ratio decreases. The wavelength-interpolation estimate is least accu-
rate at the lowest signal levels, but even then is almost within a stan-
dard error of zero.

The polychromator was operated for several run days during the
campaign to evaluate its performance across a variety of plasmas.
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Figure 71: The relative misestimate in background
intensity (a) and misestimate in the polarization
angle (b) for time-interpolation and
wavelength-interpolation with a 0.1s ersatz beam
length for the same discharge shown in Figures 69

and 70.
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Figure 72: The magnitude of the relative error in estimating the polarization intensity vs. polarized
background polarized (left) and plasma line averaged density (right) using both the time-interpolation
estimate of the background and the wavelength-interpolation technique.
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Figure 73: The probability distribution of f
σ/
√
n

for
the two methods to estimate the background. The
student-t expectation for 20 degrees of freedom is
overplotted.
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The results for each possible ersatz beam pulse in ∼ 40 discharges
are shown in Figure 72. The results are plotted to show the polarized
background intensity (left) and a related quantity, the plasma line av-
eraged density (right). The results are binned by background level
and density, and the averages for the bins are overplotted. The time-
interpolation technique produces nearly the same misestimate of the
background, independent of background level or density. This is be-
cause the error in time-interpolation depends mostly on how variable
the background is and not on how bright the background becomes.
Note that there are some points where the background intensity is
misestimated by nearly 100 percent. The wavelength-interpolation
scheme performs substantially better for nearly all conditions. The
wavelength-interpolation technique reduces the misestimate by a fac-
tor of ∼ 10 decrease in the misestimate at both high background
levels and high line-averaged densities. Significantly, the wavelength-
interpolation scheme performs best at the highest background levels,
exactly where high quality background subtraction is needed.

Not only does wavelength-interpolation perform better at estimat-
ing the background intensity and angle, it also performs much better
at estimating the uncertainty in this estimate. As previously shown,
the time-interpolation technique often misestimates the background
well outside of the standard error derived within a beam pulse. In con-
trast, the wavelength-interpolation scheme rarely reports f or ∆θbkgd

outside of the standard error of the data used to calculate the mean
value. Figure 73 shows the probability distribution function of f di-
vided by the standard error in f for both types of background esti-
mates. The student-t distribution function for 20 degrees of freedom
is also shown.

It is apparent that the wavelength-interpolation technique produces
a narrower probability distribution than the time-interpolation tech-
nique. The fact that the wavelength-interpolation technique’s proba-
bility distribution function is nearly the same width as the student-
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Figure 74: An example of firing the beam into the plasma while using proxy wavelengths to measure the
background. The filter placement is shown in panel A, note the green trace is observing the mse π emission
for this sightline. Panels B, C, D, and E show the total light, polarized light, Q, and U respectively.

t distribution indicates that the variability in the mean f is nearly
within the standard error of the data used to calculate each mean f.
Thus any error in estimating the background will have the proper
uncertainties propagated to the measured beam polarization angle
when the mean error of that signal is calculated. The time-interpolation
technique has a much wider distribution function with a large frac-
tion of the mean f falling more than five standard errors away from
zero. In this case, errors from estimating the background will not be
properly propagated to the uncertainty in the polarization angle us-
ing statistical means. Note that both estimates are nearly centered at
zero, indicating it is almost equally likely to overestimate the back-
ground as it is to underestimate it. The fact that the wavelength-
interpolation scheme is statistically well-behaved likely indicates that
the technique is operating near the photon-limit; the estimate of the
background is limited by the random fluctuations in the proxy and
background measurements. This would also explain why this method
performs better as the light level is increased, as shown in Figure 72.
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To fully illustrate the multi-spectral mse technique, the beam was
fired into plasma for a few discharges with the polychromator ob-
serving both the beam emission and the two proxy wavelengths. An
example is shown in Figure 74. Note that when the beam is not firing,
the polarization at the mse wavelengths agrees with the polarization
measured at the proxy wavelengths. When the beam fires, these proxy
measurements provide the background Stokes components through-
out the pulse. In this case, the individual Stokes components were
normalized at the end of the shot to obtain the detector-to-detector
gains.

6.3.1 Beam-modulation is no longer required

The mse-mslp technique provides an estimate of the mse background
in real-time. Therefore, a real-time mse measurement including ac-
curate background subtraction is possible. This could have implica-
tions for future experiments where the mse diagnostic will be used to
provide information for real-time magnetic reconstruction in environ-
ments with low SB. If the gains of the detectors in the polychromators
are stable and two proxies are used then the background can be es-
timated accurately from the proxy wavelengths without comparing
to the actual mse background during beam-off periods. This condi-
tion is satisfied within the previously discussed database study of
wavelength-interpolation. If the background itself does not need to
be measured during beam-off periods the beam can be operated in a
continuous mode.

The methodology used to estimate f and ∆θbkgd across the database
of c-mod discharges is used to examine how long the beam pulses
could be extended and still provide accurate background estimates.
The length of the ersatz beam pulses within the discharge is increased
from 0.05s to 0.95s and the shot-averaged magnitude of f and ∆θbkgd

are calculated using both the wavelength-interpolation and the time-
interpolation techniques. The results are shown in Figure 75 for eight
representative discharges that went in and out of H-mode. It is im-
mediately apparent that the wavelength-interpolation technique is
nearly independent of beam length and even benefits from longer
beam lengths (likely due to increased photon counting in each beam
pulse). This indicates the polarization between different wavelengths
is highly correlated in the same way throughout the discharge. As
would be expected, the time-interpolation technique provides pro-
gressively worse background estimates as the beam pulse is length-
ened, becoming useless for beam lengths longer than ∼ 0.1s. In no
case does the time-interpolation technique out-perform the wavelength-
interpolation technique, even at the shortest beam pulses.

The usefulness of avoiding modulating the beams is limited on c-
mod since the low power dnb does not affect the plasma and other
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Figure 75: The shot averaged magnitude of f (a) and
∆θbkgd (b) as a function of the length of the ersatz
beam pulses for 8 H-mode discharges.
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diagnostics require it to be modulated for their background subtrac-
tion schemes. Additionally, the dnb operates best when modulated;
the beam current decreases as the beam length is extended. However,
the ability of mse to operate without beam modulation is important
for systems which observe a heating beam, which is the case for most
existing and planned future devices.

6.4 simultaneous measurement of σ and π

One key advantage of the multi-spectral mse technique is the abil-
ity to measure both the mse σ and π emission simultaneously on the
same sightline using the same front-end optics and fiber links. The ob-
vious advantage is an increase in signal collection; two mse channels
with almost no up-stream changes to the system. When the upper
states are statistically populated, the mse σ is approximately twice as
intense as each mse π triplet to each side of it (averaged over all obser-
vation angles). In reality, the σπ ratio can be as low 1.2 on some fusion
devices and is closer to 1.8 even at c-mod densities [4]. The ratio is
also dependent on the viewing geometry. Thus, simultaneous collec-
tion offers an increase of ∼ 50 − 80 percent in signal collection for
systems already measuring the mse σ and an increase of ∼ 120 − 180
percent for systems, such as c-mod, that currently observe the mse π.
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Figure 76: An example of firing the beam into the plasma while using proxy wavelengths to measure the
background along with simultaneous measurement of the mse σ and π emission. The filter placement is
shown in panel A, note the green trace is observing the mse π emission and the yellow trace is observing
the mse σ emission for this sightline. Panels B, C, D, and E show the total light, polarized light, Q, and U
respectively.
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Figure 77: The polarized intensity (a) and
polarization angle (b) of the mse σ and π emission
using time-interpolation for a discharge with a
reduced-performance dnb.
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An example of measuring the mse σ and mse π emission simulta-
neously is shown in Figure 76. The filter placement is indicated with
measurement of the red and blue proxy spectral regions simultane-
ously with the mse σ and π. The total light (b) collected from the σ is
approximately twice that from the π. The change in sign between the
σ and π Q (d) and U (e) shows the light is orthogonally polarized1.

An example showing the different beam components for a simi-
lar, low SB discharge is shown in Figure 77. In this case the back-
ground is estimated using time-interpolation instead of wavelength-
interpolation. Note the polarization intensity of mse σ is about 1.5×
the mse π polarized intensity. The polarization angles are nearly or-
thogonal, though there is structure as function of time. This is likely
due to the use of time-interpolation to subtract the background, as
will be discussed next. This discharge had a beam with significantly
reduced performance, making further investigation difficult.

An additional advantage to the simultaneous collection of the mse

σ and π emission is the ability to precisely tune the overlap of the fil-
ter functions onto each spectral component from the beam. Because
the two sources of emission come from the same collection of beam
atoms, the ratio of their intensities is fixed despite changes in beam
neutral density or plasma density. Therefore, the ratio of collected σ
and π is a function only of the location and bandwidth of the inter-
ference filters relative to the Stark spectrum. This means plasma dis-
charges can be used to precisely tune the filter location to the center
of the spectral lines without having to keep identical plasma condi-
tions.2 This is done by changing the center wavelength of the filters
shot-to-shot by changing the temperature of the ovens.

1 Note the expected σ
π ratio is not evident in total polarized light (c) because of the

relative alignment between the polarized background and the polarized light from
each beam component.

2 This analysis assumes that the relative population levels of the upper states which
populate the lines stays the same, which is probably a good assumption in plasmas
that would be used for this type of tuning (i.e., avoid large density ramps). The beam
energy and plasma magnetic field also need to be kept constant to keep the same
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6.4.1 Using simultaneous σ and π collection to monitor the diagnostic
performance

The fact that the mse σ and π emission are emitted with orthogonal
linear polarization angles can be used to monitor the mse system per-
formance directly3. Recall that one of the most important polarization
aberrations in a mse optical system is diattenuation from non-equal
s-p ratios from mirrors which could change throughout a campaign
or within a shot, altering the polarization response of the mse diag-
nostic. For mirrors with non-unity s-p ratio, the diattenuation can
be formulated in terms of the s-orientation reflectivity, Rs, and the
p-orientation reflectivity, Rp. In this case Ψ ≡ 1− Rp

Rs
. The change in

polarization angle from Equation 20 due to diattenuation from non-
unity s-p ratio then becomes:

θout ≈ θin +
Rp/Rs − 1

2DOLPin sin
(
2(θin −ψmirror s)

)
(56)

where ψmirror s is the axis of the mirror’s angle of incidence.
With simultaneous collection of the σ and π emission, it may be

possible to monitor and compensate for the effects of a changing first
mirror diattenuation by monitoring the polarization angle between
the two different signals:

θout
σ − θout

π ≈
π

2
+
Rp/Rs − 1

DOLPin sin
(
2(θout

σ −ψmirror s)
)

(57)

where θout
σ has replaced θin. Therefore, the departure from orthogonal-

ity of the measured mse σ and π emission, combined with knowledge
of the mirror orientation, can provide information about Rp/Rs: the
term required for calibrating the mirror diattenuation.

Retardance from the first mirror (i.e., mirror phase shift) produces
changes in the polarization angle that are modulo π

2 instead of the
modulo π from diattenuation. Therefore, changes in first mirror re-
tardance will not change the measured angle between two sources
of orthogonally polarized light. However, the retardance modifies the
circular polarization with modulo π in the input polarization angle.
Thus, changes in the relative DOCP of the measured mse σ and π

light could be a sign that the optical system retardance has changed.
This could be from a changing retardance from plasma-facing mirrors
in future devices or from stress-induced birefringence in c-mod.

The fact that the mse σ and π emission is orthogonally polarized
may also be used to determine the quality of the background estimate
in the background subtraction scheme. Recall from Equations 47 and

Doppler and Stark shifts. The background needs to be subtracted prior to taking the
ratios.

3 In configurations where both are un-contaminated by other beam components.
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51 that the error from background subtraction is module π/2. The
background estimate for the σ and π wavelengths is likely to be esti-
mated through the same methodology, leading to correlated errors in
the background intensity estimate for each component: fσ = fπ ≡ f.
The polarized-signal-to-polarized-background for each channel can
also be related, SBπ = 1

RSBσ, where usually 1 < R < 2. R is predom-
inately a function of the spectrum and filter placement and does not
depend on the background intensity. Finally, the two sources of light
are emitted orthogonally, θσ − θπ = π/2. Putting these assumptions
into the equations yields:

θest
σ − θest

π ≈
π

2
+

f

SBσ
(R− 1) sin

(
2(θσ − θbkgd)

)
(58)

A similar methodology can be applied to misestimates of the back-
ground polarization angle, assuming the misestimate in background
angle, ∆θbkgd, is correlated for the two channels.

So a change from orthogonality of the estimated beam σ and π po-
larization angles could be due to poor estimation of the background
properties. Importantly, polarization changes due to misestimation
of the background are modulated by the intensity of background
through SB. Therefore, a misestimate of the background intensity will
cause the angle between the estimated mse σ and π to be correlated
with changes in the magnitude and angle of the background light. A
near perfect background estimate should result in measured angles
that change no faster than the current diffusion timescale and are or-
thogonal to one-another (or at least separated by a constant angle). A
changing polarization calibration due to first-mirror erosion or depo-
sition is likely to occur over a much longer timescale than the effects
from misestimates of the background. So long term changes in the
angle between mse σ and π light are indicative of changing diatten-
uation while faster, background-correlated changes are indicative of
misestimates of the background polarization intensity or angle. This
time-scale separation may allow the two effects to be separated.

These ideas will be tried using the new full-implementation of the
mse-mslp approach on c-mod in the next campaign4. If successful
this could offer a low-cost method to monitor calibrations in burning
plasmas without any calibration sources inside the vacuum vessel.

6.5 extrapolation to other devices

An example of applying the mse-mslp approach to the iter heating
beams is shown in Figure 78. The geometry of the iter mse system is
shown on the left of the Figure. The mse spectrum is simulated with
a representative quasi-continuum background on the right. Example

4 Unfortunately, the effects from diattenuation cannot be tested on c-mod since the
mirrors are not exposed to plasma.
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Figure 78: An example of the application of mse-mslp to the iter mse system. The system has two arrays
viewing three different neutral beams (left). A simulated spectrum of one of the sightlines viewing the high
energy heating beam is shown (right). The large Stark and Doppler shifts allow the three regions of the
mse σ and π to be measured along with proxy wavelengths.

filters for collecting the mse σ emission (orange) and both strong
triplets of the mseπ emission (green, gray) are shown as shaded re-
gions. This schematic uses filter full-widths of ∼ 4nm for each compo-
nent, though individual lines within the multiplet, likely the bright-
est, could be collected with narrower filters (i.e., 1nm) to increase the
SB at the expense of absolute signal. Spectral regions for the proxy
measurements are also shown to the red (red) and blue (blue) of the
mse emission. With high energy negative-ion beams, the emission is
well-separated from the cold edge Hα, and there are no intermedi-
ate energy beam components. Therefore, it may be possible to place
a proxy spectral region between the mse emission and the cold Hα,
though this may not be difficult due to spectral contamination from
other beams. As in c-mod, a database and spectral study of the antic-
ipated impurity line emission should be conducted prior to selecting
proxy wavelength regions.

The modification from mse-lp to mse-mslp could be completed
with only a change in detector design—the up-stream optics and
transfer fibers would remain unchanged. By collecting multiple po-
larizations within the multiplet, the polarization calibration could be
monitored. For these reasons, the development of mse-mslp and ex-
perience on c-mod is important for mse on next-step facilities.

6.6 summary : mse-mslp

Using a polarization polychromator it was found that the polarization
at various spectral regions correlated very well, even across typically
problematic plasma transitions and the system could properly track
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the three dominant sources of polarized background. The wavelength-
interpolation technique outperformed the time-interpolation technique
by a factor of 2 − 10, particularly at high background levels and
plasma densities, where accurate estimates of the background are
most required. The technique can estimate the background with
f < 0.01 and ∆θbkgd < 1◦ at high background levels, extending
the mse measurement to SB < 10, operating near the photon-noise
level. Additionally, it was shown that the wavelength-interpolation
technique does not rely on periodic modulation of the beam, provid-
ing a background estimate in real-time.

The ability to measure the polarization at multiple wavelengths on
the exact same sightline opens additional diagnostic capabilities be-
yond wavelength-interpolation background subtraction. The c-mod

polarization polychromator was used to measure the mse σ and mse

π emission simultaneously along with two proxy regions. Due to the
nature of polarization aberrations, monitoring the difference in polar-
ization angle between σ and π on an identical sightline can be used to
monitor changes in diattenuation from deposition and erosion of the
first mirror, or errors due to improper background subtraction. Moni-
toring the changing DOCP of these two components can also be used
to monitor for changing retardance or phase shift in the diagnostic
optical train.

The wavelength-interpolation and simultaneous measurement of
different parts of the Stark multiplet lead to a qualitatively different
diagnostic than a typical mse-lp system. This is termed the multi-
spectral line-polarization mse (mse-mslp) approach. The technique
has the following elements:

1. Polarization measurement at multiple wavelengths on an iden-
tical sightline.

2. Real-time measurement of the polarized background using po-
larization measurements at proxy wavelengths.

3. Simultaneous polarization measurement of both mse σ and π

on the same sightline.

4. Use of the different mse component measurements to identify
and correct for systematic errors.

Therefore, this approach can be used to help solve two pressing is-
sues for mse diagnostics on next-step devices: 1) proper background
estimation and subtraction, and 2) in-situ, real-time monitoring of
the diagnostic calibration. Experience on c-mod can be informative
for the planning of future mse systems where the mse-mslp approach
could easily be deployed.
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M E A S U R E M E N T S O F T H E C U R R E N T P R O F I L E
D U R I N G L H C D

Chapter goals:

• Systematically measure the current and hard x-ray profile in
scans of various plasma and lhcd parameters including:

– At non-inductive conditions

– Plasma current

– lhcd power

– Launched n‖
– Plasma density

– Diverted and limited

• Quantify the results of these studies in preparation for compar-
ison to numerical modeling

Sustaining a tokamak in steady-state and controlling the radial
profile of toroidal current and plasma safety factor has been a long-
standing goal of the fusion community. Injecting lower hybrid waves
into a plasma was recognized early [1, 2] as a potential mechanism
to drive plasma current efficiently, particularly off-axis. Over the last
three decades lhcd has been studied extensively on several tokamaks
[3]. A 20 MW lhcd system is also under consideration [4, 5] to sus-
tain long pulses (3000 seconds) in the “steady-state” scenario of the
iter tokamak now under construction. Looking forward, lhcd is also
commonly considered for use in fusion reactors, including the aries-
at [6] and the aries-rs [7] designs.

The design of lhcd systems for future devices and the utilization of
lhcd in present devices relies heavily on numerical simulations. Vig-
orous tests of these models are required to gain confidence in their
predictive capabilities and to identify possible areas for improvement.
In particular, it is important to benchmark model predictions of cur-
rent drive across a range of parameters in regimes of interest for re-
actors.

The comparison of the simulated current profile driven by lhcd to
the experimentally measured current profile can provide a sensitive
test of the model. Comparisons made over a range of parameters can
be used to determine the sensitivities in the experiment and in the
model to gain insight into the applicability and uncertainties in the
simulation results. This chapter reports measurements of the current
profile using the c-mod mse diagnostic during lhcd across a range of

191
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Table 10: Tokamaks with lhcd systems indicating the current profile measurement
capabilities

Tokamak Geometry mse Polarimetry Status

c-mod diverted yes yes operating
jt60-u diverted yes no decommissioned
jet diverted yes yes lhcd mothballed
tore supra circular attempted* yes decommissioned
ftu circular attempted* yes ?
kstar diverted planned no operating
east diverted planned no operating
pbx-m bean yes no decommissioned
asdex diverted no no decommissioned
alcator c circular no no decommissioned
plt circular no no decommissioned

* A mse system was installed but detailed measurements were not published
and the system has since been removed.

parameters. The systematic changes in current profiles are explored
in the low-density operating range on c-mod

1 where the lhcd system
has been observed to drive significant current with global efficiencies
roughly in agreement with that predicted by theory [3, 8]. The results
will be compared to numerical simulations by the genray/cql3d and
lheaf codes in the next chapter.

7.1 previous lhcd current profile measurements

Table 10 lists some of the tokamaks that have fielded lhcd systems
and indicates their current profile measurement capabilities.

The overlap between diverted tokamaks with significant lhcd pro-
grams and operating mse diagnostics consists only of jt60-u, jet, and
c-mod. The jt60-u tokamak operated with both an lhcd system and
a high-quality mse system, enabling the most detailed study of the
current profile during lhcd to date. Scenarios were studied with off-
axis peaked current drive using lhcd and neutral beams [9]. Non-
inductive discharges predominately driven by lhcd and bootstrap
current were created with reverse magnetic shear using two launchers
operating simultaneously (B0 = 2T, PLH = 2.5MW, n̄e ∼ 1× 1019m−3,
Te0 = 3.5keV) [10]. mse measurements were also used to control q0 in
real-time using the lhcd power as an actuator [11]. Measurements of
the current profile from lhcd were compared to simulation [12] and
showed a on-axis peaked current profile with good agreement to ray-

1 The density range in these experiments is on the low end of the typical alcator

c-mod operating range, but is high for most tokamaks and comparable to that envi-
sioned in iter and fusion reactors.
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tracing simulations. The device has been since been decommissioned
and lhcd is not planned on the replacement tokamak.

The jet tokamak also operated with an lhcd system and an mse

system. lhcd was used along with beams to create non-inductive
discharges [13] and “current holes” that were measured with mse

[14]. Current profile measurements were compared to simulations
with lhcd operation along with significant neutral beam heating [15].
lhcd was used to create a variety of q-profile [16] and current pro-
file control using lhcd and mse was successfully accomplished [17].
However, the lhcd system on jet has recently been decommissioned.
The circular/limited tore supra and ftu tokamaks operated at den-
sities and magnetic fields nearest to that of c-mod and reactors but
were limited to only polarimetry for current profile measurements
and did not produce significant studies of the current profile under
strong lhcd.

c-mod offers an important platform for performing tests of the
lhcd current profile because it operates at the proper field, density,
and lhcd frequency for testing reactor physics. Both jt60-u and jet

operate at low field and low density compared to c-mod or a reactor.
Unlike jt60-u and jet which often use neutral beam current drive, in
c-mod the plasma current is driven only by the transformer (Ohmic)
or by the lhcd providing relatively “simple” target discharges in
which the plasma can be dominated by the effects of lhcd

2. Addi-
tionally, the small size of the c-mod tokamak leads to short current
relaxation times relative to the pulse length. The current profile can
therefore be modified by lhcd, allowed to reach an equilibrium, and
then the stationary state can be measured, providing straight-forward
comparison to simulations.

The non-inductive current profile was measured during this work
as reported in [18, 19] and a preliminary scan in launched n‖ was
conducted [20]. Preliminary comparisons to theory were performed
[21]. However, the diagnostic calibration response changed by many
degrees shot-to-shot, the data was sporadically compromised by back-
ground subtraction issues, and the view of the diagnostic sometimes
shifted.

Work during this thesis quantified the calibration and possible sys-
tematic errors, stabilized the diagnostic response, identified sources
of background light allowing better avoidance, developed new back-
ground subtraction techniques, refined analysis techniques, and de-
veloped in-situ calibration (not used for this data). This increased con-
fidence in and availability of the diagnostic, and enabled operation
across a wider range of parameters during the FY12 and FY14 experi-
mental campaigns. Additionally, equilibrium reconstruction method-
ologies were refined to capture more detail in the profiles and to en-

2 The experiments conducted in this work are performed in L-mode plasmas where
the bootstrap current is small.
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(a)

Figure 79: The c-mod lhcd launcher as seen from the plasma location (a) and the launched toroidal mode
number (related to n‖) for different phasings (b, adapted from [22]).

able more reconstructions—over 600 time slices were reconstructed
as part of this work.

7.2 experimental setup

The c-mod lhcd system operates at 4.6GHz using 12 klystron ampli-
fiers each capable of producing 250kW. The power system can oper-
ate for up to five seconds [23]. Up to 1MW of power is coupled to the
plasma via a novel launcher structure which consists of 16 columns
with four poloidal rows [18, 24]. The launcher can vary the launched
n‖ from 1.6 to 3.8 in real time allowing the physics of lhcd to be
explored as a function of the launched wavenumber—an important
quantity in the wave physics3. The launched n‖ spectrum and a pho-
tograph of the plasma-facing end of the lhcd launcher is shown in
Figure 79. This launcher is the second lhcd launcher installed on
c-mod, replacing the launcher used for the first current profile mea-
surements [25]. The system has recently been upgraded to couple
power to the plasma for up to 1 second [26].

Each discharge in this study follows the same basic structure. First,
an Ohmic target plasma is established prior to the application of lhcd

which starts between 0.1 to 0.3 seconds after the beginning of the
current flattop. This allows the DC electric field to fully penetrate the
plasma and provides an Ohmic reference period for the intra-shot
calibration technique. Next, the lhcd is ramped (usually quickly) to
the target power and is kept steady for 0.5 to 1 second. During this
time the plasma control system maintains a constant total plasma
current by decreasing the loop voltage and thus decreasing the Ohmic

3 Physically, the phase difference between the different columns of the launcher is
changed, leading to a different spectrum of launched toroidal modes. The location
of the peak in these modes is referred to here as the n‖.
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current drive. Finally, after the cessation of lhcd, the plasma control
system resumes driving Ohmic current by raising the loop voltage
until the end of the pre-programmed current flattop at which point
the plasma current is ramped down.

The dnb is pulsed into the plasma, typically with a period of 0.1
seconds and a duty cycle of 60 to 75 percent and is shown to be
non-perturbing to the density and temperature profiles. The dnb typ-
ically starts pulsing just prior to the current flattop and stops when
the plasma ramp-down begins. In the plasmas studied in this work,
the mse measurement is averaged over 50-60 milliseconds during the
steady portion of each dnb pulse. This results in an mse measure-
ment every 0.1 seconds throughout the discharge. The measurement
uncertainty is taken as the standard error of the mse data over the
bin length, resulting in typical errors of 0.1◦ to 0.5◦ in magnetic pitch
angle, depending on the mse sightline. The ten mse sightlines at each
measurement time point are inspected for problems from improper
background subtraction as discussed in Chapter 5. Typically the beam
pulses overlapping the beginning and the end of lhcd produce spu-
rious polarization measurements due to background changes and are
omitted from reconstructions.

The pitch angle profiles obtained from the mse diagnostic and the
pressure profiles derived from the Thomson scattering diagnostic are
used to constrain the magnetic reconstruction at each time point where
mse data is available. An Ohmic portion of the discharge is used to
intra-shot calibrate the mse diagnostic using the methodology dis-
cussed in Appendix B for all the data discussed in this work. Most dis-
charges use two adjacent time-slices to obtain the calibration offset for
the mse data. The reconstructions during lhcd use spline basis func-
tions with four knot locations (which are allowed to vary time slice-
to-time slice and discharge-to-discharge). The plasma parameters are
kept constant (i.e. constant density, current, power, etc) throughout
the lhcd pulse. The effect from lhcd is then measured by scanning
the parameter of interest discharge-to-discharge. The resulting pitch
angle, safety factor, and current density profiles are extracted from
the equilibrium reconstruction for comparison as the parameter of
interest is scanned. .

7.2.1 HXR camera

The lhcd-driven electrons produce Bremsstrahlung emission due to
collisions with the plasma bulk ions and electrons. A mono-energetic
electron beam produces a range of photons in the hard x-ray range,
primarily in the direction of motion, that can then be detected with
spatial localization using a hard x-ray camera (hxr) camera installed
on c-mod [27]. The 32-sightline cadmium zinc telluride pinhole cam-
era views the plasma in the poloidal plane as shown in Figure 80.
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Figure 80: The hard x-ray (hxr) camera on c-mod views the plasma mostly poloidaly with a fan of 32

sightlines (left, adapted from [27]). The energy-resolved count rate from each sightline is reported, giving
information about the spatial profile of the fast-electron Bremsstrahlung (right).

The camera has 1µs time resolution and is sensitive to photons from
20keV to 200keV with 1keV energy resolution. The pulse-height data
is analyzed, binned, and stored in the mdsplus database. Background
counts due to neutron detection are subtracted, although this the
errors associated with this process precludes measurements at high
plasma temperatures.

The camera sightlines span most of the cross-section of the confined
plasma and are inherently line-integrated measurements of bright-
ness. The poloidally-viewing camera is more sensitive to the elec-
trons that have been pitch-angle scattered compared to the electrons
that are carrying the toroidal current. This limitation and the lack
of a one-to-one relation between photon energy and electron energy
makes interpreting the signals from the hxr camera as a spatially-
dependent electron distribution function challenging. The details on
the construction, operation, and analysis for the hxr camera can be
found in references [27, 28]. Efforts have been undertaken to invert
the hxr data [29], however this approach is not taken in this work.
The photon energy distribution of the hxr emission is observed to
be independent of the parameters that were scanned. All the pho-
tons greater than 40keV are therefore binned for each sightline for
the work presented here.

The hxr camera provides basic information about the spatial extent
of the fast electron population even without inversion—there must
be fast electrons outside of a given sightline for hard x-rays to be de-
tected by that sightline. The un-inverted camera data is particularly
useful to track changes in the magnitude and spatial extent of the fast
electron population, as well as its evolution in time. The hxr profiles,
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combined with the spatially-resolved measurements of the plasma
current profile from mse-constrained reconstructions, provides two
separate and complementary measures of the effects of lhcd on the
core plasma. These profiles can then be compared to synthetic diag-
nostics in numerical simulations.

Non-thermal electron-cyclotron-emission (ece) is an additional in-
dicator of fast electrons in the plasma and is detected by two grating
polychromator systems and a Michelson interferometer [30]. The fast-
electrons produce radiation that is relativistically down-shifted into
the detection range of the ece systems, particularly those usually ob-
serving the edge, and is termed “non-thermal ece emission.” This
contamination makes these systems inadequate for measurements of
the bulk electron temperature4 but the ece detectors do provide in-
formation about the fast electrons [31]. However, interpreting these
signals in terms of fast electron energy and spatial position is diffi-
cult, thus these system are used to identify qualitative changes (or
lack there of) as different parameters are scanned in this work.

7.3 profile time evolution

Figure 81 shows time traces and profiles from a typical lhcd experi-
ment at moderate current (530kA). The traces of important plasma pa-
rameters are shown on the left. At 0.7 seconds lhcd power is applied,
generating fast electrons which produce hard x-rays. The plasma con-
trol system responds to the current carried by the lhcd-driven fast
electrons by decreasing the loop voltage by nearly 80 percent. Signif-
icant non-thermal ece is observed during this period. The profiles of
the pitch angle, safety factor, and current density from the shaded
regions are shown on the right. The profiles from the Ohmic period
prior to lhcd are extracted from the dark gray shaded region and are
shown as a dashed gray lines.

The top collection of panels shows the time evolution of the plasma
shortly after the start of lhcd. The mse pitch angle profile responds
quickly to the application of lhcd, with the largest changes occurring
at mid-radius while the pitch angle at larger radius changes slightly.
An edge feature outside of Rmid ∼ 0.8m appears in the current pro-
file almost immediately after the start of lhcd whereas the central
current density takes several hundred milliseconds to reach a station-
ary state. Note that the edge feature in the current density profile
carries significant total current since the plasma has a much larger
area at the larger minor radius. The central current density, although
it draws attention to the eye due to the large changes and peaked
nature, does not represent much total current due to the small area
at the center of the plasma. q0 rises above unity by 120 milliseconds

4 Thomson scattering measurements are thus used for temperature profiles during
lhcd for the results presented in this work.
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Figure 81: Time traces (left) from a typical lhcd experiment showing the (from top to bottom) plasma
current, net lhcd power, surface loop voltage, line-averaged density, and hard x-ray count rate (> 40keV
from a central hxr camera chord). The period where sawteeth are suppressed is indicated by the two
vertical orange dashed lines. The profiles from the reconstructions show the magnetic pitch angle with mse

data (top middle), the q-profile (bottom middle) and the midplane current density (right). Traces are
selected from different time periods in each of the three horizontal panels.
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after the start of lhcd (red) which coincides with the suppression
of sawteeth indicated as the vertical dashed orange line on the time
traces. The current profile continues to evolve (blue, green) for the
next 200 milliseconds as changes in the parallel electric field pene-
trate the plasma—eventually the plasma reaches a new equilibrium.

The middle collection of panels shows that the pitch angle, safety
factor, and current profiles reach a stationary state by 320 millisec-
onds after the start of the lhcd (red) and remain stationary for the
remaining 300 milliseconds of the lhcd pulse. The loop voltage stabi-
lizes at ∼ 20 percent of its value prior to the start of lhcd, indicating
that the majority of the current is being driven non-inductively. q0
rises to ∼ 1.3 and the current profile is broader than the Ohmic pro-
file but still centrally peaked.

The bottom collection of panels shows the plasma evolution after
the end of lhcd. The last time point during lhcd is indicated in
red. The pitch angle profiles evolve back to the Ohmic profile (blue)
and nearly reach it (green) prior to the ramp-down of the plasma
current. q0 decreases to one near the time that sawteeth resume and
the q-profile continues to evolve back toward the Ohmic profile. The
edge feature in the current profile disappears and the central current
density peaks upward although it does not reach its Ohmic profile
prior to the plasma ramp down. (Note: there are cases where there
is sufficient time after lhcd for the profiles to evolve to match the
profiles prior to lhcd.)

Uncertainty analysis of the equilibrium reconstruction was not per-
formed for every discharge and every time slice. However, collat-
ing the reconstruction variability using Monte-Carlo analysis on sin-
gle time-slices, repeated discharges, and variability during stationary
states has been used to estimate typical uncertainties in the current
density at different locations in the radial profile. These uncertainties
are identified in the figures that follow. Note that the details of the
mse measurement lead to much larger current density uncertainties
in the core region than in the edge region. On c-mod the uncertainty
in the pitch angle is a minimum of ∼ 0.1◦ at the mid-radius and
∼ 0.25◦ at the core and edge5 while the absolute pitch angle changes
significantly across the profile—the relative measurement uncertainty
is thus largest at smallest major radius and smaller at the edge and
smallest at the mid-radius. Furthermore, the total plasma current is
constrained using the Rogowski coil measurement and changes in
current density at the outer part of the plasma produce much larger
changes in total current due to the larger area than at inner radii.

The hxr profile (a) and the flux surface-averaged current profile
(c) for the times from the beginning of lhcd to the end of lhcd are
shown in Figure 82. The hxr emission is averaged over the same time

5 The polarization angle uncertainty is greatest in the core due to photon statistics
while the pitch angle sensitivity is worst at the edge, thus the two effects act in
opposite directions leading to a minimum uncertainty in pitch angle at mid-radius.



200 measurements of the current profile during lhcd

HXR
[cts/s >40keV]

   
0

1•105

2•105

HXR
(normalized)

 0 10 20 30Ch
0.00

0.02

0.04

0.06

0.08

  
 

 

0.62s (Ohmic)
0.72s (+0.02s LHCD)
0.82s (+0.12s LHCD)
0.92s (+0.22s LHCD)
1.02s (+0.32s LHCD)
1.12s (+0.42s LHCD)
1.22s (+0.52s LHCD)
1.32s (+0.62s LHCD)

0.0 0.2 0.4 0.6 0.8 1.0

0

15

 <Jtor> [MA/m2]

1120608016
Ip = 530kA
PLH = 800kW
ne = 5.9x1019 m-3

PLH/ne = 1360 x10-20kWm3

n|| = 1.6
BT =5.4T

(a)

(b)

(c)

Increasing
time

Increasing
time

Figure 82: The-time dependent profiles of hxr emission (a) and flux-surface averaged Jtor (c) for a low
current discharge. The hxr profiles are normalized to the total count rate (b) to show changes in profile
shape.

 

 

0

500

1000

1500

        

  
 

 

0.0 0.5 1.0 1.5 2.0
Time [s]

0.0

0.5

1.0   
 

 

     
0

5•106

  
 

 

0.0 0.5 1.0 1.5 2.0
Time [s]

1.0

1.2

1.4

1.6

1.8
  

 

 

     
0.6

1.0

1.4

1.8

  
 

 

0.0 0.5 1.0 1.5 2.0
Time [s]

0

5

10

PLH/ne 
 [10-20 kWm3]

HXR 
 [cts/s >40keV]

li

q0

r(q=1) [cm]∆Vloop
/Vloop Ohmic

(a)

(b)

(c)

(d)

(e)

(f )

  
 

 

0.0 0.5 1.0 1.5 2.0
0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n 

of
 c

ur
re

nt
 

Time [s]

Inside r/a = 0.50

Inside r/a = 0.75

Inside r/a = 0.25

STS (g)

1120608016

Figure 83: The time-dependence of 0-D equilibrium quantities from a low-current, high-power lhcd

discharge. The lhcd power divided by the density—a measure of the strength of the lhcd drive (a), the
fractional change in loop voltage from prior to the start of lhcd (b), the total hxr count rate summed over
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period as the mse measurement and the variability is indicated as the
error bars in the figure. Both the hxr and current profiles are centrally
peaked during application of lhcd. The current profile takes 200-300

milliseconds to evolve to its final profile shape while the hxr profile is
established immediately after the start of lhcd as are the non-thermal
ece features.

The hxr profile shape remains self-similar throughout the discharge
(b). This self-similarity is apparent even in the very earliest time
slices (light blue), similar to that observed on tore supra [32]. In a
similar manner, the non-thermal ece emission profiles rise promptly
and maintain constant shape throughout the application of lhcd (not
shown). This implies that the lhcd drives the fast electrons in a con-
stant profile independent of the details of the plasma equilibrium,
which is a function of time due to the penetration of the parallel elec-
tric field. (Although, as these results show, the equilibrium changes
only mildly even with substantial amounts of lhcd.) Past studies on
c-mod have shown that there is little fast-electron diffusion or convec-
tion —the lhcd-driven electrons stay on the flux surface where they
are born [33] in the absence of mhd which is consistent with these
results.

In addition to the current and hxr profiles, there are several zero-
dimensional measures of the current drive that can be used to quan-
tify the effects of lhcd. These are shown in Figure 83. The drive term
(PLH/n̄e) is high and relatively constant (a). The fractional change in
loop voltage (b) shows that the majority of the plasma current is be-
ing driven non-inductively. The hxr count rate follows a trajectory
similar to PLH/n̄e (c). The plasma `i decreases from 1.8 during the
Ohmic target plasma to 1.2 during the lhcd phase, reflecting that the
current profile has broadened (d). q0 increases from ∼ 0.9 to ∼ 1.3 (e)
causing the q = 1 surface to disappear and then reappear after the
end of lhcd (f), the timing of which coincides with the period when
the sawteeth are suppressed (STS) as indicated by the vertical dashed
orange lines.

The current profile can be parameterized simply in terms of the
fraction of current located inside different minor radii (g). The appli-
cation of lhcd broadens the current profile, decreasing the fraction of
current inside r/a = 0.25, r/a = 0.5, and especially inside r/a = 0.75.
In this discharge nearly 20 percent of the current is located in the
outer quarter of the plasma radius during lhcd compared to only
5 percent during the Ohmic-driven periods of the discharge. Signifi-
cantly, there is still a considerable amount of current, (∼ 45 percent),
inside the mid-radius even though this is a strongly lhcd-driven
plasma. The current fraction locations, `i, q0, and r(q = 1) all return
to their pre-lhcd values after the end of lhcd.

Another example of time-dependent mse measurements of lhcd is
shown in Figure 84 for a high current (800kA) discharge with mod-
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est amounts of lhcd power (500kW). The modest amount of lhcd

(PLH/n̄e = 850× 10−20kW m2) is sufficient to reduce the surface loop
voltage by ∼ 55 percent and generate an increase in the central tem-
perature.

The pitch angle evolution and resulting current profile are shown
for the periods from the start of lhcd throughout the lhcd pulse.
Note that the mse pitch angles and thus the resulting equilibrium
stabilizes approximately 260 milliseconds after the start of lhcd. The
resulting current profile shows “shoulders” at the edges of the plasma
due to the application of lhcd. The largest changes in the mse pitch
angle are in the outer portion of the plasma—further out than the
previously discussed case at low current. The shoulder features ap-
pear from 0.8 < Rmid < 0.9, and are driven by the pitch angle changes
in the outer two to three mse sightlines. These features smoothly ap-
pear as a function of time while the central current density is only
mildly affected. (Note that this plasma remains sawtoothing through-
out while the sawtooth inversion radius decreases.) Figure 85 shows
the hxr profiles and < Jtor > for the time slices. The hxr profiles are
broader than the low-current discharge. The current profile shows
a large relative change off-axis (r/a > 0.6) with a new equilibrium
reached approximately 260 milliseconds after the start of lhcd. Again
the hxr profile evolution is relatively prompt while the current profile
takes time to equilibrate. The hxr profile shape remains self-similar
at all the time points during the application of lhcd.
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The measurement of the current profile is very reproducible in sim-
ilarly prepared plasmas. Figure 86 shows two repeated discharges
(800kA) with the same lhcd power and plasma density, generating
the same hxr count rate and loop voltage. The pitch angles measured
by mse are very similar between the two discharges, yielding very
similar mse-constrained reconstructed current profiles. The hxr and
non-thermal ece profiles are also very similar between the discharges.
Other examples at different current and power levels show similar
levels of reproducibility.

The time evolution of these discharges agrees well with expecta-
tions. The current penetration time can be approximated as:

τCR =
1.4 a2κ T

3
2
e

Zeff
(59)

where a is the device minor radius in meters, κ is the elongation, Te
is the electron temperature, and Zeff is the effective charge [8]. This
yields current relaxation times for c-mod from 0.2s (at 2keV) to 1.4s
(at 7kev). The discharges considered in this work are on the lower end
of this range due to their low temperature, thus the current should
be diffused by ∼ 0.3 seconds after the start of lhcd—consistent with
the profile evolution shown here. Early work with the mse system
showed that the loop voltage had equilibrated throughout the plasma
cross-section during this time frame [25]. For the work presented in
the remainder of this chapter, the data will be taken as late in the
lhcd pulse as possible to allow the current to fully penetrate, typ-
ically more than 0.3 seconds after the start of lhcd. This enables a
comparison of current profile shapes under fully-equilibrated condi-
tions across a range of parameters, as well as comparisons of the
measured current profile shapes to steady-state simulations.

7.4 fully non-inductive discharges

The lhcd system on c-mod has sufficient power to drive and main-
tain the plasma fully non-inductively across a small range of plasma
parameters (low current and low density at high power). Data from
a non-inductive discharge (Ip = 530kA, n̄e = 5.2 × 1019m−3, and
PLH/n̄e = 1600× 1020kW m3) is shown in Figure 87. Note that the ap-
plication of lhcd leads to a significantly reduced loop voltage (even
going negative shortly after the start of lhcd and recharging the trans-
former in some discharges) and then becomes stationary at zero dur-
ing the lhcd pulse. There is central heating of the electrons (as mea-
sured by Thomson scattering) and a high hard x-ray count rate. The
pitch angle, q profile, midplane Jtor and hxr profiles are shown for
time points 0.35 and 0.45 seconds after the start of lhcd. The pro-
files—including the mse measurements—are stationary between the
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Figure 87: A discharge driven 100% non-inductively using lhcd. The plasma loop voltage is driven to zero
at constant total current (left). The pitch angle, q-profile, midplane Jtor, and hxr profiles are shown for the
two time periods late in the lhcd pulse indicated by the vertical shaded regions.

two time points. The current profile is broad but still centrally peaked
with q0 of ∼ 1.5.

In this plasma, the vast majority of the current is being driven by
the RF system which allows straight forward comparison of the mea-
sured current density profile to numerical simulations and measure-
ments on other tokamaks. The peaked lhcd current profile is very
similar to the profile observed in jt60-u [12]. However, the centrally
peaked hxr profile, which agrees qualitatively with the current pro-
file, is different from that observed on tore supra which observes
off-axis peaks in hxr emission [32], implying off-axis peaked current
profiles.

The centrally peaked current profile measured by mse and the
strong centrally peaked hxr profile is consistent with other measure-
ments on c-mod. Significant mhd activity is not observed in this dis-
charge as might be expected if the current profile was peaked off-
axis creating a non-monotonic q-profile. The temperature profile of
the plasma remains peaked on-axis and the central temperature rises
from 2.5keV to 3.5keV during lhcd as the ∼ 500kW of Ohmic power
is completely replaced with ∼ 800kW of lhcd power.

The current drive efficiency is usually expressed as:

η =
n̄e R ILH

PLH
(60)
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where n̄e is the line-averaged plasma density, R is the tokamak major
radius, ILH is the current driven by the lhcd system, and PLH is the
power supplied to the plasma by the lhcd system. Theoretically, η is
expected to scale as 1/n‖2, where n‖ is the parallel refractive index
of the lower hybrid wave at absorption, with weak a dependence on
the plasma Zeff (η ∝ 1/Zeff + 5) [1]), and a positive correlation with
electron temperature (roughly doubling in efficiency between Te = 5

and 20 kev [34] due to lower n‖ at absorption). The theoretically ex-
pected lhcd efficiency η ∼ 2.0− 2.5× 1019A/Wm2 has been observed
in a number of tokamaks at low density (n̄e < 3 × 1019m−3) but
a wide variety of phenomenon can decrease the current drive effi-
ciency at high density as discussed elsewhere [3]. For non-inductive
conditions the current drive efficiency is unambiguous since all the
quantities are well known. For the cases presented above the current
drive efficiency is η = 1.6× 1019A/Wm2.

7.5 determining the lhcd performance away from non-
inductive conditions

The traditional current drive efficiency is difficult to study across a
range of parameters due to the need to determine ILH and the limited
range of non-inductive conditions achievable on c-mod. Therefore, to
study systematic dependences of lhcd efficiency, an approximate cur-
rent drive efficiency is estimated by subtracting an estimated residual
Ohmic drive in a method similar to that presented in reference [35].
The current can be approximated as being composed of several com-
ponents:

Itotal(t) ≈ IOH(t) + ILH(t) + Ihot(t) + IBS(t) (61)

where IOH(t) is the current driven by the parallel electric field from
the transformer acting on the bulk electrons, ILH(t) is the current
carried by the fast electrons driven by the RF electric fields in the
absence of any parallel electric field, Ihot(t) is the current driven by
the parallel electric field on the fast electrons [36], and IBS(t) is the
bootstrap current, which is small in the low-pressure L-mode plasmas
studied here.

An estimate of the residual Ohmic current is made using IOH =

σneoE|| in partially-inductive conditions. The neoclassical conductivity
can be scaled to first order in bulk plasma parameters as:

σneo ≈ σ0
T1.5
e

Zeff
(62)

The constant, σ0, can then be determined by scaling current and par-
allel electric field from prior to the application of lhcd at time t0 to
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during the lhcd pulse at time t. The amount of current driven by the
transformer during the lhcd pulse is then estimated as:

IOH(t) ≈ Ip(t0)
Vloop(t)

Vloop(t0)

(
Te(t)

1.5

Te(t0)1.5

)
(63)

where the volume-averaged T1.5
e from the Thomson scattering diag-

nostic is used while averaging across ∼ 60ms and thus many sawteeth.
The plasma Zeff is assumed to be constant. This analysis assumes the
parallel electric field is penetrated throughout the cross-section and
thus is only valid once the plasma has reached a stationary state. The
current driven by the lhcd system is then approximated as:

ILH(t) + Ihot(t) = Ip(t) − Ip(t0)
Vloop(t)

Vloop(t0)

(
Te(t)

1.5

Te(t0)1.5

)
s (64)

allowing an approximate current drive efficiency to be calculated for
partially-inductive conditions:

η? ≡ (Ip(t) − Ip(t0))
Vloop(t)

Vloop(t0)

(
Te(t)

1.5

Te(t0)1.5

)
neR

PLH
(65)

η? is equal to η when the parallel electric field is zero and is a good
approximation when the hot conductivity term is negligible.

The approximations made in this analysis are most valid in condi-
tions where the lhcd is dominant and the plasma profiles have not
changed drastically between the application of lhcd and the refer-
ence time t0. Studies indicate that the Zeff magnitude is fairly con-
stant across lhcd in the discharges used in this study, though quan-
tifying this effect remains to be done. Note that contamination from
hard x-rays make the bremsstrahlung based Zeff measurement unus-
able. Changes in Zeff profiles during the discharge are not accounted
for nor are changes in the temperature profile except through the
volume-averaged temperature. The hot conductivity term can be cal-
culated as using the methodology in Reference [37] or (Ihot) can be
deduced from the dataset using scans of parallel electric field dur-
ing lhcd experiments as done in Reference [36]. Early experiments
with lhcd on c-mod using this method showed that the effect of hot
electron conductivity was not significantly different from zero [8] as
evidenced by the fractional change in loop voltage being linearly de-

pendent on PLH
n̄eIpR0

.
Database studies were performed by Steve Scott to identify trends

in η? as a function of different plasma parameters across the entire
collection of lhcd discharges on c-mod (∼ 2000 time slices). This work
was not motivated by an expectation that the observed zero-D trends
would be necessarily useful as benchmarks to numerical simulations
but rather to identify trends for follow-up studies in dedicated ex-
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Figure 88: The current profile during lhcd is decomposed into two constituents using Equation 66. The
measured current profile prior to lhcd (light gray) is scaled and used to subtract the estimated residual
Ohmic current (blue) from the measured current profile during lhcd (dark grey) to yield the contribution
from lhcd (red).

periments in which the current profile could be measured with the
upgraded mse system. In these experiments both the current and hxr

profiles were measured as a single plasma parameter (density, power,
n‖, Ip) was scanned, holding fixed the other parameters. The current
and hxr profiles are then compared across parameter scans where
other variables are held fixed.

7.5.1 Decomposing the current density

The previous analysis for the total current driven by lhcd in partially-
inductive conditions can be extended to decompose the current den-
sity profile from the equilibrium reconstructions into components
due to lhcd and due to the residual parallel electric field by replacing
the total current with the current density:

< JLH(t) >≈< Jtor(t) > − < Jtor(t0) >
Ip(t)

Ip(t0)

Vloop(t)

Vloop(t0)

(
Te(t)

1.5

Te(t0)1.5

)
(66)

where the calculation is done with the flux-surface averaged current
densities6. < JLH > includes any contribution from the residual elec-

6 The average temperature is used thus the temperature profiles effects are not ac-
counted for in this analysis.
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tric field acting on the fast-electrons. Figure 88 shows this decompo-
sition technique for a partially-inductive plasma. The current profile
during the Ohmic period (gray) is scaled (blue) and subtracted from
the current profile measured during lhcd (black) to yield the esti-
mated current profile due to the lhcd (red).

7.6 plasma ip scan

The strongest dependency identified in the η? database is an increased
current drive efficiency at increased plasma current. This trend is a
robust observation in the entire database, apparent in all the opera-
tional years of the lhcd system from both generations of lhcd launch-
ers. An example database plot is shown in Figure 89. Examining
discharges with a significant fraction of the current driven by lhcd

shows an increasing η? (a). Confining the database to discharges with
similar loop voltages shows the effect is still present (b,c). Further
investigation using similar shots show increased hxr emission and
larger relative changes in loop voltage at higher current with other
parameters fixed. This trend is also apparent in the control-room dur-
ing lhcd experiments—many of the best-performing (i.e., largest ab-
solute change in loop voltage) plasmas during current drive experi-
ments have been at higher current.

This trend is also observed in tore supra where the current drive
efficiency during fully non-inductive discharges nearly doubles by
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Figure 90: tore supra also observes an increased
current drive efficiency at increased plasma current
during fully non-inductive operation. From [32].

η

doubling the plasma current as shown in Figure 90 [32]. Similar in-
creases of current drive efficiency were also observed on jt60-u [38]
and ftu [39] during non-inductive discharges.

The lower hybrid wave propagation n‖ upshift is affected by the
poloidal field, thus a plasma current dependence could be expected
due to changes in the poloidal field structure. The lower hybrid ab-
sorption is dependent on the local plasma temperature and thus an
apparent dependence on plasma current could also be an artifact of
the temperature profile changing—it typically broadens as the cur-
rent is increased in a given device. Regression studies on ftu show
an explicit plasma current effect [39]. The result is less clear in c-mod

as the database has a covariance in temperature and plasma current,
though the data has less scatter when organized by plasma current.
The effect could also be due to changes in the scrape-off layer (sol) in
which the lower hybrid wave propagates—sol profiles are dependent
on plasma current.

The previously discussed time-dependent profiles hinted at a pro-
file plasma current dependence— the high current discharge showed
“shoulders” that were not apparent in the low current discharge and
also produced broader hard x-ray profiles. Dedicated experiments
were then conducted to determine the effect of plasma current on
the current profile during lhcd. Figure 91 shows the change in pitch
angle at different plasma currents and the resulting change in current
density profile. The profile broadens significantly at increased plasma
current, even in the Ohmic period (dashed lines) but change in cur-
rent profile during lhcd also shows more broadening at increased
plasma current. Figure 92 shows several zero dimensional measures
of the effect of lhcd during the plasma scan. The drive term, PLH/n̄e,
was fairly stationary across the scan (a) leading to a similar relative
change in loop voltage (d) and increased current drive (b) and current
drive efficiency (c). The total hxr count rate also increases (e) and the
plasma `i decreases in both the Ohmic stage of the target plasma
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and during lhcd (f). The effect of broadening the current profile is
apparent in the metrics of the current profile (g).

The hxr profile and contribution from lhcd to the total current
profile are shown in Figure 93. The hxr count rate increases and the
profile becomes broader at higher current. This effect is also present
in plasmas with lower lhcd power and lower hxr count rates. The
contribution from lhcd to the total current also appears to become
broader at higher plasma current.

An additional scan of plasma current over a larger range (400 −
1000kA) was conducted but with a poorer match in density. The
results are shown in Figure 94 where the hxr emission has been
mapped into r/a but not inverted. It is apparent that there is signif-
icantly increased hxr emission coming from r/a > 0.7 at the higher
currents. Note that due to the line integrated nature of the hxr cam-
era, the increased emissivity at the outer portion of the plasma also
contributes to brightness on chords passing through the middle of
the plasma, thus the emissivity might be becoming peaked off-axis
in the discharges at high current. This effect is also apparent in pre-
vious work on c-mod (n‖ = 3.1, n̄e = 9× 1019m−3) using inverted
hxr data [33]. The contribution from lhcd to the total current shifts
from being peaked on axis in the low current discharges to being
very broad at the high current with substantial current being driven
outside r/a ∼ 0.7, consistent with the hxr data and the previously
discussed shoulders in the current profile.

Broadening of the current profile and the hxr emission during
higher current operation was also observed on tore supra [32] and
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Figure 95: η? scaling as a function of PLH in a
dedicated power scan.
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jt60-u [38] and linked to broader temperature profiles, which may
also be important in the c-mod results.

7.7 lower hybrid power scan

One possible explanation for the observed current dependence could
be the influence of the residual parallel electric field which is largely
covariant with Ip in the previously discussed scans. The residual par-
allel electric field could in principle skew the various 0-D measures of
current drive and could also affect the hxr profiles by preferentially
accelerating electrons in the low density region (i.e., outer part of the
radial profile). Any effect would also be included in the current pro-
file attributed to the lhcd using the current profile decomposition.

The dependence of η? on the residual parallel electric field was de-
termined using a scan of lhcd power into identical low current target
plasmas (n̄e = 7.0× 1019m−3, Ip = 420kA, BT = 5.4T, Te0 = 2.0keV,
launched n‖ = 1.9) resulting in a variation in current drive from < 10

percent non-inductive to fully non-inductive. The η? as a function of
lhcd power for various time points in the study are shown in Fig-
ure 95. The current drive efficiency is relatively independent of lhcd

power—as expected. Since the loop voltage varied during this scan
(0.7V to 0.06V), this places an upper limit on the residual parallel
electric field’s effect on the fast electrons. This indicates that the ef-
fect is not important in determining the current drive efficiency in
this parameter range, consistent with prior work on c-mod [8, 21],
and ftu [35].

The measured pitch angle profiles and the resulting total current
profiles are shown in Figure 96. The pitch angle changes most sig-
nificantly at the mid to inner radius in these low current discharges.
As expected, the largest change in pitch angle are observed with the
highest lhcd power, though there is still a significant change in pitch
angle even at the lowest power. The resulting current profile has an
off-axis contribution at r/a ∼ 0.6 that increases as the power increases
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while the central current density decreases as the power increases,
though the effects are not drastic at any location in the profile.

Zero-dimensional indicators of current drive are shown in Figure
97. The lhcd drive term (a) was kept linear (i.e. the density was
constant) across this scan leading to a large scan in the normalized
change in loop voltage (c). The inferred lhcd driven current (b), and
total hxr count rate (d) are all fairly linearly dependent on the lower
hybrid power similar to that observed in tore supra [32]. Sawteeth
are suppressed in discharges with power above 400kW (PLH/n̄e ∼

500× 10−20kWm−3) consistent with q0 rising above 1 in the recon-
structions (e). The current profile broadens somewhat until PLH ∼

500kW after which the profile changes very little (f). Even at high
power, where the plasma is nearly non-inductive, there is still a sig-
nificant fraction of current inside the half radius.

The hxr profiles and the inferred contribution of lhcd to the total
current are shown in Figure 98. The hxr emission intensity increases
with increasing power as expected (a) while the profile shape remains
self-similar at all powers (b). < JLH > is centrally peaked at all lhcd

powers and is also fairly self-similar. These results indicate that the
lhcd driven current is fairly independent of changes in the magnetic
equilibrium or the amount of current already driven by the lhcd

system.

7.8 launched n‖ scan

The c-mod lhcd system can vary the launched n‖ spectrum, thus
changing the wave propagation trajectories. Database studies indi-
cated that there is little dependence of the current drive efficiency
as a function of launched n‖. Database studies from the FY10, FY11,
FY12, and FY14 campaigns showed consistent results across multi-
ple parameters with the indicators of current drive (change in loop
voltage, non-thermal ece, and hxr emission) showing little to no de-

pendence on launched n‖ at fixed PLH
n̄e

.
A dedicated experiment was conducted where the n‖ was varied

shot-to-shot into identical target plasmas (n̄e = 6.0× 1019m3, Ip =

615kA, BT = 5.4T, Te0 = 2.4keV, PLH = 630kW), resulting in non-
inductive fractions of ∼ 0.5− 0.6. The time traces from the discharges
are shown in Figure 99. Note that the discharges achieved nearly the
same loop voltage and similar central electron temperatures at similar
lhcd powers despite a large variation in launched n‖. The reflection
coefficient from the launcher increased with increasing n‖ from 0.35

to 0.55 qualitatively consistent with expected coupling of different n‖
[22], confirming that the launched n‖ was indeed varying as reported
by the system.

The measured pitch angle profiles and resulting current profiles
from late in the lhcd pulse are shown in Figure 100. The pitch angle
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profiles are nearly identical across the variation in launched n‖ (a).
This results in very similar current profiles across launched n‖ (b)
with a contribution to the plasma current density outside of r/a ∼

0.6 above the Ohmic current profile and a decrease in the core. The
profiles of the non-thermal ece are also nearly identical among the
different launched n‖.

The zero-dimensional quantities extracted from the measurements
are shown in Figure 101. This scan had a well matched lhcd drive (a,
PLH/n̄e) resulting in a fairly constant non-inductive current fraction
(∼ 0.5). The current drive efficiency (c) and hard x-ray total count rate
(e) are both constant. All discharges were sawtooth suppressed con-
sistent with q0 > 1 (f). The plasma `i (not shown) increases slightly at
higher n‖, indicating the current profile is slightly narrower at higher
launched n‖. As expected from the current profiles, the fractions of
current at different minor radii are fairly independent of launched n‖
(g).

The hxr profiles and the lhcd contribution to the total plasma cur-
rent is shown in Figure 102. The hxr profiles are very self-similar in
shape and magnitude at each phasing and the lhcd-driven compo-
nent of the current profile is also is nearly the same for all launched
n‖. This behavior is consistent with all the zero dimensional param-
eters. A similar scan was conducted at Ip = 800kA but was not as
well-controlled in density. However, the result was very similar—the
current profile, hxr profiles, and current drive indicators did not de-
pend on launched n‖. This differs significantly from observations on
tore supra where the location of off-axis peaks in hxr emission are
sensitive to launched n‖ at the ∆n‖ ∼ 0.05 level [40].
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Interestingly, the observed insensitivity of current drive to launched
n‖ in these experiments and database studies differs qualitatively
from earlier (∼ FY08) experiments discussed in references [21, 25]. The
current drive efficiency was shown to be strongly dependent on n‖
in these experiments which were conducted at modestly higher cur-
rent (800kA vs. 600kA), higher magnetic field (6.2T vs. 5.4T ), nearly
the same density. In the earlier experiments a strong dependence of
current profile and current drive efficiency was observed. In addi-
tion, standard 0-D measures of current drive such as non-thermal
ece, hxr emission (note the core chords were saturated) and delta
`i also showed a positive correlation with launched n‖

7. It is hard
to challenge the validity of the earlier high-level conclusions that the
launched n‖ affected the current drive efficiency in the 2008 experi-
ments: Both the hxr and mse profiles and several 0-D metrics between
the two eras, although this issue has not been addressed quantita-
tively. However, the more recent experiments are equally compelling:
both the hxr and mse profile diagnostics and several 0-D indica-
tors of current drive show no dependence on launched n‖—even the
loop voltage was the same. This conundrum seems unlikely to be
attributable to the relatively minor differences in plasma condition.

There was however a qualitative change in technology between the
2008 experiments and the 2010+ experiments: the 2008 experiments
were conducted with an earlier lhcd launcher (LH1) that was a tra-
ditional grill-based launcher with each row and column individually
powered [41]. The 2010+ experiments use a novel four-way splitter de-
sign that couples the rows together (LH2). The launched n‖ spectra
are slightly different between the two launchers and the 2010+ exper-
iments had a larger reflection coefficient than the 2008 experiments.

7.9 plasma density scan

Various tokamaks have observed a decrease in current drive efficiency
as the density is raised above 3− 6× 1019m−3. A good review is pre-
sented in references [3, 42]. The various mechanisms that impair per-
formance of lhcd at high density in alcator c-mod are reviewed in
reference [19]; a short summary is provided here. Early on in the pro-
gram significant melting of the lower-hybrid launcher was observed
at the same regions where video cameras observed bright spots dur-
ing lhcd injection. In addition, parallel current densities of order
500 kA/m2 were observed on divertor Langmuir probes just outside
the separatrix during high power lhcd when n̄e exceeded about
10× 1019m−3, and the plasma density in the outer sol was observed

7 Some of the plasmas in the earlier experiment experienced deleterious mhd which
may have reduced the current drive efficiency at higher n‖, although this behavior
was recognized during data analysis and the selected time slices were chosen to
minimize the effect
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Figure 103: η? as a function of plasma density across
a large range of densities. The density of the iter

steady-state scenario is indicated by the green
shaded region.
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to promptly increase at the application of lower hybrid power, pre-
sumably due to ionization in the scrape-off layer [43]. All this ev-
idence suggested that lower hybrid power is partially absorbed in
the sol, particularly at high density. Fast electron Bremsstrahlung
emission was observed to drop suddenly above n̄e = 10× 1019m−3,
(corresponding to ω/ωLH ≈ 4), below the density limit previously
observed on other experiments (ω/ωLH ≈ 2) [44]. The density depen-
dence of the hard x-ray emission was found to be poorly represented
by conventional modeling, but models which included collisional ab-
sorption in the sol were in better agreement with the observed be-
havior [45]. Parametric decay instabilities have also been proposed as
a mechanism to decrease the current drive efficiency at high density
[46].

Figure 103 shows the results of a η? database study showing that
the current drive efficiency is independent of density at densities be-
low ∼ 8× 1019m−3 above which the current drive efficiency inferred
rapidly decreases 8 (note that at high density the accuracy of estimat-
ing the current drive efficiency is degraded since the lhcd current
drive is no longer dominant over the Ohmic current drive and be-
comes the result from subtracting two similar numbers).

Dedicated experiments were conducted to measure the current pro-
file dependence on the plasma density. The plasma parameters were
specifically chosen to correspond to the discharges used in previous
studies of the anomalous loss of current-drive efficiency utilizing the
hxr camera. The magnetic configuration was the same for all dis-
charges: diverted, lower single null, (B0 = 5.43 T, Ip = 0.56 MA,
q95 = 6.5). On individual shots the c-mod density feedback sys-
tem was commanded to maintain nominally constant electron density
throughout the current flattop including the period of lhcd, span-
ning a range n̄e = 5.8 to 10.9× 1019m−3 over the shot ensemble. The
lower hybrid power was sustained for 700 ms to allow the discharge
to reach equilibrium.

8 The experiments in previous sections were conducted at lower densities where cur-
rent drive is shown to be efficient and robust.
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Figure 104: Pitch angle measurements (a) and reconstructed Jtor (b) from a scan of plasma density.
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Figure 107: The estimated current drive efficiency as
a function of plasma density for diverted (red) and
limited (shots).
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Figure 104 shows the measured pitch angles as a function of plasma
density. As the plasma density is increased the change in pitch angle
decreases and the resulting current profile increasingly resembles the
Ohmic current profile. The zero dimensional measures of the current
drive are shown in Figure 105. The hxr emission (c), relative change
in loop voltage (d) and inferred current drive (b) all decrease as the
density is increased while q0 (e) decreases and `i (f) increases back to
the Ohmic value. The parameterization of the current profile returns
to the Ohmic values at high density.

The hxr profile and inferred contribution to the current drive are
shown in Figure 106. The hxr profile shape is nearly self-similar at
all densities—perhaps slightly broader at higher density. The contri-
bution of lhcd to the total current drive decreases to nearly zero and
perhaps moves outward at higher density, though the uncertainty is
large. Generally there is not a significant effect on either of these pro-
files due to density changes. The lack of a strong density dependence
of the hxr profile on density is also observed in tore supra where
the hxr emission become slightly narrower as the density increases
from 1.5− 5.5× 1019m−3 [47].

The estimated current drive efficiency for time periods within this
density scan is shown in Figure 107.

7.10 limited vs diverted

Previous experiments showed that the expected density dependence
of current drive efficiency is recovered for inner-wall-limited plasmas
up to n̄e = 1.5 × 1020m−3 [48]. Further observations showed that
the population of lhcd-driven fast electrons at high density (n̄e >
1020 m−3) could be increased by operating with an inner gap of
less than 5 mm or by a change in topology from single- to double-
null [49].

The density dependence experiment discussed in the previous sec-
tion was extended to include discharges that were inner-wall limited
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Figure 108: Comparison of the hxr profiles in
limited and diverted discharges at high density. Note
that the central chords are saturated in the limited
discharges (gray shaded region), presumably due to
thick-target bremsstrahlung from fast electrons
striking the inner wall within the view of the chords.
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at n̄e > 1× 1020m−3 where significant current drive is no longer ob-
served in diverted discharges9. The η? inferred from these discharges
is shown in Figure 107 where changes in the loop voltage in the lim-
ited discharges indicate current drive efficiencies that are higher than
those in diverted discharges at lower densities.

The hxr profiles in limited and diverted discharges are compared
in Figure 108. The limited discharges produce dramatically higher
hxr emission than the diverted discharges. A few caveats should be
noted. The central hard x-ray camera chords are saturated during the
limited discharges presumably due to fast electrons striking the inner
wall within the view of the central chords. Also, the edge-most hxr

chords observe emission from outside of the confined plasma, thus
the entire hxr profile likely observes some of this emission. However,
the increased production of hxr emission remains a robust feature of
limited discharges.

A comparison between the pitch angle profiles and resulting cur-
rent profile measurements in limited and diverted discharges is shown
in Figure 109. The limited discharge shows a significantly larger change
in pitch angle between the ohmic and the lhcd period than the di-
verted discharge despite being at a 20 percent higher density and
correspondingly lower lhcd drive. The current profiles in the limited
discharges show small changes in the outer parts of the profile and
less central current. These experiments indicate that current drive is
indeed recovered in inner-wall limited discharges with current drive
off-axis.

9 Lower density limited discharges are difficult to obtain due to fueling from the lim-
ited surface.
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7.11 summary : parametric dependence of lhcd profiles

The first systematic measurements of the current profile were per-
formed on alcator c-mod using the upgraded mse system and the
hxr camera. This study is the first published study across many differ-
ent parameter ranges at the field, frequency, and density envisioned
for a reactor in a diverted geometry. The measured current profile has
the expected time dynamics, settling into an equilibrium within 0.3
seconds while the hxr profile is prompt and self-similar.

Database studies indicated parameter ranges of interest for detailed
studies in parameter scans. The strongest dependence identified was
due to plasma current with broader lhcd-driven current and hxr

profiles and more efficient current drive occurring at higher plasma
current in a manner also observed on other tokamaks at lower density
and field. There is current drive across the entire plasma minor-radius
at all plasma currents including near the edge of the plasma. The
current drive in the outer r/a ∼ 0.3 increases at increased plasma
current and is apparent even at modest (< 500kW) lhcd power.

However, at nominal low current operating conditions (< 900kA)
the lhcd-driven current remains centrally peaked. The current pro-
file broadens from that observed during Ohmic drive but does not
typically create an off-axis peak (except in plasmas with an internal
transport barrier, not discussed here). q0 is raised in these plasmas
but does not typically reach values as high as 2. These results are
consistent with temperature profiles remaining peaked on-axis, mhd

observations, and the appearance and cessation of sawteeth. Addi-
tional comparisons to the polarimetry system installed on c-mod us-
ing a mk-efit-driven synthetic diagnostic show consistent results in
all three chords [50] adding confidence that the current profile is cor-
rectly represented by the reconstructions.

The driven current profile and hxr profiles are self-similar across
large ranges of lhcd power with a linear dependence of hxr emis-
sion on power. The lhcd current profiles and current drive efficiency
are independent of the residual parallel electric field, consistent with
previous results on c-mod and results on other tokamaks operating
at high density.

Database studies were conducted on global indicators of current
drive efficiency as a function of the launched n‖. It was found that the
current drive efficiency is generally a weak function of this parameter
in the last several campaigns. A very well controlled dedicated experi-
ment was conducted which indicated that the current drive efficiency
was independent of launched n‖ as were the current and hxr profiles.
Other experimental scans confirm this in the operating range of inter-
est on c-mod. However, a previous experiment conducted seven years
ago with a previous lower hybrid launcher in a similar regime on c-
mod showed a strong dependence which could not be reproduced.
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Resolving this apparent contradiction may provide insight into some
aspects of lhcd that could be important for future experiments.

Experiments were conducted to determine the dependence of the
current drive profiles on plasma density in the regime where the cur-
rent drive efficiency rapidly degrades with increasing density. The
driven current profile may become slightly broader as the density is
raised but generally does not show significant dependence on the
plasma density—there is no major shift in any of the profiles, the
current drive just goes away. When the plasma becomes inner wall
limited the current drive is recovered, consistent with previous obser-
vations, and the current profile is indeed significantly modified.

Generally it is observed that the lhcd acts mostly to replace the
Ohmic driven current with a similar current profile. The large changes
in mse pitch angle and current profile with the accompanying mhd

activity seen in other tokamaks with current profiles peaked off-axis
are not typically observed on c-mod. The central electron tempera-
ture also typically peaks or stays the same in these discharges despite
replacing the Ohmic heating with lhcd heating. The shape of the
lhcd current profile is also robust, aways producing self-similar hxr

and lhcd contributions to the current profile—except as a function
of plasma current.

It is as if the lower hybrid waves simply find the hottest part of
the plasma—the core in these plasmas—and mostly damp there. At
higher current this hotter part of the plasma is broader, possibly ex-
plaining differences as a function of current. The upgraded multi-
spectral mse system will enable profile measurements in plasmas
with extensive icrf heating, a regime where the mse diagnostic was
blinded by background light and the hxr diagnostic has contami-
nation from fusion neutrons. Previous experiments have indicated
that increasing the temperature may increase the current drive effi-
ciency and these will be revisited with this enhanced measurement
capability to determine profiles. It may be interesting to determine if
the lhcd driven current profile can be broadened in low current dis-
charges using auxiliary heating or if the current profile can be made
off axis using off-axis heating.

Previous work has highlighted the role of the sol and edge pa-
rameters on the lower hybrid current drive at high densities when
the device operates in the multi-pass regime. However, the work re-
ported here was conducted at lower densities where good current
drive efficiencies, in agreement with theory, are typically achieved.
However, these discharges are still in the multi-pass regime. The lack
of a lhcd current profile and hxr profile dependence on parame-
ters such as launched n‖ and density, which are important in the
wave propagation and damping, could hint that something besides
traditional lower hybrid wave physics is influencing the current drive
even at these low densities similar to what has been studied at higher
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densities. Thus selected scans will be compared to simulation in the
next chapter. One could speculate that the role of the sol and re-
flections is important even in this density regime. Perhaps the edge
modifies the wave power or n‖ prior to absorption or the wave makes
many passes, filing the tokamak until it damps in the hottest region,
leading to peaked profiles and the lack of any strong dependency be-
sides the current dependence—an important parameter for the sol

profiles. Future experiments such as n‖ scans into limited discharges
(where the sol profiles are significantly different than diverted dis-
charges) would be illuminating, particularly if dependencies could
be observed that are not observed in limited discharges.
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8
C O M PA R I S O N O F L H C D C U R R E N T P R O F I L E S T O
S I M U L AT I O N

Chapter goals:

• Compare the current and hxr profile measurement to numerical
simulations performed by genray/cql3d

• Determine whether the simulation accurately predicts the gen-
eral 0-D measures of current drive

• Determine whether the simulation accurately predicts the mea-
sured profiles

• Determine whether the simulation accurately predicts trends in
the data

• Discuss what can be learned from any disagreements/agree-
ments

Significant progress has been made in developing numerical mod-
els of the lhcd current profile that are capable of utilizing experi-
mental profiles. These simulations are approaching the completeness
required to be used as predictive as well as interpretive tools. The
outputs of the equilibrium reconstructions and the hxr profile from
experiment can be compared to these simulations to quantitatively
benchmark them. The aspects of agreement and disagreement be-
tween the simulations and the experiment can then be used to de-
termine which parts of the model are properly capturing the physics
in the experiment and where improvements can be made.

Most of the previous experimental and simulation work on c-mod

lhcd was conducted in the higher density regime (> 9× 1019m−3)
where anomalous loss of current drive is found. The work presented
here is confined to the low-density range where lhcd is shown to
work well, (except for the density scan), achieving the theoretical cur-
rent drive efficiencies and creating measurable macroscopic changes
on the plasma equilibrium. This chapter presents comparisons be-
tween simulation and experimental results for several of the condi-
tions presented in the previous chapter. This is the first systematic
comparison between experiment and simulation across a wide range
of parameters using both the hxr and current profile in any tokamak
operating in this density and field regime.

235
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8.1 genray/cql3d

genray/cql3d was chosen to start the benchmarking process be-
cause its work flow is well established at alcator c-mod. It has been
used to simulate lhcd profiles on existing devices [1–4] and to pre-
dict lhcd profiles in proposed devices [5, 6]. The code treats the lhcd

current drive as an initial value problem. This section discusses the
principles underlying these codes and previously derived results. The
workflow is managed by the πscope software [7], which assembles in-
put data files from the c-mod experimental data, submits jobs to the
local computation cluster, and aggregates the results.

genray [8]1 is a ray-tracing code that solves the ray equations us-
ing geometric optics and the WKB approximation2. Rays are launched
from the edge of the plasma with an initial n‖ and power. The wavenum-
ber at each position along each independent ray is evolved using the
local dispersion relation. The rays are followed until their wave power
is reduced below a user-set threshold. Modification by Wallace [9] en-
abled the ray-trajectories to propagate outside the confined plasma
until one of the following events happens: the rays hit a reflecting
surface; the local plasma density decreases below the cutoff density;
or the ray power is damped below the threshold.

Inside the confined plasma, the wavenumber and RF electric field
of the collection of rays at each flux surface is used by a Fokker-Planck
solver to calculate the ray-absorption and the perturbed distribution
function. The new distribution function in turn changes how much
power is absorbed from the rays at each flux surface, leading to a
different RF electric field at each point (note this process does not
change the ray trajectory, which is therefore only calculated once).
This leads to a different absorption at each point and so the cycle is
iterated until convergence is obtained.

genray is coupled to the code cql3d [10]3, which solves the Fokker-
Planck equation to determine the electron distribution function in
the presence of the lhcd electric field. cql3d is bounce-averaged,
includes trapping effects, and uses flux-surface averaged, toroidally-
symmetric 3-D (v⊥, v||, r) distribution functions. The code is actually
a time-dependent calculation that determined the electron distribu-
tion function by balancing the time derivative of the electron distri-
bution function with the RF sources, toroidal electric field, collisional
slowing-down, and pitch-angle scattering. The distribution function
is evolved until the power removed from the collection of rays pass-
ing through each flux surface is equal to the power absorbed by the

1 Available from http://www.compxco.com/genray.html.
2 Which requires that the spatial scale over which the changes be much longer than

the wavelength.
3 Available from http://www.compxco.com/cql3d.html.

http://www.compxco.com/genray.html
http://www.compxco.com/cql3d.html
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distribution function each the flux surface4. The system starts with
a Maxwellian distribution function and advances in time-steps until
a stationary-state is reached (although this is not guaranteed to be
the case in either the simulation or the plasma; an example would
be a runaway discharge). A key element of the Fokker-Planck code
is its inclusion of the effect from any residual DC electric field in the
plasma self-consistently in addition to the RF electric fields.

The ray power can be observed by collisional damping in the low-
temperature, high-density sol plasma. Previous work [11] (Section
5.2.1) showed that at the densities presented in this work, the ray-
trajectories themselves do not change when the rays are allowed to
propagate through the sol (with collisional absorption disabled), i.e.,
they remain similar to the case of a reflecting plasma boundary. The
collisional absorption outside the plasma is determined by the specifics
of the ray-trajectories and the sol profiles since the absorption is
strongest in locations with low temperatures (< 10eV) and high den-
sities (i.e., the divertor), affecting the rays that enter this region. This
creates sensitivities in the model that have recently been pointed out
by Shiraiwa [12].

genray/cql3d has been successfully benchmarked against other
3-D Fokker-Planck ray-tracing lhcd codes using a standard iter dis-
charge [5] in a single-pass regime. genray/cql3d with the sol model
was used to simulate lhcd discharges on the east tokamak in the
multi-pass regime (n̄e = 1× 1019m−3, Te = 1− 3keV, Ip = 250kW)
and predicted a current profile strongly peaked off-axis around r/a ∼

0.4 [3], after a significant number of reflections.
The code has been used extensively at c-mod to design and in-

terpret experiments. Previous simulation studies in the experimental
regime of this work on c-mod show that the waves are only weakly
damped on the first-pass, requiring several passes to damp completely.

8.1.1 Simulation inputs

The genray/cql3d code uses the mk-efit equilibrium, but symmetrizes
the equilibrium about the plasma midplane. Thus the ray-trajectories
calculated from genray include the actual poloidal field in the ex-
periment5. The experimental loop voltage is included in the simula-
tion and the loop voltage is assumed to be constant as a function
of radius in these plasmas, which have reached a stationary state.
The simulation uses the net lhcd power (i.e., the reflected compo-
nent is subtracted from the total launched power). The simulation
launches rays from four positions, corresponding to the poloidal cen-

4 In effect, in the absence of fast-electron diffusion, the ray-trajectories are the only
link between the different flux surfaces.

5 Note, self-consistency between the input current profile/equilibrium and the calcu-
lated current profile/equilibrium is not enforced
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ter of each lhcd launcher row. In this work, 100 rays are launched to
represent the launched n‖ spectra, including the reversed component
with proper weighting to account for the coupler’s directivity. The 25

rays launched from each launcher row have a n‖ spectrum that rep-
resents the spectrum calculated from lhcd coupling codes (the rays
are equally distributed within a sinc function).

The same electron temperature and density data used during the
equilibrium reconstruction is used for the temperature and density
profiles in genray/cql3d within the confined plasma The ion tem-
perature profile is assumed to be 0.66 of the electron temperature
profile (note that the ions do not play a significant role in the wave
propagation or absorption). The Thomson scattering measurements
are averaged over 50-80 milliseconds and are processed using Gaus-
sian process regression to produce smooth profiles.

The sol profiles for the plasma density and temperature consist of
exponentially decaying profiles based on the distance from the sep-
aratrix to the sol—the same profile shapes are used in reference [9].
The sol density profile is two-dimensional with an e-folding length
defined as a function of poloidal angle: 0.1m at the divertor and 0.02m
at the midplane. The temperature profile is poloidally uniform (1-D)
with an e-folding length of 0.005m until the temperature reaches 5eV.
The plasma temperature at the separatrix is adjusted in the core pro-
file fits to be 70eV, and the density is adjusted to be ∼ 0.6 × n̄e to
provide consistent sol profiles across all the simulations. This value
was determined using a database study of the edge Thomson scatter-
ing system in similar low-density L-mode discharges.

8.1.2 Specifying Zeff

The Zeff in the experiment is poorly measured by the dedicated visible
bremsstrahlung diagnostic, which reports anomalously high values
of Zeff at these low densities, possibly due to errors in interpretation.
This diagnostic is further contaminated during lhcd by hard x-rays.
Therefore the Zeff is calculated using cql3d in a self-consistent man-
ner using the Ohmic period prior to the lhcd pulse. cql3d has been
successfully benchmarked to resistivity models—it is able to model
the Ohmic resistivity (and thus current profile) in the absence of lhcd

[13]. The experimental temperature and density profiles, the experi-
mental loop voltage, and an estimate of Zeff (flat across the profile)
from the Ohmic period are loaded into cql3d and a simulation is per-
formed with PLH = 0, which yields a calculated total plasma current.
The Zeff is then adjusted until the calculated total current predicted
by the simulation is the same as that measured in the Ohmic phase of
the discharge. The computed Zeff values are typically 1.4 to 2.0 using
the technique.
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Figure 110: cql3d is run during the Ohmic period
prior to lhcd to determine the Zeff by matching total
current. The resulting cql3d current profile matches
the experimental Ohmic current profile except for
details around the sawtooth inversion radius.
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In this way, the simulation during the Ohmic period is self-consistent,
producing the measured plasma current with the measured loop volt-
age and the measured temperature and density profiles. The current
profile during this Ohmic time period from genray/cql3d is com-
pared to the reconstructed current profile from the experiment in Fig-
ure 110. Note that the profiles are similar except in the central region
where the current in the experiment is modified by the sawtooth insta-
bility that clamps the current density on-axis, redistributing current
outside of the q = 1 radius. The cql3d simulation does not incorpo-
rate this mhd and therefore over-predicts the central current density
during sawtoothing periods.

The value of Zeff measured during the Ohmic phase of the plasma
is assumed to remain constant throughout the simulated lhcd pe-
riod. In support of this assumption, it is observed that the measured
Bremsstrahlung emission is similar immediately before and after the
lhcd pulse. In most discharges used in this study, the radiated power
and soft x-ray emission does increase by ∼ 30 to 50 percent, respec-
tively, during lhcd. Thus the constant-Zeff assumption could under-
predict the actual Zeff during lhcd (though interpretation is difficult
since the temperature typically increases and typically the lhcd in-
jects more power than the Ohmic heating it replaces). Improvements
to Zeff measurement and analysis are planned to better determine Zeff

during the lhcd pulse. Discharges where large changes in impurity
content as indicated from impurity spectroscopy between the Ohmic
period and the lhcd period have been omitted from the modeling
effort due to problems estimating Zeff.

Note that this use of genray/cql3d differs from that presented
in by Schmidt [14], which adjusts either the Zeff, the parallel electric
field, or the fast-electron diffusion coefficient to force a match on the
total plasma current. The approach taken in this work assumes that
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all three of these quantities are reasonably well-known and thus the
predicted plasma current is a metric on which to compare the simu-
lation to the experiment.

Considerable attention was placed on data-preparation and simula-
tion practices to limit observer bias in the comparison between simu-
lation and experiment. Automated routines were used whenever pos-
sible and simulations were run blindly without observing results un-
til all scans were completed. Most of the measurements were collated
and synthesized prior to simulation efforts—comparison between ex-
periment and simulation output was reserved until late in the process.
The simulation numerical parameters were not modified discharge-
to-discharge. The simulation outputs were compared to previous out-
puts and work done by others to ensure that the best-practice simula-
tion parameters were followed in this work6.

8.1.3 Extracting quantities for comparisons to measurements

The predicted total plasma current is compared to the measurement
from the Rogowski coil and the current density profile predicted by
genray/cql3d is compared to the current profile from the mk-efit

reconstruction. Additionally, the simulation uses a synthetic diagnos-
tic to predict the count rate on each chord of the hxr camera using
the known sightline geometry [15]. This allows for the quantitative
comparison of counting rates on each chord. The simulations also in-
clude a synthetic diagnostic for non-thermal ece emission, but this is
not used in this study.

8.2 non-inductive comparison

The genray/cql3d simulation outputs are compared to the mea-
sured profile during a non-inductive discharge in Figure 111. The
nominal simulation (blue) under-predicts the total current by 13 per-
cent and nearly matches the total hxr production. The electron den-
sity profile was scaled and the simulation was performed again to de-
termine the sensitivity of the simulated current, current profile, and
hxr profiles to plasma density. Increasing the density by 10 percent
results in the simulation predicting 72 percent of the experimental
current (a 17 percent change). Decreasing the density 10 percent re-
sults in the simulation predicting 101 percent of the experimental cur-
rent. Thus this simulation predicts fairly accurately the 0-D quantities
under current drive —matching the loop voltage, PLH, and Ip simul-
taneously. (Thus ηsim = ηexp = η?sim = η?exp in this non-inductive
case.)

6 The Author wishes to thank P. Bonoli, S. Shiraiwa and G. Wallace for assistance
and guidance in defining values of simulation settings and spot-checking simulation
results to identify numerical problems.
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However, the predicted current density and hxr profiles are very
poorly matched to the measured profiles. The simulated current den-
sity profile has a large spike at r/a ∼ 0.7 that is not observed in the
experiment. This spike contains nearly 50 percent of the total current
due to its location at large minor radius, and it has two to three times
the local measured current density. The simulation also has very little
current on axis—leading to q0 ∼ 4 if actualized. Such high q0 is in-
consistent with experimental measurements. The power density (not
shown) is also peaked far off-axis, which is inconsistent with the ob-
served temperature profiles. Note that the simulated current profile
exhibits local sensitivity to scaling the density profile with the myriad
spikes moving around in radius by r/a ∼ 0.1.

This large spike in the simulated current density outside of mid-
radius also results in large "ears" in the simulated hxr count rates,
leading to a shallow hollowing of the profile due to the line-integrated
nature of the diagnostic. This profile shape—although it nearly matches
the total experimental hxr count rate—does not qualitatively match
the experimental hxr profile7.

The disagreement between the simulated and experimental current
density profile is statistically significant. Figure 112 shows a synthetic
diagnostic of the pitch angle calculated by integrating the current
density from the simulation. The simulated current profile would pro-
duce a pitch angle profile closer to zero across the entire plasma since

7 Note that the experimental hxr profile has a non-symmetric feature at ch 31 and
32 in this discharge. This is emission originates from the active x-point which is
commonly observed on c-mod and is poorly understood.
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Figure 112: Comparison between a synthetic pitch
angle diagnostic in genray/cql3d and the actual
mse measurements during a non-inductive
discharge. The simulated current profile has been
scaled to match the total current from the
experiment prior to calculating the pitch angle
profile. Figure credit: S. Shiraiwa.
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the computed current is located so far off-axis. This discrepancy is ap-
proximately two sigma in the core and greater than five sigma across
most of the plasma.

The simulated profiles help to show how the experimental mse and
hxr profiles are related and how they form a complementary set of
diagnostics. In the simulation, there are fast-electrons carrying cur-
rent far off-axis, leading to a square-top or even hollow hxr profile.
In the experiment, there are fast electrons on-axis carrying current
and creating a centrally-peaked hxr profile.

This discharge was also simulated by Y. Peysson from the CEA
group using the ray-tracing/Fokker-Planck code suite LUKE/C3PO
[16, 17]. This suite was developed independently of genray/cql3d

and uses different numerics but the same underlying physics con-
structs. This analysis, which used independent fitting of the input
profiles, yielded a total current drive of ∼ 388kA with similar large
spikes in the current density profile at r/a ∼ 0.7 and large ears on an
even hollower hxr profile. The fact that this independent simulation
yields qualitatively similar profiles and quantitatively similar 0-D re-
sults to the genray/cql3d simulations increases confidence in the
work-flow utilized in this study.

The large discrepancy in profile shapes, but small discrepancy in
total predicted current, warranted further investigation. The original
sensitivity study, which multiplied the entire density profile by a sin-
gle scaling factor, was expanded to determine whether the various
peaks and valleys in the simulated profiles could be caused by subtle
changes in the input density and temperature profiles. The experi-
mental temperature and density were fitted in different ways and
the simulations were re-run (This work was done by S. Shiraiwa).
The results are shown in Figure 113. One simulation has the nominal
smooth density fit and follows more closely small changes in the tem-
perature profile, while the other simulation has a nominally smooth
temperature profile but a bumpier density profile fit. This results in
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∆r/a ∼ 0.1 changes in the location of the off-axis peak in the cur-
rent density profile, with the later case developing a spike of current
closer to the axis. The hxr profile retains ears, but the location moves
inward and outward. Significantly, none of the simulations produce a
bell-shaped hxr profile. Overall, the local details in the simulation can
change dramatically (e.g., the current density at r/a ∼ 0.6). This test
indicates that there is significant sensitivity in the simulations to the
details of the underlying input profiles, particularly the density, but
the basic profile shapes do not change significantly. The fast electrons
are always predicted to be located far off-axis leading to a flat or hol-
low hxr emission profile. While the experiment shows fast-electrons
on-axis with a Gaussian hxr emission profile.
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8.3 lhcd power scan comparison

genray/cql3d was used to simulate an lhcd power scan at constant
BT , Ip, n̄e, and n‖. This experiment simultaneously varies the ap-
plied loop voltage, as the total current is held fixed, thus making
this experiment also a scan of non-inductive fraction. The power scan
was conducted at Ip = 410kA (a relatively low current on c-mod) at
n̄e = 7×10

19
m−3 with powers from 0 < PLH < 1MW leading to loop

voltages of 0.09 < Vloop < 0.91V and 0 < ∆Vloop < 0.9. The desire to
isolate the effects of power and loop voltage means changes from the
sensitivity to details in the density profile should be avoided. There-
fore the same temperature and density profiles (from the discharge
with the middle power) were used for all the simulations, while the
loop voltage and lhcd power were set equal to the experimental val-
ues. The resulting total current density and simulated hxr profiles
are shown in Figure 114.

At high lhcd power the simulated current density profile shows
the same off-axis spike in current as the non-inductive discharge,
though this time it is located at r/a ∼ 0.5. The simulated current
density approaches the Ohmic current density as the power is de-
creased and the loop voltage is increased, necessarily resulting in a
very large change in on-axis current density. This would correspond
to very large changes in the q-profile. In all cases, the simulated cur-
rent spike at r/a ∼ 0.6 is apparent along with several smaller spikes at
smaller minor radius. The measured current profile remains centrally
peaked at all values of lhcd power, and the maximum change in cen-
tral current density is ∼ 30 percent. The predicted hxr profile (Figure
114 (d)) transitions from being peaked on axis at low power to peaked
at the edges at high power perhaps hinting at a non-linear feedback
effect in the simulation. By contrast, the measured hxr profile shape
(Figure 98) remains self-similar at all lhcd power levels.

8.3.1 Decomposing contributions to the current density

The simulated contributions to the total current, the current density,
and the hxr profile can be roughly decomposed from into compo-
nents from the lhcd, the residual parallel electric field, and the paral-
lel electric field acting on the fast electrons similar to that presented
in Section 7.5. This is accomplished by running the simulation in dif-
ferent configurations:

1. The total predicted value uses both the experimental EDC and
experimental the PLH.

2. The component originating directly from the lhcd waves is cal-
culated by setting EDC = 0 and using the experimental PLH.
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Figure 115: Decomposing the genray/cql3d output profiles in components due to different physical drive
mechanisms. The code is run with the experimental loop voltage and PLH, resulting in a total current
density and hxr profile (black). The code is also run under identical conditions except with PLH = 0 to
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then run with the experimental PLH, but no loop voltage, to obtain the current driven by the lhcd in the
absence of the residual loop voltage (red). The remainder therefore must be due to the residual loop
voltage acting on the fast-electrons (blue). Note this specific example is not part of the lhcd n‖ scan.

3. The component driven by the residual loop voltage acting only
on the bulk plasma is calculated by setting PLH = 0 and using
the experimentally measured EDC.

4. The component driven by the residual loop voltage acting on
the fast-electrons (i.e., the "cross-term"), is calculated by sub-
tracting the component directly due to Ohmic and the compo-
nent directly due to the lhcd waves from the full simulation
(e.g., 1− 2− 3).

5. The "lhcd contribution to Jtor" discussed in the previous chap-
ter is best represented by 1− 2.

This provides a means to determine the physics that is important
in the simulation during partially-inductive situations like the power
scan just discussed. An example current profile broken down into
various components is shown in Figure 115.

This technique was applied to the PLH scan and the results are
shown in Figure 116. The total current driven directly by the lhcd

increases linearly with power while the component from the resid-
ual Ohmic decreases linearly with power (actually with loop voltage).
The sum of the two decreases slightly over the scan—the simula-
tion under predicts the total plasma current at nearly non-inductive
conditions by 35 percent. The cross-term is responsible for approxi-
mately 20 percent of the total current at the middle powers (500kW
and 0.35V) but decreases to zero at the fully inductive and fully-non-
inductive conditions.
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Figure 116: Contributions to the total plasma current
during a lhcd power scan at low current by running
the code with different combinations of the parallel
electric field and the lhcd power. The experimental
current is indicated.

Simulation total

Experiment

Plasma current [kA]

   0  250  500  750 1000
PLH [kW]

0

500

Directly from RF (EDC=0)

Directly from Ohmic (PLH=0)

Ohmic and RF cross term (remainder)

Vloop = 0.91V Vloop = 0.09V

  
 

 

0.0 0.2 0.4 0.6 0.8 1.0

0

10

 LHCD contribution to <Jtor>
 [MA/m2] 

PLH/ne 
 290
 550
 910
1160
1360

(a)

  
 

 

0.0 0.2 0.4 0.6 0.8 1.0

0

10

(b)

Measurement Simulation

RF only 
(PLH=exp, EDC=0) 
 [MA/m2] 

Figure 117: The components contributing to the current profile during a scan in PLH and loop voltage. The
component from lhcd deduced from the experiment (a). The genray/cql3d component only from the RF
drive (b).
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Figure 118: n‖ scan comparison. The experimental total current density profile (a) and hxr profile (b)
compared to the genray/cql3d simulated total current density profile (c) and hxr profile (d) as a function
of launched n‖.

Figure 117 shows the current profile due to lhcd deduced from the
experimental measurements and calculated by the simulation. Note
that, as in the non-inductive case, the spatial profile of the lhcd-
driven fast electrons in the simulations differs significantly from the
measurements. The simulations perhaps indicate that the spike loca-
tion moves slightly further inward at higher powers, though the typ-
ical variability from small perturbations in the density profile likely
make this statistically insignificant. Both the simulation and the mea-
surement indicate very little current drive past r/a ∼ 0.7.

8.4 launched n‖ scan comparison

Standard genray/cql3d simulations were also performed for plas-
mas in the n‖ scan discussed in the previous chapter. The simulated
profiles are compared to the measurements in Figure 118. The sim-
ulated total current was 40-60 percent greater than the experimental
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plasma current in these partially-inductive discharges (Vloop = 0.4V).
Note that the experimental current density (a) and hxr (b) profile do
not show sensitivity to the launched n‖. The simulated current den-
sity (c) and particularly the hxr (d) profile show some sensitivity to
n‖. As observed in previous scans, the simulated current profile has
a large feature around r/a ∼ 0.7. Changing the launched n‖ changes
the details of the feature, with the highest launched n‖ having the
smallest edge feature. The simulated total hxr count rate is also de-
pendent on the launched n‖, with the highest count rate occurring
at the lowest n‖ and the lowest count rate occurring at the highest
n‖. The edge feature is apparent in all of the hxr profiles—they are
flat-top or even hollow with the profile shape depending on launched
n‖.

8.4.1 Temperature and density sensitivity

The sensitivity of the simulated hxr and current density profiles to
the electron temperature and density input profiles was explored, and
the results for one discharge in the n‖ scan are shown in Figure 119.
Scaling the density profile by +10,−10 percent scales the predicted
total current by +21,−17 percent and moves the spike in the edge of
the current profile outward and inward by ∆r/a ∼ 0.1, respectively.
This also moves the ears on the hxr further outward and further
inward and modifies the total count rate. Scaling the temperature
profile by ±10 percent does not have a significant effect on the current
density profile except by increasing and decreasing the current on
axis and changing the total current drive by ±5 percent but has very
little effect on the hxr profiles.

This sensitivity study shows that the density is the most important
factor in determining the current density and hxr profiles and the to-
tal predicted current. Relatively small changes in input profiles create
large changes in the predicted profiles, particularly in the details of
the hxr profile. However, as noted in the non-inductive case, this does
not qualitatively change the shape of either the simulated profile.

8.4.2 Contributions to the total current

The total current predicted by the simulation when run under differ-
ent assumptions is shown in Figure 120. The simulations consistently
over predict the total measured plasma current. However, they do
predict that the total plasma current should be independent of the
launched n‖ (The contribution from the lhcd is decreasing while
the contribution from the Ohmic increases.) The large cross-term in
the simulation shows that non-zero electric field acting on the fast-
electrons is important in the simulation—its component is larger than
either the lhcd or Ohmic only current.
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Figure 120: Contributions to the total current
prediction by genray/cql3d during an n‖ scan
determined by running the code multiple times with
different PLH and EDC settings. The experimental
current is indicated.
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Figure 121: The components contributing to the current profile. The component from lhcd deduced from
the experiment (a). The genray/cql3d component only from the RF drive (b). The genray/cql3d

prediction minus the residual Ohmic acting on only the thermal distribution function (c).

The current profile components are shown in Figure 121. The ex-
perimental contribution is broad but peaked on axis (a). The compo-
nents from the simulations with only lhcd and no electric field (b)
produces peaks at r/a ∼ 0.7 with the typical variability in the profile
details. The action of the residual electric field greatly enhances the
peaks (c). Note that the combination of lower hybrid fast-electrons
and the parallel electric field acting on the fast electrons leads to over-
estimating the total measured plasma current.

8.4.3 Slide-aways

This large synergy effect is due to the residual electric field accel-
erating the fast electrons to very high velocities within the simula-
tion as discovered by Shiraiwa. Recall that genray/cql3d is a time-
dependent solver. In these simulations, the plasma never reaches a
true steady-state—the fastest electrons slide away. Cuts through the
distribution function are shown in Figure 122 for both a flux sur-
face near the axis (r/a = 0.15) and off-axis (r/a = 0.6) where each
curve is at a different pitch angle v||/v⊥. In both cases, the plateau
and long tail are apparent in the parallel direction. However, the elec-
trons slide away at the larger radius, even leaving the velocity-space
domain (> 2.5MeV) with the distribution function a factor of 10−4

down from the plateau. The flux-surface current density for each lo-
cation is plotted at the bottom of the figure. The current density near
the axis is asymptoting to a constant value while the current density
off-axis is continually increasing.

The simulation parameters were varied to determine how sensi-
tive this feature is to the details of how the simulation was executed.
Overall there appears to be no “silver-bullet” to eliminate these slide-
aways, they seem to be a robust prediction of the code when oper-
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Figure 122: Cuts through the simulated distribution function (top) at small (left) and large (right) minor
radius. The current density on the flux surface as a function of time (bottom).
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ating with high-power lhcd (> 500kW), high loop voltage (> 0.3V),
and low density (< 7× 1019m−3).

It is doubtful that this effect is observed in the experiment. This
effect should be investigated further numerically to determine if it is
an artifact of numerics or the particulars of how the code is setup.
Simulation results where a large synergy term is predicted should be
examined carefully for evidence of this slide-away effect. Note that
this effect only amplifies the existing lhcd current and hxr profiles,
as apparent in Figure 115, and does not create profile changes.

8.4.4 Adding radial diffusion

The over-prediction of the total current, the poor profile agreement,
and the presence of slide-aways in the simulation results led to the
conjecture that radial diffusion of the fast electrons might bring both
the profiles and 0-D parameters into agreement with the simulation.
Various levels of fast-electron diffusion were included in the simu-
lations to test this hypothesis. The diffusion coefficient used in the
model is of a form consistent with a magnetic turbulence model [18]:

D(v||) = D0
v||/vt

γ3
(67)

where D0 is a user specified diffusion coefficient, v|| is the parallel
velocity of the electron, vt is the background plasma thermal velocity,
and γ is the relativistic factor.

The results of scanning the diffusion coefficient are shown in Fig-
ure 123. Adding radial diffusion leads to a decrease in the off-axis
peaks—these electrons diffuse out of the plasma. A diffusion coeffi-
cient of D0 = 0.08m2/s is required to match the measured total plasma
current in this case. The current density feature at r/a ∼ 0.7 is re-
tained, leading to the same flat-top character in the hxr emission.
Diffusion does not substantially change the character of the central
current density.

Previous studies on c-mod showed that the radial diffusion of fast-
electrons is small—measured as D0 < 0.02m2/s [1]. Thus the level of
diffusion required to reach zero-degree agreement between experi-
ment and simulation requires four times the empirically measured
diffusion rate and still does not agree with the measured profiles.
Adding fast-electron diffusion in the models is problematic because
it decreases the current drive in this n‖ scan but the same level of dif-
fusion would decrease the current in the non-inductive simulations
which already under-predict the total current.

Note that the velocity-dependence in the diffusion operator (Equa-
tion 67) leads to better confinement of the fastest electrons which is
the opposite direction as that required to eliminate slide-aways from
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Figure 123: Different levels of radial fast-electron diffusion were included in the model with the resulting
current density and hxr profiles compared to experiment.

the simulations. Ideas have been proposed to try to eliminate this
long tail in the simulations by inserting an ad-hoc loss-term at high
energy, but this approach was not pursued in this work.

8.5 plasma current dependence comparison

The strongest dependence observed in the experimental data was a
dependence on plasma current, with higher plasma currents having
more efficient current drive, independent of the residual loop voltage.
At higher plasma current the measured hxr and lhcd-driven current
profiles became broader. These plasmas were simulated using gen-
ray/cql3d and the results are shown in Figure 124.

Note that the spikes in the simulated current density profile contin-
ues to be present and moves outward, from r/a ∼ 0.4 to r/a ∼ 0.75,
as the plasma current is increased from 530kA to 800kA. Running
the simulation with no electric field also clearly shows this effect.
The simulated hxr profile also becomes broader at higher current,
the same trend observed experimentally, but total count rate is not
as dependent on plasma current. As observed in all previous scans,
the predicted spike in off-axis current drive is absent in the measure-
ments, and the measured hxr profile is peaked while the simulations
are hollow. This simulation used the experimental Te profiles, so ob-
served trends in the simulated profiles do not distinguish between
"intrinsic" effects of plasma current and effects due to electron tem-
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Figure 124: Comparison between measurement and simulation in a plasma current scan.
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Figure 125: Contributions to the total current
predicted by genray/cql3d during a plasma
current scan determined by running the code
multiple times with different PLH and EDC settings.
The experimental current is indicated.
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perature in the simulations. Future work could address this issue by
running the simulations with a fixed electron temperature profile.

The contributions from different components are shown in Figure
125. Note that the main prediction of the code in this regime is a very
large synergy term (orange) due to the slide-aways previously dis-
cussed; these are significantly larger at high current (and high loop
voltage) than at low current (and low loop voltage). The predicted cur-
rent driven directly from lhcd has a slight increase at higher current.
The experimental plasma current is most similar to the combination
of current driven when setting PLH = 0 and then EDC = 0, i.e. by
neglecting the cross-term.

8.6 density dependence comparison

The previously-discussed simulations highlight how sensitive the cur-
rent drive and hxr profiles are to changes in plasma density. The
measured and simulated profiles from a density scan experiment are
shown in Figure 126 where the non-inductive fraction varies from
∼ 70 percent to ∼ 10 percent. The measurements show self-similar
hxr at all densities up to the point where the lhcd does not drive sig-
nificant current while the measured current current density increases
smoothly but modestly with increasing plasma density (i.e., as the
profile shape returns to a nearly Ohmic-like profile). The simulations
show that the spike in the current density shifts significantly as the
density is scanned. The location of this spike is not monotonically de-
pendent on the density, first it moves outward then inward and then
outward again. This leads to stark changes in the hxr profiles, with
the ears changing relative height and a central contribution appearing
and then disappearing again.

Figure 127 shows the various contributions to the total plasma cur-
rent deduced from executing the code different ways. The component
directly due to lhcd decreases at increasing plasma density while
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Figure 127: The contribution to the total plasma
current from different effects in a density scan. Plasma current [kA]
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the component from the ohmic drive increases. There is a small cross-
term in these plasmas. The overall predicted plasma current is in
fairly good agreement with the experimental value. Note that colli-
sional absorption in the scrape-off layer was included in these sim-
ulations and the power lost to this effect increase from ∼ 70kW to
∼ 150kW (out of a launched 800kW) across this density range.

8.7 summary of observations

The experimental and simulation observations are summarized in Ta-
ble 11. Overall the experimental results are very robust and insensi-
tive to the details of the experimental setup. The fast electrons appear
to be on-axis leading to bell-shaped hxr profiles and central current
drive. The only significant profile shape change is due to changes in
total plasma current.

The genray/cql3d simulated current and hxr profiles show con-
siderable variability in their fine structure (e.g., the radial location
and magnitude of off-axis current spikes) even when input profiles
are changed only modestly, but always drive most of the current far
off-axis leading to flat-top hxr profiles. This general behavior is ob-
served in other ray-tracing Fokker-Planck codes applied to c-mod

data and is apparent in previous simulations by other code users [14].
The observed lack of dependency on launched n‖ is reproduced by
the simulations as are the shifts at higher plasma current. Changes
in density cause large shape changes. The total current is generally
well predicted except at high loop voltage and high lhcd power,
where slide-aways are present in the simulation leading to an over-
prediction.

8.8 discussion and implications

The simulation/experiment comparison described in this work raises
important questions about the validity of using genray/cql3d (and
likely other similar codes) for c-mod tokamak plasmas even in con-
ditions where efficient current drive is observed. While the simula-
tion predicts reasonable total currents and hxr count rates, it fails
to correctly predict any of the important details of the lhcd profiles.
The simulation is much more sensitive to perturbations than the ex-
periment and misses important 0-D trends in parameters. Something
important appears to be missing.

At a hight level, these results suggest a robust physics mechanism
that leads to damping of the waves in the center of the plasma is
required to explain the simulation results. It appears that this mecha-
nism must lead to upshifts in n‖ ∼ 3−4 to damp waves at the 2−3keV
core plasma. This is often referred to as the spectral gap problem [19].
This upshift must occur without a concomitant large losses in power.
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Table 11: Summary of the comparison between measurements and genray/cql3d.

Character Experimental observation genray/cql3d simulation result

0D current NA

Usually predicted within 30 percent
except in cases with a large synergy
term (high power, high loop voltage,
low density)

lhcd current
profile shape

Broadened from Ohmic but always
peaked on-axis.

Large spike at 0.4 < r/a < 0.8, rarely
significant lhcd current on-axis.

hxr profile
shape

Always bell-shaped, rarely flat-top and
never with significant “ears” (except the
active divertor emission). Self-similar at
all points in the discharge.

Usually has “ears”, rarely peaked on
axis.

Sensitivity on
n̄e and Te
profiles

Both current density and hxr profiles
are very reproducible, robust, and sta-
tionary.

Both profiles are sensitive to small
changes in the inputs, particularly in
density profile shape and magnitude.
Spikes in current profile move around
∆r/a ∼ 0.1 and hxr ears appear and
disappear. Less dependence on
temperature profile. 0D current
prediction sensitive at ±20 percent
level.

lhcd power
dependence

Small changes in current pro-
file—decreasing central current density
by 30 percent between fully-inductive
and non-inductive. hxr profile shape
very self-similar and count rate linear
in power.

Current profile shifts from on-axis peak
to far off-axis peak with 80 percent
changes in on-axis current density. hxr

profile shifts from centrally peaked to
having ears. 0D current sometimes
under predicted as fully non-inductive
current drive is approached.

Launched n‖
dependence

Very little n‖ dependence in the current
drive, current profile, hxr profile shape,
or hxr count rates.

Some dependence in lhcd current
location, significant variability in the
hxr profile shape and count rates.
Total current prediction independent of
n‖ but is too high with a large synergy
component.

Ip dependence

Current profile and hxr profile broad-
ens with increasing current. Current
drive efficiency increases at higher cur-
rent.

Spike in off-axis current moves
outward and hxr profile broadens at
higher current. Total count rate not
well ordered. Total current prediction
too high with a large synergy term at
high current and high power. Current
drive efficiency (due to lhcd acting
alone) is fairly constant.

Density
dependence

Smoothly decreasing lhcd profiles as
density is increased. Self-similar hxr

profiles at all densities (perhaps slightly
broader at higher densities), rapidly de-
creasing current drive efficiency and
hxr count rates at increased density.

Profile details very sensitive to details
in density, shifting spike location and
changing profile shapes with little
correlation. Significant shape changes
in hxr profiles and over prediction of
count rates at highest density. Total
current drive prediction fairly accurate
across density range.
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The upshift must occur but not be so large as to damp the waves in
the colder regions as indicated by the large spike in the edge observed
in the genray/cql3d simulations. Potential mechanisms that could
generate a sufficient n‖ upshift without unacceptable power loss, and
other mechanisms that might reconcile the simulations to the experi-
mental measurements are discussed in the speculative sections below.

8.8.1 Multi-pass, collisional absorption

Unlike much of the previous lhcd work on c-mod, this work was con-
ducted in the low-density regime where the current drive efficiency
is high and the plasma responds well to current drive. Unlike what
occurs at higher density, the simulated rays make just a few bounces
in the plasma prior to damping, but still traverse the central part of
the plasma. An example of the ray-trajectories is shown in Figure 128.
The left figure shows the power in a single main n‖-lobe ray from
the lowest launcher row as it propagates into and out of the plasma,
making a reflection on the inner wall prior to damping at mid-radius.
The n‖ upshift in this bundle of rays occurs near the reflection on the
inner wall (center). All of the main-lobe rays make similar bounces
around the boundary of the tokamak prior to damping (right).

Since the change of trajectory of the rays results in the upshift
which leads to damping, the model is sensitive to the details of the
ray trajectories, likely creating the sensitivity to the details of the den-
sity and density profile (and to an extent the launched n‖) as this
affects the trajectories and where the rays eventually bounce. Refer-
ence [11] Figure 5-26 shows that at these low densities (5× 10−19), the
rays only make a few bounces prior to damping. Cutting the ray off
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after 1 reflection significantly changes the hxr production from the
fully damped case (2 orders of magnitude) whereas cutting the ray
off after 2 reflections only degrades the hxr production by a small
amount (this work was done with a separatrix that is perfectly re-
flecting). These low density plasmas have little collisional absorption
(< 100kW) predicted by the simulations.

8.8.2 Diffusion and advection

Radial diffusion was invoked to try to smooth the profiles. However,
this also leads to significant fast-electron loss from the plasma, low-
ering the predicted total current. Thus different levels of fast-electron
diffusion would be required in different plasma conditions to match
the total current. Diffusion also has a difficult time creating centrally
peaked profiles from a source of fast electrons off-axis. Inward advec-
tion would help this. Small levels of inward advection 0.05m/s was
also used in the simulation to reconcile the profile discrepancies and
was found to not significantly change the profiles. Previous experi-
ments bounded the advection in c-mod to < |0.5|m/s [1].

8.8.3 Full-wave codes

Full-wave codes have been developed to explore the multi-pass regime
where diffraction and interference of the lhcd wave could potentially
be important. A full-wave code named lheaf was used previously to
simulate c-mod plasmas including a low-density plasma similar to
that studied in this work. The results can be found in [20] with the
relevant portions shown in Figure 129.

The simulated current profile remains peaked very far off-axis in
this simulation which is at 800kA with Vloop = 0.2(V)8. The hxr pro-
files show the same ears as the genray/cql3d simulations and only
under significant fast electron diffusion (∼ 5× that observed in ex-
periments) does the hxr profile begin to match that observed in the
experiment. This result hints that the full-wave approach is not sig-
nificantly different from genray/cql3d in this low-density few-pass
regime.

8.8.4 Scattering off density fluctuations

An alternate hypothesis is that the launched wave is affected due
to interactions immediately in the front of the launcher. This could
spread the launched n‖, allowing the spectral gap to be bridged on
the first pass into the plasma. This conjecture was explored computa-
tionally by the group from CEA [21]. In addition to launching a main

8 The experiment had a Vloop = 0.4V and no mse making quantitative comparison
between experiment and simulation difficult for this result.
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n‖ lobe, many lower-power lobes were launched at higher n‖. These
lobes contained approximately half the power and are conjectured to
arise from an as-yet unobserved edge fluctuation. The initial results
of this model are promising as the the simulations better matched
the measured hxr profiles on tore supra during lhcd, and the sen-
sitivity of the ray-tracing models to input profiles was significantly
decreased.

genray/cql3d was adapted to explore the effects from wave scat-
tering from density fluctuations in the edge of the plasma on alcator

c-mod in the density range of 6× 1019m−3 [22]. The results showed
that scattering alters the deposited lhcd power with the power de-
position profile still being strongly peaked off-axis at r/a ∼ 0.4− 0.7
(implying it also didn’t change the current profile). However, the re-
sults did show a broader peak with scattering than the case with no
scattering.
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A
O V E RV I E W O F P O L A R I Z E D L I G H T

This appendix reviews the basics of the polarization of light, its mea-
surement, and its manipulation. These concepts will be central to the
discussions to follow in this and the next two chapters of this thesis.

Note that the light from the beam is emitted by a volume of non-
interacting atoms and is therefore incoherent—the electromagnetic
waves from each atom are out of phase. The proper way to represent
the polarization of incoherent light is with Stokes vectors (as opposed
to Jones vectors used to represent coherent polarized light). Stokes
vectors are convenient since they are complete (they can represent
any type of incoherent light) and they are linear. The method in which
Stokes vectors are manipulated is termed Müeller calculus. Excellent
reviews of the theory of polarization and pertinent examples can be
found in references [1–4]. In particular, chapter 22 in reference [1]
contains a good overview of polarization and polarimeters.

The stokes vector is composed of four components:
I

Q

U

V

 (68)

The first component, I, relates to the total (polarized and unpolarized)
intensity. The second and third components, Q and U respectively,
relate to the linear polarized component of the light. The last compo-
nent, V , relates to the circular polarized component of the light. Note
that I > 0 andQ, U, and V can range from −I to +Iwith the condition√
Q2 +U2 + V2 6 I.
Most mse-lp systems employ a dual photo-elastic modulator (pem)-

based polarimeter [5] which encodes the polarization of the light in-
cident on it into a time-varying signal by passing the light through
a pair of vibrating birefringent crystals and a linear polarizer. This
signal is then detected and the amplitude of the signal at harmon-
ics of the pems’ vibration frequencies is then demodulated using a
lock-in amplifier or a numerical phased-locked loop [6]. This yields
the Stokes vector of the radiation incident on the polarimeter. The
pem-based polarimeters used in mse-lp diagnostics are complete—all
four Stokes components of the radiation incident on the pems can be
recovered with high precision and good temporal resolution.

Though the calculations are performed with Stokes vectors, the in-
put and output of the mse-lp diagnostic is primarily concerned with
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polarization angle and not the actual Stokes components. When prop-
erly aligned, the particular pem-based polarimeter configuration em-
ployed in mse-lp diagnostics can very accurately determine this angle.
Therefore, for the remainder of this thesis, the polarization angle of
the light, θ, will be the focus of the discussion. This angle is related
to the Stokes components through:

Q =L cos(2θ)

U =L sin(2θ)

θ =
1

2
tan−1

(
U

Q

)
(69)

where L is the linear polarized intensity:

L =
√
Q2 +U2 (70)

Other useful relations between Stokes vectors and commonly used
polarization terms are described here for reference. The degree of
polarization of the light:

DOP =

√
Q2 +U2 + V2

I
(71)

sometimes referred to as the polarization fraction or total polarization
fraction. The degree of linear polarization of the light:

DOLP =
L

I
=

√
Q2 +U2

I
(72)

The degree of circular polarization fraction:

DOCP =
V

I
(73)

which is positive for right-handed elliptical light and and negative for
left handed elliptical light.

It conceptually important to realize that partially-polarized light
(I >

√
Q2 +U2 + V2) can be decomposed into a the sum of two

stokes vectors, one with DOP = 1 (i.e., fully polarized) and one with
DOP = 0 (i.e, fully unpolarized). This fact is used throughout this
thesis to refer to the polarized component of some source of partially-
polarized light, often ignoring the unpolarized component. The circu-
lar component of the light can also be decomposed in a similar man-
ner. Much of the work dealing with mse-lp diagnostics deals only
with the linear polarized component, represented by Q and U.
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a.1 combining multiple sources of light

When multiple sources of polarized light are physically combined
the resulting polarization is the sum of their Stokes vectors, which has
different polarization properties than either constituent. Note from
Equation 69, that combining equal amounts of linearly polarized light
with orthogonal polarization angles (θ2 = θ1 + 90

◦, L2 = L1) will
create completely unpolarized light, effectively “canceling out” each
other. In the same manner, equal amounts of right-handed and left-
handed circular light (V2 = −V1) will create unpolarized light. This is
particularly important when considering the combination of sources
of nearly orthogonal light or nearly aligned light.

Before proceeding, it is important to understand how combining
different sources of polarized light together leads to a resulting polar-
ization angle. This is analyzed by combining two DOLP = 1 Stokes
vectors, one with linear polarization intensity La and polarization an-
gle1 θpol a = +∆/2 and the other with linear polarization intensity Lb
and polarization angle θpol b = −∆/2. Combining these two sources
together yields:

Q =La cos(∆) + Lb cos(−∆)

U =La sin(∆) + Lb sin(−∆) (74)

Setting La
Lb

= R and and dividing yields the total polarization angle:

tan(2θpol) =
R− 1

R+ 1
tan(∆) (75)

The change in polarization angle with respect to the illumination ratio
is then:

dθpol

dR
=

tan(∆)
(R+ 1)2 + (R− 1)2 tan2(∆)

(76)

which near R = 1 is:

dθpol

dR
|R=1 =

tan(∆)
4

(77)

The DOLP can also be calculated :

DOLP =

√
Q2 +U2

La + Lb

=
Lb

La + Lb

√
(R− 1)2 sin2∆+ (R+ 1)2 cos2∆

=
1

R+ 1

√
R2 + 1+ 2R(2 cos2∆− 1) (78)

1 The reference coordinate of the Stokes calculation is chosen to bisect the two angles,
simplifying the calculation. There is no preferred reference frame.
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Figure 130: Two DOLP = 1 sources of light with different polarization angles are combined to yield a new
polarization angle (a) and DOLP (b). Combining nearly orthogonal (c) and nearly parallel (d) light also
influence the resulting polarization angle.

Figure 130 shows the resulting polarization angle (a) and DOLP (b)
when two sources of DOLP = 1 light are combined together. The
resulting polarization angle switches between the different source
angles as the intensity ratio is varied. The DOLP of the combined
light decreases when neither source is dominant. The previously dis-
cussed effects often result in the mse-lp diagnostic collecting light
with slightly non-parallel or slightly non-orthogonal polarization an-
gles, thus the limits of ∆ ∼ 0 and ∆ ∼ π/4 are important. Adding two
nearly orthogonal sources together slightly rotates the resulting po-
larization angle (c). Adding two nearly aligned sources shows similar
behavior in polarization angle (d).
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B
C O N S T R A I N I N G M A G N E T I C R E C O N S T R U C T I O N S
U S I N G M S E

The primary purpose of the mse measurement is to provide inter-
nal constraints for plasma equilibrium reconstructions. The plasma
equilibrium, described by the Grad-Shafranov equation, is solved on
c-mod using the efit reconstruction code [1] which is used on many
magnetic fusion experiments. This code numerically solves the equi-
librium for a given time-slice on a R, Z grid in the tokamak with a
free-boundary. The code uses basis functions for FF′(ψ) and P′(ψ) in
terms of poloidal flux (ψ). The basis functions can either be a polyno-
mial expansion with a user-specified order or can be spline functions
with a user-specified number and position of knots (i.e., at ψ = 0,
ψ = 1, and at ψ = 0.4). The polynomial expansion does not provide
much flexibility for describing the profiles, particularly near the cen-
ter of the plasma. The spline basis functions allow a more diverse set
of profiles but are more difficult to constrain, requiring more internal
measurements.

The toroidal current density is calculated from the FF′(ψ) and P′(ψ)
as:

Jtor(R,Z) = R P′(ψ) +
FF′(ψ)
R

(79)

where R being the major radius. This is a 2-dimensional quantity
across the plasma. The current profile at the plasma midplane or the
flux-surface average is reported in the rest of this work.

efit uses various measurements to constrain the solution in a χ2

minimization procedure. Each measurement is provided to the code
with an uncertainty estimate and the coefficients in the FF′(ψ) and
P′(ψ) basis functions are varied to solve the Grad-Shafranov equa-
tion. The chosen solution is the one that minimizes the χ2 between
the measured quantity and the calculated quantity summed over all
measurements1. The total current in the plasma is constrained with
a strong weighting to force the reconstruction to obtain close to the
measured plasma current.

The interior of the c-mod tokamak has many magnetic sensors
which detect the magnetic flux and the change in the magnetic fields
at specific locations within the tokamak [2]. Together with the mea-
sured currents in the tokamak magnet coils, these measurements can
adequately constrain the boundary shape of the plasma, though there

1 The various constraints can also be unequally weighted in the fitting, though this is
not done in the work presented here except where noted.
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is uncertainties in the shape and position of the boundary. However,
the plasma is good at “shielding” internal information from external
measurement. The problem of equilibrium reconstructions using ex-
ternal magnetics alone is ill-posed [3] with many possible solutions
possible within the same plasma boundary shape [4]. Therefore, con-
straints in the interior of the plasma are required to infer changes
in the current profile. The addition of mse measurements can sub-
stantially constrain various possible magnetic equilibrium as shown
in numerical studies [5–8]. The mse data is particularly adept at con-
straining the current profile since it is gives information about the
poloidal magnetic field profile.

An equilibrium calculation using external magnetic measurements
and coil currents is automatically performed immediately after ev-
ery plasma discharge for time slices every 20 milliseconds2 This re-
construction does not use mse, instead it uses a q-constraint at the
magnetic axis. The on-axis safety factor is set to be q0 = 0.95 and
polynomials of order 2 are used for FF′(ψ) and P′(ψ). This analysis
is termed the “analysis efit.”

b.1 mse-kinetic-efit

However, the analysis efit is not useful during experiments where
the current profile is varied—the q0 constraint is no longer applicable.
Additionally, because it uses low order polynomials as basis func-
tions, the analysis efit reconstruction does not have the flexibility
to represent complex internal profiles. Pressure and magnetic pitch
angle constraints are added in what is termed mse-kinetic-efit (mk-
efit) and the q0 constraint is omitted. These additional constraints
are input to the same efit numerical solver as used in the analysis

efit along with the identical magnetics and coil current data. The
use of the internal constraints in the mk-efit allow the use of spline
basis functions for FF′(ψ) and P′(ψ) which allows a wider range of
equilibrium profiles to be calculated [9].

The mk-efit process is done using an interactive gui and work flow
manager named πscope developed by Syun’ichi Shiraiwa [10]. This
program reads the relevant profile data from the mdsplus tree, cre-
ates the input file for efit, and then executes efit. It allows the user to
vary knot locations and to visualize the calculated equilibrium to de-
termine the consistency between the solution and the measurements.
The gui also performs the intra-shot calibration technique on the mse

data as discussed in the next section.
The magnetic pitch angle (tan−1

(
BZ
Bφ

)
) is calculated from mse mea-

surement of the polarization angle at each sightline using the polar-

2 This is also done on the Thomson Scattering time basis and on faster time basis
when desired
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ization projection factor. The ten mse constraints are input in real-
space at the location of the beam-sightline intersection. The magnetic
pitch angle is calculated on the microbin time basis (∼ 5ms) and then
averaged together for 50 − 70ms with the uncertainty taken as the
standard error of the ensemble ( σ√

n
). The mk-efit is performed on

a time basis that is the nearest 20 milliseconds to the time point
of this macro-binned mse data. The mk-efit is performed on each
of the mse measurement times—typically 10-20 points per discharge
spaced ∼ 100ms apart. Prior to be included in the reconstruction, the
mse data is manually examined and data points with spurious angle
changes due to poor background subtraction are eliminated, there-
fore some time-slices have fewer than ten measurement points. Poor
background subtraction typically precludes using mse at time points
that overlap the start and end of lhcd or icrf heating, during heating
faults, and during impurity injections.

The total plasma pressure is used as an internal constraint in the
reconstruction (hence kinetic). The electron pressure is determined
from Thomson scattering measurements [11] in the interior of the
plasma by averaging the data over ∼ 70 milliseconds centered on the
time-point of interest. The uncertainty in the measurement points is
calculated from the standard error of the different measurements. The
Thomson scattering points are used as constraints in real-space at the
z = 0 plane after being mapped from the actual R = constant measure-
ment locations using the analysis efit. The ion pressure is estimated
by scaling the electron temperature and densities profiles to match
the neutron production with some assumed spatially-constant Zeff

and impurity components (typically Zeff = 2, Zimp = 5, Aimp = 12).
The ion pressure is typically ∼ 25 percent of the total pressure in the
analysis for lhcd discharges used in this thesis. The fast-ion contribu-
tion to the total pressure is neglected in these discharges, which lack
icrf or strong beam heating. The pressure was varied by ±20 percent
and was found to not substantially affect the reconstructed current
profile.

The pressure measurements and the ten mse measurements are in-
terpolated onto a denser grid (typically 25 points) using Gaussian
process regression. This process accurately represents the uncertainty
in the interpolation of the measurements onto the finer grid assuming
the underlying profiles are smooth3. It was found prior to the imple-
mentation of this feature that the resulting equilibrium was “twitchy”
if a knot location was placed near a measurement location. The recon-

3 The mse data is extrapolated past the center-most measurement point (∼ 0.70cm) to
the magnetic axis (∼ 0.68cm) utilizing the fact that the pitch angle must be zero at
the magnetic axis, this is done with large uncertainties to prevent this from skewing
the results. The pitch angle at the limiter location from analysis efit is also used to
inform the Gaussian processing though with less weighting. The interpolated data
does not extend past the outer-most mse sightline and this limiter pitch angle helps
constrain the derivative in the interpolation.
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struction would qualitatively change depending on which side of the
measurement point the knot location was placed, with one result hav-
ing a much smaller total χ2. This behavior required a time-intensive
χ2 minimization by manually varying the knot locations. The use of
a finer spatially-interpolated measurement set, particularly for the
mse measurement, makes the equilibrium reconstruction much less
twitchy—the solution becomes less dependent on the details of the
knot locations.

Constraints on the q-profile can also be imposed with both a con-
straint at the magnetic axis (e.g. q0 = 0.9) or by constraining the loca-
tion of a rational q-surface (e.g. q(ψ) = 1 at ψ = 0.16). The boundary
location from the analysis efit can also be used as a constraint on
the boundary location in mk-efit with some a user-specified uncer-
tainty. However, this is not typically done in the work presented here
since the boundary shape is expected to change with additional in-
ternal constraints, particularly when the analysis efit assumptions
force a non-realistic current profile. The edge current density can also
be constrained using the experimental loop voltage, estimates of the
edge temperature, and Spitzer resistivity4. This is occasionally done
to prevent large unphysical spikes and/or dips in the edge current
due to the lack of a constraint in the outer 2 centimeters of the plasma.
These dips and spikes usually accompany large changes in the bound-
ary shape from that produced from analysis efit and yield a larger
χ2 and are thus deemed to be unphysical.

Typically four knot locations are used for both P′(ψ) and FF′(ψ)
(e.g., at ψ = 0, ψ = 0.2, ψ = 0.6, and ψ = 1), though the interior
knot locations are not the same for both P′(ψ) and FF′(ψ). The loca-
tions of the spline knots are automatically varied to determine the
optimal locations, with a efit run at each of ∼ 54 possible knot loca-
tion combinations. The combination of knot locations that produces
the lowest total χ2 is then selected from the outputs. The knot loca-
tions are allowed to move time-slice to time-slice to allow flexibility
in the reconstruction, though this is usually inspected to make sure
the movement is smooth in time.

An example of a mk-efit reconstructed time-slice is shown in Fig-
ure 131. The mk-efit reproduces the plasma shape, current, and safety-
factor profile from the analysis efit but is constrained by pressure
and mse measurements with no ad-hoc q-profile constraints. The sim-
ulation uses spline basis functions for FF′(ψ) and P′(ψ). (Note, the
mse data has been intra-shot calibrated as described below.)

A Monte Carlo technique is used to estimate the uncertainty in
the reconstruction at time periods of physics interest. The input con-
straint measurements are randomly varied within each measurement
uncertainty and approximately 200 efit calculations are run for each
time slice of interest. The results are compiled and results with total

4 Bootstrap current is neglected in this calculation.
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Figure 131: A reconstructed time-slice during an Ohmic disharge. The shape of the plasma is shown (left)
with the seperatrix from both the mk-efit (blue) and analysis efit (red dashed). The discharge is
constrained by pressure and pitch angle measurements from Thomson scattering and mse, respectively
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error bars) and used to constrain the reconstruction which uses spline basis functions with the indicated
knot locations. The resulting toroidal current density and safety-factor (right).
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Figure 132: For experiments prior to the
commissioning of the isc system an intra-shot
calibration technique was used. Time periods are
chosen in each discharge to intra-shot calibrate the
mse diagnostic. Kinetic efit reconstructions are
obtained using pressure and q constraints for Ohmic
periods (green shaded region). The pitch angle from
these equilibriums are used to obtain a calibration
offset for the mse data. The mse is then used as a
internal constraint for later time periods where the
current profile may be evolving, such as during the
application of lhcd (red shaded regions).
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χ2 > 10× the minimum are omitted as being spurious. The pressure,
pitch angle, q, and current profiles are then collected from the runs
and the uncertainty at each point in the profile is taken as the stan-
dard deviation of the collection of the runs.

b.2 intra-shot calibration of mse

The majority of the data obtained for lhcd physics data in this
work was obtained when thermal stress-induced birefringence was
still still causing the diagnostic response to change on the minute
time-scale. An intra-shot technique is therefore used to obtain a mse

calibration in the manner described in Reference [12] and detailed
here.

In this procedure, an Ohmic time period is included within the dis-
charge, usually prior to the application of lhcd but several hundred
milliseconds after the current flattop is established. The mse system
measures the pitch angles at this period, including the effects of bire-
fringence on the polarization response. Equilibrium reconstructions
are then performed at these time periods using kinetic and q-profile
constraints but no pitch angle constraints. The calculated pitch angle
from the reconstruction is then compared to the pitch angle measured
with mse. An offset for each mse sightline is calculated such that
the mse agrees with the kinetic efit equilibrium reconstruction. This
offset differs from discharge-to-discharge due to the changing bire-
fringence. Then, at other time points in the discharge, the intra-shot
calibrated mse data is used as internal constraint and the q-profile
constraints are removed. An example is shown in Figure 132.

This is a reasonable approach since the cause of the mse diagnos-
tic response is well known and characterized. The thermal stress-
induced birefringence does not significantly affect the linearity of
the diagnostic, but does affect the absolute polarization angle5. The
thermal-stress-induced birefringence also changes on a slow timescale
therefore the offset can be assumed to be stationary throughout the

5 The linearly it slightly affected due to birefringence as apparent in Equation 23.
However, taking the derivative shows that > 0.07 waves of retardance would be
required to change the slope by ten percent. This is more than typically observed.
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discharge. In essence, the intra-shot calibration technique relies on the
mse system being a good measurement of the change in the current
profile.

The intra-shot calibration technique requires an assumption about
the Ohmic equilibrium that is used as the calibration reference for
mse. Constraints on the q-profile are used during these time peri-
ods similar to those used in an analysis efit. For most cases these
constraints are q0 = 0.95 and q = 1 at the saw-tooth inversion ra-
dius (as identified using the electron cyclotron diagnostic). Previous
experiments in other tokamaks in Ohmic plasmas using absolutely
calibrated mse diagnostics and comparison to MHD mode localiza-
tion show that q0 is ≈ 0.9− 0.95 prior to the sawtooth crash and rises
to q0 = 1 after the crash [13–18]. The lack of a mse constraint during
these Ohmic calibration time periods does not allow the use of spline
basis functions on c-mod. Therefore second or third order polynomi-
als are used, limiting the ability to flatten the central q-profile (and
likewise flatten the central current density) precluding both of the
q-constraints to be simultaneously achieved. They are given equal
weighting which usually results in 0.8 < q0 < 0.9 and the q = 1 sur-
face being inside of the measured sawtooth inversion radius6. This
effect is dependent on the plasma current since this affects the loca-
tion of the sawtooth inversion radius.

This technique leads to uncertainties due to the choice of the Ohmic
time period—assumptions are "imprinted" on the mse data. The value
of q0 and q = 1 location are under predicted by order 0.1 and r

a ≈
0.05, respectively due to the previously described effects. Due to the
use of polynomials the q-profile during the Ohmic reference period
is therefore not as flat in the core as would be expected. Thus the evo-
lution of this profile using the mse constraint will continue to have
more positive magnetic shear than is likely in the physical situation.
(Note: these errors are still significantly smaller than the use of anal-
ysis efit for all discharges without mse where the internal q-profile
and current density essentially go unmeasured. )

The use of an Ohmic time period to perform calibrations places se-
vere constraints on discharge planning. The discharge must include
several hundred milliseconds where the plasma kinetic profiles, shape
and current is stationary. Time must be given to allow the current pro-
file to diffuse throughout the radius, and the voltage "cross-over" in
the magnet power supplies must be avoided. Typically physics scans
are done with the same target plasma to avoid systematic errors in
the the assumptions about the ohmic equilibrium. For these reasons
the in-situ calibration system was developed to enable calibrations
immediately before or after a discharge rather than within the dis-
charge.

6 The analysis efit also usually results in the q = 1 surface being inside of the saw-
tooth inversion radius for the same reason.
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b.3 verification of the methodology

The Ohmic reference time periods are designed into the discharge
to provide approximately 100 to 200 milliseconds of quiescent plasma
operation where the current profile is expected to be stationary. Two
mse time-points are typically used to obtain the offset. The offset is
calculated separately for each time-point and is then averaged for
each sightline, providing a check on the variability in the data. The
offset is found to be stable within a discharge as expected. One ap-
proach to validating the diagnostic performance is to use mse data to
reconstruct equilibria at other Ohmic time points in a simple, quies-
cent plasma (i.e., constant magnetic field, current, shape, temperature,
and density and no icrf or lhcd). The measured equilibria should
resemble the Ohmic-like profiles if the diagnostic and reconstruction
processes are accurate. The addition of the mse and pressure con-
straints should not "fight" the magnetics data—the total χ2 from the
magnetics should not increase significantly.

An example of using the technique to measure a stationary Ohmic
plasma is shown in Figure 133. The mk-efit result matches the anal-
ysis efit result for the plasma current, volume, secondary seperatrix,
and gaps. Inclusion of the pressure and mse data only marginally
increases the total χ2 from the magnetic sensors, consistent with the
addition of more constraints. This indicates that the inclusion of these
extra internal constraints does not conflict with the information from
the magnetic diagnostics. The resulting current profile for eight time
slices is shownto be stationary across this discharge (right), as would
be expected from the stationary pitch angle profiles measured by mse.
This, and other examples show that mk-efit does not have difficulty
reconstructing Ohmic plasmas. The technique should therefore be
able to accurately reconstruct the equilibrium in plasmas where the
current profile is changing due to the application of lhcd.

The ability to measure changes in pitch angle once the calibration
offset is applied is confirmed using plasma size scans and current
scans. A mse calibration plasma discharge is created (several times
per campaign) where the size of the plasma is scanned from full size
to very small while simultaneously scanning the current, in a manner
similar to that developed on tftr [19]. This scans the outer midplane
of the plasma past the various mse sightlines, creating a range of mag-
netic pitch angles. The pitch angle at the edge of the plasma is well
known from magnetic sensors and can be used to judge the repeata-
bility and linearity of the diagnostic.

An example of three such discharges is shown in Figure 134. The
pitch angle from the mse diagnostic is calibrated using the intra-shot
technique to determine the offset for each sightline in each discharge.
The three different discharges time histories (solid) agree with each
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Figure 133: A stationary Ohmic discharge is reconstructed using mk-efit with intra-shot calibration of the
mse diagnostic (at 0.86s). The resulting equilibrium has the same macroscopic shape and current as that
obtained from analysis efit with only slightly higher total χ2 from the magnetics sensors (left). The
current profile is stationary across all the time points as expected (right).

other and with the pitch angles from analysis efit (dashed) showing
the diagnostic measures the proper dynamics and is repeatable.

A similar diagnostic check is performed using a current scan at
fixed size. An example is shown in Figure 135. The pitch angle mea-
sured by mse (solid) is compared to the pitch angle calculated from a
kinetic efit (dashed) as a function of time, showing good agreement.
The change in pitch angle measured by mse can also be compared
to the change in pitch angle calculated in the kinetic efit as shown
in Figure 136. The fits show that the change in mse pitch angle is
nearly linear relative to the change in pitch angle from the kinetic
efit, except near the core of the plasma where the pitch angle does
not change significantly. (Note that kinetic efit have significant un-
certainty, particularly deep into the plasma thus the deviation from
linearity might not be significant). These checks give confidence that
the reconstruction process using the intra-shot calibrated data can
properly measure the current profile dynamics.
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Figure 136: The change in pitch angle measured by
mse is compared to that computed from a kinetic
efit during a current scan.
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C
A D D I T I O N A L C H E C K S F O R S Y S T E M AT I C E R R O R
I N T H E C - M O D M S E D I A G N O S T I C

A variety of physical phenomena and non-ideal component behav-
ior can generate systematic errors in mse diagnostics. Most—but not
all—sources of imperfect behavior that remain constant in time (i.e.,
remain unchanged from the time the instrument is calibrated to the
time it is actually used to measure the pitch angle profile in plas-
mas) and thus cause little net systematic error because the effects
are fully captured by the calibration. More troublesome are behav-
iors that vary in time, e.g. due to environmental changes of tempera-
ture, because these cannot be compensated by a static calibration. The
number of phenomena and non-ideal component behaviors that can
compromise the measurement at that level is rather large.

Due to the observation of multiple-degree "drift" in the calibration
of the c-mod mse diagnostic over a time scale of minutes, the issue
of which of many potential sources of systematic error actually con-
tribute to uncertainties in the measurement has received considerable
attention over the past 12 years [1, 2]. A detailed study of the most
credible concerns, including: non-ideal emission of the mse spectrum;
polarization aberrations in the optical system; and a non-ideal po-
larimeter response is presented in Chapter 3. The conclusion of that
study is that the major cause of the observed c-mod mse time-varying
diagnostic response is thermal stress birefringence in the lenses. This
problem was largely resolved by calibrating the instrument within
seconds of a plasma discharge and by stabilizing its thermal environ-
ment.

In addition to several important systematic error topics covered in
the main text of the thesis, additional checks were performed on the
mse diagnostic operation and stability. These effects, the tests to in-
vestigate them, and the results are detailed in this appendix. These
effects are all shown to be inconsequential to the diagnostic measure-
ment.1

c.1 periscope movement

The c-mod mse periscope is a large complex optical system—the
optical path is over two meters long. This periscope is supported in
three locations by the tokamak vacuum vessel: internally at the mid

1 Note that this work was carried out across multiple maintenance periods with cor-
responding changes in the periscope configuration, thus the polarization calibration
coefficients may vary test-to-test.
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point of the canister, internally, and externally at the F-port vacuum
flange, and externally by the dnb duct near the pems. The periscope
consists of many individual components that are bolted together—with
shims—that can become misaligned due to disruption forces. The
long path length means that any mis-alignment of the periscope com-
ponents due to differential heating, stresses in the vacuum vessel, or
mechanical slippage could change the location of the view. For in-
stance, even a small change in angle of an internal mirror could move
the view location by several centimeters or vignette the mse sight-
lines. Previous comparisons of spatial calibrations taken prior to and
after an experimental campaign showed that the mse optical system
shifted over the campaign. This creates three problems for perform-
ing reconstructions using mse data. First, the radial location of the
sightline-beam intersection may move, changing the viewing volume
from that assumed in the reconstruction. Second, the mapping from
polarization angle to magnetic pitch angle depends on the viewing
geometry, and therefore may change. And third, the in-situ calibra-
tion system (isc), which is supported by the periscope, relies on its
mechanical orientation in absolute space being constant for proper in-
terpretation—the mechanical movement of the periscope itself is one
of the diagnostic changes that the isc cannot detect.

The mounting mechanisms for the periscope were strengthened
to alleviate these problems prior to the FY11 campaign. However, a
technique that can accurately track changes in the periscope align-
ment throughout an experimental campaign, including between—or
even within—plasma discharges was sought to determine if the prob-
lem remains. This technique should be capable of detecting small
changes in the periscope alignment that would shift the viewing vol-
ume a few millimeters. Previous experiments on diii-d used plasma
edge sweeps to track the viewing geometry of beam-viewing diag-
nostics [3]. However, this is not a viable solution for c-mod’s mse

system for those viewing volumes well away from the plasma edge.
Furthermore, this requires dedicated tokamak operation. Previous ex-
periments on c-mod used lasers attached to the pems and pointed at
external structures to monitor the pem orientation relative to gravity
[2]. However, this method is not sensitive to changes in the view loca-
tion caused by periscope displacement. A new system was therefore
devised and implemented.

A new mse fiber dissector was fabricated during the FY11 main-
tenance period using stereolithography (i.e., 3D printing). This fab-
rication technique led to lower cost, increased flexibility in the posi-
tioning of the mse and bes fibers, and a more secure fiber holding
mechanism. At this time two commercially available 5mm diameter
laser diodes were incorporated into the dissector. These laser diodes
are secured in the fiber dissector and shine red laser light through
the mse optical system and into the tokamak. A photo of the lasers
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Figure 138: Schematic of the view-tracking laser. The
laser, mounted in the mse fiber dissector, shines
through the mse periscope and strikes the D-port
icrf antenna. The DANT camera is used to image
the resulting spots.

MSE periscope
optics

DNB

D antenna

MSE 
dissector 

lasers

DANT 
camera

mounted in the dissector is shown Figure 137. The two lasers shine
through the entire mse periscope and terminate on the icrf antenna
at D-port, opposite the mse periscope. One laser strikes the antenna
on the top limiting tiles and the other laser strikes the antenna on the
lower limiting tiles. The location of the lasers was adjusted campaign-
to-campaign by fabricating new fiber dissectors so that they would
strike identifiable portions of the D antenna. A photo taken during
a maintenance opening shows the lasers striking near the D antenna
in Figure 139. Because the lasers and fibers are rigidly mounted in
the dissector, any movement of the optical system which moves the
view at the beamline would also change the laser trajectory, chang-
ing where the lasers strike the—presumably fixed—icrf antenna. The
path length from the mse objective lens to the the D antenna is 3.2×
longer than from the objective lens to the beamline. Therefore, any
movement of the viewing volume at the beam would be magnified
at the antenna by this factor. The plan view of the setup is shown in
Figure 138.

Comparing where the lasers strike the antenna during sequential
manned access periods can therefore very accurately monitor changes
in the periscope orientation from the beginning to the end of the cam-
paign—tracking changes in the viewing volume location to ∼ 1mm.
An example showing the laser strike point prior to and after the FY14

campaign is shown in Figure 139. Careful examination of the location
of the laser strike points relative to the bolt holes (lower spot) and
the Faraday rods (top spot) shows that the periscope did not move
between the time these two photos were taken.

A method was also developed to track any view displacements dur-
ing the campaign. A machine protection camera which views the D
antenna is housed in a reentrant tube opposite the vessel from mse

periscope. This camera, known as DANT, is operational during every
plasma discharge and can be triggered remotely between discharges.
Unfortunately, the camera has a strong neutral density filter installed,
and the lasers are much dimmer than the bright plasma, preventing
the camera from detecting the laser spots during a discharge. How-
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Figure 139: The laser-tracking system used to
monitor if the mse optics have changed alignment
across a campaign. The lasers striking D antenna
prior to (left) and after (right) the FY14 experimental
campaign.

ever, the exposure length and camera sensitivity can be increased,
enabling the camera to photograph the antenna between discharges
(when supplied with some light such as ecdc or backlighting mse).
The lasers’ strike points on the antenna can then be imaged—albeit
with large noise—and changes in the strike point can then be deter-
mined between discharges.

Lasers
BES �ber holes

(circular)
MSE �ber holes

(rectangular)

CoreEdge

Figure 137: The 3D printed mse fiber
dissector with holes for the mse and bes fibers
and two view-tracking lasers.

The DANT camera is thereby used to moni-
tor the strike points of the lasers on the D an-
tenna (particularly the top laser, as the lower laser
misses the antenna during the campaign of inter-
est), detecting changes in the laser strike point
across the campaign. Two images are taken to
identify the laser spot on the antenna, one with
the laser on and one with the laser off. The mse

sightline is backlit to illuminate the antenna struc-
tures. The two images are subtracted, enhancing
the contribution from the laser. This process can
include multiple images taken in succession and
averaged to minimize detector noise. An example
is shown in Figure 140, which also shows a photo
taken using a standard camera from the location
of the DANT camera during a maintenance pe-
riod.

An algorithm was developed to track the loca-
tion of the mse view using these DANT images. First, it is determined
whether the field of view of the DANT camera has shifted since
the last test. This is done using the laser-off image and a spatially
frequency-based image co-registration algorithm which compares a
recent image to a reference image. The co-registration algorithm is
accurate and insensitive of noise since the antenna is a very regular
structure with many straight lines. Only image translation is consid-
ered. The co-registration algorithm was tested by shifting an image
by a known number of pixels, cropping it and comparing it to the
original. It was found the algorithm could determine the shifts at the
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Figure 140: The laser strike points on the D antenna as viewed from the DANT location. Photo using a
standard digital camera placed at the DANT periscope location (a). A photo from DANT during the
campaign with the lasers on (b). A similar photo during the campaign with the lasers off and the core-most
mse sightline backlit onto the antenna (c).

sub-pixel level. A shift of the subtracted image is applied if it is found
that the camera’s field of view has moved since the start of the cam-
paign, though that is rarely the case. The laser strike point center is
determined by taking a centroid of an area of interest around the ex-
pected laser strike point, with a resulting uncertainty of ∼ ±1 pixel.
The pixel location of the laser centroid is then compared to the laser
centroid at the beginning of the campaign. Any motion in pixel space
is then translated to motion on the antenna in real space using the
geometry of the antenna and the oblique viewing angle of the DANT
camera. This motion on the antenna face is then transformed into an-
gular motion of the sightline, assuming the mse objective is fixed and
misalignments only contribute angular errors. The translation of the
viewing volume at the beamline is then calculated. The accuracy of
the system is estimated at ∼ 0.5◦ in the sightline viewing direction.

The laser-tracking system was activated on five separate occasions
during the FY12 experimental campaign to examine the stability of
the mse view during the campaign,2. It was determined that the field
of view of the DANT camera did not shift across the campaign, elimi-
nating this complication. The final results of the change in laser strike
point location on the antenna are shown in Figure 141. It is apparent
that the view did not move within uncertainty estimates across the
campaign. This is consistent with measurements made at the begin-
ning and end of the campaign, indicating the strengthened periscope
mounts were effective.

In order to determine if the mse periscope moves shot-to-shot, the
laser-tracking system was activated during an experimental runday
and images were taken between discharges. Images were also taken
prior to the start of the experimental runday, after the end of the
runday, and into the evening. The results are shown in Figure 142.

2 1120131, 1120206, (followed by a short manned access), 1120620, 1120913, 1121010
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Figure 141: The movement of the laser strike points
on the antenna measured by the laser-tracking
system across a campaign.
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The data shows that the view did not move within the uncertainty
of this measurement, even though some of the discharges disrupted.
Determining if the view moved within a shot is desirable, however,
the lasers are much too dim to be viewed over plasma emission.

The laser-tracking system has been operational since the FY12 ex-
perimental campaign. All indications are that the mse periscope does
not move within the vessel despite its large size and complicated op-
tics. This is certainly the case from the beginning of the campaign to
the end of the campaign, during the campaign, and during a runday.
Unfortunately, the technique cannot track view movements during a
discharge, but the robust construction of the periscope and the results
on the longer time-scales indicate the periscope is likely stationary.

Future experiments and other diagnostics may benefit from similar
laser-tracking techniques to track and identify their viewing sight-
lines. The lasers can also aid in alignment since the relation between
the laser and mse sightlines is fixed by the dissector geometry. It may
therefore be possible to quantify the mse performance on a test stand
and then transplant the entire diagnostic into the tokamak and use
the lasers to determine its orientation in the vessel, in addition to
tracking any changes over time. Such a technique may be useful for
large next-generation tokamaks such as iter, which will require diag-
nostic validation and calibration prior to installation. These machines
will also have limited access to monitor the diagnostic performance,
but will have comprehensive machine-protection camera coverage.

c.2 spectral calibration

The location of the filter bandpass relative to the motional Stark
spectrum is important to maximize signal and to avoid systematic
errors from 3D emission effects discussed in Chapter 3. Careful mea-
surement of the filter bandpasses and verification of the view geome-
try is therefore required. The isc cannot capture these errors.

The spectral passbands of the optical filters for the mse diagnostic
on c-mod were chosen to view the π+ multiplet from the full-energy
beam component. This is because the full-energy σ multiplet is con-



C.2 spectral calibration 297

Figure 142: The change in laser spot location across
a runday (top). The corresponding change in the mse

viewing volume location (b). The runday is indicated
by the gray shaded region.
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taminated by emission from half-energy and third-energy π compo-
nents for some sightlines. The optimal spectral location of the narrow
bandpass filters therefore depends on both the beam energy and the
magnetic field strength at the location of the mse viewing volume via
the Doppler shift and Stark split, respectively. Proper positioning of
the filter bandpass over the π emission is important, and the optimum
passband wavelength changes when the strength of the toroidal mag-
netic field is changed. To accommodate this requirement, the filters
are held in thermal ovens that collimate the light from a mse sightline
fiber bundle and allow the filter passband to be temperature tuned
from room temperature to 60 ◦C.

Due to the large étendue of each c-mod mse sightline, the ovens
are designed so that the the 50mm diameter filter is almost fully il-
luminated. Even so, the light from the fiber bundle is still incident
on the filter with a cone angle of ∼ 5◦. This range of incident an-
gles slightly widens the filter passband, shifts the center to the blue,
and decreases the maximum transmission relative to the manufac-
turer measurements, which were performed only on the center of the
filter with highly collimated light. The filter passbands were therefore
measured in-situ to determine the extent of these effects, to obtain an
effective passband for tuning purposes, and to determine the temper-
ature tuning coefficients.
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Figure 143: Measurement of filter spectral response.
The filters were illuminated with variable étendue
using a field and aperture stop on the collimating
optics (a). The bandpass was measured using a high
resolution spectrometer after collecting the light
with an integrating sphere (b). As the étendue is
increased, the filter center (*) and filter width (�)
experience a systematic shift to the blue and a
widening of the passband respectively.
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The filter in the oven was illuminated using variable-sized field
and aperture stops. The light that passed through the filter that was
collected by an integrating sphere which was connected by a fiber to
a high resolution spectrometer [4]. As expected, the filter bandpass
has a slight dependence on the illumination configuration, as shown
in Figure 143. When illuminated with the same illumination pattern
as the mse system, the filter bandpass centers varied by as much as
0.2nm from those reported by the manufacturer. All the filters were
then measured under illumination conditions identical to that from
the mse system.

The oven was commanded to an elevated temperature and the fil-
ter bandpass was measured over a period of hours while the heat dif-
fused into the filter to determine the effect of filter heating. In steady-
state, the filter passbands shifted to the red when heated with a coef-
ficient of 0.018± 0.001 nm/◦C. A dynamic heating test was then used
to determine that a delay of four minutes is required for the filter to
equilibrate to the measured oven temperature, providing confidence
that mse can change filter settings between c-mod plasma discharges
(∼ 15 min). The results are shown in Figure 144.

The measured filter responses are integrated into software that con-
trols the filter ovens to account for the Stark split and Doppler shift
using the geometric calibration, the local toroidal magnetic field, and
the applied beam acceleration voltage. The beam voltage is confirmed
using Doppler spectroscopy inside the neutral beam tank. The entire
spectral system has been verified by performing beam-into-gas ex-
periments with no field (and thus no Stark split) in which the filter
temperature is changed on successive shots to move the passband
across the Doppler shifted beam emission. The peak in the measured
emission was in good agreement with calculations.
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Figure 144: Measurement of the temperature response of the filters. The mse filters were heated
dynamically in their ovens while their bandpass was measured with a spectrometer (a). The filter
temperature was inferred by Gaussian fitting the measurement of the bandpass and previously determined
temperature tuning coefficients (solid). The filter temperature lags the oven temperature (dotted) by four
minutes (dashed) (b). In addition to shifting the filter bandpass to the red, heating also slightly decreases
the maximum transmission (c) and the total integrated transmission (i.e., effective width) but does not
change the full width half max (d).
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Figure 145: The tokamak magnetic field is scanned by several Tesla (a). Filters are selected to be in the
spectral region between mse σ and mse π for each mse sightline. During the B field scan, the changing
Stark split moves the beam spectrum relative to the filter passband. The net collected signal transitions
from π dominated at low field to σ dominated at high field. This results in the collected net polarized
intensity reaching a minimum (b) and the polarization angle changing by 90◦ (c) as the transition is made.
The field magnitude at the minimum in polarized light and the switch in polarization angle is a very
sensitive marker of the position of the filter passband relative to the beam spectrum.

The filter overlap with the beam emission was further checked us-
ing magnetic field sweeps during plasma discharges. Modifying the
Stark shift by changing the field strength changes the ratio of the mse

σ and π emission collected from a fixed filter bandpass positioned
between these two components. The magnitude of the magnetic field
where equal amounts of σ and π are collected produces a net po-
larization of approximately zero. The polarization angle switches by
90◦ on each side of this point as one component dominates the other
orthogonal component. This behavior acts as a very precise marker
of the filter and beam spectral overlap since the minimum polar-
ized intensity and the change in angle can be identified easily. Fil-
ters were selected and installed with bandpasses in the area of the
spectrum where σ and π emission overlap. The tokamak magnetic
field was then scanned within a discharge while firing the beam into
the plasma at fixed beam energy. The results for a mse sightline are
shown in Figure 145.

It is estimated that this approach can locate the spectrum of the
beam relative to the filter passband to an accuracy of ∼ 0.05nm. These
tests found that small < 0.4nm shifts in the manufacturer-specified
filter center wavelengths were needed to obtain agreement with sim-
ulated diagnostic data. It is unknown if this shift is due to the same
filter shifts that were found when comparing the filter passbands mea-
sured in-situ to the passbands measured by the manufacturer, due to
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an error in the assumed viewing geometry, or due to a difference in
the ratio of σ to π emission from the statistical assumption.

These filter tests confirm the proper operation of the filters and
give high confidence that the mse system is both filtering the correct
spectral components from the beam and viewing the beam with the
correct geometry, minimizing the potential for errors.

c.3 periscope vignetting

The alcator c-mod mse system is designed so that the objective
lens (L1) acts as the aperture stop, although other downstream com-
ponents are almost fully filled. Any misalignment in the large optical
periscope could lead to significant vignetting of the mse sightlines.
Previous experiments indicated that this might have occurred in pre-
vious campaigns [2]. In addition to investigating the alignment of the
mse optical periscope, the vignetting data can be input into mse sim-
ulation models of the polarized light collection [5], where the extent
of the pupil is important because it influences the calculated aperture
broadening of the Stark multiplet.

The laser source on the robotic calibration’s polarization generation
head allows the throughput of the complicated optical system to be
tested extensively. The methodology is shown in Figure 146. The po-
sitioning system shines a polarized laser through the periscope from
a fixed point in space. The laser is aimed at different parts of the
objective lens, simulating different rays through the optical system.
The rays traverse the optical periscope and are detected by a photo-
diode positioned at the fiber dissector plane in place of the optical
fibers. The highly accurate positioning system allows the collection
solid angle to be densely sampled with a transmission measurement
at each point. This can then be repeated at different viewing volume
locations. Using this system, slight vignetting (∼ 15%) is observed on
one side of the aperture across all field points, presumably due to a
misalignment in the optical components. The ability to measure the
vignetting of the periscope is enabled by the same methodology used
to perform polarized ray tracing through the periscope, as discussed
in Chapter 3.

The transmission of the entire optical system can also be measured
from the viewing volume, through the periscope, through the fiber
optics, through the filter ovens, and to the mse apds in the same way.
In this case, the test ray follows the entire path of a ray from the
dnb during tokamak operation. This measurement results in a system
transmission factor of ∼ 0.45 (note that the pem-based polarimeter’s
linear polarizer was removed for this test), a value that is consistent
with multiplying the individually-measured transmission and reflec-
tion coefficients of the 19 optical elements in the optical system [2].

This entire system ray trace confirms that the fibers used for trans-
port to the diagnostic hall are under-filled by the optical periscope
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Figure 146: The ray-tracing methodology to test for periscope vignetting. The robotic calibration system
shines the laser source from the viewing volume at the beam line through the mse objective lens (a). The
laser is then detected at the image point where a photodiode is placed, replacing the fiber dissector (b). The
laser then traces out various points on the lens very precisely (c), making a map of the transmission
through the optical system (d). This can be repeated with the photodiode positioned at the fiber exit or at
the exit of the filter ovens or polychromator exit ports.
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Figure 147: The spectral transmission of the mse

periscope was measured using an integrating sphere
with a tungsten lamp and high resolution
spectrometer.
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and are not acting as the limiting aperture stop. Further tests show
that the fiber transmission has not be significantly deteriorated due to
neutron or x-ray damage. These tests confirm that the optical system
properly collects and transports the light from inside the tokamak to
the remote detectors.

c.4 mse throughput

In addition to using the laser source on the polarization genera-
tion head to measure the vignetting of the mse optical periscope,
Lambertian sources were mounted on the robotic calibration position-
ing system and placed at the viewing volumes of the mse sightlines.
The most reliable method involves using a high-power bright red led

(centered at 660nm with 20nm FWHM) mounted onto an integrating
sphere to produce a Lambertian output. This source has a sufficiently
narrow spectrum to fit entirely within the bandpass of the mse optics.
The brightness of the source is calibrated using a photodiode with
a set of apertures (and thus a known étendue). The source is then
placed at the beamline, and the light intensity at the apd end of the
fibers is measured with the same photodiode. The ratio of the two
photodiode measurements and the geometry of the two calibration
apertures then gives the total throughout (étendue × transmission) of
the mse sightline. This test allows the mse system to be absolutely cal-
ibrated for use in measurements of visible bremsstrahlung and run-
away electrons.

c.5 periscope spectral transmission

In addition to measuring the throughput of the mse optical system
at the mse wavelengths, the transmission of the optical periscope was
measured in a wider wavelength range. An integrating sphere with
a white tungsten lamp was placed at the mse viewing volume and a
high resolution spectrometer was coupled to the output of the mse

fibers. The results of this experiment are shown in Figure 147. This
data confirms that the mse mirrors perform correctly. The mirrors can
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pass light in a sufficiently broad spectral range so that measurements
at off-mse wavelengths are feasible within 20nm of the mse emission.

c.6 creation of spurious polarized light in the periscope

The creation of spurious polarized light from unpolarized light via
internal scattering could contaminate the beam-generated signal. This
would be especially problematic in situations where even a small frac-
tion of the intense unpolarized light is converted to polarized light. To
test for this effect, an integrating sphere is placed in front of the objec-
tive lens with the mse pems operating and the linear polarizer in place
on the polarimeter. High-quality integrating spheres produce light
that is > 99.5 percent unpolarized [6]. Non-zero measured polariza-
tion fractions above this level would indicate that either the periscope
creates polarized light from unpolarized light or that the pem-based
encoding and decoding technique incorrectly assigns polarization to
unpolarized light. The isc would not account for creation of polarized
light inside the periscope from unpolarized plasma emission.

In this configuration, the mse pem-based polarimeter measures po-
larization fractions < 0.2 percent for sightlines on the optical axis
and < 1 percent for sightlines at the edges of the field. This indicates
that unpolarized light entering the diagnostic is not significantly po-
larized upon transiting the optical periscope and polarimeter system.
However, operation at total unpolarized plasma emission to polar-
ized beam emission ratios higher than ∼ 50 may be problematic since
it could lead to polarized-signal-to-polarized-background rations (SB)
below ten. The unpolarized light would become polarized inside the
diagnostic at a sufficiently large enough level to hamper diagnostic
operation. This light would be compensated for, to an extent, by the
wavelength-interpolation background subtraction technique.

c.7 periscope polarization transmission

One way unpolarized light can become polarized is due to non-
equal s-p reflection ratios in the mirrors (i.e., diattenuation). The mse

mirrors are highly optimized, but not ideal3, and therefore a small dif-
ference in polarization transmission should be expected with mirrors
preferentially reflecting specific input polarizations.

The mse optics are shared with the beam emission spectroscopy
(bes) diagnostic system which uses apds and spectrometers to mea-
sure the intensity of the Stark components as part of the development
of the ~B-stark and mse-lr techniques. Because the different Stark mul-
tiplets are polarized orthogonally, it is necessary to know the trans-
mission dependence of the periscope as a function of polarization

3 The specified performance is a s-p reflection ratio of 1.00 ± 0.01 with reflectivity
> 0.99 in the operating range of 658− 664nm and over an angle of incidence 30− 60◦.
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Figure 148: The transmission of the mse optical
system as a function of input polarization angle for
three different mse sightlines.
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angle to accurately interpret the spectral measurements. This is not
an important effect for the mse-lp system.

To quantify the transmission as a function of input polarization,
the Lambertian led-based polarized light source is kept at a fixed po-
sition while the linear polarizer is free to rotate on the polarization
generation head. This configuration eliminates any change in inten-
sity due to the light source rotating. The assembly is positioned at the
location of the mse viewing volume, the pems are disabled, and the
polarimeter linear polarizer is removed (often the pems are turned off
and the polarimeter linear polarizer is removed to enable a higher
photon throughput during the ~B-stark and mse-lr measurements).
The polarizer is then rotated to different angles and the light detected
by the mse apds is recorded at each input polarization angle.

The results are shown in Figure 148, which plots the measured
transmission at different input polarization angles. There is a slight
cos(2θpol) dependence apparent in the transmission. These tests show
there is a ∼ 1 percent transmission dependence on the incident polar-
ization angle, with the edges of the field of view having the largest
effect. This is consistent with diattenuation causing the previously
discussed < 1 percent spurious polarization from unpolarized light.
This transmission effect has been integrated into the spectral fitting
codes used for interpreting the ~B-stark and mse-lr measurements.

c.8 depolarization by the periscope

The optical periscope can also depolarize the light and therefore
decrease signal levels and lead to improper measurement of the po-
larization fraction from the beam, but this effect would not likely
affect the measured polarization angle.

The depolarization imposed by the mse optical system is measured
by illuminating it with constant-intensity, 99 percent linearly polar-
ized light from the Lambertian source on the calibration generation
head while the pems are turned off and the polarimeter’s linear polar-
izer remains installed. The light intensity at the detectors is measured
as the polarization generation head’s linear polarizer is rotated.

If the optical system converts polarized light from the polarization
source to unpolarized light or circular polarized light, the detected
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Figure 149: The solid angle filled by the calibration
source was varied to test for effects from scattered
light inside the optical system. Calibrations were
taken with the polarization generation head in its
nominal position at the beamline viewing volume (a)
and successively closer to the objective lens (b),
changing the solid angle filled by the calibration
source.

(a)

(b)

light should have a cos2(θpol) with a DC offset dependence. The mag-
nitude of the DC offset will directly reflect the depolarization in the
system. We measure this offset to be at the calibration resolution
of ∼ 1 percent indicating that the optical train does not depolarize
linearly polarized light or convert it to circularly polarized light in
its nominal operating configuration beyond this level, despite having
many optical elements.

These and the preceding tests of the optical system indicate it is
operating very close to ideally and that the mirrors are likely within
the specified tolerances on the s-p reflection ratio.

c.9 light scattering inside the periscope

Light can scatter from inside the periscope, change its polarization,
and contaminate the light seen directly. The inside of the periscope
is blackened, the lenses are anti-reflection coated, and the mounts
for the optics are designed to prevent scattering and minimize this
effect. This effect would be captured by the isc since it illuminates
the diagnostic with a large solid angle.

Problems due to scattered light inside the periscope were evalu-
ated by varying the solid angle of the calibration source as viewed
from the objective lens. The system performance was evaluated by
illuminating the mse diagnostic objective lens in three different con-
figurations. In the first configuration, the calibration light source was
positioned at the intersection of an mse sightline and the beam tra-
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Figure 150: The change in polarization angle from the isc is measured during a vacuum vessel pump
down (a). The measurement also shows an increase in the circular polarization fraction with a dependence
that is indicative of birefringence. A linear fit is performed on the change in angle vs. change in vacuum
pressure and shown as a function of isc input angle and mse sightline (c).

jectory. In the second configuration the light source was positioned
immediately in front of the objective lens, which fills the lens with a
much larger solid angle of light that can potentially be scattered into
the detection system. The third configuration placed the light source
at an intermediary position. The test is illustrated in Figure 149. If
scattering was important, it would manifest itself in a change in the
polarization calibration between these configurations. It was found
that there was not a significant effect.

c.10 vacuum window stress from pump-down

The differential vacuum causes stress in the vacuum window. To
test for this effect, the isc system was used to illuminate the mse

diagnostic with linearly polarized light of known polarization angle
while the vessel was slowly pumped down to operational vacuum.
All four angles on the isc system were used to look for changes that
might indicate stress-induced birefringence.

Figure 150 shows the results of the test. The polarization angle mea-
sured from the isc changes as the vacuum vessel is pumped down (a).
There is also a small increase in magnitude of the measured circular
polarization fraction with a dependence on isc angle that is consistent
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with an increase in stress-induced birefringence (b). A linear depen-
dence on the change in angle versus the change in pressure is then
fit to each mse sightline and isc angle (c). There is a systematic de-
pendence of the change in polarization angle as a function of vacuum
window pressure with the central sightlines having a smaller depen-
dence. This effect is at the level of < 0.1◦ and can be compensated for
by the isc.

c.11 thermal stress in the plasma-facing lens

The mse periscope is thermally controlled using an active system
on the external periscope and passive systems on the internal periscope.
However, the objective lens (L1) is exposed to the bright plasma emis-
sion (to collect it). This lens is thereby subject to significant radiative
heat flux of > 100kW/m2 for ∼ 1.5s every 15 minutes. This flash heat-
ing could create thermal-stresses in the lens and subsequent thermal
stress birefringence. However, this is not a large concern since the
thermal timescale of the lens is long compared to the duration of the
plasma.

An experiment was conducted to observe very plasmas with high
radiated power to test for this effect. The isc system was quickly
moved in front of the objective lens immediately after the end of
the discharge, coming to rest by t = 2s. The evolution of the po-
larization response was then tracked for the next 9.5s to monitor any
changes. This was repeated in plasmas with different radiated en-
ergies, as measured by the 2π bolometer, and therefore presumably
different flashing heating of the objective lens.

The results of the experiment are shown in Figure 151. The po-
larization angle does not change due to plasma heating of the first
lens—there is no difference in polarization angle between high radi-
ated energy shots and fizzles with no radiated energy (a). However,
the circular polarization fraction DOCP changes over the digitization
time window and changes at a higher rate with a higher radiated
energy (b). The change in the DOCP immediately following the dis-
charge to the end of the time window is found to have a linear de-
pendence on the radiated energy during the discharge (c), and the
slope of this dependence is shown to be a smooth function of the mse

sightline (d).
The thermal stress-induced birefringence in the plasma-facing lens

thus does not affect the c-mod mse diagnostic except for slowly chang-
ing circular polarization fractions at the level of a few percent. If the
polarization angle was found to change slowly after the discharge,
the isc calibration period could be moved into position prior to the
discharge to eliminate this effect. The importance of this effect de-
pends on the thermal time constant of the objective element relative
to the length of the discharge and the radiated energy flux. Thus long
pulse machines with high power density may encounter this prob-
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Figure 151: The isc system is quickly moved in front of the diagnostic objective lens immediately after a
discharge to measure changes in polarization angle (a) and circular polarization fraction, CPF, (b). There
are either no changes or small changes in discharges with little radiated energy, Erad (black and blue), and
larger changes with higher radiated energy (red). The change in CPF is a function of Erad (c). The slope of
this effect has a smooth dependence on mse sightline (d).
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Table 12: Calibrating a sightline with different narrow bandpass filters
shows the calibration is wavelength independent across the range of
wavelengths typically observed by the mse system.

Wavelength Bandpass B0 B4 B4p B2 B2p

nm nm deg deg deg deg deg

657.99 0.85 -62.67 0.41 217 0.04 30

660.25 0.94 -62.68 0.43 217 0.04 31

662.76 1.19 -62.68 0.45 216 0.04 30

lem in the future. To compensate for this problem, the isc could be
quickly actuated the isc at regular intervals during the plasma dis-
charge to update the calibration. Mirrors do not have thermal bire-
fringence problems. However, they do have erosion and deposition
problems as discussed previously.

c.12 polarization response wavelength dependence

The dielectric-coated mirrors in the mse optical periscope are highly
optimized for polarization preservation in the narrow spectral region
observed by the diagnostic. However, the phase shifts and s-p reflec-
tion ratio are wavelength dependent due to the use of thin films for
the coatings. As discussed previously, during routine operation of
the c-mod diagnostic, the bandpass of the spectral filters is varied
by adjusting the filter-oven temperature to account for changes in
beam energy and/or the tokamak magnetic field. The filter bandpass
can also be adjusted to allow the diagnostic to look at the σ multi-
plet instead of the π multiplet. Furthermore, the mse-mslp technique
requires multiplexing polarization measurements at different wave-
lengths.

It is therefore necessary to account for any calibration variations
as a function of wavelength for each sightline. Calibrations were re-
peated on the same sightline using different narrow bandpass filters
spanning the entire observed spectral range to determine the cali-
bration sensitivity to wavelength. The result was fit to the standard
calibration form. As shown in Table 12, the calibration is wavelength
independent across the tested range at the level of 0.02◦.

c.13 polarization response intensity dependence

The intensity of the linearly polarized light was varied by changing
the current supplied to the led-based Lambertian polarized source.
Calibration cycles were then conducted at different intensities and
the result was fit to the standard calibration form. As shown in Table
13, the calibration varies < 0.02◦ as the intensity is varied across a
factor of 30. This encompasses the range of intensities observed from
the beam and plasma. When the light intensity was reduced yet an-
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Table 13: The intensity was varied over a of factor of 30 without any
impact on the measured calibration coefficients. *Lowest intensity
excluded from statistical calculations.

Polarization calibration fit coefficients

Intensity B0 B4 B4p B2 B2p residual
ph/s deg deg deg deg deg deg

9.8× 109 27.356 0.241 229 0.054 236 0.027
6.8× 109 27.364 0.243 229 0.064 232 0.022
3.1× 109 27.361 0.239 231 0.063 236 0.024
1.8× 109 27.361 0.235 232 0.065 225 0.022
6.8× 108 27.360 0.247 234 0.043 243 0.043
2.9× 108 27.366 0.208 237 0.056 250 0.056
5.1× 107∗ 27.260 0.264 209 0.183 375 0.194

STDEV 0.003 0.014 3 0.008 9

MAX-MIN 0.009 0.056 8 0.140 25

other factor of three (i.e., a factor of three below that typically realized
during routine diagnostic operation), the calibration does not deviate
more than the fit residual, which is representative of the statistical
error in the measurement points.

c.14 polarization response apd dependence

The apds used as light detectors in the system amplify the signals at
the harmonics of the pems. As previously discussed, non-equal ampli-
fication of the signals at the second harmonics of the two pems would
lead to a calibration term that varied as cos

(
4θpol

)
. Previous tests on

an apd and amplifier used for the alcator c-mod mse system mea-
sured amplification at I2ω1 to be 1.003± 0.001 times the amplification
at I2ω2 [2], which contributes to a cos

(
4θpol

)
term with a magnitude

of ∼ 0.04◦.
This amplification difference at the two components depends on

both the apd and the trans-impedance amplifier. The same mse sight-
line was calibrated repeatedly using different apd units as detectors
to judge the variability arising from this effect. The effect is found to
be ∼ 0.05◦, predominately in the B4 term. Therefore, it is marginally
important to use a dedicated apd for each sightline throughout the
campaign and during calibration. This effect is absent in the new apds
used for the mse-mslp system—each apd is found to be functionally
identical in terms of frequency response. This effect would be com-
pensated for by the isc system.

The gain of the apd is changed throughout an experimental cam-
paign to optimize the detection system signal-to-noise and to prevent
digitizer saturation. It is conceivable that the frequency-dependent
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Figure 152: The pem optical units (left) and drivers (right) were heated using hot air blowers while the isc

input constant polarization angle light. The pem retardance was extracted from the data for representative
sightlines (b) and the change in polarization angle was monitored (c).

amplification at the pem second harmonic frequency is gain depen-
dent. Repeated calibrations were performed while varying the apd

bias voltage. The calibration coefficients were found to be constant
to < 0.02◦ as the apd gain was varied across the typical operating
range from 10 to 100. Therefore, no systematic error due to changes
in gain during a campaign are expected. This effect is also absent
in the new apds used in the mse-mslp system. This effect would be
properly compensated for with the isc system.

c.15 pem temperature

The thermal effects on the pems has not been fully explored prior
to this thesis. Changing the temperature of either the optical head
(the part of the resonant system mounted on the periscope) or the
driver (the part of the resonant system mounted in the rack) could
change the operational retardance of the pem and also the measured
polarization angle.

To test this, the isc was used to input a constant polarization angle
into the periscope and the pem optical head was heated while data
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Figure 153: The isc system is used to measure the retardance of the two pems at each sightline during the
runday. The retardance is shown to be very stable across the day (c) despite small changes in pem

frequency (b) and the ambient temperature of the pems (a).

was taken. A similar test was repeated while heating the pem driver.
Figure 152 shows the results for the heating of the pem optical heads
(left) and the pem drivers (right). The small temperature increase of
the optical heads (a) has negligible effect on the measured pem re-
tardance (b) and no change in the linear polarization angle beyond
what was previously present (c). The more rigorous heating of the
pem drivers has a large impact on the measured pem retardance (b)
and results in a ∼ 1◦ change to the measured polarization angle (c).

Fortunately, the pem drivers are installed in an electronics rack that
has a fairly constant temperature environment. Additionally, the isc

system would correct for any drift in the pem retardance if it were to
occur. On-line monitoring of the pem retardance would also indicate
potential problems which could be investigated.

c.16 pem retardance change

The dependence of the polarization angle on the pem retardance
was previously discussed. Experimentally using the isc it is found
that the retardance is usually stable. Figure 153 shows the retardance
measured by the isc system across all mse sightlines during a typical
experimental runday. The temperature of the area around the pems
fluctuates during the experiment (a) causing the pem frequency to
drift slightly (b). The pem retardance is fairly constant across all the
sightlines throughout the day, varying by < 0.05 radians. The pem

retardance can also be tracked across a large time span by using the
isc and it is typically found to be stable to ±0.02 radians.

Figure 154 shows the retardance of the two pems averaged over all
of the sightlines and over all of the discharges from that runday. Note
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Figure 154: The isc is used to monitor the stability
of the pem retardance across the entire campaign.
The retardance averaged across all sightlines and
across all shots during the day is plotted for rundays
spanning two months.
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Figure 155: The pem retardance, measured using the isc drifted significantly across several days when the
tokamak was up to atmosphere (a). This led to a change in the measured angle when the input angle was
constant (b) with similar behavior in all sightlines. The reason this drift occurred was never identified.

that the retardance is stable except for two jumps which would cause
a change in angle of ∼ 0.05◦ during this two month period.

There are occasions when the pem retardance drifts significantly.
Such an instance is shown in Figure 155 where the measured retar-
dance (a) changed across several days. The isc was used to input
light with constant polarization angle yet the measured angle (θPEMs)
(b) changed significantly. The cause for the retardance changes was
never identified. The pems were subsequently sent for refurbishment
after which the retardance stability was greatly improved.

c.17 phase-lock-loop errors

Most mse systems use a phase-locked loop to detect the intensi-
ties at 2ω1 and 2ω2. The drive signal from the pems is transmitted
to the diagnostic lab and used as the reference signal in this loop.
The proper phase difference between this drive signal and the de-
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tected signal is determined during calibration by setting the phase to
maximize the detected amplitude at 2ω1 and 2ω2. This is very sim-
ilar to setting the phase delay in an analog lockin. In some systems,
this phase is then set for the entire campaign. If the phase shift be-
tween the pem drive signal and the actual pem modulation changes
this would decrease the amplitude of the signal detected at the de-
sired harmonic in this “fixed phase” scheme. If this occurred for only
one of the pems it would lead to errors that are modulo π/2 (for
an identical analysis as discussed for a gain difference in the detec-
tor). The analysis system on c-mod does not typically use a fixed
phase and instead maximizes the signal at the desired harmonic at a
precisely determined frequency, a scheme termed the “rms analysis”.
Alternately the fixed phase analysis can also be used.

The rms analysis scheme allows the system to monitor the phase
between the pem drive signal and the actual retardance imposed by
the pem (assuming the time-delay between the drive signal and the
digitizer and the detected signal and the digitizer remains constant).
Results for a single runday for each of the detectors are shown in
Figure 156 which corresponds to the same runday shown in Figure
153. The phase is shown to be constant to <∼ 0.03 radians.

The choice of the windowing period in the phase-look loop is also
important and is covered elsewhere [1].

c.18 conclusions

These tests show that the mse behaves nearly ideally in many ways.
The results are summarized below:

1. The viewing geometry and periscope location do not move be-
tween campaigns, during a campaign, or during a runday.
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2. The filter transmission functions are close to what is expected
and respond properly to temperature tuning. The ovens operate
correctly and can properly tune the filter location. The in-situ
filter measurements are used to properly position the filters over
the beam emission to avoid 3D source effects.

3. The periscope is not significantly vignetted and has approxi-
mately the proper transmission. It has the proper spectral through-
put. Nominally, it is a properly operating optical system.

4. The periscope does not create spurious polarized light from un-
polarized above the 1 percent level. The periscope has only a
1 percent transmission dependence on input polarization angle,
and it depolarizes light at the < 1 percent level—it is nearly an
ideal transmitter of polarized light during maintenance periods.

5. The periscope does not allow light from outside the viewing
volume to scatter into the mse sightlines and contaminate the
measurement.

6. Only a very weak effect from stress at the vacuum window due
to differential vacuum is present.

7. The heating of the objective lens by the plasma has a negligible
effect on the measured angles.

8. The periscope and detector system have little effect on the po-
larization response as a function of wavelength.

9. The detector, detector gain, and amplifier characteristics have a
< 0.05◦ effect on the polarization measurement.

10. The diagnostic is only weakly sensitive to the temperature of
the pem optical heads or driver units.

11. The pems provide a mostly stable retardance.

12. The phase-shift between the pems and the detectors can be tracked
and compensated for using phase-insensitive analysis techniques.
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D
S O U R C E S A N D C H A R A C T E R O F P O L A R I Z E D
L I G H T I N S I D E C - M O D

Knowledge of the mechanism that polarizes the light upon reflection
allows careful study of the different sources of background light that
can contribute to the mse polarized background inside the tokamak.
These are detailed in these sections.

d.1 visible bremsstrahlung

The most obvious and unavoidable source of background light is visi-
ble bremsstrahlung (VB), which creates quasi-broadband light through-
out the visible spectrum and is always present in the plasma. At
times, the partially-polarized mse background light appears to cor-
relate well with the visible bremsstrahlung measurement from the
Zeff-monitoring diagnostic, which measures the light in an impurity-
line contamination-free region in the green wavelengths. Figure 157

shows an example of a plasma with large changes in density as it
transitions in and out of H-mode. It is apparent that the total light de-
tected by the mse diagnostic is dominated by visible bremsstrahlung.
The polarized component of the light also appears to track the vis-
ible bremsstrahlung. In this case, the different sightlines have been
normalized to be the same intensity early in the discharge to show
relative changes. It is clear that all three sightlines, center, middle,
and edge, observe nearly the same time history of total light and po-
larized light.

In most plasmas, the polarized light does not track the visible
bremsstrahlung exactly due to a deuterium emission component to be
discussed in the next section. However, the partially-polarized light
does correlate very well with visible bremsstrahlung in helium plas-
mas as shown in Figure 158. Panel A shows the polarized background
for the mse sightlines scaled to match early in the discharge. The core
(tangency radius = 0.67cm) VB signal is scaled and plotted for com-
parison. Note that all the sightlines show nearly the same time behav-
ior and are consistent with visible bremsstrahlung. The change from
1.1 to 1.3s is due to the plasma shifting from lower diverted to up-
per diverted and back again. Panels b and c show the linear polariza-
tion fraction and polarization angle respectively during the discharge.
These traces are not normalized and are remarkably constant in time,
consistent with the polarized light coming from a single, stationary
source. Note that most sightlines measure polarization angles near
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Figure 157: The contribution of visible
bremsstrahlung to the mse partially-polarized
background. The signal from the Zeff diagnostic
measuring the bremstrahlung emission intensity (a)
shows peaks due to the changes in plasma density
as the plasma goes in and out of H-mode (b). The
total light (c) and polarized light (d) from three mse

sightline. The mse sightlines have been normalized
to agree early in the shot.   
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near 0◦, which would indicate the light is coming from a source near
the midplane. The lack of a chord or filter dependence likely implies
the source is very spatially diffuse with little spectral structure, both
qualities of visible bremsstrahlung.

There is an important qualitative difference between light that is
observed upon first-pass, light that is observed only upon reflection,
and light that is a combination of first-pass and reflection. The first-
pass emission is collected unpolarized (thus only Stokes component
I has any intensity) whereas the reflected light is partially-polarized
(Stokes components U and Q also have intensity). Therefore, a source
of light that is observed both on the first pass and upon reflection
will have a lower polarization fraction than a source observed only
upon reflection. The fact that the different sightlines all have different
chord lengths through the plasma means those with tangency radii
near the core see more first pass volumetric emission than those with
tangency radii near the edge. Meanwhile, all the sightlines likely ob-
serve the volumetric source upon reflection with similar polarization
amounts and fractions. Adding together the two contributions from a
volumetric source leads to a spatially dependent polarization fraction
with the edge sightlines having a higher polarization fraction than
the core.

Figure 158 panel D plots the polarization fraction of the sightlines
as a function of sightline tangency radius. The observed dependence
of polarization fraction on tangency radius indicates this picture is
consistent with the volumetric visible bremsstrahlung emission being
seen both on first-pass and upon reflection. The data is extracted from
0.9− 1.0s, though is similar at all other times. The core sightlines have
very low polarization fractions (< 0.5%), while the edge sightlines
have larger polarization fractions. Note the dip in the polarization
fraction trend around tangency radius 0.78m (sightline 06). This is
consistent with the dip in the polarization fraction in the polarization
photos due to these sightlines terminating on the space between the D
and E-port icrf antennas. Assuming that the light reflecting from the
antenna has a polarization fraction of 0.5 (consistent with the polar-
ization photos of the icrf antenna), then the core and edge sightlines
observe the visible bremsstrahlung with a first-pass-to-reflected total
intensity ratio of ∼ 100 : 1 and ∼ 5 : 1, respectively.

If visible bremsstrahlung was the only source present, the polarized
background compensation strategy might be fairly simple. Since the
polarization angle and polarization fraction are nearly constant, the
background Stokes components could be simply scaled from an in-
tensity measurement. This could be done by scaling the Stokes vector
prior to the beam pulse by the change in the visible bremsstrahlung
measured by the Zeff diagnostic. Furthermore, since it relies on the
particle transport into and out of the plasma, the visible bremsstrahlung
emission does not change very rapidly (except during disruptions).
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Figure 159: A lower-diverted discharge with many L to H-mode and H to L-mode transitions as indicated
by the line average density (a) and midplane Dα (b) traces. The H to L-mode transitions are indicated with
vertical dashed lines. The polarized light detected by the mse system (c) and the polarization angle (d).
Note the intensity is scaled to match at 0.5s. A comparison bewteen the midplane Dα (grey) and the
polarized intensity from sightline 04 (orange) on the microbin timescale is shown in (e).

This makes time-interpolation a reasonable approach if the beam can
be modulated quickly. However,rarely is the visible bremsstrahlung
the only, or the dominant, contributor to the partially-polarized mse

background light.

d.2 divertor quasi-continuum

Most times it is apparent that there is an additional source of light
present that appears to be closely related to the Dα emission from
the cold edge and divertor plasma. This partially polarized source
has been previously noted on c-mod [1, 2]. The polarized light from
this source usually dominates the polarized light from the core visible
bremsstrahlung and has been a long-term problem and mystery for
the c-mod diagnostic.

An example of this “Dα-correlated” source is shown in Figure 159.
This lower diverted plasma undergoes many transitions between L
and H-mode which is apparent in the change in slope of the line
averaged density (a) and the step change in the midplane Dα (b).
Every time the plasma enters H-mode, the density begins to rise and
the Dα drops precipitously. Then when the plasma back transitions to
L-mode, the density begins to decrease and the Dα quickly rises back
to its L-mode value. These back-transitions are indicated with the
dashed vertical lines. The visible bremsstrahlung (not shown) tracks
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similar to the density squared; and when the Dα signal drops during
H-mode, the visible bremsstrahlung signal starts to rapidly increase.

The polarized light intensity detected by mse (c), which has been
normalized at 0.5s to better show changes, has the same temporal
behavior as the Dα. Note that all of the sightlines have the same be-
havior and nearly the same relative changes in polarized intensity at
the transitions. Focusing on the time 0.75s to 1.00s (e) shows the Dα
(grey) and the polarized intensity from sightline 4. It is very clear
that the background follows the Dα trace during the L-mode phases
when Dα is bright. The timing of the transitions is nearly identical
with little to no phase lag; even bumps in wiggles in the Dα show up
in the polarized intensity, particularly when the Dα is bright. The po-
larization angle is shown in panel D. Whenever the Dα and polarized
intensity are high, the polarization angle is < 20◦. When the Dα and
polarized intensity decrease, the background moves toward 0◦.

This behavior is very indicative of two competing sources of polar-
ized light. One source is dominate in the L-mode phases and leads
to more intense polarized light with angles consistent with a source
located in the lower divertor. Then, in H-mode with decreased Dα,
the source decreases significantly, leaving the dimmer source to dom-
inate. This weaker source appears to be near the midplane and is
likely visible bremsstrahlung.

Another example that illustrates even faster changes in the polar-
ized background is shown in Figure 160. In this lower diverted dis-
charge, the plasma experiences Dα “dithering”. The midplane Dα (b)
shows an oscillation at ∼ 80Hz during the L-mode phase from 0.75s
to 1.00s prior to an enhanced Dα H-mode. Note the line-integrated
density (a) does not show this oscillation. Panel C shows that this
dithering appears very strongly in the polarized light intensity of all
the mse sightlines, which have been normalized from 0.5s to 0.7s to
show changes. The dithering also appears in the the polarization frac-
tion (d) and polarization angle (e). This dithering was first noticed
in the mse background by Yuh [1]. Examining this dithering period
more closely (right) shows that the peak in the polarized intensity cor-
responds to the peak in the midplane Dα, as indicated by the vertical
blue lines. The polarized intensity changes by over a factor of two
and has similar magnitude changes and timing in all sightlines. The
peaks of the midplane Dα also appear in phase with the peak in the
polarization fraction, which has an oscillation of > 50% of its value
in the edge channels. Again, the polarization angle is most negative
when the polarized intensity and Dα is brightest, though the data is
noisier than the previous case with many H-modes.

d.2.1 A problem due to filters?

The strong correlation between Dα and the mse partially-polarized
background could indicate that the bandpass filters are not properly



324 sources and character of polarized light inside c-mod

Figure 160: A lower diverted discharge with a Dα “dithering” phase from 0.75s to 1.00s. The line-averaged
density (a) and midplane Dα (b). The polarized intensities of the mse sightlines (c) normalized from 0.5s to
0.7s, the polarization fraction (d) and polarization angle (e). An expanded time-axis during the dithering
phase in the blue shaded region is shown in the left with the peaks in the Dα indicated by vertical blue
lines.
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Figure 161: The transmission curves of the
steep-edge filters designed to block Dα emission
were measured in-situ (a). Measurements at different
filled étendues were taken and compared to the
manufacturer’s measurement using a thin
collimated beam (dashed). A tanh fit was performed
and the resulting parameters are plotted vs the filled
étendue (b).
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blocking out the strong Dα emission from the cold edge of the plasma
located just to the blue of the mse light. These bandpass filters are sup-
posed to pass < 10−5 (OD5) of the light at the Dα wavelengths and
their passbands have been measured in-situ. The fact that the same
source shows up in each sightline with the same intensity indicates
either that the emission is very spectrally broad or that all the filters
are flawed in a similar manner. Steep-edge blocking filters were pro-
cured previously to decrease the transmission of the Dα line by an
additional factor of 100 (OD2) to test whether the problem lies with
improper blocking of the Dα line. However, installing these filters did
not decrease the amount of mse partially-polarized background or its
correlation with the Dα measurements [2]. One conjecture was that
these steep-edge filters were also fabricated improperly or that the
large étendue passed through the filters by the mse system signifi-
cantly hampered the filter’s blocking of the Dα wavelengths.

Therefore, the steep-edge filter pass-bands were tested in-situ in
the same manner as the mse narrow bandpass filters detailed in Ap-
pendix C. The results are shown in Figure 161. The étendue passed
through the filter was varied using masks to set the field and aperture
stops. The filter transmission curve was measured at each setting (a).
The resulting location of the blocking band and width of the transi-
tion region are plotted in panel B. The manufacturer measurement
at a single point in the middle of the filter with a highly collimated
beam is plotted as the dashed line. It is apparent that the filters were
fabricated correctly and operate correctly in the mse optical system;
increased étendue only shifts the bandpass to the blue ever so slightly.
So it remains true that the “problem with Dα” is not due to Dα itself,
and the emission exists in the mse wavelengths. Further experiments
that swapped out narrow bandpass filters showed that the source is
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present in all the mse wavelengths and is not strongly wavelength or
sightline dependent.

d.2.2 Separating components using magnetic geometry

The fact that the source that scales with Dα and appears to be iso-
lated to the divertor prompted a dedicated experiment. This experi-
ment was a comparison between helium and deuterium discharges
during a sweep through different magnetic geometries. The idea has
two key components: (1) Scanning divertor geometries would move
the divertor source, allowing the polarized component to be isolated
by changes in polarization angle and (2) the contribution from vis-
ible bremsstrahlung could be subtracted using the identical helium
discharge, which only has the visible bremsstrahlung source, thus
yielding only the source correlated to Dα. The two discharges were
executed and their gross characteristics are compared in Figure 162.
The helium discharge (black) and the deuterium discharge (red) had
very similar time histories. The location of the secondary seperatrix
is shown with positive numbers indicating the plasma was upper
diverted and negative numbers indicating the plasma was lower di-
verted (a). Prior to 0.35s, the plasma is limited, at which point a
lower divertor is established until 1.00s. At that point the plasma
becomes a double null, then is upper diverted by 1.2s, sweeping
back through double null to become lower diverted by 1.40s. At that
point the deuterium discharge disrupts. The line-integrated density
(b) was well matched for the two discharges, leading to ∼ 2× more
visible bremsstrahlung emission in the helium discharge (c) due to
the change in Zeff. The deuterium discharge had > 10× more Dα
emission than the helium discharge (d). The magnetic geometries
from efit show that the magnetic geometry of the discharges were
nearly identical in each phase (e). The unfiltered wide view camera
images show the deuterium (f) and helium (g) plasmas had very simi-
lar emission patterns in each phase, with the helium plasma possibly
having less divertor emission in the upper diverted phase (though
the camera is mostly saturated in the divertor in all phases).

Figure 163 shows the background polarization measured with the
mse system at each phase for both the helium (black) and deuterium
(red) discharges. The secondary seperatrix is shown to identify the
phases (a). The total light detected by mse (b) is significantly higher in
the helium discharge due to the increased bremsstrahlung. However,
the polarized component of the light (c), which has not been scaled,
is significantly higher in the deuterium discharge. These two effects
lead to a polarization fraction that is up to 3× higher for the deu-
terium discharge for this sightline. The resulting polarization angle
(e) is significantly more negative for most of the deuterium discharge.
In the deuterium discharge, the polarization fraction and polariza-
tion angle are dynamic, clearly showing that mutliple sources are
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Figure 162: Identical discharges were taken in helium (black) and deuterium (red) plasmas. The plasma
was swept from a limited configuration to a lower diverted configuration at 0.35s, then to upper diverted at
1.20s, then back to lower diverted at 1.40s as shown by the location of the secondary seperatrix (a). The
density was well matched between the shots (b), leading the helium shot to have ∼ 2× more visible
bremsstrahlung (c) with > 10× less Dα. The magnetic geometry in each phase of the plasma was nearly
identical (e). The unfiltered visible camera shows that the plasmas looked very similar in each phase (f and
g) with the helium shot possibly having less divertor emission.



328 sources and character of polarized light inside c-mod

SSEP [cm]

       
−1.5
−1.0
−0.5

0.0
0.5
1.0

Total light [V]

       
0

1

2

Polarized light [V]

       
0.00

0.01

0.02

Polarization fraction [−]

       
0.00
0.01

0.02

0.03

Polarization angle [deg]

0.0 0.25 0.5 0.75 1.0 1.25 1.5
Time [s]

−45
−30
−15

0
15

sightline 4

He
D

1140523030
1140702012

Polarization
fraction [-]

0.00

0.05

0.10

0.15

Polarization
angle [deg]

0.6 0.7 0.8 0.9
Tangency Radius [m]

−30

0

30

60

0.25

0.00

0.05

0.10

0.15

0.6 0.7 0.8 0.9
Tangency Radius [m]

−30

0

30

60

0.95
0.9

0.00

0.05

0.10

0.15

0.6 0.7 0.8
Tangency Radius [m]

−30

0

30

60

1.20
0.9

0.00

0.05

0.10

0.15

0.6 0.7 0.8
Tangency Radius [m]

−30

0

30

60

1.40

Limited Lower diverted Upper diverted Lower diverted

(a)

(b)

(c)

(d)

(e)

(f )

(g)

Figure 163: A magnetic configuration sweep (a) conducted in helium (black) and deuterium (red)
produced different amounts of total light (b) and polarized light (c) with differing polarization fraction (d)
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sightline tangency radius at the four phases of the discharge: limited, lower-diverted, upper-diverted, and
then back to lower-diverted.
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competing. The polarization fraction and polarization angle profiles
as a function of sightline tangency radius for each phase are shown
at the bottom of the figure. Both profiles are in agreement during
the limited stage. Throughout the rest of the shot, the polarization
fraction in the deuterium discharge is higher than the helium profile,
but with a similar profile shape. The polarization angle in the deu-
terium discharge is more negative than in the helium discharge after
the establishment of a divertor.

The two discharges are nearly identical in density and magnetic
geometry and other bulk plasma properties. Additionally, the helium
discharge has only a single component of the background: visible
bremsstrahlung. Thus the helium discharge and the ratios in visible
bremsstrahlung between the two discharges can be used to decom-
pose the two background sources in the deuterium discharge into a
component from visible bremsstrahlung and a component from deu-
terium:

I

Q

U

V


D shot

D component

=


I

Q

U

V


D shot

measured

−


I

Q

U

V


He shot

× VB(t)D shot

VB(t)He shot (80)

Where VB(t) is the visible bremsstrahlung intensity measured by the
Zeff diagnostic in each discharge. In practice, this decomposition is
calculated using the intensity at the pem harmonics which is propor-
tional to the Stokes vectors with a proportionality constant that is the
same in both discharges.

This decomposition yields a visible bremsstrahlung component and
a deuterium component each with their own total intensity, polarized
intensity, polarization fraction, and polarization angle. This process
is be done for each sightline. It should be noted that the most error-
prone part of this technique is the polarization fraction since it is
composed of decomposed quantites in both the nominator and the
denominator and involves subtracting I, Q, and U.

Figure 164 shows the results for sightline 4. The actual measure-
ment is shown in red, the component from visible bremsstrahlung is
shown in orange, and the component from deuterium is shown in
blue. Panel A shows the decomposition of the total intensity; note
that the deuterium component is substantially less than the visible
bremsstrahlung component. Panel B shows the polarized intensity of
the different components. Note the polarized deuterium component
peaks early at 0.15s, decreases to zero, and then slowly rises through-
out the discharge. The polarized deuterium component becomes sub-
stantially brighter than the visible bremsstrahlung component until
the time that the discharge becomes upper diverted. At this time it
decreases, then increases again after the plasma lower divertor is re-
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Figure 164: The background is decomposed into different components from the measured quantities (red)
into a component due to visible bremsstrahlung (orange) and a component due to deuterium (blue). The
decomposition of the total light (a), polarized intensity (b), polarization fraction (c), and polarization angle
(d) for sightline 04 are shown. The spatial profiles of the polarization fraction (e) and polarization angle (f)
decomposed into the components at 1.00s are also shown.
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Figure 165: The deuterium component of the
background (a) is scaled for comparison between
sightlines. The core visible bremsstrahlung is
overplotted for comparison (grey). The polarization
fraction (b) and polarization angle (c) of the
deuterium component are also shown.
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established. Panel C shows the polarization fraction (c) of the deu-
terium component is relatively high early on and then high again
when the lower divertor is established. Panel D shows that the polar-
ization angle of the deuterium component has a positive polarization
angle early in the discharge followed by constant and negative po-
larization angles until the plasma is upper-diverted, after which the
polarization angle returns to negative. The spatial profiles at 1.00s of
the polarization fraction are shown in panel E and are high for the
deuterium component and polarization angle, shown in panel F, is
negative across all sightlines.

Figure 165 shows the polarized intensity of the deuterium compo-
nent for each of the sightlines. The polarized intensity has been scaled
to show that they all have the same time behavior. This behavior is
not consistent with the core visible bremsstrahlung (grey)—clearly it
is from a separate emission source. Interestingly, the intensity of this
polarized component goes to and stays near zero from 0.2s to 0.35s,
indicating that the visible bremsstrahlung subtraction technique is
operating well, with visible bremsstrahlung as the only component
present at this time. The polarization fraction of the deuterium com-
ponent (b) for all the sightlines shows the same time behavior shape.
The polarization angle (d) of the deuterium component is also very
similar for all the sightlines. The angle begins positive prior to the
establishment of the divertor and then becomes negative, consistent
with the source being in the lower divertor at later times. Such a con-
stant angle as a function of time, even as the polarization intensity
changes, indicates that there is indeed only a single, spatially station-
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Figure 166: The polarized component from the deuterium as a function of time (a) correlates with the
bright emission from the visible camera (b) during the MARFE and later in the diverted phase. The spatial
profile of the deuterium component polarization angle is plotted (c) along with the polarization angle from
the polarization photos taken invessel using lower and upper illumination.

ary source remaining after visible bremsstrahlung is subtracted. The
angle increases when the plasma moves toward upper-diverted and
returns afterwards.

Examining the polarization angle along with camera views of the
plasma can help localize the deuterium component source. Figure 166

shows the polarized intensity of the deuterium component from one
of the mse sightlines (a), unfiltered camera images of the plasma (b),
and the spatial profile of the deuterium component’s polarization an-
gle (c) at different times during the discharge. It is apparent that the
early spike in polarized emission comes from the MARFE moving up
the inner wall toward the upper divertor. This produces polarization
angles similar to those seen in the polarization photos when a source
high in the vessel is seen upon reflection (upper grey dashed lines).
Later, in the diverted phase, the polarized emission comes from the
lower divertor with the source possibly moving upward when the
plasma moves to upper divertor. The polarization angle is consistent
with the polarization angle observed in the polarization photos dur-
ing illumination from the lower divertor (lower grey dashed lines).

Figure 167 shows the ratio between the polarized intensity of the
deuterium and visible bremsstrahlung components. The deuterium
component from the MARFE dominates early in the discharge. For
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Figure 167: The ratio of the polarized intensity from
the deuterium component to the polarized intensity
from the visible bremsstrahlung component for each
sightline. The different phases of the discharge are
noted.
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the remainder of the limited phase the visible bremsstrahlung com-
ponent is dominant. The deuterium component dominates during the
rest of the discharge, decreasing when the plasma is upper diverted
or double null. This process clearly shows that the mse background
can be composed of multiple sources, each with a different location
and different temporal characteristics.

d.2.3 Spectroscopic studies in the divertor

Once the source that correlates with Dα has been isolated and char-
acterized, the next step is to identify the physical process that gen-
erates this source. The experimental results all hint that the source
resides in the divertor and is fairly constant in wavelength across the
passbands observed by the mse system. Therefore, the divertor spec-
troscopy system was used to examine these wavelengths for such fea-
tures that match the time history of this component. Figure 168 shows
measurements in the lower divertor. The mse narrow bandpass filter
transmission curves are plotted over the measured spectrum using
the chromex spectrometer (a) from a chord through the lower diver-
tor (b) at 1.00s. A 0.5nm portion of the spectra is integrated around
each filter’s center wavelength for each frame of the spectrometer. The
resulting time histories are plotted in panel C for the ten sightlines.
This is compared to the polarized intensity of the deuterium compo-
nent from the previous analysis plotted in panel D; the intensities
of this emission have been normalized to agree from 0.25s to 1.00s.
Note the time histories are very similar between the polarized com-
ponent and the emission in this wavelength from the divertor. Also,
the small spike in the polarized component early in the discharge as-
sociated with the MARFE (t = 10ms) is not present in the spectral
traces from the lower divertor.

The multi-chord divertor spectroscopy can also be used to locate
the spectral feature as a function of space. Figure 169 shows four
sightlines through the divertor plasma (left). The spectra prior to
the time the lower divertor is established are shown in the top right.
These are flat with little or no emission beyond the carbon impurity
lines (these are likely near zero counts due to a datum error). After
the divertor is established, the spectra show a substantial increase
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in these wavelengths (lower right). It appears that the emission is
brightest on the second and third of the chords, perhaps localizing
the emission to the area below the x-point in the private flux region.

d.2.4 A molecular source?

In summary, there appears to be a strong source of emission that:
1. Is highly correlated with Dα, but not actually Dα

2. Is present in deuterium, but not helium discharges

3. Is located in the active divertor

4. Is often the dominate source

5. Changes on a very fast timescale (< 5ms)

6. Appears in all sightlines and spectral bandpasses used by mse

7. Agrees with Dα“wing” in spectroscopy in the divertor

8. Appears in MARFEs

These observations lead to the conjecture that this component of
the mse polarized background comes from molecular deuterium in
the edge-regions of the plasma. There are many molecular lines re-
ported in this region that could lead a quasi-continuum “wing” on
the Dα emission. However, further study is required to confirm this,
possibly using high resolution spectroscopy in the divertor. Tests for
determining if the emission is from molecular deuterium could in-
clude correlating to the Fulcher-alpha bands of molecular lines.

d.3 blackbody radiation from glowing surfaces

Under intense heat fluxes, tokamak material surfaces can become
hot enough to glow in the visible. This is especially true on c-mod,
where the molybdenum tiles occasionally melt, indicating they reached
temperatures over 2600◦C. Figure 170 shows the spectral emission at
660nm for a blackbody surface with emissivity ε = 1 when viewed
through a spectral bandpass of 0.5nm. The melting temperature of
various materials often found in the tokamak are indicated for refer-
ence. It is apparent that once a temperature of ∼ 700K is reached, the
surface starts to glow intensely and can produce photon rates that far
exceed the brightness from the beam. This blackbody can glow much
brighter than even the visible bremsstrahlung. This means that even
a very small hot area can become the dominant source of light inside
the tokamak in the mse wavelengths. This light, emitted unpolarized
[3], can then be reflected off the icrf antenna and enter the mse sight-
line as partially-polarized background. At the melting temperature of
plasma-facing components, even small melt areas observed via mul-
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Figure 171: An example of a hot glowing surface contributing to the mse partially-polarized background.
icrf power is applied to the plasma (b) without raising the visible bremsstrahlung appreciably (a). The
polarized light detected by the mse sightlines (c) (normalized at 0.5s to show changes). The polarization
angle of the light (d).

tiple reflections can produce brightness on the order of the directly
viewed beam emission.
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Figure 170: The emission of a blackbody as a
function of temperature. Calculated at 660nm
in a 0.5nm bandpass with emissivity=1. The
melting points of various tokamak materials
are shown, as is the typical brightness from
the beam.

Figure 171 shows a discharge with significant
icrf heating where such a situation occurs. The
visible bremsstrahlung stays relatively constant
(a) while 4MW of icrf power is applied (b).
The polarized light detected by two adjacent mse

sightlines suddenly increases at 0.8s (c). Note the
polarized intensities have been normalized at 0.5s
to show sightline-to-sightline changes. Presum-
ably this rapid increase is caused by some plasma-
facing component receiving a significant power
flux making it glow. During this time, the po-
larization angle of these two sightlines changes
significantly while the other sightlines stay fairly
constant (d). After the turn-off of the icrf, sys-
tem the polarized light in these two sightlines de-
cays exponentially, presumably because the heat
flux to the component is removed and the surface
starts to radiatively and conductively cool. Dur-

ing this cooling phase the two sightlines are no longer dominated by
the reflection from the glowing surface and their polarization inten-
sity and polarization angle return to the level prior to the heating
event. The polarization angle change to more negative values during
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Figure 172: An example of hot glowing surface in the mse partially-polarized background without plasma.
The plasma disrupts at 1.15s. (a). icrf power is applied to the plasma (b) causing elements to glow. The
polarized light detected by three mse sightlines (c) (normalized prior to the icrf to show changes). The
polarization fraction of the light (d) and the polarization angle of the light (e).

the event indicates the glowing source is likely located in the lower
divertor.

Another example is presented in Figure 172. In this discharge the
mse diagnostic observes polarized light even in the absence of plasma.
The plasma disrupts at 1.15s (a) during a icrf heating period (b). The
polarized light (c) in three adjacent sightlines has increased substan-
tially during the icrf pulse. There is an early increase in polarized
light which is terminated at 0.75s due to a fault in one icrf antenna.
Later, starting at 1.05s, the polarized light suddenly increases an order
of magnitude before starting to exponentially decrease prior to the
disruption. The disruption occurs, temporarily increasing the polar-
ized light, which then continues despite there no longer being plasma
in the vacuum chamber. During this time the light intensity exponen-
tially decays. The polarized light intensity is normalized prior to the
start of icrf to show sightline-to-sightline changes. The other sight-
lines (not shown) do not see these events and instead remain at the
intensity level similar to the three sightlines prior to events. The other
sightlines do not observe light after the disruption.

In this plasma the icrf heats a surface in the vessel repeatedly. The
different sightlines observe varying amounts of the resulting black-
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Figure 173: An example of hot glowing surface in the mse partially-polarized background. The lhcd

launcher overheats as seen in the visible camera observing it (a). lhcd power is applied to the plasma, but
the overheating causes trips and restarts (b). The polarized light detected by three mse sightlines (c), which
is normalized prior to the lhcd, shows large changes in one sightline but not as large a change in the other
sightlines. The polarization angle of the light (d).

body emission and thus have different mixes of sources and differ-
ent polarization fractions (d) and angles (e). When the element is
hottest and dominating the background, the polarization fractions
are high and the angles are negative, which indicates that the source
is in the lower divertor. The plasma disrupts, leaving the glowing
element as the only source of emission, and it cools in place. This
produces exponentially decreasing light that is reflected and polar-
ized at a constant polarization angle and a nearly constant—and
high—polarization fraction similar in all three sightlines. Note the
small dip in the polarization fraction and momentary upward jump
in the polarization angle at the time of the disruption is likely due to
the saturation of the digitizer.

Figure 173 shows an example where the source is localized using
visible cameras inside c-mod. The lhcd launcher overheats during
a discharge, saturating the camera that observes it (a). This heating
causes the lhcd system to trip off once before restarting (b). The
blackbody emission from the launcher is observed by the mse diag-
nostic, as indicated by increasing polarized light (c) and a change in
the polarization angle (d). The rise and falls of the polarized light
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correspond to the glowing of the lhcd launcher in the camera view.
The launcher glow is seen in two mse sightlines (dark red, black), but
not in an adjacent one (orange). This light is observed despite the
launcher not being within the line of sight of the mse diagnostic (e).
This discharge had icrf power, but this was constant throughout the
time of interest, as were other plasma parameters.

Hot glowing surfaces present a substantial challenge to the diag-
nostic since they are highly localized and can become very bright,
dominating the other sources of emission. The source can be as small
as a region on an antenna or an edge in a divertor, but still be an
ample radiator. This localized source is then reflected into only one
or two mse sightlines due to the highly complex nature of the icrf

antennas. So even though the mse viewing volumes overlap on the
antenna, the light that adjacent sightlines collect can differ by factors
of up to 40(!) because one sightline is dominated by a single small
reflective surface reflecting an extremely bright source.

Blackbody emission is quasi-continuum with no spectral features
under the mse filters, thus spectral effects cannot be the cause of the
difference between adjacent mse sightlines. This is further confirmed
by the fact that similar heating-cooling time histories can appear
in different sightlines with different spectral filters in different dis-
charges. The time trajectory of the emission can change extremely fast
with < 10ms doubling times. This causes problems with beam modu-
lation time-interpolation. The time the surface transitions from heat-
ing to cooling can be very problematic because it produces a spike
in the background that is misrepresented using time-interpolation,
skewing the results and under predicting the measurement uncer-
tainty. Additionally, there are no diagnostics that can measure the
emission to provide correlation data to aid in background estimation.

d.4 atomic line emission

Atomic lines from impurities may become mse partially-polarized
background if they occur in the mse filter passband and are bright
enough to be observed upon reflection. C II lines at 657.80nm and
658.29nm, and a C I line at 658.76nm, are particularly problematic in
other tokamaks with mse systems using a Doppler red-shifted view-
ing geometry. However, this has not been observed on c-mod, which
has very little carbon in the plasma and a sufficient Doppler red shift,
Stark shift, and mse π triplet collection to avoid these lines.

Visible atomic line emission comes from low charge states that exist
at relatively low plasma temperatures. Unlike visible bremsstrahlung,
which is a volumetic source, this emission comes from a “shell” around
the plasma and likely from the divertor region. If the line emission is
within the mse spectral bandpass, then it can be observed by the diag-
nostic both upon first-pass and reflection. Sightlines with the largest
tangency radius observe a higher brightness from this emission on
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first-pass since these sightlines pass through a longer path length
when tangent to the shell. Sightlines with a small tangency radius, on
the other hand, pass through the shell at near normal angles. These
effects make interpretation of the polarization fraction difficult.

alcator c-mod seeds the plasma with impurities for various pur-
poses: helium for edge diagnostics, argon for x-ray diagnostics, and
nitrogen and neon for radiative power dissipation in the divertor.
Each of these impurities has atomic lines near the mse spectrum
and could therefore be problematic. An experiment was conducted
by puffing large amounts of these impurities into the plasma so they
dominate the radiative power and Zeff to absolutely calibrate other
spectroscopy diagnostics. mse observed these plasmas with the typ-
ical spectral filter positions to determine if partially-polarized light
from the impurities is observed by the diagnostic.

Figure 174 shows the results for the four impurity species. The
four plots each show the location of the species’ atomic lines from
the literature [4] relative to the normalized mse filter transmission
curves measured in-situ (top). The time history of the sightline polar-
ization intensity is plotted along with the time history of the visible
bremsstrahlung emission from the Zeff diagnostic and the radiative
power from a 2π integrating diode. The polarization fraction and po-
larization angle from the mse sightlines are plotted below that. The
time history of the polarized light and polarization fraction are nor-
malized so that all sightlines agree from 0.5s to 0.7s to better show
changes. The timing of the puff is indicated, as is the change in the
radiative power and the Zeff due to presence of the impurities in the
plasmas.

Helium (top left) is not expected to impact the mse diagnostic since
the He I line at 663.19nm is barely overlapping only the reddest fil-
ter. This is a very weak line for this transition and may not actually
be present. The polarization fraction and polarization angle do not
change across the puff, indicating the helium seeding does not con-
taminate the mse wavelengths. Also, the polarized intensity follows
the change in VB across the puff very well, indicating that visible
bremsstrahlung dominates.

The argon seeding (top right) also does not contaminate the mse

wavelengths. However, there are very bright Ar II lines right next to
the red of the mse emission at 663.82nm and 664.37nm. These lines
may be problematic for some mse geometries and beams with larger
Doppler shifts.

The neon seeding (bottom left) does contaminate the mse back-
ground due to the fairly bright Ne I line at 659.89. The four bluest
filters overlap this line (dashed). These sightlines observe a large in-
crease in polarized intensity during the gas puffing, which remains
high after the puffing has ceased. Note that these sightlines also have
a significantly different polarization fraction and polarization angle
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Figure 174: Impurity puffing to determine if atomic lines from common species are observed in the mse

partially-polarized background. Helium (upper left), argon (upper right), neon (lower left) and nitrogen
(lower right) were puffed at levels large enough to raise the plasma Zeff (grey) and radiative power (green).
The change in these two quantities due to the puff (blue shaded region) is noted. The location of potential
atomic lines for the puffed impurity is plotted with the normalized, in-situ measured, mse filter
transmission curves at the top of each plot. The polarized intensity, polarization fraction, and polarization
angle time traces for each of the mse sightlines are shown. The polarization intensity and polarization
fraction have each been normalized at times prior to the puff to better identify changes due to the impurity.
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time trajectory than the other sightlines after the puff. In this case the
puffing was very significant, increasing the Zeff by 1.2.

The nitrogen seeding (bottom right) causes a similar, though not
as pronounced, effect due to the N II line at 661.06nm, which over-
laps with the middle three filters (dashed). This line is very weak and
only changes polarized intensity subtly despite being a very pertur-
bative puff. The polarization fraction has a somewhat different time
trajectory than the other sightlines.

Neon is the worst impurity for the diagnostic since it has several
filters that overlap the line at 659.89nm and the line has a relatively
large effect on the measurement. In the future, it may be advisable
to tune the edge sightline filters more toward the red to avoid this
line while still collecting the mse π emission. Such disruptive neon
puffing is unlikely in the future. However, even weak puffing may
cause problems, and the effects should be monitored.

d.5 synchrotron emission

Fast particles traveling in a magnetic field emit synchrotron light
that is polarized in the direction of their acceleration. Relativistic elec-
tron beams can be created with energies of many MeV in a tokamak.
This occurs at low densities and high electric fields when the fast elec-
trons are not sufficiently collisional, such as during a disruption or in
dedicated runaway-electron experiments. These runaway beams are
accelerated by the toroidal electric field in the tokamak and can be
quite localized. The beams emit synchrotron emission in the classical
“headlight” pattern, beaming their radiation in a small cone in the
forward direction. Recent work on c-mod shows that this emission
can be quite bright in the visible red due to the small size and high
magnetic field. This was the first ever observation of polarized light
from a runaway beam. This runaway electron synchrotron emission is
a rare source of directly polarized light in the tokamak not requiring
a reflection.

Figure 175 shows an example of mse detecting this polarized syn-
chrotron emission. When the plasma current direction is reversed on
c-mod, the runaway electrons travel toward the mse objective lens and
their headlight emission can be observed by the diagnostic (a). Two
shots were taken with slightly different densities (b), resulting in the
lower density discharge (blue) developing a large population of run-
away electrons. This is indicated by the visible bremsstrahlung (c) and
hard x-ray diagnostic (d) detecting the fast electron bremsstrahlung
present in the lower density discharge (blue) but absent in the higher
density discharge (red). The polarized light observed by the MSE
diagnostic is a factor of ∼ 100× brighter in the discharge with
runaways than in the discharge without runways. The population
of runaways is clearly present from 0.35s to 1.40s. The polarization
fraction (f) is also much higher in the runaway discharge. The syn-
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Figure 175: When c-mod is operated in the “reverse” field direction, runaway electrons beam synchrotron
emission toward the mse objective lens (a). The emission can be compared between a discharge without
runaways (red) and a slightly lower density (b) discharge with runaways (blue). The runaways are detected
by increases in the visible bremsstrahlung (c) and hard x-ray (d) detectors. The mse systems detects
substantial increases in the polarized light (e, note log scale) and higher polarization fraction (f) in the
presence of these runaways. This data was taken from a mse sightline with a tangency radius of 0.79m.
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Figure 176: Runaway electrons are produced by decreasing the plasma density (a: line integrated), leading
to polarized light in all the mse sightlines (b). The polarized intensities have been normalized from 1.7s to
1.8s for plotting purposes. The polarization fraction (c) and polarization angle (d) are shown. The spatial
profiles of these two quantities averaged from 0.75s to 0.95s are shown in figures (e) and (f), respectively.

chrotron emission is bright enough to blind the diagnostic and thus
it has to be operated with much lower apd gain in these types of ex-
periments. The mse diagnostic operated in this manner is the most
sensitive detector of runaway electrons on alcator c-mod. It might
be the case that the lower density discharge has a small population
of runaways that are detected by only the mse system.

The runaway beam likely encodes information about its population
distribution in the polarization properties of its emission. Changes in
beam population, velocity distribution, and pitch angle can likely be
detected as temporal and spatial changes in the polarization inten-
sity, angle, and fraction. These properties can only be observed us-
ing the mse diagnostic. Figure 176 shows the time histories of the
line-integrated electron density (a) for a runaway discharge in re-
verse field. The polarized light shows sightline-dependent time dy-
namics (b). Note that the polarized intensities have been normalized
late in the discharge for comparison. The polarization fraction (c) has
sightline-to-sightline variation but less variation in time. The polariza-
tion angle (d) is split, some sightlines have vertical (0◦) polarization
angles while others have horizontal (90◦) polarization angles through-
out the runaway portion of the discharge. The spatial profiles of the
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Figure 177: Runaway electrons triggered by lhcd at moderate line integrated densities (a). The lhcd

power (b) causes strong polarized emission (c) at moderate polarization fractions (d). The right plots show
a detailed time history of the pulse of synchrotron emission (highlighted in green), including the surface
loop voltage (e). Two early beam pulses occur before the beam faults out at 0.5s.

polarization fraction (e) and angle (f) show trends, especially in the
polarization angle. Detection of these spatial and temporal dynam-
ics in the polarization properties opens new avenues to the study of
runaway electron beams, a topic not covered in this thesis.

Dedicated runaway experiments are not the only instances that this
polarized synchrotron emission is observed. Figure 177 shows how
lhcd can create runaway electrons that can be detected by the mse

diagnostic. This occurs because lhcd seeds the plasma with fast elec-
trons that interact with the background toroidal electric field. The run-
away beam appears soon after the start of lhcd, creating polarized
synchrotron light that is brighter than the light from the preceding
beam pulses (c). Closely examining the pulse of synchrotron emis-
sion (right) shows that the polarized emission decreases despite the
rising lhcd power and constant or decreasing density. This is because
the applied loop voltage (e) (i.e., toroidal electric field) decreases as
the lhcd drives a significant amount of the plasma current. The loop
voltage rises after the fault in lhcd, and upon its restart at 0.935s and
a small amount of synchrotron emission is created. There are other
examples of coupling lhcd to an existing runaway beam and ampli-
fying it as evidenced by a large increase of synchrotron emission.

Despite being very bright—to the point of blinding the diagnos-
tic—the synchrotron emission is only a problem for mse near the con-
ditions where runaways are produced (conditions typically avoided
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Figure 178: The beam and view geometry are
illustrated. The core-most and edge-most mse

sightlines are shown in dashed red with the eight
other sightlines equally spaced in between.
Examples of rays that could reflect from the beam
into a sightline with a red Doppler shift are shown
in dark grey.

M
SE sightline

Self-re�ection

on most tokamaks). Furthermore, on c-mod, these beams are only
detected by the mse diagnostic in the “reverse” magnetic field config-
uration. However, care must be taken to examine the background for
problems with synchrotron emission at the start and end of lhcd in
this magnet configuration.

d.6 beam self-reflection

One potentially problematic source of unwanted polarized back-
ground light is emission from the beam that is reflected from the wall
and then enters a mse sightline. This would have a different polar-
ization than beam emission collected by that sightline on first-pass
because it originated from a different part of the plasma, with at a
different Doppler shift or a different polarization projection. If this is
not accounted for, the measurement could be systematically skewed.

A red Doppler shift is required for beam emission to be measured
by a sightline on c-mod. Figure 178 shows the beam and view ge-
ometry. The extent of the rays that can be accepted by the mse sys-
tem are shown as dashed lines. An example of light that has a red
Doppler shift and also can reflect off the antenna and enter a sightline
is shown in grey. This reflected emission would contaminate sight-
lines with polarized emission from deeper into the plasma. The beam
cannot produce red Doppler shifted rays that could reflect into the
core sightlines, especially rays which are sufficiently red-shifted to
pass through the core sightlines’ mse filters. Therefore, the view and
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beam geometry result in only the edge sightlines being susceptible to
this contamination.

Unfortunately, this emission is very difficult to identify since it
only occurs when the beam is firing. Beam-into-gas experiments can-
not identify this source since they produce secondary emission that
contaminates the measurement [5]. Additionally, spectral measure-
ments in plasmas would be fairly insensitive to this light. Fortunately,
the brightness would be reduced substantially due to the reflection
(which would have to occur at an acute angle), the dim source, the
spectral filtering requirement, and the longer path length between the
source and the objective lens. Additionally, this effect would likely be
reproducible since the geometry and source are fixed, so it would
show up as a constant systematic error.

d.7 other possible sources

Since any source of light in the tokamak can be reflected into the
mse sightlines, several other sources of light could potentially con-
tribute to the mse partially-polarized background:
beam charge-exchange with impurities The presence of im-

purities in the plasma that generate light only when they charge-
exchange with beam neutrals would be difficult to detect since
this emission would be modulated by the beam. However, no
impurities in the mse wavelengths beyond those discussed above
have been observed during large puffing experiments, natural
impurity injections, and laser blow off experiments—situations
which would also create charge-exchange light. The impurities
ruled out thus far are: Fe, F, Ca, Mo, and W.

charge exchange with fast ions Fast hydrogenic ions in the
plasma can become neutrals via charge-exchange with species
in the plasma or with a neutral beam. These fast ions produce
a very Doppler-broadened Hα or Dα line that may be broad
enough to substantially overlap with the Stark emission. The
light could then be reflected, becoming partially-polarized and
entering the diagnostic sightline. This is particularly true in
beam-heated discharges where the fast ions can be a large frac-
tion of the total plasma inventory. These ions have energies
up to the beam energy and thus can overlap the Stark spec-
trum. In radio frequency heated plasmas, such as those typical
on c-mod, a fast ion tail can also be created at energies up to
1MeV. In c-mod plasmas, this tail is typically not large enough
to produce much light. However, this effect would be difficult
to detect and compensate for since the source would be mod-
ulated by the beam, which provides the neutrals necessary to
charge-exchange. No evidence of partially-polarized light via
this mechanism has been observed on c-mod, but further work
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might be prudent to gain confidence in the mse diagnostic in
the scenarios where a hot ion tail is produced.

divertor visible bremsstrahlung Bremsstrahlung from the core
plasma is not the only source of bremsstrahlung present. The
divertor, especially at low temperature, can also produce strong
bremsstrahlung due to the very high densities. Like any other
source, this light can then be reflected into the mse sightlines.
The signature of this effect would be a polarized background
intensity which scales like the divertor density squared. Note
that the divertor component associated with Dα is not due to
divertor visible bremsstrahlung since it is not present in helium
plasmas, which presumably have similar divertor densities. Fur-
thermore, the fluctuations seen in this deuterium component
do not correlate with divertor density fluctuations that would
be detected by the interferometer chords passing through the
divertor.

radiation induced fluorescence The plasma produces strong
neutron and x-ray emission. The neutrons induced further x-
ray and gamma ray emission from the surrounding materials. It
could be possible that some of these particles create radiation-
induced florescence in the mse wavelengths in the tokamak and
in the diagnostic itself. In this case the background light would
likely track the neutron rate, which is not observed to be the
case on c-mod.

stray laser light If a laser line exists or is scanned through the
mse wavelengths, some of its light could be reflected and enter
the mse diagnostic. This may be important for laser-induced flo-
rescence experiments, but could be avoided by staggered timing
of the mse observation and the laser pulse.

To date none of these sources has been observed in the mse partially-
polarized background inside alcator c-mod. Hence, they won’t be
considered moving forward.
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