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Abstract

The comprehensive analysis was performed to study turbulent transport in Alcator C-
Mod plasmas in this thesis. A new Correlation Electron Cyclotron Emission (CECE)
diagnostic was designed and installed as a part of this thesis work. Using this diagnos-
tic, we measured local T, fluctuations in r/a 2 0.75 in C-Mod for the first time. This
thesis work provided new information about the Ohmic confinement transition, from
the linear to the saturated confinement regime with the increase in average density.
It was found that T, fluctuations near the edge (r/a~0.85) tend to decrease across
the Ohmic confinement transition. Although the Ohmic confinement transition has
been considered predominantly as a result of the linear turbulence mode transition,
we found no changes in the dominant turbulence mode across this transition via gy-
rokinetic analysis using the code, GYRO. The GYRO simulations performed near
the edge reproduce experimental ion heat flux and 7T, fluctuations, but electron heat
flux was under-predicted. Considering that both ion heat flux and the 7T, fluctuations
mainly come from ion scale turbulence, the under-prediction of electron heat flux
suggests the importance of electron scale turbulence. Intrinsic rotation reversals in
C-Mod plasmas were studied in this thesis. Similar changes in electron temperature
fluctuations, the reduction of T, fluctuations near the edge, were observed across RF
rotation reversals and Ohmic rotation reversals. The gyrokinetic and self-similarity
analyses also showed similarities between rotation reversals in Ohmic and RF heated
discharges. These observations suggest that the physics of Ohmic confinement tran-
sition and the rotation reversal can be applied to the physics of rotation reversal in
RF heated discharges. This thesis also found the reduction of 7, fluctuations in-
side pedestal region with the transition from low to high energy confinement regime,
which indicates the changes in core turbulence are correlated with the global energy
confinement.

Thesis Supervisor: Anne E. White
Title: Associate Professor of Nuclear Science and Engineering
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and nens=1024 . . . . . . e 150

3-5 The comparison of T; and V; data measured by two diagnostics (HIREX and
CXRS) in one Ohmic discharge (shot: 1120626023, time :0.9-1.4sec (a) T;
[keV] data measured by HIREX (red triangle) and CXRS (blue square) (b) V;
[km/s] data measured by HIREX(red triangle) and CXRS (blue square). . . . 154

19



3-6

3-7

3-9

An example of self-similarity analysis results in TCV. The analysis performed
for four ohmic dischasrge in TCV with different average density levels. A solid
line indiates an exponential fitting line for the core profiles, and a dashed line
denotes a linear fitting line in the edge profiles. (a) n. profiles in the whole
radial region (b) edge n. profiles (c) T, profiles in the whole radial region (d)
edge T, profiles. Adapted from O. Sauter et al, 2014, Physics of Plasmas, 21,
055906, copyright 2014 American Institute of Physics. . . .. ... .. ...

The power of each term [MW/m3] in the (a) ion power balance equation
and (b) electron power balance equation in one C-Mod discharge (shot :
1120626023, t: 0.9-1.4s). Energy gain has a positive sign and loss is pre-
sented by a negative sign. In (a), black : the power transferred from electrons
to ions by collisions, gje, purple : the rate of change of ion energy, blue :
ion conduction power loss, orange : ion convective power loss, green : ion
compressional power, red : power loss due to charge exchange. In (b), black
: Ohmic heating power, purple : the rate of change of electron energy, blue
: electron conduction power loss, red : electron convective power less, light

blue : power loss due to radiation, green : gje, yellow : electron compression

power, red : power loss due to ionization . . . . . ... ... ... ... . ...

The simulated heat flux [MW/m?] of (a) ions and (b) electrons for one C-
Mod discharge (shot 1120626028, t:0.9-1.4 s) at r/a=0.6. The stationary time
period is set to t: 400-833 [a/c;s]. The red solid line is the average value, and

the red dotted line indicates the uncertatiny of the mean value, the standard

deviation of the time averaging. . . . . . . ... ... ... ... ... .. ...

The distribution of simulated heat flux [MW/m?/mode] on toroidal modes,
The spectrum of Q(kyps) for one C-Mod discharge (shot 1120626023, t: 0.9-
1.4s) at r/a~0.85. The stationary time period is set to t: 430-860 [a/cs]. (a)

Qi(kyps) (b) Qe(kyps) spectrum. . . . . .. ...



3-10

3-11

3-12

3-13

3-14

The power spectra of the unfiltered (raw) 7T, fluctuations (black), synthetic
T, fluctuations using Holland’s model (red, with 1/e? diameter in Gaussians
in radial and poloidal directions, [z=0.82cm and {g=1.0cm) and synthetic T
fluctuations with higher rotation frequency (blue, w, with the same lp and
lz values used in the red line) for one C-Mod discharge (shot 1120626023,
£:0.9-1.48). w, ~-0.0025 [a/cs] for the black and red lines, ~-0.025 for the

blue line. . . . . . . . . e e

The comparison of the point spread function (PSF) applied in the synthetic
CECE diagnostic for one C-Mod discharge (shot 1120626023, t:0.9-1.4s). The
background fluctuations are simulated T. fluctuations at t=430 [a/cs]. (a)
PSF from Holland’s model, two Gaussian in both poloidal and radial direction
with 1/e? diameter, [z=0.64cm {g=1.2cm. (b) The modified PSF with the
more realistic radial shape estimated in Chapter 2 and Gaussian in poloidal
direction with [z=0.64cm. The white lines indicate the 10, 50, 90% level of
the power from the center of the PSF. . . . . .. ... .. ... ... .....

The power spectra of the synthetic T, fluctuations for one C-Mod discharge
(shot : 1120626023, t:0.9-1.4s) with the different PSF in the radial direction.
A Gaussian function is used for the black curve, and the estimated radial
shape is used for the red curve. Other input parameters between the two

curves are identical. . . . . . .. . e

The comparison of power spectra of the synthetic T, fluctuations for one C-
Mod discharge (shot : 1120626023, t:0.9-1.4s) (a) w/ and w/o considering
the contribution of n. fluctuations (b) w/ and w/o considering the high pass

filter used in the measurements. . . . . . . . . . . . ... ..o

The simplified analysis procedure used in this study using the analysis meth-

ods introduced in this chapter. . . . . .. .. ... ... o L.



4-3

4-4

Time series data during CECE measurement time for LOC (shot:1120626023,
red solid line) and SOC (shot:1120626028, blue dotted line) plasma. (a)
Plasma current [MA], (b) central chord line averaged density [102°m ™3], (c)
electron density [102°m 3] at CECE measurement position (r/a~ 0.85), (d)

electron temperature [keV] at CECE measurement position (r/a~0.85), (e)

electron temperature [keV] at plasma center, (f) central toroidal velocity [km/s].185

(a) Coherence (vy) of two CECE signals in the LOC plasma (shot:1120626023),
horizontal dotted line indicates the statistical limit of coherence (b) Coherence
(7) of two CECE signals in the SOC plasma (shot:1120626028) (c) the cross
phase spectrum of two CECE signals in the LOC plasma (d) the cross phase
spectrum of two CECE signals in the SOC plasma. . .. .. ... ... ...

(a) Cross correlation coefficient (Cy) depending on lag time [us| of two CECE
signals in LOC plasma (shot:1120626023) (b) Cyy depending on lag time of
two CECE signals in SOC plasma (shot:1120626028). . . . . . .. .. ... ..

Normalized frequency/wavenumber spectra (S(kg, f)/ne) of PCI measure-
ments (a) in LOC (shot:1120626023) and (b) in SOC (shot:1120626028) plas-

INBS. . o v s e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e

Time averaged relative T, fluctuation levels with neqvg/nerit at r/a=0.83-0.87
in the C-Mod Ohmic discharges. (a) The relative fluctuation level without
considering density fluctuations (only black points) (b) The relative fluctu-
ation levels with considring density fluctuations. Red/blue points are mini-
mum,/maximum values of the relative electron temperature fluctuation level
when the relative density fluctuation level is 2%. nqri is the critical density
for toroidal rotation reversal in the core region, defined as neris = 2.81,/ BY6
with neris in 102°m ™3, on axis toroidal magnetic field, B, in T and I, in MA,
and. The toroidal rotation reversal in the core region is indicative of the

transition from the LOC/SOC according to [129]. . . . .. . ... ... ...
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4-6

4-8

4-9

4-10

Relative line-integrated n. fluctuation levels with ne gyvg/nerie in the C-Mod
Ohmic discharges. n.i is the critical density for toroidal rotation reversal in
the core region, defined as nepi; = 2.81p/ B%6 with ngrse in 102°m 3, on axis
toroidal magnetic field, B, in T and I, in MA, and. The toroidal rotation
reversal in the core region is indicative of the transition from the LOC/SOC
according to [129]. In order to observe n. fluctuations in the core region,
low frequency signals are filtered (a) £>0kHz (b) £>50kHz (c) £>100kHz (d)
£>200kHz. . . . . .

Profiles relevant to turbulence and CECE measurements in the LOC/SOC
discharges (red : LOC discharge, blue : SOC discharge). The solid line shows
the experimental value and the dotted line indicates the uncertainty. The

vertical green line shows the CECE measurement position. . . . . . . . .. ..

Heat diffusivity and flux for LOC/SOC plasmas (red : LOC discharge, blue
: SOC discharge) (a) Electron heat diffusivity (xe [m2/s]) (b) Ion heat dif-
fusivity (x; [m?/s]) (c) Electron heat flux (Qe [MW/m?]), (d) Ion heat flux
(Q; [MW/m?]). The solid line shows the experimental value and the dotted

line indicates the uncertainty. . . . . . . .. ... ... 0oL

Linear stability analysis of (a) the LOC discharge and (b) SOC discharge. The
left figures show the real frequency of the most unstable mode and the right
figures show the growth rate of the unstable mode. The positive real frequency
indicates the mode propagating in the elgctron diamagnetic direction, and
negative real frequency indicates the opposite case. The unit of both real
frequency and growth rate is cg/a with ¢ = \/m and minor radius, a.
(cs/a =1.17 x 108 /s (LOC) and 9.75 x 105 /s (SOC)) . . . . .. ... .. ..

Contour of growth rate of most unstable mode with the change of a/Lt, and
a/Lt, in the kyps range [0.1-0.7] in (a) the LOC discharge and (b) the SOC

discharge. The uncertainties of a/Ly, and a/Lt, were set to 20%. . . . . . . .
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4-11

4-12

4-13

4-14

4-15

4-16

Comparison of simulated heat fluxes with the experimental heat flux ob-
tained from power balance in the LOC/SOC discharges at r/a=0.6 (shot :
1120626023 (LOC), 1120626028 (SOC)) (a) Ion heat flux, Q;[MW/m?] (b)
Electron heat flux, Q.[MW/m?]. Vertical dash line indicates the rotation
reversal density, obtained from the average electron density of rotation re-
versal discharge (shot 1120626028) on the same run day with the LOC/SOC

discharges . . . . . . . . . L e

Power spectrum of simulated potential fluctuations on the midplane from the

local nonlinear simulations at r/a=0.6 for (a) the LOC discharge (shot:1120626023)

and (b) the SOC discharge (shot: 1120626028) with experimental input val-
ues. The simulated potential fluctuations are averaged radially. This figure
was made by modifying GYRO analysis tool, “vugyro”. . . . .. .. .. ...
Sensitivity of ion and electron heat fluxes to input parameters for the LOC

and SOC discharges (a) Ion heat flux (Q;) in the LOC (b) Q; in the SOC (c)

Electron heat flux (Q¢) in the LOC (d) Qe inthe SOC.. . . . . . . ... ...

Linear stabiliy analysis of (a) the LOC discharge and (b) SOC discharge. The
left figures show the real frequency of most unstable mode and right figures
show the growth rate of the unstable mode. The positive real frequency
indicates the mode propagrating in the electron diamagnetic direction, and
negative real frequency indicates the opposite case. The units of both real

frequency and growth rate is ¢s/a (cs/a = 6.50 x 10° /s (LOC), 5.90 x 10 /s

(SOC)). o o et e e e

Contour of growth rate of most unstable mode with the change of a /L7, and
a/Lt, in the kyps range [0.1-0.3] in (a) the LOC discharge and (b) the SOC
discharge, in the kyp, range [0.1-0.7] in (c) the LOC discharge and (d) the

SOC discharge . . . . . . . . . . . . . . e

Linear stability analysis using eigenvalue solver with experimental values for
(a) the LOC dischare (shot 1120626023) and (b) the SOC discharge. Color
codes are used in this figure as follows. Green : Most unstable mode from
initial value solver. Red : Most unstable electron mode, Blue : Most unstable

ion mode, Purple : Sub-dominant ion modes, Orange : Sub-dominant electron



4-17

4-18

4-19

4-20

4-21

Comparison of simulated heat fluxes from the base and ); matched runs with
the experimental heat fluxes from power balance analysis. (a) Ion heat flux,
Qi[MW/m?] in the LOC plasma (b) Electron heat flux, Q.[MW/m?] in the
LOC plasma (c) Q;[MW/m?] in the SOC plasma (d) Q.[MW/m?] in the
SOCplasma . . . . . . . . . . e e

Comparison of simulated heat fluxes with the experimental heat fluxes ob-
tained from power balance in the LOC/SOC discharges at the CECE mea-
surement position (r/a~0.85) (shot : 1120626023 (LOC), 1120626028 (SOC))
(a) Ton heat flux, Q;[MW/m?] (b) Electron heat flux, Q.[MW/m?]. Vertical
dash line indicates the rotation reversal density, obtained from the average
electron density of rotation reversal discharge (shot 1120626028) on the same
run day with the LOC/SOC discharges . . . . . . .. ... .. .. ... ... ..

Comparison of synthetic T, fluctuations with the measurements in the LOC
and SOC plasmas (a) relative T, fluctuation level in both the LOC/SOC
plasmas (b) cross power spectrum in the LOC (c) cross power spectrum in
the SOC. The dotted lines in (b) and (c) indicates the error in the synthetic

spectrum. . . . . . ..o

Linear stability analysis using eigenvalue solver with the input parameters
used in the Q; matched simulations for (a) the LOC dischare (shot 1120626023)
and (b) the SOC discharge. Color codes are used in this figure as follows.
Green : Most unstable mode from initial value solver. Red : Most unstable
electron mode, Blue : Most unstable ion mode, Purple : Sub-dominant ion

modes, Orange : Sub-dominant electron modes . . . . . . ... ... ... ..

Power spectrum of simulated potential fluctuations on the midplane from Q);
matched simulations at the CECE measurement position for (a) the LOC
discharge (shot:1120626023) and (b) the SOC discharhge (shot: 1120626028)
with experimental input values. The simulated potential fluctuations are

averaged radially. . . . . . . . . ... L
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4-22

4-23

4-24

4-25

4-26

Comparison of highest and lowest value of simulated ion heat flux and syn-
thetic electron temperature fluctuation level obtained from the sensitivity
analysis for the LOC/SOC discharges at the CECE measurement position
(r/a~0.85) (shot : 1120626023 (LOC), 1120626028 (SOC)) with the experi-
ments. (a) Ion heat flux, Q;[MW/m?] (b) Electron temperature fluctuation
level [%)]. Vertical dashed line indicates the rotation reversal density, ob-

tained from the average electron density of rotation reversal discharge (shot

1120626028) on the same run day with the LOC and SOC discharges . . . . .

Fractional changes in the simulated ion heat flux and synthetic electron
temperature fluctuation level with input parameter changes at the CECE
measurement position (r/a~0.85) for the LOC and SOC discharges (shot :
1120626023 (LOC), 1120626028 (SOC)). (a) Ion heat flux, Q;, in the LOC
discharge (b) @; in the SOC discharge (¢) Synthetic T, fluctuation level in
the LOC discharge (d) Synthetic T, fluctuation level in the SOC discharge.
a/Ly, was fixed in the SOC discharge, then the fractional change due to a/L,

was represented as zero in the SOC discharge. . . . . .. . .. ... ... ...

(a) Comparison of the highest and lowest values of simulated electron heat
flux obtained from the sensitivity analysis for the LOC/SOC discharges at
the CECE measurement position (r/a~0.85) (shot : 1120626023 (LOC),
1120626028 (SOC)) with the experiments. Fractional changes in the simu-
lated electron heat flux with input parameter changes in the same sensitivity
analysis for (b) the LOC discharge and (c) the SOC discharge. a/L,, was fixed

in the SOC discharge, and the fractional change due to a/L,, was represented

as zero in the SOC discharge. . . . . . . ... .. .. .. ... ... ......

Total E, value with the contribution of each components (Toroidal velocity,

Vior, poloidal velocity, Vpo and pressure gradient) estimated from TRANSP

in (a) the LOC discharge and (b) the SOC discharge . . . . ... ... ....

Comparison of the synthetic T, fluctuation spectrum with the measured spec-
trum when the E, value estimated from TRANSP (~ —1kV/m) was used for
(a) the LOC discharge and (b) the SOC discharge. The synthetic spectral
with E, ~9kV/m for (c) the LOC discharge and (d) the SOC discharge are

also compared with the measurements. . . . . . . ... .. ... ... .....
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4-27

4-28

4-29

4-30

4-31

4-32

Comparison of the synthetic T, fluctuation spectrum with the measured spec-
trum with E, ~9kV/m for the SOC discharge with different ORD_RBF
value. (a) ORD_RBF=3.0 (b) ORD_RBF=5.0. . ... ... .........

Linear stability analysis of electron scale turbulence (ETG) for the ¢; matched
cases in the LOC/SOC discharges with changes in a/Lt, by its uncertainty.
(a) Real frequency, wr [cs/a] and Growth rate, v [¢s/a] in the LOC discharge
(b) wy [cs/a] and 7 [cs/a] in the SOC discharge. . . . . . . .. .. ... ....

Plasma parameters with time for two Ohmic discharges with different average
electron density, and different confinement regimes. Red : LOC, blue : SOC.

The shaded region is the stationary period used in profile analysis. . . . . . .

T, profiles in two Ohmic discharges (red : LOC, blue : SOC) with the fitting
lines (solid line : exponential fitting line for the core profile, dashed line :
linear fitting line for the edge profile) (a) T, Profiles with the fitting lines in
linear scale (b) The T, profiles normalized by T.(0.8) with the exponential
fitting line, which is also normalized, in log scale (c) T, profile with the fitting
line with fixed Ar,(=3.34) in log scale. (d) Edge T, profiles with the fitting

ne profiles in two Ohmic discharges (red : LOC, blue : SOC) with the fitting
lines (solid line : exponential fitting line for the core profile, dashed line :
linear fitting line for the edge profile) (a) n. Profiles with the fitting lines in
linear scale (b) The n. profiles normalized by n.(0.8) with the fitting line,
which is also normalized, in log scale (c) me profile with the fitting line with

fixed A\, (=0.84) in log scale. (d) Edge n. profiles with the fitting lines. . . .

Plasma parameters with time for three Ohmic discharges with different aver-
age electron density, and different confinement regimes. Red : LOC, green :
Intermediate, blue : SOC. The shaded region is the stationary period used in

profile analysis. . . . . . . .. . . ...
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4-33 Core T, and n, profiles of three Ohmic discharges (red : LOC, green : In-

termediate, blue : SOC) with the exponential fitting line for the core profile
(solid line). (a) T, profiles with the fitting lines in linear scale (b) The T
profiles normalized by T¢(0.8) with the fitting line, which is also normalized,
in log scale (c) Te profile with the fitting line with fixed Az, (=3.34) in log
scale. (d) T, profiles with the fitting lines in linear scale (e) The n, profiles
normalized by n.(0.8) with the fitting line, which is also normalized, in log

scale (f) n. profile with the fitting line with fixed Az, (=0.87) in log scale. . .

4-34 Edge T, and n, profiles of three Ohmic discharges (red : LOC, green : In-

5-1

5-2

termediate, blue : SOC) with the exponential fitting lines (solid line : expo-
nential fitting line for the core profile, dashed line : linear fitting line for the
edge profile) (a) Edge T, profile in the LOC regime, (b) Edge T, profile in the
“intermediate” regime, (c¢) Edge T, profile in the SOC regime, (d) Edge n.
profile in the LOC regime, (¢) Edge n, profile in the “intermediate” regime,

(f) Edge n. profile in the SOC regime. . . . . . . ... ... ... .......

Toroidal rotation frequency profile of a pair of discharges with different av-
erage densities (Red : lower density discharge, blue : higher density dis-
charge). (a) Two RF heated discharges (shot : 1120706018 (t: 0.8-1.3 sec,
blue), 1120706019 (t: 0.8-1.3 sec, red)) (b) Two Ohmic discharges (shot :
1120626023 (t: 0.9-1.4 sec, red), 1120626028 (t: 0.9-1.4 sec, blue)) . . . . . .

Time series data during CECE measurement time for two RF discharges
(shot:1120706018 (blue) and shot:1120706019 (red)). (a) Plasma current
[MA], (b) central chord line averaged density [102°m~3], (c) electron density
[102m 3] at CECE measurement position (r/a~ 0.85), (d) electron temper-
ature [keV] at CECE measurement position (r/a~0.85), (e) electron temper-

ature [keV] at plasma center, (f) central toroidal velocity [km/s]. . . .. ..
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5-7

(a) Coherence () of two CECE signals in a RF discharge (shot:1120706019)
which rotates in the co-current direction, horizontal dotted line indicates the
statistical limit of coherence (b) Coherence () of two CECE signals in another
RF heated discharge (shot:1120706018) which rotates in the counter-current
direction (c) the cross phase spectrum of two CECE signals in the discharge
rotating in the co-current direction (d) the cross phase spectrum of two CECE
signals in the discharge rotating in the counter-current direction. . . . . . . .
(a) Toroidal rotation frequency profile in two different time ranges (red :
t:0.75-1.0s, blue : t:1.15-1.4s) in a rotation reversal discharge (shot:1120626027)
(b) electron density [102°m 3] at CECE measurement position (r/a~0.85), (c)
electron temperature [keV] at CECE measurement position (r/a~0.85). The
shaded area indicates the time range used for (a) and CECE signal analysis.
(a) Coherence () of two CECE signals in the co-current rotation phase in
one C-Mod discharge (shot:1120626027, t:0.75-1.0s). Horizontal dotted line
indicates the statistical limit of coherence (b) Coherence () of two CECE
signals in the counter-current rotation phase (shot:1120626027, t:1.15-1.4s) in
the same discharge (c) the cross phase spectrum of two CECE signals in the
co-current rotation phase (d) the cross phase spectrum of two CECE signals
in the counter-current rotation phase. . . . . . .. ... ... ... 0.
T near the magnetic axis measured by the ECE diagnostic for (a) two Ohmic
discharges analyzed in section 4.5 (first set of Ohmic discharges in section 4.5)
(b) the second set of Ohmic discharges in section 4.5 (c) A pair of RF heated
discharges which rotate in opposite directions due to different density levels,
analyzed in section 5.1.1. (d) Co-current phase (before rotation reversal) in
the rotation reversal discharge analyzed in section 5.1.2. (e) Reversal phase
(during rotation reversal) and (f) Counter-current phase (after rotation re-
versal) in the same discharge. . . . . .. .. ... .. ... .. ... ... ..
Toroidal rotation frequency profile of a pair of discharges with different aver-
age densities (red : lower density discharge (shot 1120221011, t:0.9-1.2s), blue
: higher density discharge (shot 1120221011, t:0.9-1.2s)). Adapted from A. E.
White et al, 2013, Physics of Plasmas, 20, 056106, copyright 2014 American

Institute of Physics. . . . . . . . . ... oo
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5-8

5-10

5-11

Profiles and their gradient scale lengths in the two RF heated discharges
rotating in opposite directions due to different levels of average density (red
dotted line : the lower density discharge rotating in the co-current direction
(shot 1120221012, t:0.9-1.2s), blue : the higher density discharge rotating in
the counter-current direction (shot 1120221011, t:0.9-1.2s)). Adapted from
A. E. White et al, 2013, Physics of Plasmas, 20, 056106, copyright 2014

American Institute of Physics. . . . . . . ... ... .. ... L.

Experimental heat flux estimated from power balance analysis for the RF
heated discharges rotating in opposite directions. (red : lower density dis-
charge rotating in the co-current direction (shot 1120221012), blue : higher
density discharge rotating in the counter-current direction (shot 1120221011))
(a) Electron heat flux (Q. [MW/m?]), (b) Ion heat flux (Q; [MW/m?]). . .

Linear stability analysis results of the two RF heated discharge rotating in
opposite directions (red : lower density discharge rotating in the co-current
ng in the
counter-current direction (shot 1120221011)) at (a) r/a=0.45, (b) r/a=0.60,
(c) r/a=0.75 (d) r/a=0.8. A positive real frequency indicates a mode prop-
agating in the electron diamagnetic direction, and a negative real frequency
indicates the opposite case. Adapted from A. E. White et al, 2013, Physics
of Plasmas, 20, 056106, copyright 2014 American Institute of Physics.

Contours of the growth rate of the most unstable mode with changes in a/Lr,
and a/L, at r/a=0.6 in (a) the discharge rotating in the co-current direction
and (b) the discharge rotating in the counter-current direction. At r/a=0.8
(c) the discharge rotating in the co-current direction and (d) the discharge
rotating in the counter-current direction. The + mark indicates the experi-
mental values. Adapted from A. E. White et al, 2013, Physics of Plasmas,
20, 056106, copyright 2014 American Institute of Physics. . . .. ... .. ..
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5-12 Comparison of the simulated heat fluxes from local nonlinaer runs at r/a=0.7
and 0.8 with the experimental heat fluxes of two RF heated discharge rotating
in opposite directions. (a) Ion heat flux (Q;) [MW/m?] (b) electron heat
flux (Qe) [MW/m?] for the lower density discharge rotating in the co-current
direction, and (c) ion heat flux (Q;) [MW/m?] (d) electron heat flux (Q.)
[MW/m?] for the higher density discharge rotating in the counter-current
direction. The circles in the figure indicate the simulated heat flux values,
and experimental heat flux with its uncertainty is shown as the black dashed
line with the shaded area. Adapted from A. E. White et al, 2013, Physics of
Plasmas, 20, 056106, copyright 2014 American Institute of Physics. . . . . . . 279

5-13 Power spectra of simulated potential fluctuations on the midplane from the
local non linear simulations at r/a=0.8 for (a) the lower density discharge ro-
tating in the co-current direction (shot:1120221012) and (b) the higher density
discharge rotating in the counter-current direction (shot: 1120221011). This
figure was made from the GYRO analysis tool, “vugyro”. . . . . .. ... ... 280

5-14 Comparison of the simulated heat fluxes from global nonlinear runs in 0.4 <
r/a < 0.6 with the experimental heat fluxes of two RF heated discharges
rotating in opposite directions. (a) Ion heat flux (Q;) [MW/m?] (b) electron
heat flux (Q.) [MW/m?] for the lower density discharge rotating in the co-
current direction, and (c) ion heat flux (Q;) [MW/m?] (d) electron heat flux
(Qe) [MW /m?] for the higher density discharge rotating in the counter-current
direction. The thick solid lines in the figure indicate the simulated heat flux
values, and experimental heat flux with its uncertainty is shown as the black
dashed line with the shaded area. Adapted from A. E. White et al, 2013,
Physics of Plasmas, 20, 056106, copyright 2014 American Institute of Physics. 282 .

31



5-15

o-16

5-17

5-18

Profiles in the two RF heated discharges (red : the lower density discharge ro-
tating in the co-current direction (shot 1120221012), blue : the higher density
discharge rotating in the counter-current direction (shot 1120221011)) with
the fitting lines (solid line : exponential fitting line for the core profile, dashed
line : linear fitting line for the edge profile). (a) T, profiles with the fitting
lines in linear scale (b) n. profiles with the fitting lines in linear scale (c) Te
profile with the fitting line with fixed Ar,(=3.36) in log scale (d) ne profile
with the fitting line with fixed A, (=1.00) in log scale (e) Edge T, profiles
with the fitting lines (e) Edge n. profiles with the fitting lines. . . . . . . . ..

Profiles in the two RF heated discharges (red : the lower density discharge ro-
tating in the co-current direction (shot 1120706019), blue : the higher density
discharge rotating in the counter-current direction (shot 1120706018)) with
the fitting lines (solid line : exponential fitting line for the core profile, dashed
line : linear fitting line for the edge profile). (a) T, profiles with the fitting
lines in linear scale (b) n. profiles with the fitting lines in linear scale (c) T
profile with the fitting line with fixed Az, (=3.36) in log scale (d) n. profile
with the fitting line with fixed A, (=1.00) in log scale (e) Edge T. profiles
with the fitting lines (e) Edge n. profiles with the fitting lines. . . . . . . . . .

T, and n. profiles with different toroidal phases (red : co-current (before
rotation reversal), green : reversal (during rotation reversal), blue : counter-
current (after rotation reversal)) in the rotation reversal discharge in the
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Chapter 1

Introduction

Nuclear fusion has been considered as an attractive possible energy source for over 50 years.
However, more research is required in both physics and engineering before a commercial
power plant based on fusion reactions can be built. Anomalous transport in fusion plasmas
is one of the main problems on the path to fusion, and must be solved in order to realize a
fusion power plant. In this thesis, the turbulent heat transport in Alcator C-Mod Tokamak
plasmas was studied via new turbulence measurements, transport analysis, and gyrokinetic
simulations.

This chapter will be used to define the terms related to turbulent transport research in

Tokamaks and to introduce the research topics covered in this thesis.

1.1 Nuclear Fusion

In this section, we will first introduce nuclear fusion as an energy source including its advan-
tages over other energy sources and the requirements for obtaining fusion in the laboratory.
After the basic explanation about nuclear fusion, the fusion experiment facility, the Alcator

C-Mod Tokamak, will be introduced.

1.1.1 Nuclear fusion as an energy source

Nuclear fusion is a term used to indicate the kind of nuclear reaction in which two light
nuclei are combined to produce heavier nuclei. In nuclear reactions (either fission or fusion),

energy is produced due to mass deficit. While nuclear fission obtains its energy through the

53



separation of a heavy nucleus, which is heavier than iron, nuclear fusion attains its energy
from the merging of two light nuclei, which are lighter than iron. For energy production,
the following nuclear fusion reactions are of interest because of their high fusion reaction

rates in the relatively low temperature range which is used in laboratory fusion experiments

(~10-30keV).

D+ D — He® +n+3.2TMeV
D+D—T+p+4.03MeV (1.1)

D+T—>sa+n+17.6MeV

where D is a deuterium nucleus (; H?), T is a tritium nucleus (1 H 3), p indicates a proton or
a hydrogen nucleus (;H'), and n is a neutron (on'). He® and « indicate the helium nuclei,
which are s He® and oHe?, respectively. The energy in units of MeV in Eq. 1.1 is the energy

produced by each fusion reaction.

Nuclear fusion power using the reactions in Eq. 1.1 is a promising energy source for the
following reasons. First, we will obtain tremendous energy from the reactions in Eq. 1.1,
from small amounts of fuel. The energy produced by 0.14 tonnes of deuterium via fusion
reaction is equivalent to 10 tonnes of oil [53]. Second, the fuel resources for fusion energy
are almost unlimited. Deuterium can be easily obtained from sea water [53]. Although
tritium is a radioactive nucleus with a half-life of about 12 years, we can obtain it from

lithium isotopes (Li%, Li7) in the following reactions.

Li®+n— T+ He* + 4.8MeV
(1.2)
Li"+n—T+ He*+n—23MeV

Since the quantity of lithium isotopes are also sufficient to fuel fusion [53], we could breed
as much tritium as we need once the relevant engineering issues are resolved. Third, fusion
energy is clean compared to fossil fuels and nuclear fission. Unlike fossil fuels, there will be
no pollution and greenhouse gases from fusion energy. Radioactive waste will be produced
when the structural materials in a fusion power plant are activated by high energy neutrons

generated in fusion reactions. However, this waste has a relatively short half-life, requiring
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relatively short storage time (S100yrs) [53] compared to the radioactive waste from nuclear
fission power, which must be stored for up to 300-400yrs. Fourth, Fusion energy is safe
compared to fission energy. Fission energy uses a chain reaction. That is, one nuclear fission
reaction induces another nuclear fission reaction. This chain reaction makes that the large
amounts of fuel that are stored in the core of fission reactors may be dangerous in the event
of an uncontrollable accident. Fusion energy does not use chain reactions the way fission
energy does. The fuel is fed into the chamber from the outside in a fusion power plant.

Thus, severe accidents like the accident in Fukushima cannot occur in a fusion power plant.

1.1.2 Fusion ignition condition

In order to realize a commercial fusion power plant, a positive energy balance must first be
achieved via a sufficient number of fusion reactions to compensate for any power loss. In a
fusion reaction, the Coulomb repulsive force exists between the two nuclei that have positive
charges. These nuclei must have energy sufficient to overcome this Coulomb barrier for a
fusion reaction. Thus, heating to high temperatures is required to produce fusion energy.
Even with a high temperature, the fusion reaction is not a dominant reaction when two fuel
nuclei (D or T) interact. They are usually scattered, since the cross section of Coulomb
scattering is more than an order of magnitude larger than the cross section of a fusion
reaction [171]. Thus, simple beam-beam fusion or beam-target fusion will not work. Instead,
it is required to confine a sufficient number of fuel particles with high enough temperature
for sufficiently long time. This fusion scheme is called thermonuclear fusion. The required
temperature in thermonuclear fusion using the reactions in Eq. 1.1 is around 10keV. At
this temperature, all fuel particles will be ionized. Consequently, the fusion reactions will
occur when fuel is in the plasma state. The confinement of a sufficient number of plasma
ions for a long time will ensure enough fusion reactions to generate energy and heat the
plasma, maintaining fusion temperatures. In other words, the plasma will be self-heated by
the energy produced by fusion reactions through this confinement. Fusion ignition refers to

this state.

The most promising approach to achieve ignition is magnetic confinement. The funda-
mental fact that charged particles will follow a helical trajectory in a background magnetic

field is used in magnetic confinement. In other words, the charged particles are confined
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by the magnetic field in the direction perpendicular to the field. The ignition condition
can be quantified as a function of plasma density, n [m ™3], temperature, T [keV], and the
confinement time, 7g [sec]. For a D-T plasma, which has the same amount of deuterium
and tritium as plasma ions (np = ny = n/2 = n/2, with deuterium density, np, tritium
density, n7, and electron density, n.), and confined by magnetic fields, the ignition condition

is given by [97],

ll (1.3)

where < ov > is the rate coefficient for the D-T reaction [m3/s], T is the thermal temperature
of the plasma, and E, is the energy of the alpha particle produced by the D-T reaction
(~3.5MeV).

It is noteworthy that the D-D reactions in Eq. 1.1 also occur in D-T plasmas. However,
their reaction rates are much smaller than the D-T reaction in the relevant temperature
range (10-20keV), so only the D-T reaction is considered in Eq. 1.3. The neutron produced
by the same fusion reaction will not be confined by the magnetic field. Thus, under magnetic
confinement, only the alpha particle produced by the D-T reaction will heat the plasma.
The reaction rate coefficient, < ov > for the D-T reaction in T=10-20keV is given by [171],

<ov>=1.1x10"%T2m3s7! (1.4)

where T is in keV.

Applying Eq. 1.4 to Eq. 1.3 with E,=3.5MeV, the ignition condition is obtained as a

product of density, temperature and energy confinement time, as follows.

nT1g > 3 x 102'm3keVs (1.5)

Although remarkable progress has been made so far, as shown in Fig. 1-1, experiments
have not yet achieved the ignition condition. Since the pressure of the plasma in a reactor,
p(=2nT), is determined by the desired power and engineering constraints related to the
allowable wall loading power [53], energy confinement time, 7g, is the parameter we should
improve to satisfy the ignition condition. Plasma particles will move along the magnetic

field, and by confined well perpendicular to the magnetic field. However, these particles
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Fusion product, n;Tg. T; (x10%° m~3s.keV)

10
Central lon temperature T; (keV)

Figure 1-1: Progress in fusion in terms of triple product of ion density, ion temper-
ature, and energy confinement time, as explained in Eq. 1.5. This figure is adapted
from the EUROfusion website (https://www.euro-fusion.org).

deviate from their trajectories along the magnetic field due to various mechanisms, such
as collisions, drift motions and turbulent eddies, which cause transport across the magnetic
field. In order to increase the 7 value in the plasmas, we must minimize this cross field heat
transport. This is the main motivation of transport research in fusion plasmas, including

this thesis. More details about the transport in fusion plasmas will be discussed in section

1.2,

1.1.3 Alcator C-Mod Tokamak

The most promising fusion reactor concept based on the magnetic confinement of a plasma
is the Tokamak. The Tokamak is a toroidal device which has both toroidal and poloidal
magnetic fields to confine the plasma. The geometry of the magnetic field in a Tokamak
is shown in Fig. 1-2. The dominant magnetic field used for the confinement is the toroidal
magnetic field, which is applied by external coils. The poloidal magnetic field is required to
get a balance between the plasma pressure and magnetic pressure in the toroidal geometry
(or, to get an equilibrium). The poloidal magnetic field in the Tokamak is generated by a
current in the plasma flowing in the toroidal direction. This plasma current is induced by
the central solenoid (or the inner poloidal field coils in Fig. 1-2). Helical field lines are thus

generated in the Tokamak, and a high temperature plasma will be confined by this helical
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Inner Poloidal field coils
(Primary transformer circuit)

Poloidal magnetic field

Outer Poloidal field coils
(for plasma positioning and shaping)

Resulting Helical Magnetic field Toroidal field coils

Plasma electric current Toroidal magnetic field
(secondary transformer circuit)

Figure 1-2: Magnetic field coils and the magnetic field lines produced by these coils in
Tokamak. This figure is adapted from the EUROfusion website (https://www.euro-
fusion.org).

field structure.

Alcator C-Mod is a Tokamak located at the Plasma Science and Fusion Center (PSFC),
at MIT. Although C-Mod is a compact device with major radius, R=0.67-0.68m, and minor
radius, a=0.22m, its high toroidal magnetic field (nominal 5.4T, but max. 8T on axis) makes
this Tokamak unique. Since fusion power is proportional to 32B*, where f3 is the ratio of
plasma pressure to magnetic field pressure (3 = %, with electron pressure, pe(= 2n.7T.),
and ion pressure, p;(= 2n;T;).), fusion experiments with high magnetic field are desirable.
This high magnetic field also relieves the operational limit on density and plasma current due
to instabilities, which allows C-Mod to have high plasma current (nominal 0.6-1.0MA, max.
2MA) and high density (max. 5x10?°m~3) compared to other Tokamaks in the world. The
heating schemes used in C-Mod plasmas include Ohmic heating and ion cyclotron resonance
heating (ICRH). Unlike other Tokamaks, neutral beam heating is not used on C-Mod for
heating. C-Mod does not have any external momentum sources. In addition, C-Mod is a
diverted Tokamak, which can be operated in either upper/lower single null or double null

configurations. Table 1.1 shows the operational parameters of the Alcator C-Mod Tokamak.

All of the data studied in this thesis are obtained from the Alcator C-Mod Tokamak.

The extensive diagnostic suite in C-Mod allows us to comprehensively investigate the trans-
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Major radius |m 0.67-0.68
Minor radius |m 0.22
Toroidal magnetic field [T] 3-8
Plasma current [MA] 0.4-2.0
Line averaged density [m ™3] 0.2-5.0
Ion Cyclotron Resonance Heating [MW] | Max. 5.5
Plasma duration [s] 2.0

Table 1.1: Alcator C-Mod operational parameters

port behavior in C-Mod plasmas. A Thomson scattering diagnostic [84, 14| provides the
electron density and temperature profiles, and Electron Cyclotron Emission (ECE) diag-
nostics [14, 115] also measure the electron temperature profile. High resolution imaging
x-ray spectroscopy (HiRex) [87, 122] is used to measure the core profiles of toroidal velocity
and ion temperature. Edge profiles of toroidal velocity and ion temperature are measured
by charge exchange spectroscopy (CXRS) [103]. The robust profile measurements by these
diagnostics in C-Mod allow for detailed transport research through profile analysis, power
balance transport analysis, and gyrokinetic analysis, which will be explained in section 3.3
and 3.4. Since small-scale micro-turbulence induced by drift wave instabilities leads to
anomalous transport in fusion plasmas, turbulence (fluctuation) measurements are required
for transport research. In C-Mod, various fluctuation diagnostics have been installed. Line
averaged electron density fluctuations are measured by Phase Contrast Imaging (PCI) diag-
nostic [98, 121]. Local density fluctuations can be measured by reflectometry [46], but the
signal is not calibrated. We used reflectometry to measure the edge density fluctuations. It
is possible to measure large amplitude (2 2%) electron temperature fluctuations in the core
region using the ECE diagnostic. However, one must apply the correlation technique to the
signal measured by the ECE radiometer to measure the electron temperature fluctuations
relevant to turbulent transport. In the past, attempts were made to measure core electron
temperature fluctuations in C-Mod, but it was difficult to measure the T, fluctuations above
the noise level [168]. One of main works in this thesis is to explore the core electron tem-
perature fluctuations in C-Mod via a newly developed ECE diagnostic, which is optimized
for the correlation technique. Details about this diagnostic will be explained in Chapter 2,

and the measurement results are studied in Chapter 4-6.
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1.2 Anomalous transport in fusion plasmas

The heat transport levels in fusion plasmas are much higher than those expected from colli-
sional transport considering the toroidal magnetic field topology, such as trapped particles
in Tokamaks, i.e., neoclassical transport theory. This anomalous transport is one of the
important problems hindering fusion energy development and must be understood to realize
a fusion power plant. It has been widely accepted that turbulence in the plasma, induced
by drift wave instabilities, is responsible for this anomalous transport in fusion plasmas.
The plasma turbulence and the induced transport have been studied extensively, but pre-
dictive models are still elusive, and more work is needed. The reader can find a review of
relevant works in [74, 40, 159, 55]. In this section, we will briefly introduce electrostatic
turbulent transport, and the relevant drift instabilities. Electromagnetic turbulence will not
be relevant in this study due to the low 8 value in C-Mod plasmas (8 < 1%) studied in
this thesis. However, it is noteworthy that electromagnetic turbulence will be important in

fusion plasma in the future, with 8 value of a few percent or more.

1.2.1 Turbulent electrostatic particle and heat transport

We first introduce the simple relation between the cross-field (radial) transport and turbu-
lent fluctuations in the electrostatic limit. When magnetic field fluctuations are ignored,
fluctuating F x B drifts induce turbulent particle and heat fluxes across the magnetic field.
With electric field fluctuations, E ~ ng, the radial velocity due to the fluctuating £ x B

drift, o, is, L. ~
~ V9q5 X Bt Eg
where B; is the equilibrium magnetic field in the toroidal direction, the dominant magnetic
field in Tokamak plasmas. The contribution from the cross product of toroidal electric field
and poloidal magnetic field is ignored in here because kj << k, in the drift waves we are

interested in this study.

The time-averaged particle flux due to the electrostatic turbulence, I will be the product

of the density fluctuations and the fluctuating radial velocity as follows:

[ =< #idr >=< JB ¢

> (1.7)
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where <> indicates a time average or ensemble average, and j denotes the species of particle

(main ion, electron or impurity).

In the same manner, the time averaged heat flux due to the electrostatic turbulence, Q,

is given as the products of energy fluctuations and fluctuating radial velocity.

Q;j =< Ejb, > (1.8)
Energy fluctuations, E, is defined as,
- 3 3 -
Ej = 3pj = 5T + Tjny] (1.9)

where n and T are equilibrium density and temperature.

We then obtain the turbulent heat flux as a function of three fluctuating quantities:
density fluctuations, temperature fluctuations and potential fluctuations (or poloidal electric

field fluctuations).

3 _—
Qj = 5 < [ T; + Tynslvy >

=§ <fle~'9>TJ+<TJE9>nj
2 B B
3= <T;Eg > n;
=500 + — 5]

] (1.10)

It is noteworthy that fluctuation quantities in Eq. 1.7-1.10 are fluctuations at each po-
sition, although position dependency is neglected in the equations. In other words, these
fluctuations are local fluctuations. It follows that the turbulent particle and heat fluxes are
also defined at each location. We notice that turbulent particle flux is a function of density
fluctuations, potential fluctuations and the phase between them, and that turbulent heat
flux is a function of density fluctuations, temperature fluctuations, potential fluctuations,
the phase between density and potential fluctuations, and the phase between temperature
and potential fluctuations from Eq. 1.7 and 1.10. Thus, one must measure these fluctuations
and phase relations in the experiment and calculate the unmeasured quantities via simu-
lations to understand the turbulent transport. In this thesis, we use, for the first time in
C-Mod, local T, fluctuations measured with CECE to study turbulent transport, as will be

explained in Chapter 2. Other local fluctuating quantities and turbulent heat flux values in
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the core can be obtained from gyrokinetic simulations, which will be explained in section

3.4.

1.2.2 Drift wave instabilities

In this section, drift wave instabilities, responsible for the turbulent fluctuations in the last
section, will be briefly explained. We first introduce what the drift wave is and how the
drift wave is converted to the instabilities. Three important drift wave instabilities will then
be introduced, which are ion temperature gradient (ITG) modes, trapped electron modes

(TEMs), and electron temperature gradient (ETG) modes.

Drift wave

The simplest form of a drift wave is a pure oscillatory wave propagating with the electron
diamagnetic velocity along the diamagnetic drift direction, perpendicular to both the back-
ground magnetic field and pressure gradient. With the 1-D slab geometry shown in Fig 1-3,

the dispersion relation of this wave is given by,

w
k— :’U*’e (]..].].)

g7}

k4

where y is the direction of diamagnetic drift direction when the density gradient is along x
direction and the background B field is applied on z direction. vy ¢ is an electron diamagnetic

velocity, which defined as,
Us,e = —%%Z—; (1.12)
where T is in the energy unit such as eV.

The derivation of Eq. 1.11 can be found in [170, 32, 74], but it is worth noting the
assumptions used in this derivation. First, electron inertia terms are neglected (m. —
0). Second, only weak perturbations of density and potential, within a few percent of
the equilibrium quantities so that a first-order Taylor series approximation is enough, were
considered with the density gradient. Any other gradients and perturbations, such as from
temperature, were not considered. Third, any dissipation of energy (e.g., by collisions) is

not included. Fourth, the propagating velocity of this wave along the magnetic field is much

smaller than the electron thermal velocity. The simple physical picture of this wave is shown
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Figure 1-3: A plasma drift wave in a slab geometry. This figure is adapted from F.
F. Chen, 1984, Introduction to Plasma Physics and Controlled Fusion.

63



in Fig. 1-3. There is an initial ion density perturbation varying sinusoidally along y direction
with the background density gradient in the x direction and the background magnetic field in
the z direction. The density imbalance due to the initial perturbation induces a potential,
and an electric field in the y direction. This electric field results in E x B drift in the
x direction. This drift and density gradient make this perturbation propagate along the
y direction. The small electron inertia and the thermal motion of electrons, which are
faster than the phase velocity of the wave parallel to the external magnetic field, yields the
Boltzmann relation of the electron [170, 74].
0 eqz

== /T, — 1~ — i
- expeg/Te T, _ (1.13)

The approximation in the equation is valid when the potential perturbation is weak (qu <<
TEg).

Eq. 1.13 shows that electron density perturbations are in phase with the potential per-
turbations. In other words, electrons respond rapidly to a potential perturbation to keep
the Boltzmann relation, or to compensate the ion perturbation. It is noteworthy that the
density perturbation is 90° out of phase with the electric field perturbation. There will thus
be no cross-field flux due to these perturbations. This can be easily seen from Eq. 1.7. As
shown in Appendix G, no electron temperature fiuctuations wiii be induced when eiectrons
are in the Boltzmann relation. It is then noticeable from Eq. 1.10 that there is no energy
flux generated by this wave. As implied by Eq. 1.11, these perturbations are just oscillating.
Since there is no energy loss due to the fast electron response, this response is adiabatic.

However, if there is a dissipation of parallel electron motion by some mechanism such
as collisions or wave-particle interactions, there will be time (or phase) delay between per-
turbation of electron density and potential, inducing cross field flux. In other words, the
electron response becomes non-adiabatic. One simple model used to show this non-adiabatic
response is i-0 model (Terry-Horton model) [157]. In this model, the Boltzmann relation is
modified in the following way,

% = %(1 —i6) (1.14)

Consequently, the modified dispersion relation due to the phase shift in Eq. 1.14 is given
by [170],
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kyv,, )
w= ly——_z% ~ kyvy (1 + 16) (1.15)

The approximation is satisfied when § << 1.

An instability will occur when § > 0 since the amplitude of the wave is proportional to
exp(—iwt). We must note that a non-adiabatic electron response is not a necessary condition
to make the drift wave unstable. Even with an adiabatic electron response, the drift wave
can be generated by other mechanisms, such as ion dynamics which induce a phase shift of
ion density perturbations with respect to potential perturbations. The typical example of
this type of drift wave instability is the Ion Temperature Gradient (ITG) modes, which will

be introduced in the next section.

Ion Temperature Gradient (ITG) modes

The ion temperature gradient (IT'G) modes refer to the drift wave instabilities driven by ion
temperature gradient or 7;, defined as 7; = |VInT;|/|VInn;|. The ITG modes have been
thought to be responsible for the anomalous ion transport in magnetic fusion plasmas with
low 3, and an extensive study of this mode was performed in the past ([40, 74] and references
therein). There are several different ITG modes, depending on the geometry, collisionality,
magnetic shearing and so on. A summary of different [ITG modes can be found in Table Al
in [40] and Table 3 in [75]. We will note the common features of ITG modes.

The spatial scale of the ITG modes are ion scale (kyps ~ 0.1 — 1.0, where ps is the
sound gyroradius of the main ion, defined as ps = ¢s/Q with ¢g = \/ITanTz and Qg =
eB/mjc). There is a stability threshold (critical ITG or n; value) in the ITG modes. This
property can be linked to the stiffness and self-similarity argument, introduced in section
1.3. The diffusivity of the ITG modes are also proportional to 7;. Thus, the important
mode characteristics are determined by the 7; value. In this reason, the ITG modes are
also called as 7; modes. However, when the density profile is flat (n; — 0), the modes
are characterized by the ITG value [40]. It is noteworthy that the diffusivity of the ITG
modes follows the gyro-Bohm scaling (xgB = f—i%% ~ p2cs/Ly with the density gradient
length, 1/L,, = —d1Inn). The Gyro-Bohm scaling of the ITG mode can be derived by simply
assuming the characteristic length of the ITG mode is about the ion (or sound) gyroradius

and the characteristic time is 1/w,; with ion diamagnetic frequency, wy;. As mentioned in
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the last section, a non-adiabatic electron response is not necessary for ITG modes. However,
non-adiabatic electrons increase the growth rate of the ITG mode [136] and even generate
another type of instability, the so-called hybrid trapped electron ITG mode [13]. It is also
noteworthy that the ITG modes with adiabatic electrons do not cause any electron transport.
In the more realistic picture with non-adiabatic electrons, the ITG modes are also linked to
the electron transport.

Two types of ITG modes are thought to be important. They are the slab I'TG mode and
toroidal ITG mode [40, 74]. The slab ITG, or slab 7;, mode is generated by the interaction
between the drift wave driven by ion temperature gradient and the ion acoustic wave. The
phase shift is caused by the effect of parallel compression from the ion acoustic wave on the
ion density response. When a toroidal geometry is considered, another ITG mode is found.
A toroidal ITG mode is caused by the magnetic curvature drift coupled with a drift wave

due to the ion temperature gradient.

Trapped Electron Mode (TEM)

Trapped electron modes (TEMs) refer to the drift wave instabilities driven by the non-
adiabatic electron response due to trapped electrons. We must note that the non-adiabatic
electron response will mainly come from trapped electrons since the thermal velocity of
passing electrons is much higher than the parallel phase velocity of the drift wave. In a
Tokamak, trapped particles occur due to the 1/R dependence of the toroidal magnetic field
and helical field lines, and most of them will stay in the bad (or unfavorable) curvature
region. TEMs are driven by electron pressure gradients (or electron density gradients [§]
or electron temperature gradients [93]). A threshold condition for stability (or the critical
gradient of n., and T¢) exists in TEM as well [8, 50, 70]. TEM can be classified by either
the driving gradient (VT,/Vn,) or the destabilizing mechanism (collisionless/dissipative),
but the common features of TEMs are as follows. The TEM induces ion scale turbulence
like the ITG modes, but these modes are responsible for electron heat transport rather than
ion heat transport. The growth rate of TEMs increases with the increase of the inverse
aspect ratio, e. This is because the fraction of trapped electrons is proportional to €%3.
For the same reason, the growth rate of TEMs tends to decrease with increased collision
frequency due to collisional de-trapping of the trapped electrons. However, we should note

that the dependency of the dissipative TEM .on the collision is more complicated. As will
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be explained in the next paragraph, dissipation through collisions destabilizes this mode.
Thus, the growth rate of this mode initially increases with higher collision frequency, but
after a certain point, the growth rate will be reduced as collisionality increases due to the
de-trapping of the trapped electrons [92].

Depending on the destabilizing mechanism, there are two types of TEM [92, 93]. One is
collisionless TEM and the other is dissipative TEM. The collisionless TEM will occur when
the effective collision frequency for the trapped electrons, vefs = ve/€ with electron collision
frequency, ve, is smaller than the bounce frequency of the trapped electrons, wpe = et/ 2%.
This mode is driven by wave-particle interactions between the magnetic drift of the trapped
electrons and the parallel velocity of the drift wave [159]. We must note that this collisionless
mode is due to the curvature of the magnetic field (bad curvature), and is localized in the
bad-curvature region. The dissipative TEM occurs when v,fs is comparable to wpe. This
mode is due to Coulomb collisions between trapped and passing electrons. These collisions
will limit the mobility of electrons along the field line. This dissipative mode is also localized
in the trapped region, mainly bad curvature region, but the reason for localization is different
than that for the collisionless mode. The dissipative mode is localized in the trapped region
due to the large population of the trapped electrons in bad curvature region, while the

collisionless mode is localized due to the sign of curvature of the magnetic field.

Electron Temperature Gradient (ETG) modes

Electron temperature gradient (ETG) modes may be considered as the electron version of
ITG modes. By switching the roles of ions and electrons, we can study the ETG modes from
the known ITG results when non-adiabatic effects and electromagnetic effects are excluded.
ETG modes also have the slab and toroidal modes depending on the geometry [170], and
a threshold condition for the stability (a critical ne(= |VInT,|/|VInne| or ETG value)
also exists [89]. The growth rates are also proportional to 7. (or ETG value). However,
electron scale turbulence is generated by the ETG modes kype ~ 0.1 — 1.0 with the electron
gyroraidus, pe. The spatial scale of ETG modes (kyps >> 1) makes the ion dynamics almost
adiabatic. It follows that ETG modes contribute mainly to electron transport and little to
ion transport. Electromagnetic effects can be important to electron scale turbulence such as
ETG, because the collisionless skip depth, ds = ¢/wp with plasma frequency, wy,, can be

comparable to the spatial scale of electron turbulence (~ pe) [89]. When p. is smaller than
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the Debye length, Ap., the Debye shielding effect can stabilize the ETG mode. The Debye
shielding effect will be important near the edge of plasma where the density is low [89, 86].

The diffusivity of the ETG mode can be estimated from its characteristic spatial scale,
pe, and its characteristic time, 1/w+*,e. We can then obtain that xprg ~ pgvte/Ln ~
(me/m;i)®®x1re. This simple estimate indicates that the transport induced by the ETG
modes is much less than the transport due to the ITG modes. However, previous studies
have shown that the contribution of the ETG modes can be significant through radially
elongated vortices (streamers) [90, 47] and through the interaction with ion scale turbulence
[77]. However, the contribution of the ETG modes to transport is still an open question,

and this area is being studied actively.

1.2.3 The gyrokinetic model

In the previous section, the drift wave instabilities and three important modes, ITG, TEM,
and ETG, are introduced. Turbulent transport in the fusion plasmas will occur via not only
the drift wave instabilities but also their non-linear interactions. Thus, instead of studying
each instability, we need a "first principles" physical model which can describe the realistic
nonlinear physics of the turbulent transport. The gyrokinetic model is widely used in the
fusion community to study turbulent transport [55]. The derivation of the gyrokinetic model
is beyond of the scope of this thesis, but the origin of this model will be briefly introduced
in this section. The readers can find the detailed derivation of various versions of the
gyrokinetic model in [30, 54, 66, 150, 24, 55, 7] and references therein.

The kinetic approach, which uses a particle distribution function in six dimensional
phase space (3 in physical space and 3 in velocity space), f(7,7,t), is appropriate to describe
plasma dynamics because of the large number of particles in the plasma. In fusion plasmas,
where the kinetic energy of particles is higher than their potential energy, particles are
weakly coupled. Consequently, binary collision events are important, and the correlations
of multiple particles (> 3) will be ignorable. The Boltzmann equation is appropriate in this

condition (where binary collisions are dominant), as given by,

Dfs _ 9fs
Dt ot

+0-Vfs+ad Vofs =C(fs, fs) (1.16)
where, C(fs, fs) is a collision operator for the binary collisions.
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Figure 1-4: Wide ranges of spatio-temporal scales of physical events in fusion plas-
mas. The figure is adapted from X. Garbet et al, 2010, Nuclear Fusion, 50, 043002,
copyright 2014 IOP publishing.

In fusion plasmas, small angle Coulomb scattering is a dominant collisional process, and
the series of small angle Coulomb scatterings between two particles can be modeled by the
Fokker-Planck collision operator. The Fokker-Plank equation is obtained by replacing the
collision operator in Eq. 1.16 with the Fokker-Planck collision operator. The Fokker-Plank
equation for fusion plasmas is thus given by,

Dfs _ 0fs

Dt _E_-i—ﬁ'v-fs‘{'a'vvfs:Es’cssf(fSafs’) (1'17)

with Fokker-Planck collision operator, Css ( fs, fs').

The exact form of the Fokker-Planck collision operator and its derivation can be found
in [69]. The Fokker-Plank equation coupled with Maxwell’s equations are used to study
plasma dynamics.

The physical events such as transport and ideal MHD (Magnetohydrodynamics) type
instabilities occur in a wide range of temporal and spatial scales in fusion plasmas, as
shown in Fig. 1-4. We notice that the temporal scale of micro-turbulence (or drift wave

type instabilities) is much longer than the cyclotron motion of the electrons and ions. The
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gyrokinetic model is a tool to treat physical events which occur on a time scale much slower
than the gyromotion of the particles, such as turbulence induced by drift wave instabilities.
Since many gyro motions will be completed within a time scale of the turbulent fluctuations,
these motions will not be well coupled (or not relevant) with these fluctuations. These gyro
motions are eliminated through the transform of the particle orbit coordinate to gyro-center
coordinate in the gyrokinetic model. This transform reduces the six dimensional phase
space to five dimensional phase space, which saves significant computing time to solve the

equation. The reduced Fokker-Planck equation is then given by [55],

Df, _9f, dR 8f;  didfs
Dt ~ ot '@ 9B #oT - B Css ([, fo) > (1.18)

where fs is a distribution on gyro-center coordinates, Risthe gyrocenter position vector,
4 is the gyrocenter velocity, and < Xy Csy(fs, fsr) > is the gyro-averaged Fokker-Planck

collision operator.

It is noteworthy that the gyrokinetic model also separates the spatial scales, and that
gyroaveraging is applied after the spatial scales are separated. Although the fast time
scale (~ €;) is removed in the reduced Fokker-Planck equation through gyro-averaging, the
distribution function in this equation still cover a wide range of spatial scales from the ion
gyroradius to machine size (~ a). In order to separate the spatial scales, the distribution
function is separated into two parts, a long wavelength (ensemble averaged) part (f*) and

a fluctuating (turbulence) part (f), as follows:

fs= Y+ [P (1.19)

The spatial scale of the long wavelength part is around the gradient scale length of the
density or temperature profiles, and the fluctuating part has a spatial scale comparable to
the gyroradius of a particle. In this ordering, the basic assumption is that the gradient
scale length of the profiles (L) are much longer than the gyroradius (p). In other words, the
dimensionless parameter, px = p/a ~ p/L << 1 in the gyrokinetic model. The gyrokinetic

ordering, which is the basic assumption in the gyrokinetic model is given by,

w k VE
—_—~— ~ — ~ ok L 1 1.20
Qs ki Vth,s P ( )
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with the characteristic frequency of turbulence, w, and the wave number of turbulence in

the parallel and perpendicular to the background magnetic field, k) and & .

Using the same ordering, the electric field and magnetic field, which will be used in
the third term of the left hand side of the Fokker-Planck equation, are also separated in
spatial scale. We can then separate the Fokker-Planck equation into two spatial scales, long

wavelength and turbulence scales.

In order to solve the each equation order by order, both the long wavelength and fluc-
tuating parts of the distribution function (f), electric field (E) and magnetic field (B) are
expanded in p*. For example, the long wavelength and fluctuating part of f will be expanded

in the following way.

lw __ plw lw lw
s - s,0+fs,1+fs,2+"'

(1.21)
= 4t

The zeroth order of the long wavelength part will be the equilibrium distribution ( f_ﬁ“(’, ~
fm,s, with the maxwellian distribution, fa,), and then f% ~ px fars, fi% ~ p*® furs,
f;f’l ~ p* fus, and f;:’bz ~ p*2 fars. A similar expansion can be applied to the electric field

and the magnetic field.

The information about the equilibrium is obtained from the lowest order and/or the
zeroth order of gyro-averaged equation for the long wavelength part. The first order gyro-
averaged equation for the long wavelength part is called the drift-kinetic equation. A gy-
rophase independent part of fg“{ can be determined from this equation. The first order
gyro-averaged equation for the fluctuating part is called the gyrokientic equation. We can
obtain information about fstf’l from this equation. A detailed explanation of the gyrokinetic

model can be found in [55, 150, 3| and references therein.

The gyrokinetic equation which includes electromagnetic turbulence and large mean flow,

V,, on the same order of the thermal velocity, Vi, is given by [150],
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where htbl (R) is the non-adiabatic part of the first order fluctuation distribution, defined
as, htbl(R F') + % (¢tb Vo - At (7)) sjg with particle position, 7(= B + 7). UIII is
the parallel velocity in the moving frame, UIII = v'b, with v/ = v — V,,. Vj, is the first order
guiding center drift velocity of the long wavelength part. ¢§?1(§) is given as ¢§I,)1 (R) =
¢ (7)— L5 A®(7) >, with the first order fluctuating vector potential, A%. Psi is the poloidal
flux, and I is the covariant toroidal component of the magnetic field, I = RB; with major

radius, R. Here, R is the position vector of the guiding center, while the scalar quantity, R

a@lw
—Coe

b

denotes major radius. V¢ represents the toroidal angular velocity, defined as, V¢ =
with the lowest order long wavelength electrostatic potential, ®%. <I>llu’ denotes the first order
long wavelength electrostatic potential. fiu(; is the lowest order long wavelength distribution,
which is a Maxwellian distribution.

In Eq. 1.22, the first term on the left hand side indicates the changes in the first order non-
adiabatic fluctuating distribution (hgbl(ﬁ)) with time. The second and third terms indicate
the changes in htb1 (ﬁ) due to the plasma flow, and parallel motion along the magnetic field,
respectively. The fourth term indicates the changes in h’ 1(R) due to drift motions including
V B drift, curvature drift, Coriolis drift, and the equilibrium (lowest order) E x B drift.
It is noteworthy that the mean plasma flow affects hg”’l(ﬁ) through the Coriolis drift, and
the E' x B shearing effect [26] is included in the equilibrium E x B drift. The nonlinear
interaction between turbulent E x B drift with htbl(R) is considered via the fifth term.
The last term on the left hand side is a collision term. Since the Fokker-Plank collision
operator is used in the gyrokinetic equation, small angle Coulomb scattering events between
particles are included with this term. The first term on the right hand side represents the
effect of turbulent motion. With some algebra, it can be shown that this term is a function
of density and temperature scale lengths of the equilibrium profiles [3], which destabilize
the linear turbulence modes introduced in section 1.2.2. This term is therefore responsible

for destabilizing turbulence modes with higher gradient scale lengths. Last, the effects of
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fluctuating electrostatic potential are included via the second term on the right hand side.

It is noteworthy that we can obtain realistic turbulent transport, which is saturated and
self-regulated via non-linear interactions among unstable modes, through this gyrokientic
equation. We must note that the gyrokinetic model can vary depending on the purpose
of the study or the assumptions used in the study. For example, if we want to ignore the
electromagnetic effects, it can be done by neglecting the fluctuating magnetic field in the
gyrokinetic equation. We will also have different results if we assume an adiabatic electron
response or study the electron response from the drift kinetic equation or the gyrokientic
equation. Thus, we should clarify what type of the gyrokinetic model, such as a particle
treatment (adiabatic, drift/gyrokinetic) and physics included in the model, is used when we
perform gyrokientic analysis.

Although the gyrokinetic model is an approximate kinetic approach, solving the equa-
tions in this model is quite challenging due to both numerical issues and the required comput-
ing time. The gyrokinetic simulation, which will be introduced in section 3.4, is a numerical
tool which can solve the set of equations in the gyrokinetic model. A review of gyrokientic
simulation itself can be found in [55]. In this thesis, the gyrokinetic simulation code GYRO
is used to analyze the turbulent transport. This code (GYRO) will be introduced in section
3.4.

1.3 Research topics in this thesis

This section will introduce the research topics and define the terms used frequently in this

thesis.

1.3.1 Ohmic confinement transition

One of the oldest unsolved problems in Tokamak transport research is the change of con-
finement regime in Ohmic plasmas. It has been observed in several Tokamaks spanning a
wide range of parameters that energy confinement time increases linearly with the average
electron density, before saturating above a critical density value {116, 21, 57, 19, 163, 125,
51, 98, 129, 128, 131]. These confinement regimes are referred to as the Linear and Satu-
rated Ohmic Confinement (LOC and SOC) regimes, respectively. An example from Alcator
C-Mod is shown in Figure 1-5. One hypothesis that has long been considered is that a
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Figure 1-5: An example of the Ohmic confinement transition in Alcator C-Mod
discharges (B; = 5.2T,1, = 0.81M A). The vertical axis is the energy confinement
time [ms| and the horizontal axis is the line averaged electron density [10°*m~3]. The
energy confinement time saturates as density increases above shaded transition region.
The solid green line is fit to the data in the LOC regime, and the purple dash-dot line
is the ITER 89P L-mode scaling. The figure is adapted from J. E. Rice et al, 2012,
Physics of Plasmas, 19, 056106, copyright 2014 American Institute of Physics.

change in the dominant type of turbulence, from TEM in the LOC to ITG in the SOC, is

related to the change of confinement regime [163, 125, 11].

Numerous investigations of the LOC to SOC transitions have been performed on Toka-
maks around the world. In Alcator C, it was observed that the propagation of the density
fluctuations measured by COq laser scattering and correlation techniques changed from
the electron to the ion diamagnetic direction across the LOC/SOC transition [165]. In
ASDEX-U, it was found that density profiles in the LOC regime were flattened when Elec-
tron Cyclotron Heating (ECH) is applied, consistent with quasi-linear predictions in TEM

dominated plasmas [11]. In FTU, power balance analysis indicates that electron heat dif-
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fusivity decreases and ion heat diffusivity increases as density increases in Ohmic plasmas,
implying a change of turbulence from TEM to ITG as density increases [51]. In DIII-D,
using coherent Thomson scattering, it was observed that there is a sudden increase in line
integrated density fluctuations in the low frequency range near the boundary between LOC
and SOC. Linear gyrokinetic simulation with adiabatic electrons suggests the observed tur-
bulence in the SOC regime is consistent with ITG modes [125]. Using a similar scattering
system, ion mode turbulence in the SOC regime was also observed in TEXT, and found to
be also consistent with ITG modes [25]. However, in Tore-Supra, a decrease in the relative
density fluctuation level was observed as density increases in Ohmic plasmas. Power balance
analysis of these plasmas found that the electron heat diffusivity was reduced as density in-
creases without a significant change in ion heat transport, opposing the hypothesis that the
Ohmic confinement regime is linked to a change in ITG/TEM dominance [57]. In Alcator
C-Mod, using Phase Contrast Imaging (PCI) [98, 121] ion mode turbulence was observed
in the SOC regime, and through gyrokinetic simulations, it was concluded that ITG modes
are dominant in the SOC regime in the past. However, in the LOC regime, electron and
ion heat diffusivities from experimental profiles were not consistent with the values from

nonlinear gyrokinetic simulations [99].

Despite extensive previous work, the cause of the different Ohmic confinement regimes
is still not well understood, and experiments aimed at correlating the change in Ohmic con-
finement regime with changes in measured turbulence have been restricted to line integrated
density fluctuations. Local measurements of the turbulence, along with measurements of
different fluctuating quantities (e.g. temperature), can help to test the hypothesis that the

Ohmic confinement transition is related to changes in the dominant turbulent mode.

1.3.2 Validation study of gyrokinetic simulations

Validation is defined as, “a physical process which attempts to ascertain the extent to which
the model used by a code correctly represents reality within some domain of applicability, to
some specified level of accuracy” [61]. As implied from its definition, validation is one of the
processes performed to test a conceptual model and a code (or computational model) used to
implement the conceptual model. Other processes in this testing procedure are qualification

and verification [61]. In order to understand a certain phenomenon, we need experiments
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Figure 1-6: The verification and validtion procedure of the model and the relations
between models and experiments. This figure is adapted from M. Greenwald, 2010,
Nuclear Fusion, 17, 058101, copyright 2014 AIP Publishing.

to quantify this phenomenon and a model, which can show the essential aspects of this
phenomenon, to understand this phenomenon and interpret the measurements. To use a
certain model, we first need to determine whether or not the existing model is applicable for
the phenomenon of interest. This activity is called as “Qualification.” The computational
model (code) will be built based on the qualified model. The activity to test whether or
not the code implements the conceptual model correctly refers to “verification.” Once the
code is verified, we should then validate this model. That is, we must see whether the
conceptual model has enough physics to describe the essential part of the phenomenon in
which we are interested. If the validation activity is done successfully, we will then have
a proper model, which can describe a certain phenomenon that we want to study, and
the simulation based on this model can be used to predict the changes in this phenomenon
inside or outside the validated domain with the estimated error obtained from the validation
process. Figure 1-6 shows these processes. As mentioned in [61], these processes can be cyclic
with improvements in both experiments and models until the model is validated. Details on

the standard procedure of verification and validation activities can be found in [61, 156].
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The validation procedure explained in the last paragraph can be applied in fusion trans-
port research. In section 1.2, anomalous transport in fusion plasmas is introduced. Although
it is believed that drift wave instabilities are the main reason for this anomalous transport,
it is difficult to tell whether or not the transport in fusion plasmas is sufficiently under-
stood to predict the performance of future device unless we have a prediction tool based
on first principle of fusion plasma transport. This prediction tool will be essential in the
design of a fusion power reactor in the future. The gyrokinetic model introduced in section
1.2.3 has been thought to have enough physics to describe turbulent transport. Thus, the
gyrokeintic model is a conceptual model for the turbulent transport in fusion plasmas. As
explained in section 1.2.3, this model already considered the spatio-temporal scales of turbu-
lent transport, implying that this model is quantified. The gyrokinetic simulation will be the
computational model for the gyrokinetc model. The verification activity of the gyrokinetic
simulations was performed successfully by cross-comparing different gyrokinetic simulation

codes [45, 28, 29, 109).

However, the validation study of gyrokinetic simulations is quite challenging. In DIII-D,
the electron and ion heat fluxes and fluctuations simulated by the gyrokinetic simulation
codes, GYRO [28] and GEM [33], are much smaller than the experimental levels in the
region where normalized radius, p 2 0.7, in NBI heated L-mode discharges, while these
quantities are matched with the experimental levels within the uncertainties in p < 0.7
[73, 72, 126]. The under-prediction of heat fluxes and turbulent fluctuations outside the
p ~ 0.7 region by the gyrokinetic simulations is called “shortfall.” In C-Mod, a validation
study using GYRO was performed in Ohmic and RF heated L-mode discharges inside r/a <
0.8. In the Ohmic discharges, GYRO simulations including only ion scale electrostatic
turbulence over-predict the ion heat diffusivity and under-predict the electron heat diffusivity
in the linear Ohmic confinement (LOC) regime. Nonetheless, the line-integrated electron
density fluctuations measured by Phase Contrast Imaging(PCI) agreed with the synthetic
fluctuations. The synthetic fluctuations are the post-processed quantities obtained from
the simulation to consider to the experimental condition. The discrepancy in the core heat
transport is still being investigated. In RF heated L-mode discharges, it was found that
the GYRO simulations including only ion scale electrostatic turbulence can reproduce the
experimental levels of electron and ion heat fluxes in 7/a < 0.8 when TEM activity is

significant. However, the electron flux is under-predicted in the GYRO simulations when
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the TEM activity is small [78]. From these results, we notice that there is no “shortfall” in
C-Mod. In this thesis, validation study of GYRO including electrostatic ion scale turbulence
will be performed for C-Mod Ohmic discharges near the edge (r/a~0.85) by comparing the

simulated heat fluxes and the synthetic T fluctuations with the measurements.

1.3.3 Intrinsic toroidal rotation in Tokamak plasmas

Plasma rotation is important in plasma stability and transport. A high rotation can be used
to suppress the resistive wall mode (RWM) [183], one of the large scale MHD instabilities
that should be avoided for plasma operation. It is also known that a moderate rotation
shear (F x B shear) can reduce turbulent transport levels [26]. External momentum input
using neutral beam injection causes plasma rotation in most existing Tokamak experiments.
The plasma also rotates toroidally without any external momentum inputs, a phenomenon
called intrinsic toroidal rotation. Intrinsic rotation has been observed in several Tokamak
experiments ([133] and references therein). It is expected that the intrinsic toroidal rotation
will provide a significant amount of toroidal momentum in future generations of Tokamaks,
which can be used to suppress RWM. Since it will be hard to provide the external momentum
in large scale high performance Tokamaks in the future due to their high density levels,
intrinsic rotation is a very importaut research topic.

Changes in intrinsic rotation are also correlated with changes in plasma transport, such
as the transition from low to high confinement regime [134, 133, 132], the Ohmic confinement
transition [129], and stiffness [101]. High confinement regime and stiffness will be introduced
in the following section. As mentioned in section 1.1.3, there is no external momentum input
in Alcator C-Mod Tokamak. Thus, all observed rotation in C-Mod is self-generated by the
plasma. The origin of this self-generated flow is still unknown, and study its origin is not
in the scope of this thesis. Nevertheless, we will investigate more deeply the correlation

between changes in the intrinsic rotation and transport relevant quantities in this thesis.

1.3.4 Self-similarity analysis and profile stiffness

Understanding transport phenomena and improved confinement of energy in fusion plasmas
is important for the development of fusion energy. The shape and height of density and

temperature profiles indicate the quality of confinement and transport in the plasmas. We
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must therefore investigate the change in the shape and height of profiles, if any, with different
discharge conditions. In this context, the so-called “stiffness” property has been studied,

along with the related critical gradient model ([56, 105] and references therein).

As pointed out in [56], the definition of “stiffness" is ambiguous. It sometimes refers to
the resistance of the change in profile shape with external heating [56, 105, 142], while the
degree of stiffness (or even stiffness itself) is defined as the ratio of diffusivity (or heat flux)
to the difference between the temperature gradient scale length and its critical gradient scale
length [56, 39, 38], or the change of diffusivity of heat pulses compared to the value from
power balance in power modulation experiments [139, 100]. In other words, stiffness refers
to a global change in some cases, while it refers to a local change in other cases. Following
critical gradient arguments, if the gradients of a profile are near the critical gradient value
in the region where a profile keeps its shape, then the profile in this region will be stiff
and keep its gradient scale length even with a change in input heating power. In this case,
the stiffness used for a local change will be connected to a global change. However, the
similar shape of profiles with different discharge conditions is not a necessary condition for
this assumption, but it is a sufficient condition. It is also noteworthy that the property
of keeping the shape of profiles with changes in experimental conditions is also referred to
with several different terms such as self-similarity [63, 62], profile consistency [41], profile
resilience [137, 138] and profile stiffness [56, 142, 105]. In order to prevent any confusion
arising from different terms, “self-similarity" will be used to refer to “the similar shape of core
profiles with different discharge conditions" in this thesis and using the term “stiffness" will
be avoided. We quantify the self-similarity of n. and 7T, profiles and explore the correlation
between the changes in the shape of profiles and the transport phenomena in which we
are interested, such as the Ohmic confinement transition, core rotation reversal, and the

transition from low to high confinement regime.

1.3.5 I-mode and H-mode : high confinement regimes

It was found in the 1980’s that the energy confinement time can be improved almost a
factor of two by increasing the external heating power above a certain threshold value in the
ASDEX Tokamak [162]. This improved confinement regime is called the high confinement

regime (H-mode) and the regime before confinement is improved is called the low confinement
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regime (L-mode). After H-mode was discovered in ASDEX, H-mode was obtained universally
in most fusion experiments using toroidal plasmas including C-Mod ([161] and reference
therein). The threshold power for H-mode depends on several discharge conditions such as
wall condition, density, and equilibrium configuration [161, 147]. For example, in single null
plasmas, the magnetic configuration which has ion VB drift motion toward the active X-
point has lower threshold power than the opposite magnetic configuration with ion VB drift
away from the X-point, with the former configuration known as a “favorable” configuration
[147, 180]. H-mode reduces not only energy transport, but also transport of particles,

including impurities, and momentum, simultaneously [161].

The most evident change in H-mode plasmas compared to L-mode plasmas is the forma-
tion of a pedestal in the edge radial pressure profiles. In Fig. 1-7, the change in the electron
density and temperature profiles in H-mode compared to L-mode is shown, which is the high
edge gradient in the H-mode profiles. This steep-gradient region is called the pedestal. In H-
mode, both density and temperature profiles have a pedestal structure, which indicates that
H-mode is a high particle confinement regime as well as a high energy confinement regime.
The self-generated poloidal flow (zonal flow) is thought to be responsible for the pedestal
formation and the L/H transition [91]. It is noteworthy that the increase in external heating
is not the only way to access H-mode. H-mode can be achieved in Ohmic heated discharges
as well by applying high Ohmic power with low density and magnetic field [114, 148] or by
applying external electric field [155]. Although H-mode has been considered as the oper-
ating regime for a future fusion reactor, there are several problems that should be solved
or improved. These problems include high particle confinement, which is unnecessary and
undesirable, and the edge localized mode (ELM), the burst of heat and particles at the edge
of the plasma due to MHD instability, and an unfavorable scaling of energy confinement
time with external heating power [180]. These issues motivated the search for an alternative

high confinement regime.

In C-Mod, a new high confinement regime, which is favorable for future devices, has
been found. This regime is called I-mode. I-mode is a steady state high energy confinement
regime with H-mode energy confinement and L-mode particle confinement [180]. As shown
in Fig. 1-7, I-mode has a pedestal in the temperature profile, not in the density profile.
I-mode has desirable characteristics as an operating regime in ITER and future devices.

For fusion energy production, high energy confinement is required, but high particle con-
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finement is undesirable in high performance plasmas (burning plasmas) due to helium ash
accumulation[180]. I-mode has only a thermal transport barrier, without a particle trans-
port barrier. Large ELMs are also naturally suppressed in the [-mode plasmas, which makes
I-mode a good candidate for burning plasmas in the future. I-mode also has little degrada-
tion of energy confinement with input heating power, while H-mode has a relatively strong
degradation in energy confinement with input heating power (75 o< P;.*7) [180].

Here, however, we are interested in studying the natural separation of energy and particle
transport in I-mode from a basic physics perspective, and the correlation between turbulence
and the confinement transition. Although the most evident change in the transition from
low to high confinement regimes is observed in the edge region (edge pedestal), previous
studies show a correlation between core turbulence and the transition from low to high
confinement regimes [146, 173]. This thesis will investigate the correlation between the
changes in turbulence and confinement regime. We will compare the changes in local T,
fluctuations, simulated turbulence, and the self-similarity property across the transition

from L-mode to I-mode and L-mode to H-mode.

1.4 Summary of physics results in the thesis

This thesis studies anomalous heat transport in the Alcator C-Mod Tokamak through new
T¢ fluctuation measurements, profile analysis including self-similarity analysis, experimental
power balance transport analysis, and linear and nonlinear gyrokinetic analysis. To be
specific, we investigate the physics of important topics in fusion transport research, such as
the Ohmic confinement transition, intrinsic rotation reversal, and the transition from low to
high confinement regimes, via these four analysis methods.

We will first introduce a new Correlation Electron Cyclotron Emission (CECE) diagnos-
tic in C-Mod built for this thesis, which can measure small amplitude (~ 1%) T. fluctua-
tions in the core region. The CECE diagnostic was designed and built in C-Mod to study
turbulent transport behavior in C-Mod plasmas [154, 79]. This thesis will show core T,
fluctuation measurements (0.7<r/a<0.96) in C-Mod, and the correlation of these measure-
ments with the transport phenomena studied in this thesis. This thesis presents the first
core T, fluctuation measurements in C-Mod, and can prove the existence of measurable core

T fluctuations in C-Mod plasmas, which was an open question after a past trial showing
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no T¢ fluctuations above the background noise level [168]. The correlation of T, fluctuations
with macroscopic transport phenomena also suggests that the measured T, fluctuations are
induced by drift wave instabilities, thought to be responsible for anomalous transport be-
havior in fusion plasmas. It is also noteworthy that the self-similarity property of radial
pressure profiles in C-Mod was quantified by adopting the analysis technique applied in the
TCV Tokamak [142]. Although profile self-similarity was observed in C-Mod plasmas in the
past [63], this study provides the first quantitative information about profile self-similarity

in C-Mod plasmas [151].

As explained in section 1.3.1, the Ohmic confinement transition (LOC/SOC transition)
remains an old mystery in fusion transport research. The predominant hypothesis for this
transition is that the dominant turbulence mode change from TEM to ITG is responsible
for the Ohmic confinement transition. We found that T, fluctuations near the edge region
(r/a~0.85) tend to decrease across the LOC/SOC transition in C-Mod plasmas [153], which
is the first local T, fluctuation measurements in LOC and SOC plasmas, and superficially
indicates changes in TEM activity across the LOC/SOC transition. Self-similarity analysis
shows the core radial pressure profiles keep a similar shape across the LOC/SOC transition,
but that the edge profile shape changes are correlated with the transition [142, 151}. How-
ever, both linear and non-linear gyrokinetic analysis show no dominant mode change across
the LOC/SOC transition, inconsistent with this hypothesis. All these results indicate that
the hypothesis about the LOC/SOC transition should be revised. First, the results from
T, fluctuation measurements and self-similarity analysis indicate that the changes in the
edge region are related to the Ohmic confinement transition. Instead of the crude statement
about the dominant mode change across the transition, we should investigate which radial
region is responsible for the LOC/SOC transition. Gyrokinetic analysis results suggest no
simple linear mode transition across the transition. A more realistic picture including non-
linear interaction of turbulence modes should be considered to understand the LOC/SOC
transition physics.

The validation study of the gyrokinetic model that considers electrostatic ion-scale tur-
bulence (using GYRO) was performed near the edge region (r/a~0.85) in the C-Mod Ohmic
discharges. Previous validation work at C-Mod was performed only in r/a < 0.8 region
[99, 78]. This study is therefore the first attempt to validate the gyrokinetic model outside
of the r/a=0.8 region at C-Mod. We found that GYRO can reproduce the experimental ion
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heat flux and the measured 7, fluctuations and their spectral shapes within the uncertainty
of input parameters. However, the simulated electron heat flux was underestimated com-
pared to the experimental level. Matching T, fluctuations which come from the ion scale
turbulence with the underestimation of electron heat flux, which will come from both ion
and electron scale turbulence, suggests that the contribution of electron scale turbulence
(ETG) is a strong candidate for this disagreement. However, further study is required in the
future. The validation study results also imply that electron scale turbulence may be im-
portant in C-Mod Ohmic discharges and the LOC/SOC transition, which is not considered
in the traditional hypothesis for the LOC/SOC transition.

As mentioned in section 1.3.3, intrinsic rotation reversals are correlated with the LOC/SOC
transition, which may suggest a correlation between the changes in T, fluctuations at
r/a~0.85 and the intrinsic rotation reversal in the core region. A reduction of T, fluc-
tuations near the edge (r/a~0.85) was found between two RF heated discharges rotating
in opposite directions with different average density levels (~ 50% difference) [175, 152].
However, no changes outside the uncertainty in 7, fluctuations were found in the rotation
reversal discharge, in which rotation reversal occurs with smaller changes in the average
electron density (< 5%). A similar trend is also observed in the self-similarity analysis.
This analysis shows changes in edge profile shape between two RF heated discharges with
rotation reversals due to large difference in the average density (~ 50%), while no significant
changes across rotation reversal were found in the rotation reversal discharge where rotation
is reversed with smaller changes in the average density (< 5%) [151]. Gyrokinetic analysis
results also indicate no linear mode transition (ITG/TEM transition) across the rotation
reversal [175]. From these results, we first notice that 7, fluctuations are not directly corre-
lated with the rotation reversal. T fluctuations will be linked to the changes in the density
level or the gradient scale length values associated with different density levels. We also
obtained a similar trend in the RF heated discharges which have different density levels
from T, fluctuation measurements, gyrokinetic analysis and self-similarity analysis. This
may indicate that the same physics, which is responsible for the LOC/SOC transition and

rotation reversals in Ohmic plasmas, can be applied to the RF heated discharges.

We also investigate the changes associated with the transition from low to high con-
finement regimes such as I-mode and H-mode. It is found that T, fluctuations are reduced

across the transition from L-mode to I-mode [173]. We show that this reduction is correlated
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with the confinement regime, not the changes in the external heating power used to induce
the L/I transition [152]. These measurement results are consistent with the previous study
in the DIII-D Tokamak [146]. However, the estimated £ x B shearing rate is similar across
the L/I transition, and we found no significant changes in the dominant turbulence mode
obtained from linear stability analysis across the L/I transition. Nonlinear gyrokinetic anal-
ysis suggests changes in F x B shear and stiffness across the L-mode to I-mode transition
[172].

Self-similarity analysis shows that the changes in the edge radial pressure profiles associ-
ated with the pedestal are correlated with the improvement in energy/particle confinement.
It is also found that the pedestal region can be fit by a linear fit as well as the modified tanh
fit [65], usually applied to the pedestal region. This new finding can be used to improve the
pedestal modeling in the future. For the core profiles, we notice that the shape of the core
electron temperature profiles remains similar across L/I/H transition, but the core density
profile tends to be flatter in H-mode as compared to L- and [-modes. We also observe that
the self-similar region, where a similar profile shape is maintained and the exponential fit
is valid, is extended in T, profiles in the high energy confinement regime (I- and H-modes)
[151]. Thus, we identify the changes that are correlated with the transition from low to high
confinement regime, the reduction of T, fluctuations and changes in profile self-similarity in
this study. In the future, we must investigate the relations among the changes in turbulence

(T, fluctuations), profile self-similarity, and the low to high confinement transition.

1.5 Thesis outline

There are seven chapters and eleven appendices in this thesis.

Chapter 1 gives background information about fusion transport research. The terms
that will be used in this thesis are also defined in this chapter. A summary of physics results
in this study and outline are provided in this chapter as well.

Chapter 2 explains the Correlation Electron Cyclotron Emission (CECE) diagnostic in
C-Mod. A brief introduction of the ECE and CECE diagnostics is first provided. We then
explain the CECE diagnostic in C-Mod from its design process to the specification in the
hardware. The laboratory test performed for the CECE diagnostic is also described in this
chapter.
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Chapter 3 introduces the analysis methods used in this study. Four related analysis
methods are applied. They are CECE signal analysis, profile analysis, experimental trans-
port analysis, and gyrokinetic analysis. Each analysis method is described in a sub-section
of this chapter.

Chapter 4 presents the results for the Ohmic confinement transition. This chapter will
provide new information about the changes in T, fluctuations near the edge across the
Ohmic confinement transition, and will prove that the old picture of the Ohmic confinement
transition is not valid and thus should be revised.

Chapter 5 studies the correlation between turbulent transport and core rotation rever-
sal. We will show similarities between the analysis results found in the Ohmic discharges
with the rotation reversals in Chapter 4 and the findings from RF heated discharges that
rotate in opposite directions. The results in this chapter suggest that Ohmic confinement
transition physics is not limited to the Ohmic discharges, and can be expanded into RF
heated discharges as well.

Chapter 6 studies the changes in turbulence across the low to high confinement regime
transition. We will show the correlation of T, fluctuations and the shape of radial pressure
profiles with the confinement regime.

Chapter 7 contains the summary and conclusions of this thesis and future work.

Appendix A describes the procedure for the in-vessel mirror alignment for the CECE
diagnostic.

Appendix B explains the noise issues in the CECE measurements.

Appendix C introduces the Y-factor method used to estimate the system temperature
of the CECE receiver.

Appendix D explains how the calibration factor of the CECE diagnostic is estimated in
the laboratory.

Appendix E shows the derivation of the T, fluctuation levels from the CECE measure-
ments.

Appendix F describes the details of the profile analysis performed to prepare GYRO
input profiles for C-Mod Ohmic discharges.

Appendix G shows the importance of non-adiabatic electron response in T, fluctuations.

Appendix H describes error analysis for experimental heat flux values obtained from

TRANSP.
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Appendix I describes the details of analyses performed to obtain a GYRO base run
for C-Mod Ohmic discharges and error analysis for synthetic T, fluctuation levels, rotation
relevant parameters (rotation frequency, E X B shearing rate), and collision frequency used
in GYRO.

Appendix J shows the global gyrokinetic simulation results for C-Mod Ohmic discharges
near the edge.

Appendix K provides a list of C-Mod discharges and a list of analysis codes used in this

thesis.
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Chapter 2

Correlation Electron Cyclotron
Emission (CECE) diagnostic in
Alcator C-Mod

In order to measure turbulent 7, fluctuations, a new Correlation Electron Cyclotron Emis-
sion (CECE) diagnostic was designed and constructed in C-Mod as a part of this thesis
work. This chapter will introduce a CECE diagnostic and describe the CECE diagnostic
in C-Mod. We first need to understand Electron Cyclotron Emission (ECE) diagnostics
is to understand CECE diagnostic. As will be explained in section ??, ECE diagnostics
have been commonly used to measure electron temperature (7T¢) in fusion plasmas. It is
natural to consider using an ECE diagnostic to measure electron temperature fluctuations
and to study the turbulent transport in fusion plasmas, discussed in section 1.2. However,
an ECE diagnostic is limited in its ability to measure small amplitude (~ 1%) electron
temperature fluctuations, and a cross correlation technique is required to resolve electron
temperature fluctuations from ECE signals. The CECE diagnostic is an ECE radiometer
which is modified for electron temperature fluctuation measurements through the cross cor-
relation technique. In Alcator C-Mod, the CECE diagnostic was designed and installed in
the 2012 campaign. In this chapter, we first briefly review the principle of ECE and its
limitations as a fluctuation diagnostic. More details about ECE diagnostic can be found in
(15, 18, 85]. Then, Correlation ECE (CECE) will be introduced, and details of the CECE
diagnostic in C-Mod will be explained.
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2.1 Principle of CECE

2.1.1 ECE diagnostic

A ECE diagnostic uses Electron Cyclotron (EC) radiation emitted due to the gyromotion
of a electron in fusion plasmas using the magnetic confinement. If the relativistic effect is
ignored, electrons in an external magnetic field will rotate along the magnetic field with the
cyclotron frequency, wee, defined as,

Wee = — (2.1)

where e is the elementary charge, B is the total magnetic field, and m, is the mass of the

electron. In addition, the cyclic cyclotron frequency, fee, is wee/27.

The electromagnetic radiation emitted by the rotating charged particles along the mag-
netic field is called the cyclotron radiation. For electrons, it is electron cyclotron (EC)
radiation. The frequencies of the EC radiation are w¢ and its harmonics, nw. with har-
monic number, n. Thus, the electrons in a plasma with an external magnetic field, such
as tokamak plasmas, emit EC radiation. If the emission layer of the cyclotron radiation
(or the cyclotron resonance layer) is optically thick for this radiation, this radiation will be
absorbed by the emission layer. In other words, an o
layer will act like a black body, and this absorbed radiation and the particles will be in the
local thermal equilibrium. Thus, the intensity of the radiation emitted in this layer with
the same frequency as the absorbed cyclotron radiation is determined by the local particle

temperature. The intensity of the emitted radiation is given as the intensity of the black

body radiation with frequency, f, B(f), is given by[119, 15],

_ P hf T
~

(f) - C_zeh‘f/T 1 [W/mQ/ST/HZ] (22)

where c is the speed of light, h is Planck’s constant, and T is the temperature of the medium
in terms of energy units such as joules [J] or electron volts [¢V]. The approximation used
in B(f) ~ %I is called the Rayleigh-Jeans approximation, which is valid when hf << kT.
This approximaion is valid in most fusion plasmas since hf < 1meV, while T' > 1€V in most

fusion plasmas.

It is noteworthy that the intensity of the black body radiation is proportional to the
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temperature in Eq. 2.2. This indicates that once the plasma is optically thick for the
EC radiation, we can measure the temperature of medium, the perpendicular temperature
of electrons for the EC radiation, by measuring the intensity of the EC radiation. This
measurement is useful in magnetic confined plasmas in which the toroidal magnetic field is
dominant such as tokamak. This is because the toroidal magnetic field is well defined with

the major radius, R, as follows.
BoR,
R

By(R) = (2.3)

where, B, is the magnetic field on axis, R=R,.

Since the frequency of EC radiation is defined as the magnitude of the magnetic field as
given by Eq. 2.1, the emission position of the EC radiation with a certain frequency, f, is

well defined in terms of major radius, R, in tokamak plasmas.

In order to use EC radiation for the diagnostic (ECE), we first need to determine whether
or not the plasma is optically thick for the EC radiation with frequency, f. In the tenuous
plasma limit, we can derive the equation for the intensity of the EC radiation with its
frequency, f,, and the well defined emission position, s,. Using Kirchoff’s law and the
radiation transport equation in the slab geometry, the intensitiy of the EC radiation, I, can
be derived as given by [85],

F3Te(50)

1(5,) = 2252 1 - e (24)

where optical depth, 7(s), is defined as,

T= /sa ds (2.5)

with absorption coefficient [m™1], «, defined as %%ﬁ-, and path of the radiation in the slab

geometry, s.

As shown in Eq. 2.4, optical depth, 7, is the parameter used to determine whether or

not the plasma is optically thick. Only if 7 is enough to approximate 1 — e™"

~ 1, we
can obtain the tempeature from the measured intensity of EC radiation. Thus, higher 7
values are desirable, and 7 > 2 is a sufficient condition, and 7 > 1 is a somewhat marginal
condition, that we can use EC radiation for electron temperature measurements [15, 166].
It is noteworthy that electron temperature fluctuation measurements require higher 7 value

than the temperature measurements. This is because 7 is the function of electron density and
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Figure 2-1: Example of electron cyclotron frequency in the tokamak plasma. The

emission layer of the EC radiation with a certain f. is well defined with major radius,
R.

temperature, and the fluctuations in the electron density can contribute to the fluctuations
in the measured intensity of the EC radiation in Eq. 2.4. More details will be discussed in
section 3.1. Assuming a Maxwellian distribution in the electron velocity perpendicular to
magnetic field, we can calculate the values of optical depth, 7, and absorption coefficient, o,
for EC radiations with different harmonics (n=1,2,3...) and polarizations (ordinary mode, O-
mode (polarization parallel to the external magnetic field) and extraordinary mode, X-mode
(polarization parallel to the external magnetic field)). The formulas for these parameters can
be found in [18, 85]. In tokamak plasmas, fundamental O- and X-modes and second harmonic
X-modes are usually optically thick in most regions except for the edge region. However, due
to the accessibility of EC radiation from the measurement position, fundamental O-mode

or second harmonic X-mode is commonly used for the ECE diagnostic.

The ECE diagnostic is one of the most useful diagnostics in fusion plasma experiments.
This is because we can measure the electron temperature profile from the well defined
emission layer of EC radiation as shown in Fig. 2-1. In addition, ECE is a passive diagnostic,
which means that we do nothing actively to the plasma to know the plasma status. All we
need to do is to detect the EC radiation emitted from the plasma. However, ECE has two

limitations as a diagnostic. First, ECE can measure electron temperature only if the plasma
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is in thermal equilibrium or has a Maxwellian distribution. Thus, if the plasma has non-
thermal electrons due to external RF wave launching (lower hybrid or EC wave) or other
reasons, it is difficult to measure the correct electron temperature from ECE. Second, it is
hard to measure the turbulent electron temperature fluctuations from the ECE diagnostic.
As will be explained in the next section, the heterodyne radiometer is the appropriate ECE
measurement technique for fluctuation measurements (Details about each ECE measurement
techniques is out of the scope, and review about various ECE measurements techniques can
be found in [80]). However, the ECE radiometer has a limitation in the turbulent electron
fluctuation measurements because of thermal noise in the ECE signal. It is known that
the expected thermal noise level (> 1%) in the signal measured by the ECE radiometers is
higher than the real electron temperature fluctuation level (~ 1% in the core region). Thus,
we cannot resolve electron temperature fluctuations directly from the ECE radiometer. In
the next section, the limitation of the ECE radiometer as a fluctuation diagnostic will be

further discussed.

2.1.2 Correlation ECE
Radiometer

A heterodyne radiometer is used for the CECE diagnostic in C-Mod. Thus, it is required
to introduce a heterodyne radiometer first to describe the CECE diagnostic in C-Mod. A
radiometer is an instrument that measures the power of radiation in a well-defined frequency
range. The ECE diagnostic detects the power of the EC radiation in a certain frequency
range to measure the electron tempeature in a certain region in space. Thus, a radiometer
is the proper survey instrument for the ECE diagnostic, and the heterodyne radiometer is
widely used for the ECE diagnostic because of its good spectral and temporal resolutions
[80]. The main components of the heterodyne radiometer are shown in Fig. 2-2. First, the
radiation emitted from a certain object will be received by the antenna. In the heterodyne
detector, the EC radiation from the plasma, which is a millimeter wave, is down-shifted
to intermediate frequency (IF) signals (f <20GHz) by a mixer and a local oscillator. The
frequency range of the measured EC radiation is determined from the band pass filter with
bandwidth, Brr. In other words, the radiation outside the frequency range we want to

detect will be filtered out. The power of the radiation measured by the single-mode antenna
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Figure 2-2: The block diagram of the main components of the heterodyne radiometer.

in the radiometer, P [W], with IF bandiwidth, Bp=B is given by [111, 44, 36]

P=TB (2.6)

where T is the temperature of the medium in units of energy. For the ECE radiometer, T will
be the electron temperature, T, if the plasma is optically thick. Thus, the detected power by
radiometer is independent of the frequency, f. One may think that this contradicts Eq. 2.2,
which shows that the blackbody intensity is proportional to f2. The average effective cross
section of the antenna is proportional to 1/f? as shown in [94]. Since the detected power
is proportional to the product of the intensity of the radiation and the cross section of the
antenna, the frequency dependency will be cancelled out, then the detected power will be

independent of the frequency as shown in Eq. 2.6.

Then, the power of this radiation is measured by a square-law detector whose output
voltage is proportional to the square of the amplitude of the input signal, that is, the power
of the input signal. The output of the square-law detector is smoothed by an integrator.
This process can be also considered as low pass filtering. In the ECE radiometer, the video
amplifier with its bandwidth, B4, is used to smooth the signal as an integrator as well
as to amplify the signal. Then, the voltage of the smoothed signal will be measured and
stored by the data acquisition system. More details about radiometers and the heterodyne

detection can be found in [15] and [67].
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The sensitivity of the ECE radiometer

The limitation of the ECE radiometer as a fluctuation diagnostic comes from its sensitivity
limit. The sensitivity limit of the ECE radiometer, that is, the lowest temperature that the
ECE radiometer can measure, is determined by the background noise level from the system
noise temperature and the thermal (or statistical) noise level. In most fusion experiments,
the background noise temperature (S$10eV) is not a barrier to the electron temperature
(>100eV) measurements. The root mean square (RMS) fluctuation level of thermal noise is

determined by the radiometer formula, which is given by[15, 166],

TR{VIS _ 2Byiq
T Brr

2.7)

The thermal noise level given by Eq. 2.7 is less than 10% in most experiments, and
the sensitivity of the ECE radiometer will be sufficient to measure the electron tempera-
ture. However, this thermal noise level limits the fluctuation measurements by the ECE
radiometer since the thermal noise level given by Eq. 2.7 in the typical ECE radiometer
exceeds the small amplitude turbulent fluctuation level (~ 1%). For example, the thermal
noise level of the ECE heterodyne radiometer in Alcator C-Mod (FRCECE) is about 4%
with Brp=1.5GHz and B,;3=1MHz[31]. Thus, it is not possible to measure the turbulent
fluctuations directly from a single ECE channel in the typical ECE measurements. We may
increase the sensitivity by decreasing B4 or increasing Byr. However, decreasing B;q will
be limited by the required temporal resolution and increasing Byg will be limited by the
required radial resolution for the fluctuation measurements. More details will be mentioned

in Section 2.2

Cross correlation technique to resolve 7, fluctuations

In order to measure electron temperature fluctuations in the presence of thermal noise, we
use a Correlation ECE (CECE). CECE is a diagnostic technique used to extract small ampli-
tude electron temperature fluctuations through standard cross-correlation analysis methods
by removing incoherent thermal noise in the ECE radiometer. Let us suppose that the

fluctuating parts of two ECE signals (T, 12) have the incoherent thermal noise (N7,2) and
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common turbulent temperature fluctuations (7).
Ter=N1+T. (2.8)

Teo=Nog+ T, (2.9)
Then, cross-correlating two signals will be done as follows.

Rig=<Te1Te2 >=< N\No > + < N\T. > + < NoT, > + < T2 > (2.10)

Assuming that the thermal noise for each signal is not correlated and the physical electron
temperature fluctuations are not correlated to this thermal noise, then averaging the cross-
correlating for enough time will give < NiNy >~< NT, >~< NoT, >o 0, and only

physical electron temperature fluctuations will remain.
Rig =< T2 > (2.11)

Consequently, the sensitivity of the fluctuation measurement through cross correlation anal-

[ [1 2B,
TR{VIS > )L 2Buvid (2.12)

T V N2 Brp

ysis is given as follows,

where N is the number of independent samples used in the correlation, given by N=2B,,;4At,
and At is the time used to correlate two signals. When At is 0.5 sec with B;p=1.5GHz
and B,;q=1MHz, the sensitivity level from Eq. 2.12 is about 0.1%. Then the sensitivity is

enough to measure the small amplitude (~ 1%) turbulent fluctuations.

Required conditions for 7. fluctuation measurements through correlation

analysis

From Eq. 2.8-2.11, we find three conditions required to resolve electron temperature fluctu-
ations through the cross correlation technique. First, there should not be any coherent noise
whose level is comparable to the electron temperature fluctuations. In Eq. 2.8-2.11, no coher-
ent noise was assumed. Since the coherent noise cannot be removed by cross-correlating two
signals, it should be minimized and be negligible compared to the real electron temperature

fluctuations. Second, two signals should have common or coherent physical fluctuations.
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This requirement can be fulfilled by adjusting emission volumes of two signals separately

within the correlation length of turbulence in both the radial and poloidal directions.

The third requirement is the uncorrelated thermal noise. There are two popular ways
to obtain the uncorrelated thermal noise in two ECE signals. The first method is called
“spatial decorrelation.” [140] In this method, two radiometers are used, and they detect
the radiations from almost the same emission volume, but through different sightlines with
the separation angle larger than the given decorrelation angle, to obtain the incoherent
thermal noise. Then, thermal noise will be eliminated and temperature fluctuation will
remain through cross-correlation analysis of two signals. Another method is called “spectral
decorrelation.” [37] In this method, only one radiometer is used, and two channels measure
EC radiation from two separate frequency ranges which correspond to different emission
volumes, but two volumes that overlap in physical space due to the line broadening of
the EC radiation. The main broadening mechanisms are relativistic effect and Doppler
effect. Although the broadening of the EC radiation will be explained in section 2.2.2, it is
noteworthy that the emission volume of EC radiation will be broadened when we measure a
certain frequency range of the radiation due to this broadening. If we measure a radiation
emitted from a certain spatial region, then we will observe the spectral broadening. Since
we measure a certain frequency of the EC radiation using radiometer, there will be a spatial
broadening of the measured radiation, then it is possible to measure two EC signals with
disjoint frequency band, but with partially overlapped emission volume. line broadening
Since thermal noise from disjoint frequency ranges are uncorrelated, signals from these
two ECE channels will have incoherent thermal noise and coherent electron temperature
fluctations from the overlapped emission volume (or the emission volume separated within a
radial correlation length of the turbulence). Thus, the result obtained through this scheme
after cross-correlation analysis of two signals is the same as the result obtained through the
spatial decorrelation scheme. The spatial decorrelation scheme has better radial resolution
than the single sightline method, and is able to measure poloidal correlation length of the
temperature fluctuations[167]. However, this method has poorer poloidal resolution than the
spectral decorrelation scheme, and is hard to implement since two radiometers are required

and the accurate alignment of the two sightlines is critical.
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Figure 2-3: Electron cyclortron frequencies with resonance and cutoff frequencies for
EC emission in (a) an Ohmicdischarge (shot : 1120626023, t:0.9-1.4s) and (b) H-mode
discharge (shot : 1120824006, t:0.9-0.92s). f,n is the nth harmonic of the electron
cyclotron frequency. In the figure, fundamental to third harmonic are presented. f,
is a plasma frequency, fy g is an upper hybrid resonance frequency, fg 1 are right/left
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2.2 Design of CECE in C-Mod

This section will explain how the CECE diagnostic in C-Mod was designed. In the design
process for the CECE diagnostic in C-Mod, we need to consider several contraints from the
characteristics of turbulence and the fundamental physics of EC radiation, which will be

introduced in the following subsections.

2.2.1 Accessibility

We first consider the contraint from the physcis of EC radiation, which is the accessability of
EC radiation. It is evident that we can measure EC radiation which can propagate from the
inside of plasma to the receiver outside the plasma. This constraint will be applied generally
to the ECE diagnostics as well as the CECE diagnostics. The cutoff frequency of the O-
mode polarized radiation is the plasma frequency, f,. That is, the O-mode radiation can
propagate only when f > f,. The cutoff regions for the X-mode radiation with frequency,
f,are fum < f < frand f < fr, where fyy is upper hybrid resonance frequency, and fr g
are the left/right-hand cutoff frequencies. These frequencies are given as follows.

Ne€?

fp=

(2.13)

Meé€o

where ¢, is a vacuum permittivity.

for =1/ fe€® + f} (2.14)

fR,L =fce[:tl+ 1+4f;?/fc2e]/2 (2'15)

As shown in Eq. 2.13-2.15, cutoff frequencies depend on f, and f.. fp and fe are the
functions of density and total magnetic field, respectively. Thus, these two factors will de-
termine the accessibility of the EC radiation. It is noteworthy that the cutoff frequencies
are proportional to density (or f,). Thus, high density will limit the ECE measurements.
Figure 2-3(a) and (b) show the harmonics (n=1,2,3) of EC frequency with the cutoff and
resonance frequencies in the low-field side in the Ohmic(shot : 1120626023) and H-mode
(shot : 1120824006) discharges, respectively. In Fig. 2-3(a), we can see that the fundamen-

tal X-mode is not accessible since there is a cutoff region where fyy < fe.. < fr along the
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beam path to outside the plasma. Thus, among optically thick EC emissions mentioned
in Section 2.1.1, which are fundamental O- and X-modes and second harmonic X-mode,
fundamental X-mode is not appropriate for the ECE diagnostic due to the limited accessi-
bility. We also note that 2f.. is higher than fg in Fig. 2-3(a), which is typical in most ECE
measurements in fusion experiments. Thus, the cutoff frequency for the second harmonic X-
mode will be fg in the ECE measurements. The cutoff densities of fundamental O-mode and
second harmonic X-mode can be calculated from f.. = fp and 2f.. = fgr, respectively. The
cutoff density for the fundamental O-mode is ncytoff,01 = feeMe€o/ €2, and the cutoff den-
sity for the second harmonic X-mode is Neutorf, x2 = 2fceMeto/ e2. Thus, second harmonic
X-mode has two times higher cutoff density. For this reason, between fundamental O-mode
and second harmonic X-mode, second harmonic X-mode has a wider density range for the
ECE measurements. Figure. 2-3(b) is the relevant example. In the H-mode discharge which
has high density, you can see that the fundamental O-mode is not accessible in r/a>0.4 ,
while the second harmonic X-mode is still accessible in the whole radial region. Because of
better accessibility, second harmonic X-mode is widely used in the ECE measurements in
present fusion experiments, and the CECE diagnostic in Alcator C-Mod will also detect the

second harmonic X-mode in the low-field side.

2.2.2 Resolution of the ECE diagnostic

The CECE diagnostic should have enough temporal and spatial resolution to measure tur-
bulent electron temperature fluctuations. Temporal resolution of the ECE radiometer is
determined by the video bandwidth, B,;q, and we can measure the fluctuations whose fre-
quency, f, is 0 < f < Byiq. Thus, Byq should be sufficiently higher than the typical
frequency of the turbulent fluctuations.

The finite sample volume of the measurements limits the fluctuation measurements.
This is because the fluctuations whose wavelength (or correlation length) is shorter than
the dimension of the sample volume in each direction (poloidal, radial and toroidal) will
be averaged out [23]. The spatial resolution for the turbulence measurements with the

dimension of the sample volume in a certain direction, d, is given by[166],

k<2n/d (2.16)
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where k is the wavenumber of the turbulence sensitive to the measurements.

Thus, each dimension of the emission volume should be shorter than the correlation
length of the turbulent fluctuations in each direction. The poloidal and toroidal spatial res-
olutions of the ECE diagnostic are determined by the optical system, including the antenna
and lens or other focusing components and collimating components. The beam pattern
determined by the optical system defines the dimension of emission volume in the poloidal
and toroidal directions, and the determined poloidal and toroidal dimensions of the emission

volume limit the poloidal and toroidal resolutions for turbulence measurements.

Radial resolution of the ECE diagnostic is determined by the spectral broadening of EC
radiation, reabsorption and IF bandwidth, Byr. It is known that relativistic and Doppler
broadenings are the main mechanisms for the spectral broadening of EC radiation and other
broadening mechanisms such as natural broadening and collision broadening are negligible
in fusion plasmas [85]. The relativistic broadening comes from the decrease of the frequency
of EC emission due to the relativistic mass increase with the total velocity of each particle,
and Doppler broadening is due to the change of the detected frequency by Doppler effect.
These effects can be observed in the equation for EC frequency with the consideration of
relativistic mass increase and the emission angle (detection angle) to the magnetic field, 6,
as follows.

eB(1 - p)1/?

Wee = me(1 — B cos §) (2.17)

where § = v/c, B = v|/c, c is the speed of light, v is the velocity of the electron, v is the

velocity of the electron parallel to the magnetic field.

As shown in Eq. 2.17, the relativistic broadening with mass increase by (1 — 8)~1/2
decreases fee(= wee/27) by (1 — ﬂ)l/ 2 and Doppler broadening decreases or increases fee
by (1 — Bjcos@). We also notice that the Doppler broadeing effect can be minimized by
detecting EC radiation with emission angle, § ~ 90° although relativistic mass increase
cannot be avoided. Within the emission layer of the EC radiation with f. determined
by these broadening mechanism, this EC radiation will be absorbed and re-emitted at the
black body level if the emission layer is optically thick [158]. This reaborption effect will
increase the radial resolution limited by the radial broadening. Last, the ECE diagnostic will
measure EC radiation with the finite frequency range, Brr, not one specific frequeny value,

fee- Thus, larger Brp will increase the radial dimension of the emission volume, though
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it will improve the sensitivity of the radiometer for fluctuation measurements as shown in
Eq. 2.7. In order to calculate the radial width of EC emission layer, these effects should be

considered, and the detailed calculation will be shown in section 2.3.3.

2.2.3 Design constraints due to the characteristics of turbu-

lence

The design of the CECE diagnostic in C-Mod was also contrained by the characteristics
of the turbulence simulated by a gyrokinetic simulation (GYRO). In the past, attempts to
measure electron temperature fluctuations in Alcator C-Mod using the ECE heterodyne ra-
diometer (FRCECE) [31] did not resolve broadband fluctuations above the sensitivity limit
[168]. Three possible explanations for this null result were given in [168]. First, there are no
turbulent electron temperature fluctuations, above the sensitivity limit, in Alcator C-Mod
plasmas. Second, large spot size (~ 4cm) in the measurements do not give enough poloidal
resolution to measure the electron temperature fluctuations. Third, off-axis view (below
the midplane) might affect the measurements. Nonlinear gyrokinetic simulations using the
GYRO code (28] were used to reexamine these explanations [176]. GYRO is a code used to
find the perturbed distribution function, & f, by solving the non-linear gyrokinetic equation.
Characteristics of turbulence in the plasmas can be studied through GYRO simultaiton.
More details about GYRO will be given in Chapter 3. The gyrokinetic simulation (GYRO)
results in [176] show that turbulent electron temperature fluctuations should exist in Alca-
tor C-Mod plasmas and that variation of electron temperature fluctuation levels with the
different poloidal angles is small, which suggests that the first and third explanations are
not valid.

These simulation results first suggest the decorrelation scheme used for the CECE diag-
nostic in C-Mod. It was shown by these simulations that the large beam diameter as used
in past measurements [168] results in filtering out of most turbulent fluctuations. Thus, a
small beam diameter will be the first constraint obtained from the gyrokinetic simulations.
Figure 6 in [176] shows that beam diameter should be equal to or smaller than about lcm to
measure core electron temperature fluctuations. As discussed in section 2.1.2, the spectral
decorrelation scheme is more appropriate than the spatial decorrelation scheme when high

poloidal resolution is required. Thus, the spectral decorrelation scheme is more proper for
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the CECE diagnostic in C-Mod. Besides, due to the spatial contraints, it is hard to find the
space for two radiometers, which are required for spatial decorrelation scheme, in Alcator
C-Mod. Thus, we will use the spectral decorrelation scheme for the CECE diagnostic in
C-Mod.

Second, the gyrokinetic simulations predict that the radial correlation length of the
turbulence is less than lem (0.4-0.8cm) at p ~ 0.5, where p is normalized square root of
toroidal flux. This gives a constraint in the IF (Intermediate Frequency) bandwidth and
on the spacing of neighboring IF filters. As mentioned in section 2.1.2, in order to obtain
electron temperature fluctuations through correlation technique (single sightline correlation
method), two channels should be separated in frequency space, but they should have the
coherent temperature fluctuations. For these conditions, the two channel separation should
be smaller than the radial correlation length. For the second harmonic EC radiation, 0.4
cm radial distance corresponds to about 1GHz separation in the frequency space. At least
two channels should be totally separate within 1GHz, and it will limit the IF bandwidth,
Brr < 250MHz with the consideration of the margin from the fact that the bandwidth of
the filter is usually 3dB bandwidth.

Third, the receiver should be able to measure high frequency fluctuations, which can
extend to about 0.3 MHz in the core of C-Mod plasmas, due to the effects of ExB flow that
Doppler shift the measured laboratory-frame fluctuation power spectrum. This sets the
lower limit on the video bandwidth, By,;q > 0.5 — 1.0M Hz. Last, the sensitivity of CECE
diagnostic, given by Eq. 2.12, should be less than 0.5%, since fluctuations are predicted to be
between 0.5-2.0% in the core region. With B;jp=100MHz and B,;;=1MHz, we need 0.32 sec
averaging time to obtain 0.5% sensitivity level given by Eq. 2.12. However, as mentioned
in [140], we need to note that a lower sensitivity level than the fluctuation level that we
are trying to measure is required to resolve the fluctuations clearly. Thus, increasing the
averaging time, reducing the video bandwidth or increasing the IF filter bandwidth will be
required to reduce the sensitivity level and measure 0.5% fluctuation level in the experiments.
The design constraints obtained from gyrokinetic simulations are summerized in table 2.1.

It is noteworthy that the design constraints obtained in this section is different then
requirements for a profile radiometer. For the profile radiometer, we do not have to consider
the thermal noise level, since the important value in the measurements using the profile

radiometer will be a DC level, not its fluctuations. In the same reason, we also do not have
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the lower limit for the video bandwidth. The dimensions of the emission volume should be
determined from the correlation length of the turbulence in the CECE design. In contrast,
the profile radiometer does not have a serious constraint for the size of the emission volume.
For the radial dimension, we may want to find the optimum IF bandwidth (B;r) due to the
tradeoff between the sensitivity limit and the radial resolution in the CECE design. In the
profile measurements, we do not have to use the small value of Brr much smaller than the
radial broadening width of the EC radiation. Depending on the radial broadening width
and the number of points in the profile, Brr will be determined in the profile radiometer.
In the poloidal direction, we may want to have a flat beam pattern over the plasma for the
profile measurements. In the CECE design, higher poloidal resoluton will be required for

the region which has smaller correlation lengh than the other regions.

Findings from the gyrokinetic simulation | Design constraint

Large spot size filters T, fluctuations New optical system should be designed

for small spot size(~1cm)

Radial correlation length is less than lcm | By <250MHz

The frequency of fluctuations is up to | By >0.5MHz
300kHz

0.5< %(%) Sensitivity level of CECE should be
lower than 0.5%

Table 2.1: Design constraints for CECE diagnsotic in Alcator C-Mod given from
gyrokinetic simulation (GYRO)[176].

2.3 Overview of CECE system

Following the constraints in section 2.2.3, a CECE diagnostic for C-Mod was designed and
built. This section will describe the details of the CECE diagnostic in C-Mod. This CECE
diagnostic consists of two parts. The first part is the optical system, which determines
the CECE beam pattern in the plasmas and collects the emission. The second part of
the diagnostic is the receiver. Each part will be described first in this section. We will
also estimate the radial broadening width of the CECE diagnostic in this section. This
estimation is required to develop a synthetic diagnostic for the CECE diagnostic in C-Mod.
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A synthetic diagnostic is a computational model used to consider experimental conditions
in the simulated quantities to compare simulation results with measurements. A synthetic
diagnostic for the CECE diagnostic in C-Mod will be introduced in section 3.4.4, and the
comparison of a synthetic T, fluctuations with the CECE measurements measurements will

be performed in Chapter 4.
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Figure 2-4: CECE diagnostic with C-Mod plasma (shot 1120221014, t=1.0 sec). The
1 /e beam width along the line of sight is shown as blue curve.

2.3.1 Optical system for the CECE diagnostic

We will first describe the optical system for the CECE diagnostic in C-Mod. The CECE ra-
diometer collects 2nd harmonic X-mode electron cyclotron emission (230-248GHz), viewing
the plasma from the low field side approximately 7 cm above the midplane in the region,

p ~ 0.8, where p is normalized square root of toroidal flux. Due to the limited space in
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C-Mod, the upper port in A-port is used for the new CECE diagnostic in C-Mod. The
antenna pattern from the initial optical design overlaid on a contour plot of flux surfaces for
a typical C-Mod plasma with the CECE optical system is shown in Fig. 2-4. The optical
system (drawn to scale) consists of two in-vessel stainless steel mirrors (flat and off-axis
parabolic mirror), and outside the vessel an aspherical HDPE (High Density Polyethylene)
collimating lens and corrugated, high gain scalar horn antenna (230-270GHz). In this sys-
tem, the antenna beam pattern is determined by the in-vessel parabolic mirror. The flat
mirror is used to change the direction of beam path, and the ex-vessel HDPE lens focuses

the beam onto the antenna.

Design of the optical system

As shown as Table 2.1, small beam size is required for the T, fluctuation measurements in
C-Mod. In order to design the optical system with small beam diameter, Gaussian beam
calculations were used. The beam radius of a Gaussian beam, w, which is 1/e electric field
radius, is given by [58]

Az

w = we[l + (m)2]0'5 (2.18)

where, w, is the beam waist radius, A is the wavelength of the beam, and z is the distance
from the focal position of the beam, where w = w,.

Since the flat mirror does not contribute to the beam pattern and the parabolic mirror is
used as the focusing lens, we can consider this optical system as a 1D system with the antenna
and two lenses. Although the beam is emitted from the plasma, we can also think of the EC
radiation as starting from the antenna to the plasma from the general law of reciprocity[119].
Thus, we can consider the Gaussian beam with the beam waist, w,, propagating from the
antenna. The beam will be collimated by an ex-veseel lens by setting the distance between
the antenna and the ex-vessel lens to the same as the focal length of the lens. Then, the
collimated beam will be focused in the plasma by the in-vessel lens (parabolic mirror). In
the 1-D system, the parabolic mirror can be considered as the lens whose focal length is the
effective focal length (EFL) of the parabolic mirror. EFL is defined as the distance from the
center of the surface of the off-axis parabolic mirror to the focal point. In order to calculate
the transformed Gaussian beam by the lens, the thin lens approximation is used as shown

in Eq. 3.31a and 3.31b in [58]. In addition, a z-cut crystal quartz window was used at
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Figure 2-5: Gaussian beam calculation for optical system design. (a) The calculation
of Gaussian beam propagation in the designed optical system. (b) The change of
focal point depending on the different collimating lenses.

the viewing port. Because of its thin thickness (~0.3cm), the window was not considered
in this calculation. This calculation method was verified experimentally for similar optical

arrangements at DIII-D [127].

The initial beam waist is 0.12cm in the CECE optical system, and this value was deter-
mined by the scalar horn antenna (SFH-04-R0390), manufactured by Millitech. With the
given initial beam waist, the parabolic mirror and the focal length of the collimating lens
were adjusted to obtain the small beam diameter (~1cm) in the plasma. The initial design
result with EFL of parabolic mirror=23.4cm and focal length of ex-vessel lens=10.0cm is
shown in Fig. 2-5(a). The final beam diameter is about 2w=1.3cm at p = 0.2 (2w = 1.5¢m
at p = 0.5), where w is the 1/e electric field radius. In the calculation, it was also found
that we can change the focal point of the Gaussian beam by changing the collimating lens.

Depending on the focal length of the collimating lens, beam spreading on the parabolic mir-
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ror can be varied. When the beam size on the parabolic mirror is increased, the focal point
moves radially deeper into the plasma. Thus, we can adjust the focusing point by changing
the ex-vessel lens without changing the in-vessel components. One possible configuration is
shown in Fig. 2-5(b). By changing the focal length of collimating lens from 10cm to 7.6em,

the focal point moves 3.2cm further into the plasma.

Installation of the optical system

@,

Rarabolic
el
mirror

Figure 2-6: (a) In-vessel optical system for CECE diagnostic in C-Mod (b) front-end
components for selecting 2"¢ harmonic EC emission (232-248 GHz)
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Following the initial design parameters, the parabolic and flat mirrors and their housings
were fabricated and installed in the veseel as shown in Fig. 2-6(a). It is noteworthy that
the width of the in-vessel mirrors was set to 8.6cm, which is more than 4 times larger than
the estimated beam diameter at the mirror, to prevent the loss of beam power due to the
small area of the mirrors. In the installation of mirrors, laser pointers are used to align the
mirrors since the housing for the mirrors can be tilted toroidally and radially. The position
of mirrors and housing was aligned by iterating the position of the housing until the beams
from four laser points hit the co-centric inner wall target located at the expected position of
the beams when the mirrors are correctly installed. This alignment process was performed
every time the optical system was upgraded by replacing the parabolic mirror. More details
about the alignment process will be explained in appendix A. As shown in Fig. 2-6(b), the
ex-vessel lens and antenna were installed in front of the diagnostic port with the RF section
of the CECE receiver, which will be discussed in section 2.3.2. Fig. 2-6(b) also shows that
the distance from the collimating lens to the antenna with RF section components can be
adjusted to modify the antenna beam pattern by replacing the ex-vessel collimating lens as

discussed in the last paragraph.

Upgrades in the optical system

With the initial optics, which set the poloidal resolution of CECE to kg < 4.8cm™!, no
electron temperature fluctuations were measured. This may indicate that the initial beam
pattern was not enough to resolve the fluctuations in Alcator C-Mod. A new parabolic mirror
was designed with smaller beam width (< lem) near the focal point. The upgraded system
was also optimized for the measurements near the edge (p ~ 0.8) since the fluctuation level is
larger at outer radii, as shown by the previous experiments in other devices[37, 178|. Fig. 2-7
shows the upgraded beam pattern with the initial beam pattern. With the upgraded optics
(EFL of parabolic mirror=14.5cm, focal length of collimating lens=7.5c¢m), the EC radiation
beam was focused near p ~ 0.8 with the beam diameter, d~0.6cm. The poloidal resolution
of CECE is improved as kg < 9.8cm™! (kgps < 0.3, where ps is the sound gyroradius, which
is defined by ps = ¢s/€Q;, where ¢ = \/m and Q¢ = eB/m;c). With the improved
poloidal resolution, the electron temperature fluctuations near the edge (p ~ 0.8) were
resolved. By replacing the collimating lens with a shorter focal length, f=5cm, we expand

the measurement region to p ~ 0.7 region. This indicates that high poloidal resolution with
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Figure 2-7: Change of the CECE beam pattern in the plasma depending on the focal
length of in-vessel parabolic mirror and ex-vessel lens. The vertical axis is a 1/e
electric field diameter, and the horizontal axis is the normalized square root of the
toroidal flux calculated from EFIT for the one C-Mod discharge (shot 1120626023,
t:1.0s). CECE optical system was upgraded from black to red, and then to blue
curve. The old mirror (f=24.8cm) with f=10cm ex-vessel lens was used in the initial
stage of the CECE diagnostic before May 2012. The new mirror (f=14.5cm) had
been used from run day 1120501 in 2012 campaign. The f=10cm ex-vessel lens was
replaced with f=7.5cm ex-vessel lens on run day 1120605, and this lens was replaced
with f=5cm lens on run day 1120710.

Beam diamter (cm)

small beam diameter is critical in the electron temperature fluctuation measurements in

Alcator C-Mod.

2.3.2 CECE receiver

This section will describe the details of the CECE receiver. As shown in Fig. 2-8, the CECE
receiver consists of an RF and an IF section. The RF section accepts high frequency signals
(230-248 GHz) and downshifts these signals to the intermediate frequency (IF) range (2-18
GHz). The components in the RF section include a band pass filter, a local oscillator (LO),

an active multiplier chain, a sub-harmonic mixer and a first amplifier for IF frequency signals.
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Figure 2-8: The block diagram of CECE receiver
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After the scalar horn antenna, the input RF frequency range is chosen to be 232-248GHz
by a band pass filter (FIB-04-01000 by Millitech), then these signals are down-shifted by
the sub-harmonic mixer (second harmonic operation, MSH-04-250 by Millitech). The other
signal (f=15.625GHz) for the mixer is generated by an LO (TGM1610AC by TelGaAs Inc.).
The active multiplier chain (AMC-08 by Millitech) multiplies the frequency of the signal 8
times. Thus, the frequency of the other signal in the mixer is 125GHz. The frequency of
the output signal through the second harmonic operation in the sub-harmonic mixer, which
is mixing the 232-248GHz signal from plasma with the 250GHz (125x2 GHz) signal from
LO and the multiplier chain, will be 2-18GHz. Last, the output signal is amplifed 33dB by
the first low noise amplifier for IF signals (ABL1800-11-3330 by Wenteq Microwave Corp.).
In order to prevent any negative effects on the electronics due to the stray magnetic field,
RF components were shielded by mu-metal (thin nickel foil, thickness~0.01 inch). The RF
components with the RF box is shown in Fig. 2-9(a).

The signal is then transmitted to the relatively low frequency components (IF section)
through a 6.1m low loss SMA cable (SCF651410-300, loss rate : 0.45dB/FT at 10GHz,
manufactured by Fairview Microwave). The IF section consists of two boxes. At the initial
operation, only one IF box which consisted of 4 channels with fixed frequency IF filters
was in the IF section. Later, the IF section was ungraded by adding another IF box with
another 4 channels including 2 tunable frequency channels [79]. The signal is divided in
each IF section by a power divider (MP0218-2 by Fairview Microwave). In each IF box,
the signal is attenuated by the attenuator (SA18E-XX, XX : attenuation level [dB], (ex)
SA18E-03 indicates 3dB attenuator.) before being amplified 39dB by a second low noise
amplifier (AFS5-02001800-24-10P-5 by MITEQ). The attenuation can be varied, but usually
10-16dB attenuation was used for the first box and no attenuation was applied to the second

box.

In each box, the signal is split into four channels by power divider, and in each channel
the signal is filtered by IF band pass filter (MP0218-4 by Fairview Microwave). As mentioned
above, all four of the filters have the fixed center frequency whose range is 4-14GHz and 3dB
bandwidth Brp=200MHz (6CF7-XXXX/YYY-S, XXXX : center frequency [MHz], YYY :
3dB bandwidth, by Lorch Microwave. (ex) 6CF7-8500/200-S for the filter whose center
frequency is 8.5GHz and 200MHz bandwidth.) in the first IF box. In the second IF box,

two of them are the same kind of filters used in the first IF box and the other two filters are
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Yttrium Iron Garnet (YIG) bandpass filters (MLFP-1629PA by Micro Lambda Wireless).
The YIG filters are shielded by a magnetic housing made of quarter inch, low-nickel stainless
steel to avoid the effect from stray magnetic field [79]. The center frequencies of these filters
are remotely tunable between 6-18GHz by external voltage (0-10V) with a 3dB bandwidth,
Brr=200MHz. It is worth noting that IF bandwidth, Brr, was conservatively selected as
100MHz in order to ensure that the two filters can measure emission in disjoint frequency
bands within a radial correlation length (<1lcm) of the turbulence. However, it was hard to
resolve the electron temperature fluctuations clearly with 100MHz filters in the experiments.
This may indicate that the sensitivity level of the CECE radiometer was not enough. Once
100MHz filters were replaced by 200MHz filters, the fluctuations were resolved more clearly,
and 200MHz filters were used in most measurements from the discharge 1120626023. (That
is, for the shot number higher than 1120626023, 200MHz filters were used. Before this
discharge, both 100MHz and 200MHz filters were used to test them.)

Inner DC blocks (SD 3244) were added before and after IF filtering to prevent the noise
due to ground loops. The power of these signals is measured by a square-law detector
(Schottky diode detector, 8472B by Agilent). The output of this detector has negative
polarity. The pairs of the detectors whose responses with the input power are matched are
used for each of the two CECE channels, which will be used in the correlation analysis.
We note that the responses of all channels are adjusted to be similar as will be shown in
section 2.4.1. The load resistor was added after the square law detector to extend the square
law region (from ~-18 dBm to ~ -10 dBm from the data sheet[9]) where the output voltage
signal of the detector is proportional to the square of the amplitude of the input signal, i.e.,
power of the input signal. Since the amplification in the IF section is limited by the input
power range of square law region in the detector, adding the load resister is desirable in most
measurements. Extending the square law region of the detector will broaden the range of
the temperature, including its fluctuations which can be measured by the CECE diagnostic
with fixed amplification. If the signal amplitude from the highest temperature plasma is still
far below the saturated region of the square law detector, then we can amplify the signal

more to improve signal to noise ratio.

The output signal from the detector is passively high pass filtered at around 10kHz
before amplification by a video amplifier to remove the direct current (DC) signal which is

proportional to electron temperature. This high pass filtering allows us to amplify fluctuation
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Figure 2-9: The (a) RF section (b) First IF box of CECE diagnostic in the laboratory

signals to obtain higher signal to noise ratio. In other words, eliminating the DC signal by
high pass filtering allows us to use the full dynamic range of the video amplifier and digitizer
for the fluctaution measurements. With the DC signal, the amplification will be limited by
the dynamic range of video amplfier (16V},;) and the voltage range of digitizer (|V| <10V).
As will be shown in section 2.4, the passive high pass filters were added after we checked

CECE radiometer functioned as an ECE radiometer.

The high pass filtered signal is amplifed by a video amplifier (351A-2-4.7-NI, by Ana-
log Modules, INC.) with video bandwidth, B,;;=6.5MHz and the varied voltage ratio gain,
G=100-1000. B,;qs—6.5MHz is too large to obtain enough sensitivity to measure the small
amplitude fluctuations (0.5-1.0%). Digital low pass filtering was used to decrease By;q in
post processing, improving the sensitivity of the CECE radiometer. In the measurements,
B4 is usually set to 0.5-1MHz. Last, the amplified signal in each channel which is propor-
tional to the power of the EC radiation, i.e., electron temperature for the optically thick
plasmas, is transmitted to the digitizer (ACQ216CPCI-16-50 by D-Tacq) by BNC cables.
The 50 ohm termination is added at the output of the video amplifier to eliminate the
noise due to the impedeance mismatchng with the digitizer whose input impendance is high
(5k ohm). The details about noise due to the impedance mismatching with the digitizer
is discussed in Appendix B. The sampling rate of digitizer can be chosen between 6 and
10Ms/s. We observed the electron temperature fluctuations with both 6 and 10 Ms/s, and
most fluctuation measurements were performed with 6Ms/s. Figure 2-9(b) shows the first

IF box in the laboratory.
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2.3.3 Estimation of radial broadening width of CECE

The radial broadening width of the CECE diagnostic was estimated with the consideration
of Doppler and relativistic broadening, as described in this section. Doppler and relativis-
tic broadening are the main broadening mechanisms of the EC radiation as mentioned in
section 2.2.2. The Doppler broadening effect can be ignored when the observation angle is
close to 90 degree from the magnetic field. In this case, including most ECE measurements
in fusion experiments, the radial broadening is determined mainly by relativistic broaden-
ing. However, toroidal beam spreading on the surface of the in-vessel mirror makes the
Doppler broadening effect comparable to the relativistic effect in Correlation ECE (CECE)
measurements in C-Mod. Assuming that the plasma is tenuous, which means the refractive
index of the plasma, Np, is equal to 1, the radiation intensity of a certain frequency, f, at a

certain point, s, I(f, s2) is given by [18],

15, = [ ar, 9B, SJean(—7(f,9) ds (219

where « is the absorption coefficient, 7 is the optical depth, and B(f,s) is the black body

radiation intensity. The definitions of each variable are given as follows [85].

T e?n, m2m-1

olf,s) = = (

T 2¢mec, (m —1)!

Te
2mec2

m—1
) (sin )21 (1 + cos? 0)%—@ (2.20)

with harmonic of cyclotron radiation, m, observation angle from magnetic field, 6, shape
function of the radiation with frequency, f, ¢(f,6).

When the plasma is optically thick, radiation intensity, I(f, s3), can be approximated as
I(f, s2) ~ a(f, s2) B(f, s2)exp(—7(f, s2)), and this approximated form will be used to calcu-
late the radiation intensity at each position. For this calculation, the shape function,¢(f, 6)
should be calculated, which is defined as,

_ im(f,0)

¢(f,0) = @) (2.21)

where, j,,(0) is a total emissivity for a single harmonic, m, and jp,(f, 0) is a emissivity of a
certain frequency, f, for a single harmonic, m. Thus, [¢(f,8)df = 1.

Assuming a Maxwellian distribution, j,,(8) and jm(f,0) are given as follows [85].

115
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where § = %, w. is the electron cyclotron frequency, w, = % with Q = fn—f and v =

(1 — B2)~1/2. Also, wym=m, w=27v and fy is the Maxwellian distribution.

As indicated in Eq. 2.23, it is hard to obtain analytic expression for jn,(f, ) (and ¢(f,6))
due to the integral in jn,,(f,6) unless @ = 5. However, we may be able to calculate Eq. 2.23
numerically for any ¢ value. For numerical integration, we first change variables (3, By) as

follows.

(/B.LaﬂH) - (»3,%1)) with ﬂ” = Beostp, B = Bsin

(2.24)
B1:[0,1],8): [-1,1] = B: [0,1],¢: [0, ]
Then, Eq. 2.23 will be,
w2, m2m=1) )
; _ : (m—-1) 2
Jm(f,0) Ineoc (m — D) (sin 6) (14 cos® §)x
(2.25)

Bsiny
2

2m
03/ ({1 — BcostpcosO}tw — mwe) far(B, ) < ) 273? sin dBdy

Let g(B) = (1 — Bcostpcos f)w — m(1 — $2)1/2Q, and @ is considered as the give value.

Then, using the property of the delta function, i.e., §(g(8)) = g/(lﬁo)|5(ﬂ—ﬂo) with g(8,) =0
and ¢'(8) = %%, the integrand in Eq. 2.25 can be written as Eq. 2.26.

2,2 . 2(m-1)

Jm(f,0) = Z;::; (T:; P (sin )2~V (1 + cos? §) x 226)
3 1 Bo(0, %) Sin¢>2m 2 . -
c / EIERCED)] w))|fM(5o(07 V), ) (——2 27 B,(0, )% sin ¢ dyp
where |g'(8)| = | — cos 1 cos Ow + B(1 — 52)~Y%wp,|, and B,(6, %) value is as follows.
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Figure 2-10: The radiation shape function of 242GHz beam when T.(0)=2keV,
ne(0) = 10%°m 3, observation angle, # = 900, black : numerical calculation from
Eq. 2.28, red : the result from analysis expression for the relativistic broadening,
Eq. 2.29

B,(6, 1) = w? cos 1 cos @ + /w? cosj};j);ossjj C—OS(;); ;:}2)@2 cos? 9 cos? 0 + w2) (227

Thus, at each ¢ value, we can calculate [,(6,v) values and the integrand value in
Eq 2.26 for each S,(6,%) value. Then, by summing whole integrand values, the jn(f,0)
value is easily obtained. It is possible that 3, value in Eq. 2.27 is complex or this value is
not between 0 and 1 even when it is real. These cases should be excluded in the calculation

because they are not physically possible solutions. From Eq. 2.21,2.22 and 2.26, the shape

function, ¢(f,f) can be obtained from the following equation.

Te

y G 2\ ) b sin 2m. 9 .
o(f,0) = %CB (.Zn%icz) flg’(ﬁc%t?.u’:))\ far(Bo(0.4).9) (ﬁo(f’-ﬁg)smd) 2B, (0,¢)2 sintp dip (2.28)
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Figure 2-11: The radiation shape function of 242GHz beam when T.(0)=0.1keV,
ne(0) = 10¥m 3, observation angle, # = 100, black : numerical calculation from

Eiq. 2.28, red : the result from analysis expression for Doppler broadening, Eq. 2.30

In order to check whether the result of the shape function, ¢, from numerical integration
is correct or not, the results from Eq. 2.28 were compared with the analytic expressions in
the extreme cases, in which either relativistic or Doppler broadening is dominant. When
relativistic broadening is dominant (§ = 7/2), the shape function, ¢ is given by as follows

[85].

72 2mecC

A1) = G T e (zmmi D! (1 - (%%V)m% exp (—’”;_f (1 - (;‘SFD
(2.29)

When Doppler broadening is dominant (cosf > 3,1 — 3% ~ 1), the shape function, ¢ is

given as below [85].

B Mec? 2 1 mec [ f — fm o
¢(f‘9) a (Q’JTTe> f?n, cosf °xp (_ 2Tg (fm 0059)2)) (230)

First, we compared the result from Eq. 2.28 with Eq. 2.29. Electron density, n., and tem-
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Figure 2-12: (a) Description of toroidal deviation angle, . Positions a and b indicate
the edge of the region where the half of the beam is deposited on the mirror’s surface.
The positions a and b are calculated as 0.67w, where w is the beam radius from
Gaussaian beam calculation. (b) The observation angle, 8, with the major radius
along the CECE beam path.

perature, T, profiles are assumed as f(r) = f(0)(1 — (r/a)?), T(0)=2keV, n.(0)=102m 3.
Only toroidal B field was considered in this comparison. Then, B(r) = BoR,/(R, + 1),
and B, was set to 5.47T. Last, the observation angle, #, was set to 7/2, and f was set to
242GHz, which is usually used in the CECE measurements. As shown in Fig. 2-10, the result
obtained numerically from Eq. 2.28 is exactly same as the result from analytic expression
from Eq. 2.29. To compare the result from Eq. 2.28 with Eq. 2.30, we set T,(0)=0.1keV,
1¢(0)=10"m"3, and =% (= 10°) with B,=5.4T and f=242GHz to satisfy cos8 > B. Fig-
ure. 2-11 shows that the calculated shape function from Eq. 2.28 agrees perfectly with the
analytic expression from Eq. 2.30. These comparisons show that the numerical calculation

for the shape function is correct.
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Figure 2-13: (a) Emissivity curves of 11 frequencies in 241-243GHz range for the
shot 1120626023, t:0.9-1.4s. (b) The emissivity curve of the channel whose center
frequency is 242GHz with 200MHz bandwidth, this curve is obtained by summing
emissivity curves of 11 frequencies shown in (a). (¢) Accumulated emissivity curve of
the channels used in (b). Vertical dot lines in (b) and (c) show the position where
accumulated emissivity is 2.5% and 97.5%, respectively.
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Before applying Eq. 2.28 to the CECE measurements, the observation angle should
be decided. In the CECE measurements, the in-vessel parabolic mirror is used for beam
focusing, and after the parabolic mirror, the beam is collimated. If the toroidal deviation
angle is set to the angle between the line from the beam’s center at a certain position in the
plasma to the mirror’s center and the line from beam’s center to mirror’s edge, the angle
might be too large compared to the real measurements. This is because the beam will have
a Gaussian distribution in both poloidal and toroidal directions, and the whole surface of
the mirror will not be used in the measurements. One way to estimate the proper toroidal
deviation angle will be as the angle between the line from the beam’s center in the plasma at
a certain position to the mirror’s center and the line from the beam’s center to the edge on
the toroidal direction of the region where 50% of beam power is in, as shown fig. 2-12(a). In
fig. 2-12(a), positions a and b are the edge on the toroidal direction where the half of beam’s
power is deposited, and this point can be calculated as ~0.67w, where w is beam’s radius
on the mirror’s surface. Then, the observation angle, § = 7/2 — «, where « is the toroidal
deviation angle shown in Fig. 2-12(a). Fig. 2-12(b) shows the observation angle with the
major radius. It is worth noting that CECE measurements are not on the midplane, and
the major radius in Fig 2-12(b) is the major radius along the beam path, not the major

radius on the midplane.

Using the estimated observation angle in Fig. 2-12(b), the intensity of radiation mea-
sured by CECE was calculated. Each CECE channel measures EC radiation in a certain
frequency range, determined by the bandwidth of the filter in the IF section (~200MHz).
To consider this, the radiation intensities of 11 frequencies in the measured frequency range
were calculated and summed, with the summed emissivity representing the emissivity of
one CECE channel. As an example, the emissivity curves of 11 frequencies in the measured
frequency range (241-243GHz) for one C-Mod discharge (shot 1120626023) and the summed
emissivity curve are shown in Fig. 2-13(a) and (b). In this calculation, time-averaged n. and
T. profiles during stationary period (t:0.9-1.4s) were used. Fig. 2-13(c) shows the accumu-
lated intensity of the CECE channel used in Fig. 2-13(b). All intensity values in Fig. 2-13

are normalized by its maximum value.

The radial broadening width of EC radiation measured in one CECE channel was cal-
culated as the radial distance between the radii where the accumulated intensity is 2.5%

and 97.5%, comparable to 1/e? diameter from the Gaussian beam calculation. Since the
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Figure 2-14: (a) Emissivity curves of 2 channels whose center frequencies
are 241.5GHz and 242GHz, respectively, with 200MHz bandwidth for the shot
1120626023, t:0.9-1.4s. (b) Accumulated emissivity curve of these two channels. Ver-
tical dot lines in (b) and (c¢) shows the position where accumulated emissivity of
241.5/242GHz channel is 97.5/2.5%, respectively.

Radial width [cm] Radial width [cm]
(both relativistic & Doppler from Eq. 2.28) | (only relativistic broadening from Eq. 2.29)
CECE CH1 (241-243GHz) 1.22 0.64
CECE CH2 (240.5-242.5GHz) 1.20 0.61
CECE measurements 1.39 0.81

Table 2.2: Radial broadening width of CECE chl (241-243GHz) and ch2 (240.5-
242.5GHz) in shot 1120626023, t:0.9-1.4sec.
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cross-correlation technique is required in the CECE measurements, two channels are used in
these measurements. As an example, in the same discharge used in Fig. 2-13 and 2-14 (shot
1120626023), two channels whose center frequencies are 241.5GHz and 242GHz, respectively,
are used for the CECE measurements. Byp=200MHz for both channels, and they are about
0.2cm apart. The emissivity curves of these two channels in the shot 1120626023, t:0.9-
1.4s are shown in Fig. 2-14(a). Then, the radial resolution of the CECE measurements can
be calculated as the difference between radii where the accumulated intensity of the inner
channel is 97.5% and the accumulated intensity of the outer channel is 2.5%, as shown in
Fig. 2-14(b). Table 2.2 shows the radial broadening width of the two CECE channels used
in the 1120626023, and the radial broadening width of the CECE measurements when these
two channels are used. We can also see the radial broadening width when only relativistic
broadening was considered. As you can see, the small deviation of observation angle from
7 /2 increases the radial broadening width almost 2 times compared to the case when obser-
vation angle is exactly 7/2. Last, the radial wave number range for the CECE measurements
in this example will be k, < 27/d ~ 4.5cm ™! with d=1.39cm. It is noteworthy that radial
broadening width is a function of electron density and temperature. Thus, the width will

vary with plasma conditions.

2.4 Tests for CECE diagnsotic

Before attempting to measure electron temperature fluctuations, we performed tests to see
whether or not the CECE diagnostic works as a fluctuation diagnostic. The performed tests
indicate that we can measure turbulent 7, fluctuations using this diagnostic, as shown in
this section. It is first required to confirm that the CECE diagnostic is working as an ECE
radiometer and that thermal noise will be decorrelated through the cross-correlation analysis
since these conditions are necessary for the electron temperature fluctuation measurements.
Several tests should be performed to confirm this. First, we need to check whether the
receiver of the CECE diagnostic is working or not. The tests using the noise source in the
laboratory was performed to verify the performance of the receiver. Second, if the receiver
is working properly, the whole diagnostic system should be tested to verify the ability to
measure the electron temperature as an ECE radiometer through the calibration of the

CECE signal. We also need to verify the spectral decorrelation scheme with various filters
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with different center frequencies. Last, it is possible that the crosstalk within the channels in
the digitizer, i.e., interference between channels in the digitizer, results in coherent electronic
noise between the CECE channels. Thus, the channels vulnerable to crosstalk or the pairs of
channels interfering with each other should be found in a crosstalk test, and they should be
avoided in the measurements. These tests were performed at the initial stage of the CECE
diagnostic before the CECE receiver was upgraded to the 8ch receiver, so 4 channels with
fixed frequency filters (Brp=100MHz) were used for the tests in section 2.4.1-2.4.3. The
tests in this section were performed without plasmas except for the calibration discussed in
section 2.4.2. The plasmas used in the calibration test are the discharges performed on the

run day 1120210, 1120214, 1120216 and 1120217.

2.4.1 IF section test in the laboratory

We first test the response of the IF section in the receiver using a noise source (346B by
HP) whose noise temperature is about 0.86eV at 8GHz (from the given Excess Noise Ratio
(ENR) = 15.26 at 8GHz). From Eq. 2.6, the power of the noise source at 8GHz is about
78.5dBm with Brrp=100MHz. This noise source is connected to the first amplifier instead
of the antenna module including the mixer shown in Fig. 2-2. The IF filters used in each
channel in this test are as follows: center frequency, f. (GHz) : 8.0 (Chl), 8.08 (Ch2), 8.5
(Ch3), 8.05 (Ch4), the center frequency of the detected second harmonic EC radiation, fee o
[GHz]= 250- f.. The block diagram of the test setup is shown in Fig. 2-15. It is noteworthy
that the high pass filter discussed in section 2.3.2 was not added in this test setup since we
measured the mean value of output voltage to check the response of the IF section using
the oscilloscpe (TDS 2004B by Techtronics) in this test. To be specific, the response of the
receiver with the noise source in this test refers to the change of the voltage signal in each
channel by turning on/off the noise source using the oscilloscope.

We first check the response of each channel with the noise source, and then adjust the
response of each channel to be similar by changing the gain of the video amplifier in each
channel. The response of each channel after the adjustment is shown in Table 2.3. It is
shown that the responses of the four channels are similar to within 10%. We also note that
Voss is not zero, ~-80mV. In this test, V;;s is the mean amplitude when the amplifiers

including both video and IF amplifiers for 2-18GHz are on. From the V,¢; values, we can
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Figure 2-15: Block diagram of the receiver response test set-up

estimate the system noise temperature mentioned in section 2.1.2 using Y-factor method
as shown in appendix C. The estimated noise temperature of the IF section in this test
is less than 1eV. The estimated value can be varied with different responses by adding the
attenuator, but the estimated values were at most 10eV in the various set-ups with different

combinations of attenuator and amplifiers.

However, checking only the response of the receiver may not be sufficient to say that
the receiver is working. Another critical part that should be checked is the linear response
of the square-law detector. This test can be performed by adding an attenuator between
two amplifiers in the set-up for the response test shown in Fig. 2-15. In this test, we used
3, 6 and 10dB attenuators. The changes in response of each channel, which are the voltage
difference of each channel with different attenuations, are shown in Fig. 2-16. We can see
that the response curves with different attenuators are linear for all 4 channels and that

they are similar, which confirms the performance of the square-law detector.

Since the C-Mod experiments are usually performed for 8 hours (from 9:00 am to 5:00

pm) on normal runday, we need to check that the response of the receiver is stable with
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Chl | Ch2 | Ch3 | Ch4
Vors [mV] | 82 | 81 | -85 | -84
V,. [mV] | -1120 | -1040 | -1080 | -1000
AV [mV] | 1038 | 959 | 995 | 916

Table 2.3: The response of CECE channels with the noise source. Vs [mV] is the
mean amplitude of each channel when the amplifiers including both amplifiers for
2-18GHz and video amplifiers are on, but the noise source is off. V., [mV] is the mean
amplitude of each channel when both amplifiers and the noise source are on. When
both the amplifiers and the noise source are off, the mean amplitude was zero for
all four channels. AV [mV] is the absolute value of the difference between V,, and
Vorfs |Von — Vogs|. The mean amplitude level in this test is the mean value from 128
samples measured by the oscilloscope.

1000 -
=
E
>
<l
100 +—————

10 -8 -6 4 -2 0
Amplification (dB)

Figure 2-16: Detector response, AV [mV], defined in Fig. 2-15, with the various
attenuations. In the figure, the horizontal axis is the amplification since the reference
case is the test set-up without the attenuator. Then, the attenuator (3, 6 and 10dB)
was used in each case. Thus, the amplification is -3, -6 and -10dB. Since the horizontal
axis in Fig. 2-16 is in dB, the vertical axis is in log scale to observe the linear response.
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operation time. If it is unstable, the main cause is likely to be insufficient cooling for the
amplifiers. Although a heat sink is attached to the amplifier to prevent over-heating of the
amplifier, it is possible that the heat sink used in the laboratory test is not enough for the
amplifiers in real measurements for long operation times. If this is the case, the performance
of the amplifier will keep degrading with time. Then, we will not obtain a meaningful signal,
and we will need to find a more efficient cooling method for the amplifiers. In the laboratory,
we checked the response of the [F section with noise source during 5 hours. Figure 2-17 shows
the change of response with the operation time compared to the initial response. We can
see that the response degrades for approximately the first thirty minutes, but after thirty
minutes, the response is saturated around 75-80% level of the initial response in all four
channels. This test result indicates the performance of the IF section will be stable once the

CECE receiver is turned on about 30 minutes before the C-Mod experiment is started.
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Figure 2-17: The ratio of detector response, AV [mV], defined in Fig. 2-15, to the
initial AV [mV] (t=0) with the operation time (from 0 to 300 minutes)

So far, this section has verified the performance of the IF section of the receiver, including

the response with input power, linear output resoponse with changes in input, and stable
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response with operation time. It is noteworthy that the performance of the high pass filter
was not verified in these tests. The passive high pass filter was initially designed with cutoff
frequency, feutof f=100Hz with a 1M ohm resistor and a 1.5nF capacitor [112]. The response
of the high pass filter with frequency was checked using a function generator (33210A by
Agilent). As shown in Fig. 4-8 in [112], the response curve of high pass filters used in the
measurements are almost identical, and the response of one of them is shown in Fig. 2-18(a).

We can see that the cutoff frequency is near 100Hz as designed.

(a) Response curve of HPF only (b) Response curves of HPF only and w/ video amp.
| |=#—HPF+vedio amp.

0.8 1 0.8
® @ |
g g
S 0.6 9 0.6+
w w
L e
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& 0.2 & 0.2
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Figure 2-18: The relative response curve of a high pass filter used in the IF section.
Vertical axis indicates the relative response normalized to the maximum value of
outputs with frequency. (a) The relative response curve of the high pass filter only
(b) The comparison of the relative response curves between the case using the high
pass filter only (black line with the square points) and the case using the high pass
filter connected to the video amplifiers (red line with the circle points)

However, the high pass filter is added before the video amplifier to use the given dynamic
range of the video amplifier. Thus, the actual response of high pass filtering should be
checked from the high pass filter connected with the video amplifier. To be specific, the
output of video amplifier whose input is connected to the high pass filter should be measured
for the actual response. The red line in Fig. 2-18(b) shows the response curve from the high
pass filter connected with the video amplifier. It is shown that the cutoff frequency increases
significantly from ~100Hz to ~10kHz. The impedance coupling with the video amplifier,
whose input impedance is 4.7k ohm, may result in the increase of cutoff frequency of filtering.
Although fluctuation measurements in this study, which are usually spread higher than

10kHz due to the Doppler effect, were not limited by the high pass filtering shown as the red
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curve in Fig. 2-18(b), it should be improved in the future to study relatively low frequency
fluctuations (f < 10kHz).

2.4.2 Calibration of CECE

In section 2.4.1, the IF section of the receiver was tested. The integrated system including
the IF and RF section and the optical system should be tested to confirm that the CECE
diagnostic is working properly as an ECE radiometer for electron temperature measurements
before turbulence measurements are attempted. This verification was obtained through
the calibration of CECE signals using other ECE diagnostics in Alcator C-Mod. In this
section, the data from CECE in C-Mod was cross-calibrated to the independent profile ECE
radiometer diagnostic in C-Mod (FRCECE), which has 32 channels [31].

The IF filters used in the calibration test are identical to the filters used in the test in
section 2.4.1 (center frequency, f. (GHz) : 8.0 (Chl), 8.08 (Ch2), 8.5 (Ch3), 8.05 (Ch4), the
center frequency of the detected second harmonic EC radiation, fe. 2 [GHz]= 250-f.). For
the calibration, C-Mod discharges from four run days (1120210, 1120214, 1120216, 1120217)
were used for Ch2-4. The digitizer for O-mode reflectometry [46] (sampling rate : 2Ms/s) was
used in this calibration. At that time, the digitizer for the CECE diagnostic was still being
tested and not used for the CECE signals. Three run days all, except for 1120216, were used
for the calibration of Chl because Chl was not connected to reflectometry’s digitizer on run
day 1120216 to test the digitizer for the CECE diagnostic. In the calibration, the amplitudes
of the signals in the CECE diagnostic were compared with the amplitude of Ch4 in FRCECE
(fe=241.5GHz, Brp=1.5GHz). From the spectral range of the detected radiation in Ch4
in the FRCECE diagnostic (f:240.75-242.25 GHz), which includes the spectral range of all
four channels in the CECE (f:241.45GHz-242.05GHz), we think the measured temperature
should be the same. In each run day, we obtained the amplitude of all CECE channels and
FRCECE ch4 at t=1.0 sec. Figure 2-19 shows that the amplitude of the CECE signal is
linearly proportional to the amplitude of FRCECE Ch4 in all CECE channels (Ch1-4). From
the linear fitting line, we obtained a calibration factor, mainly the slope of the linear fitting
line with a small offset. Although most data points in Fig. 2-19 are 1, <lkeV measured
by FRCECE Ch4, Fig. 2-19(b)-(d) shows that the point near 4keV is still near the linear
fitting line for the calibration, indicating the calibration is valid up to 4keV for Ch2-4.
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Figure 2-19: Amplitude of FRCECE Ch4 (dectected frequency of EC radiation, f,

240.75-242.25GHz) with the amplitude of CECE channels (a) Chl (f : 241.5-
242.5GHz) (b) Ch2 (f : 241.42-242.42GHz) (c) Ch3 (f : 241.0-242.0GHz) (d) Ch4
(f : 241.45-242.45GHz). The red solid line in each figure is the calibration curve
obtained by the linear fit.

Considering the similar response of Chl, the calibration will be also valid up to T, ~4keV in
Ch1 as well. As shown in Fig. 2-19, the calibration factor of 2-3keV /V for each channel was
obtained. This value are close to the independently estimated calibration factors obtained

in laboratory tests in Appendix D.

The cross-calibrated CECE data were compared to other temperature measurements
(Grating Polychromator (GPC)[115] and Thomson Scattering[84] diagnostics). Figure 2-
20 shows the comparison of the cross-calibrated temperature measured by CECE channels
(Chl-4) with other diagnostics for one C-Mod discharge (shot : 1120221014). For a clear
comparison, all CECE signanls are digitally low pass filtered up to 10kHz. Asshown in Fig. 2-

20, the electron temperature of CECE diagnostic agrees well with the other temperature
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Figure 2-20: Comparison of the cross-calibrated CECE channels with other diagnos-
tics (GPC, GPC2, FRC-ECE and core Thomson scattering) in the C-Mod discharge
(shot : 1120221014). CECE signals are low pass fitler up tol0kHz.

diagnostics in C-Mod within the uncertainties, which verifies the CECE diagnostic is working

properly as an ECE radiometer.

2.4.3 Decorrelation test

The spectral decorrelation can be verified in the laboratory from the test using the noise
source. We first use four CECE channels with the following IF filters : center frequency,
fe (GHz) : 8.0 (Chl), 8.05 (Ch2), 8.08 (Ch3), 8.15 (Ch4) with B;p=100MHz. In this test,
we will compare the correlation curve (cross correlation coefficient, Cy, with lag time) for
the three different pairs of channels as shown in Fig. 2-21. It is shown that the measured
frequency bands in the first pair (8.0GHz and 8.05GHz or Chl and Ch2) and the second pair
(8.0GHz and 8.08GHz or Chl and Ch3) are partially overlapped. Thus, the thermal noise
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Figure 2-21: The pairs of filters used in the decorrelation test.

will be partially coherent in these two pairs. In the third pair (8.0GHz and 8.15GHz or Chl
and Ch4), the two channels are separate in the frequency space. Thus, the thermal noise
in the two channels in the third pair will be incoherent, and it will be possible to eliminate

them through cross correlation analysis.

As expected, the Cyy(0) value decreases as the overlapped frequency band is reduced,
and is near zero when the two channels are separate in the frequency space as shown in
Fig. 2-22(a). We also notice that the width of the correlation curve does not change. The
width of the correlation curve indicates the correlation time of the noise. In this test, the
correlation time of the coherent thermal noise is determined by the video bandwidth, B,q,

which is the same among the pairs used in this test.

In order to see the change of Cyyy(0) with the changes in the seperation of filters in the
frequency space more deeply, we added other pairs of filters with different seperations in
terms of the difference in the center frequencies between two filters, Af such as Af=0.03,
0.08, 0.1, 0.35, 0.42 and 0.5 GHz. The result is shown in Fig. 2-22(b). It is shown that
Cyy(0) decreases with an increase of Af, and Cyy(0) reaches around the statistical limit
when A f > 100MHz, which is the 3dB bandwidth of the filters used in this test. The results

in Fig. 2-22 indicate that thermal noise in EC emission signal from CECE receiver can be
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Figure 2-22: (a) Cross correlation coeflicient, C,, from CECE channels with noise
source. Channel 01-04 have different IF filters (8-8.15GHz, BW=100MHz) (b) Abso-
lute value of cross correlation coefficient at lag time=0 for different IF filter separa-
tions with statistical level. The uncertainty of C,(0) given in [17] was used as the
statistical limit.
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removed by using spectral decorrelation techniques.

2.4.4 Crosstalk test

A crosstalk test was performed to identify any pairs of channels that we should be cautious to
apply the correlation technique to due to the interference between them. The test procedure
is as follows. A sine wave with a specific frequency, fi,, generated by a Function generator
(33210A by Agilent), is connected to only one channel in the digitizer, and other channels are
not connected to any devices. Then, the amplitude of the signal in the connected channel at
f = fc is compared with the amplitude of other channels. From the ratio of the magnitude
of the un-connected channel to the magnitude of the connected channel at f = f;,, we
determine the interference from the connected channel to the unconnected channel. The
magnitude of each channel at f = f;, was calculated from the ensemble-averaged FFT with
the number of data points in one FFT, nfft, =16384 and the number of time slice used
in the averaging =124. The criteria for the weak interference set in this test was set to
the amplitude ratio larger than 0.01% , the criteria for the strong interference is 0.025%.
When the electron temperature fluctuation level is about 0.5%, the weak interference (0.01-
0.025%) will affect more than 2 % in the fluctuation measurements, and strong interference
(>0.025%) will affect more than 5%. The peak to peak voltage of input signal was set
to 1Vpp, and, 10kHz and 500kHz were used as the input frequencies in the test. Table 2.4
and 2.5 show the vulnerable channels to crosstalk from each input channel when f;,=10kHz

and 500kHz, respectively.

From Table 2.4 and 2.5, we first notice that crosstalk is frequency dependent. It gets
stronger as the frequency increases, which indicates capacitive coupling between channels
as expected. From the gyrokinetic simulations in section 2.2.3, the frequency of interest in
most experiments will be up to near 500kHz. Thus, 500kHz will be proper as the input
frequency, fin to determine the crosstalk and bad channels from this test. Table 2.5 shows
Ch8 interfered with several channels (Ch4, 7, 10, 12, 13, 14), Thus, we may need to avoid
using Ch8 in the measurements. We also note that Chl and Ch7 are cross-talked. Thus,
these two channels should not be used at the same time. The channels which are not
interfered with or interfered with less than the criteria when Ch7 and 8 are not used are

Chi, 2, 3, 4, 5, 6, 11, 12, 15, 16. In the measurements, we used these 10 channels for the
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Input channel vulnerable channels to crosstalk
1% trial 2% trial 37? trial

1 none none none
2 none none none
3 none none none
4 8 (0.014%) | 8 (0.014%) | 8 (0.014%)
5 none none none
6 none none none
7 8 (0.01%) | 8 (0.01%) | 8 (0.01%)
8 none none none
9 none none none
10 8 (0.014%) | 8 (0.014%) | 8 (0.014%)
11 none none none
12 8 (0.019%) | 8 (0.018%) | 8 (0.019%)
13 8 (0.012%) | 8 (0.012%) | 8 (0.013%)
14 8 (0.013%) | 8 (0.013%) | 8 (0.014%)
15 none none none
16 none none none

Table 2.4: The vulnerable channels to crosstalk (the channels whose output signals
are affected by the output of the input channel connected to the function generator)
at f;,=10kHz. For the interference channel, the ratio of amplitude of the interference
channel with the input channel at f = f;,, was shown in parenthesis.
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Input channel The vulnerable channels to crosstalk
1% trial 27 trial 374 trial

1 7 (0.025%) | 7 (0.024%) | 7 (0.025%)

2 none none none

3 9 (0.019%) 9 (0.018%) 9 (0.018%)

4 8 (0.015%) 8 (0.015%) 8 (0.014%)
13 (0.015%) | 13 (0.015%) | 13 (0.015%)

5 10 (0.015%) | 10 (0.015%) | 10 (0.015%)

6 14 (0.017%) | 14 (0.017%) | 14 (0.017%)

- 1 (0.026%) | 1 (0.026%) | 1 (0.026%)
8 (0.01%) 8 (0.011%) 8 (0.011%)

8 2 (0.011%) 2 (0.011%) 2 (0.011%)

9 3 (0.022%) 3 (0.022%) 3 (0.022%)

10 5 (0.019%) 5 (0.019%) 5 (0.020%)
8 (0.013%) 8 (0.013%) 8 (0.013%)

11 none none none

12 8 (0.018%) 8 (0.018%) 8 (0.018%)

13 4 (0.019%) 4 (0.019%) 4 (0.020%)
8 (0.013%) 8 (0.012%) 8 (0.013%)

14 6 (0.016%) 6 (0.017%) 6 (0.016%)
8 (0.013%) 8 (0.013%) 8 (0.014%)

15 none none none

16 none none none

Table 2.5: The vulnerable channels to crosstalk (the channel whose output signals are
affected by the output of the input channel connected to the function generator) at
fin=500kHz. For the interference channel, the ratio of amplitude of the interference
channel with the input channel at f = f;, was shown in parenthesis. The strong

interference case is shown as bold.
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8 ch CECE diagnostic with 2 channels to store the voltage signal used to control the YIG

filters remotely.

2.5 Summary

In this chapter, we discussed the CECE diagnostic in C-Mod. An ECE diagnostic is a useful
diagnostic for electron temperature measurements because of the well-defined emission po-
sition of the EC radiation and its passiveness in the measurements. However, the sensitivity
level of the ECE radiometer mainly due to the intrinsic thermal noise is not enough to mea-
sure the small amplitude electron temperature fluctuations induced by turbulence. Cross
correlation analysis of two ECE channels can be used to resolve the electron temperature
fluctuations by eliminating incoherent thermal noise in these two channels. The ECE ra-
diometer which is optimized for the cross correlation technique used to resolve the electron
temperature fluctuations is the Correlation ECE diagnostic. In the past, the cross correla-
tion technique was applied to resolve the temperature fluctuations in the ECE radiometer
in C-Mod, but no fluctuations above the statistical limit were resolved [168]. Gyrokinetic
analysis using GYRO suggested the poloidal resolution was not enough to resolve the fluc-
tuations in C-Mod.

A new CECE diagnostic was designed and built based on the constraints obtained from
the gyrokinetic simulations. This diagnostic has two main parts, the optical system and
the receiver. The optical system detects the second harmonic X-mode EC radiation on the
low-field side because of the accessibility. In order to achieve the high poloidal resolution,
the optical system was designed to have the beam diameter close to or less than lcm. The
optical system was also designed to modify the beam pattern by changing the ex-vessel
module with the same in-vessel optics. Because of the required high poloidal resolution and
spatial constraints, the spectral decorrelation scheme was used. The sensitivity level given
in Eq. 2.12 should be as low as possible, but decreasing the sensitivity level by increasing
the IF bandwidth, Brr, or decreasing the video bandwidth, B4, is limited by the required
resolution and condition for the turbulence measurements. From gyrokinetic analysis results,
these parameters were limited as Brp <250MHz and B,;; >0.5MHz for the turbulence
measurements.

Before attempting the turbulence measurements, we verified the performance of the
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receiver and the spectral decorrelation scheme from a laboratory test. We also checked the
crosstalk in the digitizer and found proper pairs of channels we can used for the CECE
diagnostic. After the diagnostic was installed, the CECE signals were cross-calibrated by
the ECE radiometer [31]. Through the calibration, we confirmed that the CECE diagnostic
is working as an ECE radiometer for electron temperature measurements.

After we confirmed that this diagnostic works properly as an ECE radiometer, we up-
graded the system for turbulence measurements. The optical system is optimized for mea-
surements near the edge region (p ~0.8), and a high pass filter was added to remove the
DC signal and use the full dynamic range of the video amplifier and digitizer. In order to
obtain the low sensitivity level, Brp was set to 200MHz and B,;q was set to 0.5MHz in
most measurements. After upgrades, the poloidal resolution of the CECE diagnostic was
ks < 9.8cm~! and the sensitivity level was about 0.3% with the averaging time, At=0.5
sec. As a result, the electron temperature fluctuations near the edge (p ~ 0.8) were resolved
in Alcator C-Mod plasmas. The optical system was modified to extend the measurement
region deeper into the core. It was successful, but the measurement region was limited to
p > 0.7. Nevertheless, this result, extending the measurement region with the modified
optics, indicates that the high poloidal resolution is critical in the electron temperature fluc-
tuation measurements in Alcator C-Mod as predicted by the gyrokinetic simulation. In the
following sections, it will be discussed how the measured fluctuations are analyzed (Chapter

3) and the physics results obtained from the measurements (Chapter 4-6).
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Chapter 3
Transport analysis method

This chapter introduces the transport analysis methods used in this study. They are the
turbulence measurements mainly by CECE (section 3.1), profile analysis (section 3.2), exper-
imental transport analysis (section 3.3) and gyrokinetic analysis (section 3.4). Each method
will be explained in a section of this chapter. However, we need to note that these four

approaches are connected, not independent of one another.

The first approach is to observe microscopic changes in turbulence, mainly electron
temperature fluctuations measured by the CECE introduced in Chapter 2. As explained
in Chapter 1, turbulence is a strong candidate for anomalous transport, and studying the
changes in turbulence with different discharge conditions will elucidate the physics related
to anomalous transport. The analysis used to study changes in electron temperature fluc-

tuations using CECE is discussed in section 3.1.

The second approach we used is to study changes of macroscopic profiles such as tem-
perature, density and rotation. The change of profiles are the result of confinement and
transport in the plasma. External heating and particle flux will also affect the profiles. At
the same time, as shown in Chapter 1, the characteristics of profiles such as the gradient
scale length and collision frequency affect turbulence and transport. In order to study how
the profiles affect the turbulence, we first need to analyze the profiles and to estimate the
parameters relevant to turbulence such as gradient scale length, the ratio of electron and ion
temperatures and collision frequency. Using the results from this analysis, we may predict
the characteristics of turbulence in the plasma. However, this prediction will not be accurate

since various parameters can affect the turbulent transport. More sophisticated prediction
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can be performed by using gyrokinetic simulations with experimental profiles as input, which
is the fourth approach which will be discussed in section 3.4. The gyrokinetic simulation
code, GYRO (28] was used in this study. As preparation for the simulation, profile analysis,
including fitting the profile and the estimation of the uncertainty, should be performed on
the experimental data. The profile analysis for this purpose is explained in section 3.2.1.
We also performed the self-similarity analysis by applying the method used in TCV [142]
to see how the turbulence affects the profiles. This analysis method is explained in section

3.2.2.

Characteristics of transport such as heat flux and diffusivity can be obtained from power
balance analysis using the experimental profiles and the measured quantities required for
the power balance analysis, such as total heating power, plasma current and so on. Power
balance analysis was performed by using the code TRANSP [4]. TRANSP is an experimental
transport code which solves not only power and particle balance equations, but also the
quantities or profiles which are not measured feasibly in the experiments such as RF and
Ohnﬁic heating profiles. The profile analyzed in section 3.2.1 is also used as the input profile
for TRANSP. It is noteworthy that TRANSP is also used to prepare the GYRO input profiles
that are not directly measured in the experiment, such as the ExB velocity and the ExB
shearing rate. The experimental transport analysis using TRANSP including the prepartion

of GYRO input profiles is explained in section 3.3.

Lastly, section 3.4 will describe gyrokinetic simulations using the GYRO code, includ-
ing the code itself and the simulation set-up used in this study. Gyrokinetic simulations
including GYRO are sophisticated prediction tools for the transport induced by turbulence.
Thus, we can use it as an interpretation tool for the observed or analyzed fluctuations or
transport behavior in the experiments. However, the validation studies for these gyrokinetic
simulations are still in progress as mentioned in Chapter 1. Thus, we need to not only study
the characteristics of turbulence given by GYRO but also validate the results from GYRO
by comparing them with the measured fluctuations explained in section 3.1 and the exper-
imental transport parameters explained in section 3.3. For the comparison of the electron
temperature fluctuations between the simulation and the measurements, the post processing
is required to consider the experimental conditions related to the measurements [22, 73]. The
model used in the post processing is called the synthetic diagnostic. The synthetic CECE

diagnostic used for the comparison of the CECE measurements with the GYRO results is
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explained in section 3.4.4.

3.1 CECE signal analysis

3.1.1 T, fluctuation level calculation

This subsection will explain how T, fluctuation level is calculated from the CECE measure-
ments in this study. We can calculate the electron temperature fluctuation level from either
the correlation coefficient, Cyy, as performed in [141], or the cross power spectrum, Gz (f),

as performed in [37].

The cross correlation coefficient (Cyy) is defined as [17],

Rey(7)

vV Ra:x (0) Ryy (0)

where 7 is the lag time, R;;(0) and Ry, (0) are the auto correlation functions of each signal

Cry(T) = (3.1)

when lag time, 7, is equal to 0, and R.y(7) is a cross correlation function of the two signals,

and are written as follows [17].

., |

Ryo(1) = % /0 z(t)x(t 4 7)dt (3.2)
1 T

R(r) = 1 | wltlyte+ )t (33)
T

Ray(r) = /0 2(&)y(t + 7)dt (3.4)

If two CECE signals have coherent temperature fluctuations and incoherent thermal (ran-
dom) noise, Rgy(0) will be proportional to the amplitude of time-averaged electron tem-
perature fluctuations, and we can obtain the relative temperature fluctuation level (7,/T%)
from the Cyy(0) value (see Appendix E).

We can also observe electron temperature fluctuations using the cross spectral density

function (Gyy(f)) or the coherence (vzy(f)) spectrum. The coherence () is defined as

it
_ |Gy (HPP
5 =\ GG (3:5)
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Figure 3-1: Normalized emissivity curves of 2 channels whose center frequencies are
241.5GHz and 242GHz, respectively, with 200MHz bandwidth for one C-Mod dis-
charge (shot 1120626023, t:0.9-1.4s). The purple horizontal line above the emissivity
curve indicates the typical radial correlation length of turbulence, [, estimated in
Chapter 2 via gyrokinetic simulations (GYRO).

where the Gz (f) and Gyy(f) are auto spectral density functions for signals x(t) and y(t),
and Gy (f) is a cross spectral density function of the two signals.

The meaningful turbulence features will be coherent, and will be larger than the statis-
tical limit of coherence, which is taken to be the standard deviation of the coherence [17].
We can determine the amplitude of the coherent fluctuations by integrating the cross spec-
tral density function (Ggy(f)) in the frequency range where we observe fluctuations above
the statistical limit. Since parasitic noise can also lead to coherent fluctuations above the
statistical limit, we need another tool to determine whether or not the coherent fluctuations
are real turbulent fluctuations. The cross phase angle (6,,) can be a tool for this. The cross

phase angle (6,,) is defined as [17],

Hﬂ:y(f) = tan C:cy(f)

(3.6)

where Guy (f) = Cay(f) — jQay(f).
In the CECE measurements in C-Mod, two channels are usually separated by 0.3-0.5GHz,

which corresponds to 0.1-0.2cm, but the radial linewidth of the EC emission is about lem as
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estimated in section 2.3.3. As shown in Fig. 3-1, this implies that the emission volumes of the
two channels are significantly overlapped in physical space. Since the emission volumes of the
two CECE signals used for cross-correlation in C-Mod are mostly overlapped, real turbulent
fluctuations from the two signals are likely to be in phase and will not have a random phase
relation. In contrast, parasitic noise from two signals does not necessarily have a fixed
phase relation. That is, the cross phase between parasitic noise from two signals will vary
randomly. Figure 3-2 shows an example. We can see the evident broadband fluctuations in
f<170kHz in Fig. 3-2(a), but small peaks are also observed in >200kHz. However, we can
see the evident difference in cross phase spectrum in £<$170kHz and the other region. The
cross phase in f>200kHz varies randomly, which indicates the peaks in this region result from
the coherent noise between the two signals, not from the coherent turbulent fluctuations in

the plasma.

Thus, we can distinguish the real physical fluctuations from noise with more confidence
by using both the coherence and cross phase spectrum. Once the frequency range is decided,

then the temperature fluctuation, T., is,

-9 f2
Te" = cgpey ] Gzy(f)df (3.7)

where Cy and Cy are calibration factors for the two CECE signals, x(t) and y(t).

The T, value will be proportional to the mean value of the signal. That is, Te = ¢ ~
¢y§, where Z indicates the mean value of the signal, x(t). The second equality comes from
the assumption that the electron temperatures from the two signals are almost same. As
mentioned earlier in this section, the emission volumes of the two channels used in the CECE
measurements separate radially much less than the radial broadening width of the measured
EC emission. Thus, the two channels have almost same electron temperature. Then, the
relative fluctuation level will be,

T, _ [JEGw(Ddf 58)
Te zy '

It is noteworthy that the calibration factors, c, and ¢, are cancelled out. Thus, we do not

need to calibrate the CECE diagnostic for fluctuation measurements. In most measurements,

CECE signals are high pass filtered as mentioned in section 2.3.2. Thus, it is not possible to
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Figure 3-2: (a) Coherence (y) and (b) cross phase spectrum of two CECE signals in
one C-Mod discharge (shot:1120626023, t:0.9-1.4sec). Horizontal dotted line in (a)
indicates the statistical limit of coherence, and the shaded area indicates the frequency
range for the real turbulent electron temperature fluctuations.
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measure the mean value of the signal directly. Instead, the radiometer formula (Eq. 2.7) can
be used to estimate the mean value of the signal. The radiometer formula can be rewritten

as follows.

TRMS s.d.[x] 2Bm'd
— — — 3.9
T T V Bir (3:9)

where s.d.[x] is the standard deviation of x(t), which is the RMS deviation from the mean

value.

We can then estimate the mean value of the signal from its standard deviaton if thermal
(random) noise is dominant in the signal. Then, using Parseval’s theorem [85], we can easily

derive the relative electron temperature fluctuation level given as Eq. 3.10.

7, 2ByiaT [f|Gay(£)ldS (3.10)
Te — \ 2Brrfo"1Xo(H)PAS f571Yr(f)[2df10 '

where [f1, f2] is the frequency range for cross spectral density integration, and Xz (f) and
Yr(f) are the Fourier transformed quantities during time length, 7. The derivation of

Eqg. 3.10 is given in Appendix E.

In this study, we calculate the relative electron temperature fluctuation level from the
coherence and the cross phase spectrum rather than from the cross correlation coefficient.
This is because we can minimize the effect of the noise in the calculation of electron tem-
perature fluctuations from coherence and cross phase spectrum by excluding them in the
integration, while it is hard to exclude the effect of parasitic noise when the fluctuation level
is calculated from Cyy(0) as shown in Appendix B. However, we need to note that it is hard
to resolve the turbulent fluctuations from noise in the cross power (or coherence) spectrum
when the fluctuations are spread out in a wide frequency range with small amplitude, as
discussed in [141]. There is also a subtlety in determining the frequency range of the turbu-
lent fluctuations. The frequency range of the turbulent fluctuations is defined in this study
as the region where the coherence values are larger than their uncertainty and the absolute
value of the cross phase is smaller than 7/2 without random fluctuations in the cross phase
spectrum. However, the criteria for phase, smaller than n/2, is conservatively correct for

the coherent fluctuations. A more rigorous approach should be used in the future.

Two error sources are considered to estimate the uncertainty of the fluctuation level
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calculation, the random error from CECE radiometer’s signal and the uncertainty of the IF
bandwidth. The random error comes from the uncertainty of each point in Gy, calculated
from the given formula in [17]. In order to evaluate the uncertainty of the integrated value
based on the uncertainty of each point, we first generated 100 Gy spectra from the measured
Gqy spectrum by varying points in Gyy randomly, but weighted by the uncertainty given
in [17]. The fluctuation level of each randomly generated profile was then calculated, and
the standard deviation of these fluctuation levels was considered to be the random error.
The uncertainty of the IF bandwidth is set to 20%. The total error is calculated from error

propagation of the two errors.

3.1.2 Caveats in CECE signal analysis
The contribution of density fluctuations

As briefly mentioned in section 2.1.1, density fluctuations can contribute to the measured
fluctuations of the intensity of EC radiation. It is known that fluctuation signals in the
CECE diagnostic can be contaminated by density fluctuations when the optical depth, 7, is
low(7 < 2) for the second harmonic X-mode case, like in the CECE measurements in this
study [124]. In order to avoid this density fluctuation effect, CECE signals whose optical
depth, 7 < 2 at their cold resonance positions are excluded in this study. The contribution of
density fluctuations to the fluctuations in CECE signals can be estimated from the equations

given by [124],

T2 2 Re < Tpiie >
= (14 A28 + A28 4+ 2A(1+ A)—————
(1+ )T3+ ng+ 1+ A) Ton.

< LI} >

T2 (3.11)

where A = 1Tf§é(__ TT)) (1-— Xll_;:)?é(_:l)% I 5 is the intensity of each CECE signal used in the

correlation technique, and x is the wall reflectivity with a typical value of ~ 0.8 for a metal
wall facility like C-Mod.

From Eq. 3.11, it is required to know the relative density fluctuation level and phase
between density and temperature fluctuations to estimate the contribution of density fluc-
tuations to the measured radiation intensity fluctuations. When density fluctuations and
temperature fluctuations are in phase or out of phase, the contribution of density fluctua-

tions is maximum. In other words, the range of electron temperature fluctuations with a
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Figure 3-3: The upper and lower range of T, fluctuations with the optical depth values
when the measured fluctuation level of radiation’s intensity is 1% and n. fluctuation
level is 2%. The horizontal dashed line indicates 10% boundary of the measured
fluctuations, i.e., 0.9% and 1.1%.
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given density fluctuation level will be as follows.

L B 1T
1+A'T ne ~ T2 " 1+A'I Ne

] (3.12)

Figure 3-3 shows the upper and lower range of electron temperature fluctuations when
the measured fluctuation level of the radiation’s intensity is 1% and the electron density
fluctuation level is 2%. The horizontal dashed lines indicate the 10% boundary of the mea-
sured fluctuation level. We can see that the contribution of density fluctuations is less than
10% when 7 > 3, and will be less than 20% when 7 > 2. Thus, 7 > 3 may be sufficient to
approximate the fluctuations of the measured intensity as due to the temperature fluctua-
tions, but 7 > 2 is somewhat marginal in the case shown in Fig. 3-3. It is noteworthy that
the density fluctuation effect will be larger when the temperature fluctuation level is smaller
or the density fluctuation level is larger. Although we do not measure the local density
fluctuation level, it has been observed that the density fluctuation levels are comparable to
the temperature fluctuation levels in tokamak plasmas [179]. We used this information to
estimate the maximum contribution of density fluctuations. Since the maximum electron
temperature fluctuation level observed in the 2012 C-Mod campaign was less than 2.0%, it
is reasonable to assume the density fluctuation level is 2% to estimate the contributions of

34 T R P
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o the CECE measurements. The contribution of deusity fluctuations

to the measured fluctuations should be considered in the signals from the 7 = 2 — 3 region,

such as the measurements in Ohmic plasmas in Chapter 4.

Spectral analysis set-up

The standard spectral analysis technique described in [17] was used in the CECE signal
analysis. In order to reduce the random error in auto and cross power spectral density
functions (G and Ggy), ensemble averaging is required, and it is desirable to use more
sub-data sets in the averaging to reduce the random error. Thus, increasing total time
length or decreasing the time length of each sub data set (or the number of points in each
sub data set) will be helpful to reduce the random error. Increasing the total time length is
limited by the steady time period of each discharge. In most C-Mod plasmas, it is less than
0.6 sec. If we decrease the time length of each sub data set, then the spectral resolution of the

analysis will be worse since Af = 1/At,s, where Aty is the time length of one sub data

148



set. Thus, decreasing the time length of each sub data set will be limited by the required
spectral resolution. In the measurements, the spectral width of the measured broadband
fluctuations was around 50-200kHz. Thus, a spectral resolution Af of less than 10kHz will
be desirable. In the measurements, Af was set at around 6kHz (Ate,s ~0.2 ms when the
sampling rate is 6Ms/s) because most fluctuations in the coherence spectrum were resolved
more clearly when A f ~ 6kHz rather than ~3kHz as shown Fig. 3-4. It is hard to resolve the
broadband fluctuations in Fig. 3-4(a), where Af ~3kHz, while the broadband fluctuations
(70-170kHz) can be resolved as shown in Fig. 3-4(b), where Af ~6kHz and the number of
sub data sets used in the averaging is two times higher than (a), though the fluctuations are
weak. This difference is mainly due to the lower coherence level of random or thermal noise
achieved by increasing number of sub data sets used in the averaging. It is noteworthy that
the structure around 300kHz in Fig. 3-4(b) is not considered to be the coherent fluctuations

from the cross phase spectrum, not shown here, but which will be shown in Chapter 4.

As mentioned in section 2.3.2, a low pass filter (Butterworth filter with order, n=>5 [27]
was applied in the analysis to improve the sensitivity level given as Eq. 2.12. Using the low
pass filter, we checked whether or not Eq. 3.9 is valid in these measurements in one C-Mod
discharge (shot 1120502021,t=1.0-1.3 sec). We compared the ratio of standard deviation of
the CECE signal to its mean value with the expected thermal noise level given by Eq. 3.9 as
we varied the cutoff frequency of the low pass filter. In this discharge, the IF bandwidth was,
Brr=200MHz for Chl and 2, and Byp=100MHz for Ch3 and 4. Without low pass filtering
in post processing, B4 is determined by the sampling rate of the digitizer (=10Ms/s), since
the Nyquist frequency (5MHz) is smaller than the bandwidth of video amplifier (=6.5MHz).
As shown in Table 3.1, the measured values are matched within 10% with the expected
values from Eq. 3.9. This indicates two things. First, thermal noise is dominant in the
CECE signals. Thus, we can estimate the mean value of the CECE signal from its variance
or the sum of its Fourier transformed quantity (from Parseval’s theorem). Second, the low
pass filter used in this signal analysis works appropriately. In the spectral analysis for CECE
signals, we also applied the notch filter and high pass filter to remove the parasitic noise

when they are required as shown in Appendix B.

149



Coherence(y) of Te fluctuation

0.12
0.10 (@) Af~3kHz

0.08
0.061
0.04}

0.02F 1. N JYLD

0.00 statistical limi

0 100 200 300 400 500
f (kHz)

Coherence(y) of Te fluctuation

70 LOY? 303D 5¢°L-6'0 1 BZOFZS0Z L L 10YS

0.10 (b) Af~6kHz

Z0 LOY? 323D St'L-6'0 1 BZO9ZI0Z L L 1oYs

0.00 . .
0 100 200 300 400 500
f (kHz)

Figure 3-4: Coherence(7y) spectrum of two CECE signals in one C-Mod discharge
(shot:1120626028, t:0.9-1.4sec) with different time lengths of one sub data set. (a)
The time length of one sub data set, At.,s ~1ms, spectral resolution, Af ~3kHz and
the number points in one sub data set, ng,;=2048 (b) At.,s ~2ms, Af ~6kHz and
Nens=1024
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Channel (Byr) Byia The mesured noise level | The expected noise level
5MHz 0.22 0.22
Ch 1 (200MHz) | 1MHz 0.096 0.10
0.5MHz 0.070 0.071
5MHz 0.21 0.22
Ch 2 (200MHz) | 1MHz 0.092 0.10
0.5MHz 0.067 0.071
5MHz 0.30 0.32
Ch 3 (100MHz) | IMHz 0.13 0.14
0.5MHz 0.094 0.10
5MHz 0.31 0.32
Ch 4 (100MHz) | 1MHz 0.13 0.14
0.5MHz 0.096 0.10

Table 3.1: Comparison of the measured noise level, ratio of the standard deviation of
the signal to its mean value, with the expected thermal noise level given Eq. 3.9 in
one C-Mod discharge (shot 1120502021, t: 1.0-1.3sec)

3.2 Profile analysis

Although the data points and their uncertainties in the experimental profiles such as density
and temperature are measured, not only the raw data values themselves but also radial
gradients in the profiles are important to study turbulent transport as shown in Chapter 1.
The profile gradient and its uncertainty should be estimated through profile analysis. We
will introduce two different profile analysis methods in this section. The analysis method
explained in section 3.2.1 is mainly used to prepare the input profiles for the codes used to
interpret the transport (TRANSP, GYRO). In this analysis, the gradient was determined
mostly by B-spline fitting. The analysis method introduced in section 3.2.2 is to see whether
the gradient scale lengths of electron density and temperature profiles in the core region keep
similar among discharges with different discharge conditions. In other words, this analysis
method is to see the self-similarity explained in Chapter 1. The details of these two analysis

methods will be explained in following two sub-sections.

3.2.1 Profile analysis for input profile preparation for GYRO
and TRANSP '

This section will describe the profile analysis performed to prepare input profiles for GYRO

and TRANSP, such as electron density (ne), electron temperature (7¢), ion temperature

151



(T3), and toroidal rotation (V;) profiles. We first see important profiles (or parameters) for
the analysis using GYRO and TRANSP. As explained in Chapter 1, the gradient scale length
of temperature and density such as a/Ly, a/L,, and a/Lt, are important parameters in
turbulent transport models. These parameters will be calculated from the radial profiles of
ne, Te, and T;, and these radial profiles are input profiles for the transport analysis codes
used in this study, TRANSP and GYRO. Toroidal rotation is also crucial in the transport
analysis. The radial gradient of the toroidal rotation profile affects the ExB shearing rate,
which stabilizes the turbulence [26]. The rotation velocity itself also affects the spectrum
shape of turbulence measurements due to the Doppler effect. In addition, the parameters
related to the impurity such as Z.s and the fraction of main ion (np/n.) should be specified
in the transport analysis. Z.s; is defined as follows.

EniZi

Zeops = (3.13)

where n; is the density of each impurity in the plasma, and Z; is the charge of each impurity.

Ze ¢ affects the transport by decreasing the non-adiabatic electron response, in which the
trapped particle is dominant. This is because the collisionality, which determines the trapped
particle’s effect, is a function of Z,¢¢. The lower np/n. will decrease the transport due to the
ITG mode by a dilution of the main ion and the modification of the mode-particle resonance
[104]. Although we are not capable of measuring the radial profile of Z. ;s and np/n., their
average values can be estimated from the analyzed profiles, the equilibrium reconstruction

[96] constrained by magnetic diagnostics [14], and the spectroscopic measurements [14].

The measurements used for the profile analysis are in the following. The Thomson scat-
tering diagnostic [84, 14] was used to measure the n, and T, data, and the ECE grating
polychrometer diagnostic [14, 115] was also used to measure T,. T; and V; data were mea-
sured with high resolution imaging x-ray spectroscopy (HIREX) [87, 122] for the core region
(r/a<0.8-0.85). T; measurements by HIREX have the known instrumental offset issue (100-
200eV). This will be not a critical problem for the core T; profile, but this issue can be
critical if we are interested the transport near the edge region (r/a~0.85) as in the analysis
performed in Chapter 4. In order to avoid the large uncertainty because of the offset issue,
charge exchange spectroscopy (CXRS) [103] was used for the edge T; profile (r/a>0.85). V;

measurements by HIREX also have a large uncertainty near the edge region. CXRS was
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also used for edge V; data where CXRS measurements are reliable (0.85<r/a<0.9 for the
discharges in Chapter 4). HIREX measures the temperature and velocity of Argon (Ar)
from the line emission of Arl6t and/or Ar'"™* depending on the discharge condition, while
CXRS measures the temperature and velocity of Boron (B) from the radiation generated by
the charge exchange reaction of B>t. Because of high collisionality in the near edge region,
the temperature and toroidal velocity of two impurities will be well-coupled [182]. Figure 3-5
shows the T; and V; data measured by HIREX and CXRS for the Ohmic discharge used
in transport analysis in Chapter 4 (shot 1120626023, t:0.9-1.4sec). It is noticeable that the
data from the two different diagnostics are matched within their uncertainties near the edge
region (r/a>0.85), which suggests that T; and V; of the two impurities (Ar and B) are well
coupled near edge region. However, it is noteworthy that the poloidal velocity of these two
impurities will not be coupled in the near edge region because of magnetic pumping of both

species [182].

We then obtain the radial profiles through the proper fitting and adjustments on the
measured data. For n. and 7T, profiles, the fitting tool commonly used in C-Mod (fiTS)
was applied to the measured n, and T, data. This fitting tool (ATS) applies B-spline fit-
ting in the core region, and the modified tanh fit [65] in the edge region. The two fitting
lines are connected by applying cubic interpolation in the joint region between the core and
edge regions. The core and edge regions in fiTS vary with the discharge conditions and the
measurement position of edge Thomson scattering. More details about fiTS can be found in
[1]. The time-averaged n. and T, profiles of each time slice fitted by fiTS in the stationary
time period in the discharge were used in the study, and their uncertainty was estimated
from the standard deviation of each time slice in the stationary period. These time-averaged
profiles were also used as input profiles for TRANSP and GYRO. The uncertainty of a/LT,
and a/L,, were estimated from the uncertainty of n. and T, and the uncertainty of their
gradients, which was also estimated from time averaging, through error propagation tech-
nique. In order to obtain the T; profile, we first need to estimate the instrumental offset in
the measured T; data by HIREX. This offset value was estimated by the measured neutron
rate with the estimated np/n. value from spectroscopic measurements (an example can be
found in [120] or Appendix F.). The T; profile in each time slice was then obtained by
B-spline fitting on the T} data from HIREX with the estimated offset when only the core

profile is of interest. When the T profile near the edge region is important, which is the case
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Figure 3-5: The comparison of T; and V; data measured by two diagnostics (HIREX
and CXRS) in one Ohmic discharge (shot: 1120626023, time :0.9-1.4sec (a) 7; [keV]
data measured by HIREX(red triangle) and CXRS (blue square) (b) V; [km/s] data
measured by HIREX(red triangle) and CXRS (blue square).
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in Chapter 4, the core T; data from HIREX with the estimated offset and the edge T; data
by CXRS were used in B-spline fitting. As used in the n. and T, profiles, time averaging
in the stationary time period was applied to the T; profile, and this profile is used in the
transport analysis. In the error analysis, we included the uncertainty of the instrumental
offset, photon statistics, profile asymmetries and time variation for 7; data by HIREX, and
we considered the uncertainty of the data and the time variation for 7; data from CXRS.
The error propagation technique was then used to estimate the uncertainty of the T; and
a/Lr, profiles. Similar to the T; profile analysis, the combined V; data from HIREX and
CXRS were used when the V; profile near the edge region is important, and the core HIREX
data were used when only the core profile is included in the analysis. The Bspline fitting is
also used to obtain the V; profile for each time slice during the stationary time period, and
the average profile of all fitting profiles is used for the input rotation profile. The standard
deviation of all fitting profiles is considered as the error of the toroidal rotation profile. The
Zegs value is estimated from the neoclassical resistivity calculation [143]. The details of the
profile analysis for T;, V; and the estimation of Z.¢f and np/n. values for Ohmic discharges

used in Chapter are explained in Appendix F.

3.2.2 Self-similarity analysis

As mentioned earlier, self-similarity analysis was performed in this thesis to study the
changes in profile self-similarity (the shape of the profiles) with different discharge con-
ditions or with transport phenomena by adopting the analysis technique applied in TCV
[142]. A recent study in TCV showed two interesting features in profile changes with dif-
ferent discharge conditions such as external heating power, plasma current, plasma shaping
(triangularity) and average electron density in L-mode discharges [142]: the correlation be-
tween the changes in the profiles in the edge region (p = 0.8, where p, is the square root
of the normalized plasma volume) and confinement improvement (or L-mode pedestal) and
maintaining a similar shape of core n, and T profiles (piny < py S 0.8, where piny is the
sawtooth inversion radius) [142]. The core T, profiles in TCV were represented by an ex-
ponential function, and the power of the exponential function for core T, profiles remains
similar in spite of the change in the discharge conditions, maintaining a similar shape of the

profiles. The same tendency was also observed in the core n. profiles in the same study.
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Figure 3-6: An example of self-similarity analysis results in TCV. The analysis per-
formed for four ohmic dischasrge in TCV with different average density levels. A solid
line indiates an exponential fitting line for the core profiles, and a dashed line denotes
a linear fitting line in the edge profiles. (a) n. profiles in the whole radial region (b)
edge n, profiles (¢) T, profiles in the whole radial region (d) edge T, profiles. Adapted
from O. Sauter et al, 2014, Physics of Plasmas, 21, 055906, copyright 2014 American
Institute of Physics.

Previous studies in C-Mod and other tokamaks also showed a similar shape of core T, pro-
files [137, 63, 62] and the importance of the edge region in improvements of confinement in
H-mode discharges [63, 62, 42, 118]. A study in TCV [142] quantified the similar shape of
core profiles by applying an exponential fit. This study also extends the importance of the

edge region to L-mode discharges, and the shape of edge profiles is quantified by a linear fit.

Figure 3-6 shows an example of the analysis results performed in TCV. In this figure,
four ohmic discharges in the linear ohmic confinement (LOC) regime with the scan of average
density were analyzed. As explained in section 1.3.1, the energy confinement time increases

with average density in the LOC regime. It is shown that both n. and T, profiles of ohmic
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discharges with different average density levels can be fit by the exponential fitting line
(solid) line with the same exponential power, while the edge region is not fitted well by the
exponential function. This figure also shows that the linear fit works in the edge n. and
Te profiles in these Ohmic discharges, but the slope and the value of the linear fitting line
at py,=1.0 vary with the average density value, which indicates the correlation between the
edge profiles and the global confinement. It is interesting to investigate whether or not the
findings in TCV, profile self-similarity quantified by an exponential fit and the importance
of the edge region (p, > 0.8) in L-mode discharges, are universal by analyzing profiles in

Tokamaks other than TCV.

In this study, we will apply the same analysis method used in TCV [142] to the n, and T,
profiles in the Alcator C-Mod tokamak [102]. That is, we will first apply the exponential fit
to the core n, and T, profiles, and apply the linear fit to the edge n. and T, profiles in C-Mod
Ohmic discharges in different Ohmic confinement regions. The change of fitting parameters
for the core and edge profiles across the Ohmic confinement transition will then be studied
to see if the results in C-Mod are consistent with the findings in TCV. We will also extend
these analyses to the high energy confinement regimes, i.e., H-mode and I-mode. While
both particle and energy confinement is improved in H-mode, only energy confinement is
improved in I-mode. In other words, I-mode has H-mode like T, profiles and L-mode like n,
profiles [180, 164]. Comparing the fitting parameters for n, and T, profiles with the changes
of confinement regime (L/I/H-modes) will be not only interesting for understanding I-mode

and H-mode, but is also helpful to understand both energy and particle transport generally.

In order to analyze the self-similarity and the change of profile shapes in the edge in
Alcator C-Mod, the Thomson scattering diagnostic [84] (for n. and T,) and the ECE diag-
nostic [115] (for T,) were used. In the same way as described in [142], a flat profile shape
was used to fit inside the sawtooth inversion radius (p, < pinv), and exponential and linear
fits were applied in the core (piny < pv < Ppeq) and edge regions (pv > ppeq), respectively.
Pped is the outer boundary of the core region, where the exponential fit is valid. That is, the

T, profile on outboard side was fitted with the following three equations.

Te(Pv) = Te,o for Pv < Pinv
Te(Pv) = Teyo'e—)\Te(pu—Pmu) for Pinv < Py < Pped,Te (3'14)

Te(pv) = Te,edge + p1, (1 = py)for p, > Pped,Te
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Here, T, is the averaged T, value in p, < piny, and Az, is an exponential fitting
parameter. This parameter is approximately a normalized gradient scale length, a/ Lz,
in the core region, where a/Lx = %|%X| and a is the minor radius. That is, Ay, =
7 9e = a/Lr|l{&|. It may be possible to resolve the variation of the gradient
scale length in the core region using another fitting method such as bspline fitting.
Nevertheless, if an exponential fit works well within the uncertainty of the data, the
variation of Ar, in the fitting region will be small enough to consider Az, as a good
parameter which can represent a characteristic of the profile in the fitting region,
which is the average gradient scale length. The fitting parameter in the edge region,
Ur,, is the slope of the linear fit, and T c4¢ is the T, value at p,=1.0, determined by
the linear fit. pr, and T¢qqc have the same units as T.. In this analysis, we define
the pedestal position of the T, profile, ppeqre as the radial location which has the

minimum difference between the two fitting lines (exponential function and linear

function) at p, > piny- The same equations and definitions are used for the n. profile.

In order to mitigate a scatter in the data, we used the data within one standard
deviation from time averaging in each confinement regime when the time length of the
confinement regime is longer than 0.1 sec. When the time length of the confinement
regime is less than 0.1 sec, all raw data were included in the analysis since there were
less than 5 data points at each radial location, which is not enough to use any sta-
tistical techniques. Equilibrium reconstruction (EFIT)[96] constrained by magnetic
diagnostics [14] was used to map the measurement locations of Thomson scattering
and ECE diagnostics to the normalized axis, the square root of normalized plasma
volume, in this study. Although we use the square root of normalized plasma volume
as the horizontal axis to compare results between C-Mod and TCV, it is noteworthy
that the analysis results are not different when the square root of normalized toroidal

flux is used as the horizontal axis.
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3.3 Experimental transport analysis using TRANSP

In the last two sections, we discussed the analysis methods for the measured fluc-
tuations and profiles. In this section, we will discuss how to obtain the transport
coefficients and the transport relevant quantities which are not measured in the ex-
periments. It is noteworthy that heat fluxes are most important quantity obtained
via this analysis, since the experimental heat flux levels obtained in this analysis will
be used to not only study the changes in the experimental heat transport but also to
validate the simulated heat transport by gyrokinetic simulation code, GYRO, which
will be explained in section 3.4. It is possible to obtain these quantities by solving
transport equations such as the energy and particle conservation equations. Since
several transport equations are coupled, it is impossible to solve them analytically. In
this study, we use the transport analysis code, TRANSP [4] to obtain the important
transport quantities which were not measured, such as heat flux. TRANSP is also
used to prepare the input profiles for gyrokinetic simulation, GYRO. A detailed this
code is out of the scope of this study, and can be found in [4, 59, 68, 113]. In the

following sub-sections, we will explain how we use TRANSP for this study.

3.3.1 Estimation of experimental heat flux using TRANSP

The procedure of heat flux estimation in the TRANSP is briefly reviewed in this
section. We will first see the form of the transport equation that TRANSP solves.
Since charged particles move along the magnetic field, diffusion along the magnetic
surface in a magnetically confined plasma is much faster than the cross-field diffusion,
which makes the transport quantities almost constant on the magnetic surface. In
a tokamak plasma, we can also make use of toroidal symmetry. Then the transport
equations should be solved only along the radial direction. In order to map the trans-
port quantities correctly to the magnetic surface, we must consider the 2D plasma
equilibrium due to a non-circular plasma cross section in most experiments. The
term 1.5D is used to describe a 1D (poloidally averaged) transport solution, in a 2D

magnetic geometry [113]. The measured quantities are usually not enough to solve
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these 1.5D transport equations, so some quantities must be estimated by modelling.
For this reason, TRANSP is coupled with other models for plasma equilibrium, wave
heating and so on. The basic structure of TRANSP can be found in [68, 113]. The
main reason for using TRANSP in this study is to estimate the experimental elec-
tron/ion heat fluxes and diffusivities. These quantities are obtained through solving
the electron and ion energy conservation equations. When the viscosity terms are

neglected, the electron energy conservation equation is given as follows.

%(neTe) +V- 7e,cond +V. (gneTeve) - 76 . V(TleTe) =

N W

(3.15)
POH+Pe:vt,e_-Pz'on_Prad—Qie

where electron heat flux by conduction, ge cond, is defined as ge cong = nexe% with
electron heat diffusivity, xe. Poy is the Ohmic power, defined as Pog(r) = j2(r)/o(r)
where j(r) is the current density profile and o(r) is the conductivity. Pese is the
external heating power absorbed by electrons, and P, is the power loss due to
ionization of a neutral. F,,4 is the radiation power loss and g;. is the power loss by
transfer to ions through coulomb collisions, defined as ¢, = %%[Z] (T, — T;) with
electron collision time, 7, and [Z] = 1 Zjn—fgz where Z; and A; are the charge and

T e
atomic weight of ion species j.

The notation for the radial and temporal dependence of each term is ignored for the
simplified notation, but it is noteworthy that Eq. 3.15 is solved in each radial location
at each time slice. The first term on the left side of Eq. 3.15 represents the rate of
change of electron energy, and the second term indicates the conduction power loss.
The third and fourth terms indicate the convective power loss and the work done by
electrons against the pressure gradient. These two terms can be expressed differently

through simple algebra as below.

\& (gneTeﬁe) - 76 ’ v(neTe) =V (gneTeﬁe) + neTeV ) (76)) (3'16)
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In this case, these two terms will represent the convective power loss and com-
pression power loss. It is noteworthy that convective power loss can be represented
differently from the theoritical model for the flux, used in the analysis, as shown in
[68].

Neglecting viscosity terms, the ion energy balance equation is given similarly as

follows.

M| o
@

)+ V- Qicona + V- (Eniﬂﬁi) — V- V() =
2 (3.17)

Perti — Pox + Qe

The left hand side of Eq. 3.17 is almost identical. On the right hand side, similarly
tO Ge,cond, i0n heat flux by conduction, ¢; cond = nixi%i, with ion heat diffusivity, x;.
P, ; is the external heating power absorbed by ions, and Prx is the power loss due
to charge exchange with neutrals.

In TRANSP, the heat flux and diffusivity of electrons and ions are obtained by
estimating all terms except for the conduction power loss term. The rate of energy
change (first term on the left hand side in Eq. 3.15 and 3.17) can be calculated from
the measured density and temperature profiles. For the third and fourth terms in
Eq. 3.15 and 3.17, the radial flow velocity must be known, and can be estimated from

the particle conservation equation given as follows.

Ong

ot +V. ?a = Pvol,c + Swall,a (318)

where o can be electrons or any ion species, [' is particle flux, Sy, and Sy.; are
volume and wall sources of the particle, calculated by modelling.

For the Ohmic power calculation, conductivity (o(r)) can be calculated from one
of the neoclassical models, and current density profile (j(r)) can be either measured
or estimated from the poloidal magnetic field diffusion equation, given as,

0By O 1 0

Bt Or\rana() B 0 (319
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External heating power for electrons and ions, Pyt and Peyy;, should be obtained
from another model depending on the external heating method used in the experi-
ment. For example, the TORIC model [20, 181] is used to calculate the Ion Cyclotron
Resonance Heating (ICRH) power deposition in C-Mod. Neutral transport modelling
is required to estimate P,,, and P.. Last, ¢, can be estimated from the measured
density and temperature profiles with the assumption that the ion density profile
shape is the same as the shape of electron density profile.

Once all terms except for the conduction power loss term, V-?e,c(md and V'?i,cond
will be simply obatined from Eq. 3.15 and 3.17. Then, using the Divergence theorem,
we can calculate the total heat flux from both conduction and convection as shown
in Eq. 3.20, and heat diffusivity will be simply estimated from its definition, x =
Geond/NOT [ Or.

V(ro,to)
1 t ) ‘/0\ V. (7cond(7’, t) + 700”1) (’I‘, t)) dv (320)

q(rrO’ tO) = A(T

where A(r,,t,) and V(r,,t,) are the area and volume of the flux surface at r = r,

and t = t,, and 760,“, (r,t)) is the heat flux due to convection.

3.3.2 TRANSP code set-up in this study

As shown in the previous section, one must use various models and measurements
to obtain each term in Eq. 3.15 and 3.17. Depending on the model or the measure-
ments used in the code, the heat flux value estimated from TRANSP will vary. Thus,
we must clarify the TRANSP set-up used in this study. First, the inputs used in
TRANSP were as follows: the n., T,, T;, and V; profiles and Z.¢s value, analyzed in
section 3.2, the total plasma current, I,, measured by the Rogowski coil [14], Prqq
measured by bolometry [14], neutron rate measured by the neutron detector [14], and
external heating power (Ion Cyclotron Resonance Heating (ICRH) for C-Mod). The
input profiles are mapped on r/a coordinates in this study. We used the “pretransp”,
GUI (Graphical User Interface) developed by IDL, to provide the prepared inputs
to TRANSP. The input profiles are re-mapped onto the flux coordinates (onto the
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normalized square root of toroidal flux) in TRANSP. For this mapping and equilib-
rium calculation, the fixed boundary solver, TEQ [4] was used in TRANSP. For the
current density profile, the poloidal magnetic field diffusion equation (Eq. 3.19) was
used. Conductivity (o(r)) was estimated using the NCLASS module [76]. NCLASS
solves the fluid force balance equations for multiple species to determine the neoclas-
sical transport quantities. This code is also used to estimate the bootstrap current.
The profile of ICRH power was determined by the TORIC code, which calculates the
wave propagation and absorption in the plasma [20, 181]. Last, the convective power

loss, @eony is defined in TRANSP as follows.
5
Geonw = V + (aénTﬁ). (3.21)
where « is a free parameter.

In this study, « is set to 2/3, which means the convective power loss term in

Eq. 3.16 is used instead of the third term on the left hand side of Eq. 3.15 and 3.17.

The uncertainty of the experimental heat fluxes can be estimated in two ways. We
can estimate it from the uncertainty of each term in the power balance through the
error propagation technique such that 0% = 0% + 02 with an uncertainty, o, and the
sum of X and Y, Z(=X+Y), under the assumption that X and Y are uncorrelated.
Figure 3-7 shows the profiles of each term in the electron and ion energy balance
equations (Eq. 3.15 and 3.17) for one C-Mod discharge. It is shown that Pog, Prag
and g;e are dominant in the electron power balance and ¢;. is dominant in the ion
power balance equation. We can then estimate the uncertainty of g; and g, from the
uncertainty of Pog, Preq and ¢,.. More details are shown in Appendix H. We can
also estimate the uncertainty of heat fluxes from a group of runs with different input
parameters within their uncertainties. In this method, we will obtain a range of the
heat flux values within the uncertainty of input parameters. Assuming the heat flux
values of each run are not correlated, it is possible to convert the obtained range of

the heat flux to its standard deviation [108].
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Figure 3-7: The power of each term [MW/m?] in the (a) ion power balance equation
and (b) electron power balance equation in one C-Mod discharge (shot : 1120626023,
t: 0.9-1.4s). Energy gain has a positive sign and loss is presented by a negative
sign. In (a), black : the power transferred from electrons to ions by collisions, g,
purple : the rate of change of ion energy, blue : ion conduction power loss, orange :
ion convective power loss, green : ion compressional power, red : power loss due to
charge exchange. In (b), black : Ohmic heating power, purple : the rate of change
of electron energy, blue : electron conduction power loss, red : electron convective
power less, light blue : power loss due to radiation, green : g, yellow : electron
compression power, red : power loss due to ionization

3.3.3 Prepration of input files for the gyrokinetic simulation

(GYRO)

The analysis using TRANSP is deeply related to the gyrokinetic analysis, which
will be explained in the next section. The experimental heat fluxes estimated from
TRANSP will be compared with the simulated heat fluxes by the gyrokinetic simu-
lation (GYRO) to validate the gyrokinetic model. TRANSP is also used to prepare
the input profiles for the gyrokinetic simulation (GYRO). In the GYRO input prepa-
rations, we use TRANSP for two purposes. First, we obtain the unknown quantity
required to run GYRO from TRANSP, which is the radial electric field, E,, profile.
NCLASS, mentioned in section 3.3.2, was used to estimate the E, profile. In this
study, we used the toroidal velocity of impurity (Ar) as input, and NCLASS calcu-
lates the E, profile using the input toroidal velocity profile and the estimated poloidal
velocity from the neoclassical calculation. The E, value itself affects the rotation fre-

quency in GYRO inputs, and its gradient determines the £ x B shearing rate, which
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are important to the stabilization of turbulence. However, the agreement of the neo-
classical poloidal velocity with the experimental value is questionable [64, 149, 35],
and this can be an issue in the comparison of GYRO outputs with the experiments
as will be shown in Chapter 4. Second, we use the TRANSP output files to generate
GYRO input profiles. To generate GYRO input profiles, a plasma state netCDF
file is first generated using TRANSP outputs through the TRXPL software [6]. This
plasma state file is used to generate GYRO input profiles through profiles _gen utility
[5]. It is noteworthy that the time-averaged profiles are used in GYRO, and averaging
was performed using TRXPL after the TRANSP run is done. Thus, the TRANSP
input profiles are not time-averaged profiles, they are profiles at each time slice, and
heat fluxes and diffusivities are also a function of time and space. The presented heat
flux and diffusivity in this study are averaged in the post processing in the time range

we used for the analysis.

3.4 Gyrokinetic analysis using GYRO

The last analysis method introduced in this chapter is gyrokinetic turbulence simu-
lation using GYRO [28]. Gyrokinetic simulations were performed to understand the
physics related to transport phenomena we observed and to interpret the measured
fluctuations. As mentioned in Chapter 1, the validation of gyrokinetic simulation is
also an important task that should be performed. In this section, we first explain
the simulation setup used in this study, after a brief introduction of GYRO. More
details about GYRO can be found in [28, 3]. The procedure of gyrokinetic analysis
performed in this thesis is then discussed. Last, we introduce the synthetic CECE
diagnostic model used in this study, required for the validation study using the CECE

measurements.

3.4.1 Overview of GYRO

GYRO is a numerical solver for the non-linear gyrokinetic equation using the initial

value Eulerian scheme. The explanation of the Eulerian scheme can be found in [55].
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This code solves the perturbed part of distribution function, ¢ f from the equilibrium
distribution function, assumed as Maxwellian, from the gyrokinetic equation. GYRO
is capable of solving the gyrokinetic equation with a realistic plasma geometry and
shape, impurities (up to 5), collisions, profile variations (global effects), electromag-
netic effects and rotation relevant effects such as rotation/E x B shearing effects.
The particles (electrons and ions) can be treated as adiabatic, drift-kinetic or gyroki-
netic. Depending on the purpose of the simulations, these terms can be included or
not. GYRO uses the shifted velocity frame, the frame rotating with the plasma with
E x B velocity at the reference location in the simulation. Thus, there will be Doppler
shift in the simulated fluctuations when we convert this shift velocity frame to the lab
frame. This effect should be considered in the comparison of the fluctuations from
GYRO with the experiments. The fluctuating quantities in GYRO are decomposed
in the toroidal direction (or represented by a Fourier series of toroidal modes). For

example, potential fluctuation, @, is represented as follows.

o(r,0,0) = Ejy:"fjbnﬂqzn(r, §)etnaginwot (3.22)

the toroidal mode number, defined as n = jAn with toroidal mode spacing, An. N,
indicates the number of toroidal grid points, and w, is the E x B rotation frequency
of the reference radius, defined as w, = cE,/RB, with the speed of light, ¢, radial
electric field, E,, major radius, R, the poloidal magnetic field, B,.

Each toroidal mode number, n, can be linked to a poloidal wave number, k,, with

the relation given as follows.

ky = — (3.23)

with safety factor, q.

GYRO solves each toroidal mode from the gyrokinetic equation. However, the
gyrokinetic equation for one toroidal mode has the non-linear term coupled with

the equations for other toroidal modes. If GYRO solves the linearized gyrokinetic
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equation by neglecting the non-linear term, we are able to obtain the real frequency
and the growth rate of the unstable modes in the plasma. The unstable mode in this

linear simulation has the form (Potential fluctuation is used in the example).

n(r,0,t) = G (r, O)e it (3.24)
with the real frequency of the mode, wg and its growth rate, ~.

Through the linear simulations, we see clearly the characteristics of the unstable
mode, which can exists in the plasma condition used as input, for each toroidal
mode or poloidal wavenumber, k,, in the range of interest of k, or k,p,, with the
sound gyroradius of the main ion, ps, defined as ps = ¢;/Q with ¢ = \/m and
Qe = eB/myc. The propagating direction of the mode is determined from the sign
of real frequency. In GYRO, negative real frequency indicates the ion diamagnetic
direction and positive real frequency indicates the electron diamagnetic direction.
The sensitivity analysis for the growth rate about input parameters will identify the
mode, such as TEM or ITG mode. In GYRO, we can use either an initial value
solver or eigenvalue solver for the linear simulation. An initial value solver finds the
dominant mode, which has the highest growth rate, but we do not know the sub-
dominant mode. Using an eigenvalue solver, we are able to obtain sub-dominant
unstable modes. Depending on the purpose of the simulations, either one of them

can be used.

Although linear simulations are useful, we need nonlinear simulations to obtain
a more realistic picture. As shown in Eq. 3.24, the linear unstable mode increases
exponentially, and will go to infinity eventually, which is not true in the real experi-
ments. In these linear simulations, the nonlinear interaction between the linear modes
at different toroidal (or poloidal) wavenumbers is not considered. This nonlinear cou-
pling provides the dissipation mechanism of the unstable mode, by transferring the
linear free energy to the stable modes at other wavenumbers, and the amplitude of
the unstable mode will be saturated when its linear free energy is balanced with the

nonlinear energy transfer to other modes. The nonlinear interaction is generated due

167



to the convective derivative term in the gyrokinetic equation [159]. Including the
non-linear term, we can obtain more realistic quantities relevant to turbulence, such
as heat flux due to turbulent transport and turbulent fluctuations. These realistic
fluctuating quantities can be compared to the experimental quantities analyzed in
section 3.1 and 3.3. In other words, we will get a realistic picture about the transport
in the plasma from the non-linear simulations. However, the required computational
time for each non-linear run is quite demanding. To reduce the cost of the run, we
need to find the minimal resolutions (in time, velocity and real space) and the min-
imal domain size that can be used in the study. This can be found by checking the

convergence of the simulated outputs with changes in the resolutions and domain size.

Among the simulated outputs from the non-linear runs, this thesis uses the elec-
tron and ion heat fluxes and the electron temperature fluctuations. The heat flux
values are given as output, but the temperature fluctuation value is not directly
given by GYRO. Instead, the simulated density and energy fluctuations are given.
The temperature fluctuations are calculated from the first order approximation as

follows.

(3.25)

3|3
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The simple algebra related to Eq. 3.25 is shown in Appendix G. Fluctuations
from GYRO are already normalized by the corresponding equilibrium values. The
density fluctuations are normalized by the equilibrium density value, and the energy
fluctuations are normalized by the product of equilibrium density and temperature.
Thus, temperature fluctuations can be calculated easily using density and energy

fluctuations from GYRO via Eq. 3.25.

GYRO can be run either at a local flux surface or globally with profile variations
in the simulation domain. In the local simulation, the values of input profiles are
constant across the simulation domain. Running the local simulation corresponds
to solving the gyrokinetic equation with the limit of p. — 0, where p, = ps/a with

minor radius, a. The periodic boundary condition is usually used in the local flux-
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tube simulations. However, a non-periodic boundary condition is used in this study
to include rotation relevant effects in the local simulation. The global simulation
uses the input profile itself including its variation in the simulation domain. The
boundary condition is thus naturally non-periodic. -It is known that local simulation

results agree with the global simulation results when the p, value is small enough

(1/ps = 400) [29].

3.4.2 GYRO simulation set-up

In this study, both linear and non-linear simulations were performed using GYRO. In
most cases, local simulations were performed, but the results will be similar to global
simulations because of the small p, values as shown in Appendix I, and previous gy-
rokinetic analysis performed in C-Mod [78]. Due to the low 3 values of plasmas used in
this study (8; < 1%), it is expected that electromagnetic effects are negligable. Thus,
only electrostatic turbulence modes were considered in this analysis. As explained in
section 3.3.3, GYRO input profiles are obtained from the experimental profiles of n.,
T, and T; and the profiles estimated by TRANSP, such as safety factor, ¢, and rotation
frequency, w,. A realistic plasma shape is considered in the simulations through the
Miller type equilibrium model [106] based on the equilibrium information obtained
from TRANSP. Electron collisions are modeled by using pitch angle scattering, and
ion-ion collisions are not included in the simulations. One impurity species (Boron,
B) is used with the estimated main ion fraction (np/ne). It was assumed that the
main ion density profile has the same radial gradient as the electron density profile,
but with the different amplitude, determined by the main ion fraction. Altflough
impurities can affect the main ion density gradient, we assumed that the main ion
density gradient was not changed by including impurities in the simulations. The
treatment of impurity in the gyrokinetic analysis should be improved in the future to
investigate the effect of impurity to the turbulent transport.

Although it is known that we cannot always ignore the contribution of electron
scale turbulence, as shown in [90, 47] in the past and in [77] recently in C-Mod,

the simulations include only ion scale turbulence (kyps < 1.2 — 1.7) in this analysis
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Figure 3-8: The simulated heat flux [MW/m?] of (a) ions and (b) electrons for one C-
Mod discharge (shot 1120626028, t:0.9-1.4 s) at r/a=0.6. The stationary time period
is set to t: 400-833 [a/cs]. The red solid line is the average value, and the red dotted
line indicates the uncertatiny of the mean value, the standard deviation of the time
averaging.

because of the enormous time required for the simulations including both electron and
ion scale turbulence (this does not mean that ion scale simulations are cheap). This
can be a caveat in this analysis. For the ion scale simulations, gyrokinetic ions and
drift-kinetic electrons are used. All simulated quantities in this study were averaged
in the stationary time period for more than 300[a/c,], where the spatially averaged ion
heat flux, @;, electron heat flux, Q. and potential fluctuations of each toroidal modes
are saturated. Figure 3-8 shows the example of saturated @; and Q. from GYRO for
one C-Mod discharge (shot : 1120626028, t : 0.9-1.4s). The red solid line in this figure
indicates the averaged heat flux in the stationary time range, and the red dotted lines
indicate the uncertainty of this mean value estimated from the standard deviation
from the time-averaging. The uncertainties of the other fluctuating quantities, which
are spatially averaged and are functions of only time, are also estimated from the

standard deviation of the time averaging in the stationary time period.

In order to find the proper domain size and resolution of the simulation, a conver-
gence study of simulated ouputs for the simulation setup parameters is required. For
example, the domain size should be large enough to include many turbulent eddies

for accurate simulation results. In order to know whether or not the present domain

170



size is sufficient, a run with a domain larger than the present domain is needed. If the
simulation results from the run with the larger domain are simlar to the the present
run within the uncertainty (in other words, the simulation results converge with the
domain size), then it is concluded the present domain size is sufficient. We also want
to include all relevant ion turbulence modes in the simulation for accurate results.
This is related to the range of kyp, in the simulation. Similar to the domain size,
we should perform a convergence test about the range of kyps to check whether or
not the simulation results are saturated with k,ps values than the present value. The
same kind of convergence tests can be done for the setup in velocity space such as
the resolution of velocity space and the maximum energy included for the d f calcu-
lation. An example of the convergence study for the Ohmic discharges in Chapter
4 can be found in Appendix I. However, we need to note that each non-linear run
is expensive, and it is hard to perform the convergence study for each run used in
the analysis. Instead, once we have the proper resolutions and domain size for one
run, then the same resolution and domain size were used for the other runs used to
simulate plasmas which have similar discharge conditions. The domain size used in
this analysis is L, L, ~ 60 — 130p; with radial domain size, L., and poloidal domain
size, L,. The radial grid spacing, Az/p; is set to 0.25-0.35. The maximum k,p, value
is set to 1.2-1.7. In velocity space, 128 grid points were set with 8 energies, 8 pitch

angles and 2 signs of velocity.

It is noteworthy that there are observable symptoms if domain size is not sufficient
or if the k,p, range is not sufficient. One typical symptom that can be observed due
to an insufficient domain size is the peak at the longest wavelength mode or at the
lowest k,ps mode in the distribution of flux among toroidal modes, that is, the Q(kyps)
spectrum. It is usually observed in the Q;(kyps) spectrum. If this is the case, we need
to increase the poloidal box size by decreasing the toroidal grid spacing, An. In this
study, we had a run with a large accumulation in k,p; < 0.1 in the @;(kyps) spectrum,
and this accumulation was not consistent with the experimental observations. In this
case, we tried to suppress the mode in kyps < 0.1 within the uncertainty of input

parameters. The details about this run can be found in Appendix I. If the k,p; range
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Figure 3-9: The distribution of simulated heat flux [MW/m?/mode] on toroidal
modes, The spectrum of Q(k,p,) for one C-Mod discharge (shot 1120626023, t: 0.9-
1.4s) at r/a~0.85. The stationary time period is set to t: 430-860 [a/c,]. (a) Qi(kyps)
(b) Qe(kyps) spectrum.

is not sufficient, the Q(kyp;) spectrum will have the high amplitude tail. It is usually
observed in the Q.(kyps) spectrum. In this case, we need to increase the maximum
kyps value by increasing the number of toroidal modes. Then, the Q(kyps) spectrum
from the run with the proper setup will have the bell-like shape as shown in Fig. 3-9.

Although the convergence study was not performed in detail for each simulation in

this study, shectTa

3.4.3 Gyrokinetic anaylsis procedure

We performed both linear and nonlinear gyrokinetic analyses in Chapter 4 and 5, and
only the linear analysis was done in Chapter 6. In linear gyrokinetic analysis, we first
find the dominant mode in the plasma using an initial value solver with experimental
input profiles. From the sign of the real frequency, we are able to determine the
propagation direction of the dominant mode (positive : electron, negative : ion, where
ion/electron direction refers to the direction of ion/electron diamagnetic velocity,
respectively). In ion scale simulations, we usually connect the mode propagating
in the ion direction (ion mode) to the ITG mode, and the opposite case (electron
mode) to TEM. The sensitivity analysis of the growth rate of the dominant mode

about the input gradient scale lengths is the second step in the linear gyrokinetic
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analysis in this study. For the sensitivity analysis in this thesis, a/Lr, and a/Lr, are
varied to study whether the dominant mode is ITG- or TEM-like turbulence. This
sensitivity study identifies the characteristics of the dominant turbulence mode more
clearly. Last, an eigenvalue solver (field eigenvalue solver) is used to identify and
study the sub dominant mode if necessary. The details about the eigenvalue solver
used in this analysis can be found in [3]. The eigenvalue solver is required when the
sensitivity analysis shows that the dominant mode is near the ITG/TEM boundary,
which indicates that the sub-dominant mode is not ignorable. It is noteworthy that
we cannot know how the dominant and sub-dominant modes, studied in the linear
gyrokinetic analysis, affect the turbulent transport. A more realistic picture should

be investigated using non-linear gyrokinetic analysis.

The first step in non-linear gyrokinetic analysis is to find the base case with the
proper resolution and domain size as explained in the previous section. The next step
is to obtain the heat flux matched simulation. The simulated heat flux values with
the experimental profile or the profile from the base case usually do not match with
the experimental values since heat flux values from turbulent transport are sensitive
to the gradient scale lengths due to the stiffness property explained in Chapter 1.
Changing gradient scale lengths or other input parameters within the uncertainty, we
check whether or not the non-linear run can reproduce the experimental heat flux
values, obtained from TRANSP. If the run with the modified inputs can reproduce
one or both of the electron and ion heat fluxes, we use this run as the “physical” base
case since this run simulates the transport in the plasma closer to the real experiment
than the “numerical” base case obtained in the first step. We then analyze the results
of the heat flux-matched simulations By comparing the trend of heat fluxes with the
experiments or by comparing the simulated heat fluxes and fluctuations from various
heat flux-matched runs used to analyze different discharges. Similar to the linear
analysis, it is also possible to identify the dominant mode in the non-linear run from
the power spectrum of the simulated fluctuations. The last step is the sensitivity
analysis. In this analysis, we varied input parameters from the heat flux matched

simulation, and investigated the sensitivity of the simulated outputs about input
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parameters. From this analysis, we can determine what kind of turbulence mode
is dominant or responsible for the turbulent transport in the discharge used in the
simulation.

The validation study introduced in Chapter 1 was performed for the C-Mod Ohmic
discharges studied in Chapter 4. In order to validate the gyrokinetic model used in
this study, electrostatic ion-scale turbulence, we first compared the outputs from the
heat flux-matched simulations with the experiments. The robustness of this compar-
ison was then checked via the sensitivity analysis. The experimental heat flux and
the electron temperature fluctuations measured by the CECE diagnostic were used in
the comparison for the validation study. The simulated electron temperature fluctua-
tions cannot be compared directly with the measured fluctuations. We must consider
the experimental conditions in the measurements in the post-processing through a

synthetic diagnostic model, which will be explained in the next section.

3.4.4 Synthetic CECE diagnostic

The overview of the existing synthetic diagnostic model for the CECE

diagnostic

In order to compare quantitatively the simulated outputs with the measured quanti-
ties, we need a computational model which can convert the simulated “raw” outputs
into simulated diagnostic signals by considering the measurement conditions such as
resolutions, Doppler effects and any limitations in the measurements. This compu-
tational model is called a synthetic diagnostic [22, 73]. For the comparison of T,
fluctuations simulated by GYRO with the T, fluctuations measured by the CECE
diagnostic, a synthetic CECE diagnostic model was developed by Holland et al [73].
This existing model was used in this study with improvements for the CECE diag-
nostic in C-Mod. We will first briefly review how the existing model [73] (Holland’s
model) considers the CECE measurement conditions. Readers can find more details

about the synthetic CECE model in [73].

GYRO uses the coordinates co-rotating with the plasma as shown in Eq. 3.22. It
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is therefore necessary to convert the signal in the co-rotating frame to the laboratory

frame. This was done by a mode number-dependent transform in [73] as follows:

Xiap(7,0,1,1) = Xgim(r, 0,n,t)e 0! (3.26)

with the simulated output in the GYRO coordinate, X, and the simulated output
in the laboratory coordinate, X;,p.

As explained in Chapter 2 and [23], the finite sample volume will attenuate the
short wavelength signals. In Holland’s model, this effect is accounted for by convolving
a two dimensional point spread function (PSF) in the radial and poloidal directions

with the simulated raw signal at each time slice as shown by,

dRAZY(R — Ro, Z — Zo) Xia(R, Z, t)

_JI
Xeyn(Ro, Zo,t) = [T dRAZY(R = Ro, Z — Zo)

(3.27)

with the center of measurement position, (R,, Z,), point spread function (PSF), 1,
and the synthetic signal, Xgyn.

In Holland’s model, a Gaussian form was used given by,

R—R Z—-2Z
Brfops —3(ZpZap2

W(R— R, Z — Z,) = e U in IS¢ (3.28)

with the 1/e? diameters in radial direction, [z and poloidal direction, {z.
An example of synthetic T, fluctuations using Holland’s model is shown in Fig. 3-
10. The attenuation of fluctuations by the finite sample or PSF is shown. We also

see the spread of spectrum when higher rotation frequency is applied.

Improvements in synthetic CECE model

In this study, we improved the model for the CECE diagnostic in C-Mod in three
aspects. First, more a realistic radial broadening shape, which is determined by
both the relativistic and Doppler effects, is considered in this analysis. As shown
in Eq. 3.28, Holland’s model assumed the sample volume has a Gaussian shape in

both radial and poloidal directions, which are symmetric. As shown in Chapter
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Figure 3-10: The power spectra of the unfiltered (raw) 7. fluctuations (black), syn-
thetic 7, fluctuations using Holland’s model (red, with 1/e* diameter in Gaussians
in radial and poloidal directions, {z=0.82cm and {gp=1.0cm) and synthetic 7, fluctu-
ations with higher rotation frequency (blue, w, with the same [r and [z values used
in the red line) for one C-Mod discharge (shot 1120626023, t:0.9-1.4s). w, ~-0.0025
[a/c,] for the black and red lines, ~-0.025 for the blue line.

2, Gaussian optics can be applied in the CECE optical system. Thus, a Gaussian
shape is appropriate in the poloidal direction. However, the radial shape estimated in
Chapter 2 shows that the Gaussian shape is not proper in the radial direction. Instead
of a Gaussian shape, the estimated emissivity curves in the radial direction for each
CECE channel shown in Fig. 2-14(a) are used in this study. Figure. 3-11(a) shows
the PSF used in Holland’s model, which is symmetric in both radial and poloidal
directions. The improved PSF is shown in Fig. 3-11(b). It is noticeable that the
PSF is asymmetric in the radial direction due to the relativistic effect, explained in

Chapter 2.

Synthetic T, fluctuations using the calculated radial shape are compared with
the synthetic fluctuations using the Gaussian PSF in the radial direction. The 1/¢?
diameter, (y for the synthetic fluctuations using the Gaussian PSF in the radial direc-
tion was estimated from the radial broadening width including 95% emissivity in the
calculated emissivity curve. Other conditions used for the synthetic fluctuations are
identical between them. Figure 3-12 shows that the synthetic fluctuations obtained

from the calculated broadening shape are almost identical to the synthetic fluctua-
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Figure 3-11: The comparison of the point spread function (PSF) applied in the syn-
thetic CECE diagnostic for one C-Mod discharge (shot 1120626023, t:0.9-1.4s). The
background fluctuations are simulated 7, fluctuations at t=430 [a/c,]. (a) PSF from
Holland’s model, two Gaussian in both poloidal and radial direction with 1/e* di-
ameter, [;=0.64cm [gp=1.2cm. (b) The modified PSF with the more realistic radial
shape estimated in Chapter 2 and Gaussian in poloidal direction with [z=0.64cm.
The white lines indicate the 10, 50, 90% level of the power from the center of the
PSF.

tions obtained from the Gaussian. This may indicate that the width of sample volume
is more important than the shape of the sample volume. Although the difference is
not significant, the more realistic shape in the radial direction was used for PSF in
the synthetic diagnostic in this study.

The contribution of n. fluctuations to the measured fluctuatons considered in
section 3.1.2 should be included in the synthetic diagnostic as well. The measured
intensity fluctuations in each CECE channel considering the contribution of n. fluc-
tuations is given by [124],

T Tie

= (1+A)=+ A (3.29)

P
I T, Ne

Texp(—71) 1—exp(—7)

e (1- xm) I is the intensity of each CECE signal used in

where A =
the correlation technique, and y is the wall reflectivity, with a typical value of ~ 0.8
for a metal wall facility like C-Mod.

The contribution of n, fluctuations in the CECE measurements is considered in
the following steps. First, both n, and T, fluctuations are loaded, and the A value

in Eq. 3.29 is calculated from the n. and 7, values used in the simulation. The wall

reflectivity, ¥ was assumed as 0.8 in this calculation. Then, the intensity fluctuation
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Figure 3-12: The power spectra of the synthetic T, fluctuations for one C-Mod dis-
charge (shot : 1120626023, t:0.9-1.4s) with the different PSF in the radial direction.
A Gaussian function is used for the black curve, and the estimated radial shape is
used for the red curve. Other input parameters between the two curves are identical.

signal in each channel considering the n. fluctuation effect was generated through
Eq. 3.29 using the simulated n. and T, fluctuations and the calculated A value. Once
the intensity fluctuation signals are obtained, the rest of analysis is the same as
the case using only 7, fluctuations. It is noteworthy that the phase angle between
the n, and 7, fluctuations, which should be known for an accurate estimation of
ne fuctuations from Eq. 3.11, will be naturally considered in the spectral analysis
(cross power spectrum) of the simulated intensity fluctuation signals. The example
is shown in Fig. 3-13(a). It is shown that the contribution of density fluctuations are
not significant in this case. Nevertheless, the contribution of n. fluctuations can be
more important in other runs than the case in Fig. 3-13(a) due to the changes in the

phase between n, and T, fluctuations or the decrease of the optical depth, 7, value.

In chapter 2, it was mentioned that high pass filters were used in the measurements
to use the full dynamic range of the video amplifiers and digitizer. This high pass
filter should also be considered in the synthetic CECE diagnostic. In order to consider
the high pass filter, a digital filter using the measured response curve in Fig. 2-
18(b) is applied to the synthetic signal before applying the standard spectral analysis
technique. The example of the synthetic fluctuation with a high pass filter is shown

in Fig. 3-13(b).
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Figure 3-13: The comparison of power spectra of the synthetic 7. fluctuations for
one C-Mod discharge (shot : 1120626023, t:0.9-1.4s) (a) w/ and w/o considering the
contribution of n, fluctuations (b) w/ and w/o considering the high pass filter used
in the measurements.

Implementation of the synthetic CECE diagnsotic in C-Mod

In order to implement the synthetic diagnostic, we need to consider the temporal and
spatial resolution of GYRO outputs. The temporal resolution of the GYRO output
(cs/a ~600kHz) is increased by a factor of two through the linear interpolation of data
in the time domain before applying the transform from the plasma to the lab frame
to prevent aliasing in the synthetic spectra and to have a sufficient sampling rate for
Doppler-shifted spectra. The radial and poloidal resolution of the CECE diagnostic
estimated in Chapter 2 is about lem and less than lem, respectively. In the GYRO
runs for C-Mod Ohmic discharges used in Chapter 4, the radial spacing was set to
0.25ps. Since 0.25p, <0.1em, the radial spacing of the GYRO output is enough for
the synthetic CECE diagnostic. In the poloidal direction, 3200 grid points are set
to have a sufficient resolution (~0.05cm). Since the vertical measurement position of
the CECE was about 7ecm above midplane, the simulated fluctuations at Tem above

midplane were used for synthetic signals.

In order to match the spectral shape, it is required to modify the rotation fre-
quency, w,. In GYRO, it is possible to apply the mode number-dependent transform
shown in Eq. 3.26 with the modified w, in the post-processing. Another way is to

modify the rotation frequency in the input profiles. Since the former method will
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generate synthetic signals which are not consistent with the simulation, the latter
method was used in this study. It is noteworthy that only the amplitude of the ro-
tation frequency was modified with the fixed gradient, so that the same rotation and
E x B shearing rates are used in the simulation with the modified w,.

In the local simulations, which use flat profiles, all points in the simulation domain
use the same input parameters. Six pairs of signals with different radial points in the
simulation domain, which are not correlated, were used to increase the number of
sub-data sets in the averaging, decreasing the statistical error in the synthetic cross
power spectrum. The spectral analysis technique used for the synthetic fluctuations
is almost identical to that used for the measured fluctuations as explained in section
3.1. The synthetic fluctuation level was calculated by integrating the cross power
spectrum with the same frequency range used for the measured fluctuations. One
difference is the normalization. The measured T, fluctuations were not calibrated, and
the relative T, fluctuation level was obtained using the radiometer formula (Eq. 3.9),
while all fluctuations from GYRO are already normalized properly. Thus, we do
not have to apply any normalization to obtain the relative T, fluctuation level. The
spectral frequency for the synthetic spectrum was set to ~5kHz, which is similar to the
value used for the measured spectrum. The uncertainty of the synthetic fluctuation
level was estimated from the random error of the cross power spectrum and the
systematic error from the estimation of radial broadening shape and the distance
between two CECE channels. Using the error propagation technique, the uncertainty
of the synthetic fluctuation level was then calculated. More details can be found in

Appendix L.

3.5 Summary

In this chapter, four transport analysis methods or tools used in this thesis were
introduced. They are CECE signal analysis, profile analysis, experimental transport
analysis using TRANSP and gyrokinetic analysis using GYRO. In order to investigate

the transport research topic in each chapter, these four analysis methods will be used.
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One main work flow introduced in this chapter is the preparation of the gyroki-
netic simulation, GYRO and the use of GYRO results to interpret the turbulence
measurements and study the research topic of interest. In addition, the synthetic
T, fluctuations are compared with the T, fluctuations measured by the CECE diag-
nostic. Profile analysis is first performed to prepare the input profiles for TRANSP.
These input profiles are used in TRANSP via pretransp. TRANSP is then run, and
the outputs from TRANSP are converted to GYRO input profiles through TRXPL
and profiles gen. Last, we run GYRO, and obtain the heat flux-matched simulation
by modifying the input parameters within the uncertainty. In the heat flux-matched
simulation, synthetic 7, fluctuation signals are generated in the post-processing us-
ing the synthetic CECE diagnostic for C-Mod. These signals are finally compared
with the measured 7, fluctuations. However, it is worth noting that the outputs of
each stage in this workflow can be used to study the transport research topic in each
chapter. From the profile analysis, the transport relevant parameters such as gradi-
ent scale lengths will be obtained, and we are able to explore the correlation among
these parameters with the changes in the transport phenomenon of interest. From
TRANSP, the experimental heat flux levels are obtained. These experimental heat
flux values will indicate the changes in heat transport behavior with the changes in
the transport property that we want to investigate. Last, the correlation between tur-
bulence changes with the transport property of interest is studied using the measured

and simulated turbulence from the CECE diagnostic and GYRO, respectively.

The analysis procedure using these four analysis methods is as follows. We will first
analyze the measured fluctuations in C-Mod plasmas, which have different/similar
behaviors related to the research topic studied in each chapter. We will determine
the correlation between turbulence and the transport property we want to investigate
at this stage. The second step is profile analysis to prepare the inputs for TRANSP
and GYRO. Before running TRANSP or GYRO, we can compare transport relevant
terms to investigate the observed relation between the turbulence and the transport
property in the first step. The third step is running TRANSP. From TRANSP, the

experimental heat flux and diffusivity will be obtained. We can then see the relation
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Figure 3-14: The simplified analysis procedure used in this study using the analysis
methods introduced in this chapter.

among the changes in the measured turbulence, macroscopic heat transport behavior
and the transport property of interest. The next step is gyrokinetic analysis using
GYRO. GYRO will show the characteristics of turbulence in the plasmas in which we
are interested. We are then able to interpret the measured turbulence using GYRO.
In addition, self-similarity analysis is performed to determine the relation between the
self-similarity property of the n. and 7. profiles with the transport property of interest
in this study. This analysis will show the relation between two macroscopic changes,
changes in the profile shape and the transport phenomenon of interest. Using this
additional profile analysis, we can check whether or not the results from two different
profile analyses are consistent. The simplified analysis procedure is shown in Fig. 3-14.
In the following chapters, we investigate the following interesting transport phenamena.,
the Ohmic confinement transition, and core rotation reversal, transition from low to

high energy confinement regime, using these four analysis methods.
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Chapter 4

Study of Ohmic confinement
transition physics and GYRO
validation study for C-Mod Ohmic

discharges near the edge

As explained in Section 1.3.1, the Ohmic confinement transition is an old mystery in
fusion transport research. One reason why we still do not understand this transition
may be the lack of turbulence measurements. In section 4.1, we present measurements
of electron temperature fluctuations obtained using the CECE system on Alcator C-
Mod explained in Chapter 2. These measurements are both the first local core turbu-
lence measurements and the first measurements of electron temperature fluctuations
ever to be performed in LOC and SOC regimes. In order to interpret fluctuation
measurements in section 4.1, we performed profile analysis (introduced in section
3.2.1), power balance analysis (introduced in section 3.3) and gyrokinetic analysis
(introduced in section 3.4) for the LOC/SOC plasmas. The self-similarity analy-
sis (introduced in section 3.2.2) was also performed to explore macroscopic changes

related to the LOC/SOC transition.
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4.1 Fluctuation measurements in Ohmic L-mode plas-

mas

In this section, we first describe the changes in local electron temperature fluctuations
near the edge (r/a~0.85) across the LOC/SOC transition. Then, using a phase
contrast imaging (PCI) diagnostic [98, 121], the changes in line integrated density
fluctuations are presented. Then, we will compare the trends of the two fluctuating

quantities across the Ohmic confinement transition.

4.1.1 The reduction of electron temperature fluctuations in

the SOC discharge compared to the LOC discharge

We first compared 7T, fluctuations over the long stationary periods of two Ohmic
plasma discharges (t=0.9-1.4 sec, i.e., At=0.5sec, during the plasma discharge); one
in the LOC regime and one in the SOC regime. These discharges operated with a
toroidal magnetic field of B;=5.4 T in the co-current direction, Ohmic input power,
Por=1MW, and plasma current, I,=0.9 MA in Lower Single Null (LSN) configu-
ration with R=0.67m, a=0.22m, elongation, k=1.6, lower triangularity, &,=0.5 and
upper triangularity, 6,=0.3. They differ only in their densities (line averaged den-
sity measured by a two color interferometer [14, 88], 7, = 0.8 x 102°m~3 for LOC
and i, = 1.3 x 10%m~3 for SOC). It has been observed robustly that the direc-
tion of toroidal rotation is reversed at the LOC/SOC transition [129]. In C-Mod,
LOC plasmas have core toroidal rotation in the co-current direction and it changes to
counter-current direction in the SOC regime. We used the change in the core toroidal
rotation direction to distinguish between Ohmic confinement regimes since it is the
most sensitive indicator [129, 128, 131].

In order to verify stationary plasma conditions, which are required for the CECE
measurements, we consider macroscopic plasma parameters such as plasma current
and central line averaged electron density. Figure 4-1 shows the time series data for

a typical LOC plasma (shot 1120626023) and a SOC plasma (shot 1120626028) in C-
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Figure 4-1: Time series data during CECE measurement time for LOC
(shot:1120626023, red solid line) and SOC (shot:1120626028, blue dotted line) plasma.
(a) Plasma current [MA], (b) central chord line averaged density [10*m 3], (c) elec-
tron density [102°m 3] at CECE measurement position (r/a~ 0.85), (d) electron tem-
perature [keV] at CECE measurement position (r/a~0.85), (e) electron temperature
[keV] at plasma center, () central toroidal velocity [km/s|.
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Mod during the measurement time (0.9-1.4s). Figure 4-1(a) shows the plasma current
of the two plasmas, which is almost constant in this time range. C-Mod also has a
very steady toroidal magnetic field (varies less than 1% of the mean value during
measurement time), which ensures the position of CECE channels will also be steady.
Figure 4-1(b) shows the central chord line averaged density. As shown in the figure,
this quantity was steady, and fluctuated less than 5% of the mean value during the
averaging time range (0.9-1.4s). We also checked electron density and temperature at
the CECE measurement position (r/a~0.85) in this time range, shown in Fig. 4-1(c)
and (d). The electron density and temperature at the CECE measurement position
did not vary outside the error of each measurement. Figure 4-1(e) shows the electron
temperature at the plasma center, where the presence of sawtooth activity results
in perturbations of the electron temperature. However, the CECE measurement
region (r/a~0.85) is well outside of the sawtooth inversion radius (r/a~0.35), and is
not significantly affected by this perturbation. Figure 4-1(f) shows the core toroidal
velocity. As expected, the LOC plasma (shot 1120626023) has toroidal rotation in
the co-current direction, and the SOC plasma (shot 1120626028) rotates toroidally in

the counter-current direction.

We notice the changes in 7, fluctuations between the LOC and SOC discharges.
Figure 4-2 shows the coherence () and cross phase angle (6., ) of two adjacent CECE
channels, which are separated radially by about 2mm along the CECE beam path and
located at r/a~0.85 for typical LOC (shot 1120626023) and SOC (shot 1120626028)
plasmas shown in Fig. 4-1. The dotted line in the coherence spectrum indicates the
statistical limit of coherence. The spectrum in Fig. 4-2 was averaged over 0.5 sec (0.9-
1.4 sec) to reveal electron temperature fluctuations and reduce random thermal noise.
Figure 4-2(a) shows the spectrum in the LOC (shot 1120626023) regime. We can see
broadband fluctuations above the statistical limit up to ~170kHz in this spectrum.
Figure 4-2(b) shows the coherence of two CECE signals in a SOC plasma. We can
see that fluctuations up to 170kHz were reduced in the SOC regime compared to the
LOC regime. We can also see that the cross phase spectra in Fig. 4-2(c) and (d) are

correlated with the broadband fluctuations, indicating that the observed fluctuations
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Figure 4-2: (a) Coherence (y) of two CECE signals in the LOC plasma
(shot:1120626023), horizontal dotted line indicates the statistical limit of coherence
(b) Coherence (v) of two CECE signals in the SOC plasma (shot:1120626028) (c) the

cross phase spectrum of two CECE signals in the LOC plasma (d) the cross phase
spectrum of two CECE signals in the SOC plasma.
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Figure 4-3: (a) Cross correlation coefficient (C,) depending on lag time [us] of two
CECE signals in LOC plasma (shot:1120626023) (b) C,, depending on lag time of
two CECE signals in SOC plasma (shot:1120626028).

in Fig. 4-2 (a) and (b) are real physical fluctuations. The reduction of fluctuations
can be also observed in Fig. 4-3. Figure 4-3(a) and (b) shows the cross correlation
coefficient(Cy,) curve of the same LOC and SOC plasmas during 0.5sec (0.9-1.4sec)
respectively. As shown in Fig. 4-3, we can see that the correlation peak at lag time=0
(Cyy(0)) decreases in the SOC regime compared to the LOC regime. As explained
in section 3.1, C,,(0) is proportional to the fluctuation level. Thus, the decrease
of Cy,(0) implies the reduction of the relative electron temperature fluctuation level

across the LOC/SOC transition.

Using Eq. 3.10 in section 3.1.1, the relative fluctuation level (T./T.) was calculated.

The proper frequency range for cross spectral density integration was determined
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from coherence and cross phase spectrum, and was 0-170kHz and 70-170kHz for the
LOC and SOC plasma, respectively. The calculated T, fluctuation level was reduced
from 1.0% in the LOC regime to 0.6% in the SOC regime, a 40% reduction. It can
be pointed out that the reduction is related to the smaller frequency range for the
fluctuations in the SOC regime compared to the LOC regime. When we set the same
frequency range as 0-170kHz, the fluctuation level in the SOC regime is 0.7%, and we

still see a 30% reduction of electron temperature fluctuations.

4.1.2 The observation of changes in line-integrated density
fluctuations in the SOC discharge compared to the LOC

discharge

Using the PCI system on Alcator C-Mod [98, 121], line integrated density fluctuations
are measured in the same LOC and SOC plasmas where CECE measurements are
made. Figure 4-4(a) and (b) show the normalized frequency/wavenumber spectra of
PCI measurements, which is defined as the frequency/wavenumber spectra, S(kg, f)
divided by the square of the line averaged density in the LOC and SOC plasmas,
respectively. Thus, the relative line integrated density fluctuation level, | [7i.dl|/nel,
can be calculated by integrating this spectrum. The positive wave number in this
spectrum indicates that the turbulence moves radially to the lower field side, and the
negative wave number represents turbulence that propagates to the higher field side
radially in PCI measurements [99]. From these figures, we can observe that the SOC
plasma has larger fluctuations than the LOC plasma. The relative line integrated
fluctuation level (| [7idl|/n.l) was increased ~10% in the SOC plasma compared to
the LOC plasma from 0.049% to 0.054% when whole kg values are included and the
frequency range is set to 50kHz<f<1000kHz.
In the past, there has been an observed “wing” structure in the frequency/wavenumber

spectra, S(kg, f) of PCI measurements of electron density fluctuations in LOC plas-
mas [128, 129]. This structure disappears abruptly after the transition from LOC to

the SOC regime, as shown in Figure 22 in [129]. However, in our experiments, we
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Figure 4-4: Normalized frequency/wavenumber spectra (S(kg, f)/n.) of PCI mea-
surements (a) in LOC (shot:1120626023) and (b) in SOC (shot:1120626028) plasmas.

190



could not observe any distinct structure in the PCI S(kg, f) spectrum for the LOC
plasma compared to the SOC plasma as shown in Figure 4-4. Since the rotation re-
versal at the LOC/SOC transition occurs inside in a q=3/2 surface [129], the plasma
current may be related to whether or not this feature appears in the PCI spectra.
Moreover, it was only in a high plasma current LOC discharge (I, >1 MA) that the
wing structure was observed in the past and the plasma in Figure 4-4 has lower plasma
current (I, ~0.9 MA). Thus, low plasma current might be responsible for the lack
of wing structure in Figure 4-4. However, it is unclear whether the plasma current
is directly related to the wing structure or other relevant parameters that scale with
plasma current. The relation between the wing structure to the LOC/SOC transition
is still inconclusive and is being investigated. It is noteworthy that this feature in the
PCI spectra has been localized by past analysis to a radial region farther inside of the
plasma (r/a<0.65, inside of the reversal radius) [128, 129] than the CECE measure-
ment position (r/a~0.85) in this work. It is also noteworthy that the contribution
of the wing structure to the relative line integrated fluctuation level (| [7i.dl|/n.l) is

negligible.

4.1.3 Variations of electron temperature fluctuations and den-

sity fluctuations across the LOC/SOC transition

In order to explore possible causes for the observed differences in how electron tem-
perature and density fluctuations change in Ohmic plasmas across the LOC/SOC
transition, we studied the dependence of the T, and n. fluctuation levels on the
normalized average electron density (ne/neq). The critical density for the rotation
reversal in C-Mod Ohmic discharges, nei; = 2.81,/B%® with ne in 10°°m =3, on axis
toroidal magnetic field, B, in T and I, in MA, and, is indicative of the transition
from the LOC/SOC according to [129]. Since this critical density comes from an
empirical scaling, it is hard to say whether a plasma with an average density value
near the critical density is in the LOC or SOC regime. However, considering errors

in the scaling, we can robustly say that if this normalized density value is less than
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1 (ne/nerie S 0.85), the plasma is in the LOC regime, and for the opposite case
(ne/Nerit = 1.15), the plasma is in the SOC regime.

In this analysis, we included most Ohmic discharges conducted in the 2012 cam-
paign (2012.06-09) which satisfy the following three criteria. First, the discharges
whose stationary time period is longer than 0.3 sec were chosen to have enough
sensitivity level (> 0.3% from Eq. 2.12 with IF bandwidth, By = 200MHz, video
bandwidth, B,;; = 0.5MHz). Second, discharges should be optically thick at the mea-
surement position. Since the CECE measurement position in this study is near the
edge, it is possible that the optical depth is not high enough to ignore the effect of the
density fluctuations. As discussed in section 3.1.2, fluctuations of radiation intensity
measured by the CECE diagnostic can be contaminated by density fluctuations when
optical depth, 7, is low (7 < 2) [124]. Thus, the discharges whose optical depth is
less than 2.0 were excluded. Last, the signals which have the noise issue, described

in Appendix B, were excluded.

Figure 4-5 shows the changes in T, fluctuations near the edge (r/a=0.83-0.87)
across the LOC/SOC transition. We found that 7T, fluctuations tend to decrease as

plasma moves from the LOC regime to the SOC regime or as the normalized den-

sity by critical density for rotation reversal (n./nq:) value increases as shown in
Fig. 4-5(a). It is also noticeable that the average value of T, fluctuation levels in
the LOC region (ne/nq+ < 0.85) is higher than the average value in the SOC region
(ne/neri 2= 1.15). However, as discussed in section 3.1.2, we should be cautious about
the electron temperature fluctuation data from the discharges whose optical depth is
2-3 at the measurement position due to the density fluctuations. The red and blue
points in Fig. 4-5(b) are the maximum and minimum values when the relative density
fluctuation level is 2%. As mentioned in section 3.1.2, electron density fluctuation
level was conservatively set to 2% in this analysis from the past measurements in
DIII-D, which showed that relative density fluctuation levels are comparable to the
temperature fluctuation levels [179], and the maximum electron temperature fluctu-

ation level in C-Mod is less than 2%. As shown in Fig. 4-5(b), red and blue points

still tend to decrease with the normalized density (n./n.:). Thus, even assuming the
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Figure 4-5: Time averaged relative T, fluctuation levels with 1. qug/Nerie at r/a=0.83-
0.87 in the C-Mod Ohmic discharges. (a) The relative fluctuation level without con-
sidering density fluctuations (only black points) (b) The relative fluctuation levels
with considring density fluctuations. Red/blue points are minimum/maximum val-
ues of the relative electron temperature fluctuation level when the relative density
fluctuation level is 2%. mn. is the critical density for toroidal rotation reversal in

the core region, defined as n.; = 2.81,/ B%6 with ng in 102°m—3,

3 on axis toroidal

magnetic field, B, in T and [, in MA, and. The toroidal rotation reversal in the core
region is indicative of the transition from the LOC/SOC according to [129].
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maximum contamination by large density fluctuations (~ 2%) does not eliminate the
observed trend in the CECE measurements. Furthermore, since electron temperature
decreases as density increases, there must also be a reduction in absolute temperature
fluctuation levels, given the measured decrease in relative temperature fluctuation

levels near the edge.

However, the trend in the relative line integrated electron density fluctuation level
with the normalized density (ne/ne:) was not clear. Figure 4-6 shows the relative
line integrated electron density fluctuation level (| [7i.dl|/n.l) for the same plasmas.
The error bar in Fig. 4-6 was estimated from time averaging. It is known that the
low frequency fluctuations from PCI measurements propagate in both the ion and
electron diamagnetic directions. This indicates that low frequency PCI signals come
from the edge [99], and therefore to estimate the core density fluctuation level, we only
consider the higher frequency fluctuations. However, it is not clear what the proper
cutoff frequency should be to isolate the core density fluctuations, so we varied the
cutoff frequency. When all signals are included (cutoff frequency is zero), it is hard
to identify any trend in the relative line integrated electron density fluctuation level
with ne/neq: as shown in Fig. 4-6(a). When cutoff frequency is 50-200kHz, Fig. 4-
6(b)-(d) shows that the density fluctuation level tends to increase with n/ne.; in the
SOC regime (ne/neit 2 1.15). However, the variations in amplitude of the density
fluctuation level in ne/neq¢ 2 1.15 are comparable to the variations in ne/ne: S 1.15.
Thus, the trend in ne/ne¢ = 1.15 is not clear at this point. Although it is inconclusive
whether the line integrated density fluctuations in the core region (filtered by high
pass filter) has a trend with n./n.; or not, we can say that the trend is not as clear
as observed in electron temperature fluctuations. Even if there is a trend, it is valid
only in the SOC regime, and the tendency of core line integrated density fluctuations

is opposite to the tendency of electron temperature fluctuations near the edge region.

These two different trends in 7, and n, fluctuations can be interpreted from two
different points of view. First, we can think of it as the different trends between local
and global fluctuations. We see a clearer trend in local fluctuation changes near the

edge than the global, line integrated fluctuations. This may suggest that the local
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changes in fluctuations correlate with the global confinement changes. However, local
turbulence measurements deeper in core region are required to verify this specula-
tion. It is also possible to see the difference in the two fluctuation measurements
as the difference between electron temperature and density fluctuations. Following
the arguments in [179], the ratio of electron temperature and density fluctuations
is proportional to the ratio of the linear growth rates of the TEM and ITG mode.
Although the density fluctuations observed in this section are not local fluctuations,
assuming local density fluctuations near the edge region follow the trend in line inte-
grated fluctuations, the decrease of electron temperature fluctuations with no or weak
increase of electron density fluctuations can be linked to the ansatz about LOC/SOC
transition, that TEM is dominant in the LOC regime and ITG is dominant in the
SOC regime, as explained in Chapter 1. In order to verify this interpretation, we
need local density fluctuation measurements in the future and gyrokinetic analysis to
see the changes in turbulence across the LOC/SOC transition as shown in section 4.3

and 4.4.

1alysis & power balance analysis for the
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LOC/SOC plasmas : Preparation of input pro-

files for gyrokinetic analysis

In this section, we performed profile analysis and power balance analysis using TRANSP
for the LOC/SOC discharges used in section 4.1.1 and 4.1.2. As explained in Chapter
3, these analyses are required to prepare the input profiles for the gyrokinetic simu-
lation (GYRO). It is noteworthy that we can also predict the changes in turbulence,
such as the changes in dominant turbulence mode, across the LOC/SOC transition by
comparing the turbulence relevant parameters between the LOC and SOC discharges
such as gradient scale lengths obtained from the profile analysis before running the
expensive gyrokinetic simulations. In order to interpret the fluctuation measurements

in section 2.1 and their connection to the global confinement transition, the turbu-
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lence relevant profiles are compared between LOC/SOC discharges. We also study

the changes in electron and ion heat transport behaviors from power balance analysis

using TRANSP.

4.2.1 Comparison of turbulence relevant profiles between LOC

and SOC plasmas

We first compared the turbulence relevant profiles between the LOC and SOC dis-
charges in section 4.1.1 and 4.1.2 to interpret the fluctuation measurements in section
4.1. Since the measured fluctuations in section 4.1 were time-averaged (t=0.9-1.4sec
for these two discharges), we used the time averaged profiles in the same time range.
Figure 4-7 shows the time-averaged profiles relevant to turbulence for LOC and SOC
plasmas. The solid line in this figure shows the experimental value and the dotted line
represents the uncertainty in the measured profiles. The green vertical line indicates
the CECE measurement position (cold resonance position of the measured EC radia-
tion). The profile analysis explained in section 3.2.1 and Appendix F was performed
to obtain profiles and their uncertainties shown Fig. 4-7(a)-(h) (the profiles of elec-
tron density (n.), temperature (T;), ion temperature (T;), their gradient scale lengths

(a/Ln,, a/Lr,, a/Lt,, where a/L, = ald(Inz)/dr|) and toroidal rotation velocity, V;).

Electron collisionality, v}, shown in Fig. 4-7(i), is defined as v} = w’:e, where v, is the
electron ion collision frequency, defined as v, = 2.91 x 10~%n.[cm 3] In AT,[eV]~3/2
[Hz] with the Coulomb logarithm, In A, and wp, is the electron bounce frequency, de-
fined as wy = et/ 2;43 with the inverse aspect ratio, ¢, the velocity of electron, v, and
the safety factor, q [144]. The collisionality was calculated from TRANSP [4] and its
uncertainty was obtained from the standard deviation of time-averaged profiles. The
safety factor, g, profile (Fig. 4-7(j)) was obtained from the equilibrium reconstruction
constrained by magnetic diagnostics via the equilibrium code (EFIT) [96].

As shown in Fig. 4-7, the SOC discharge has higher electron density and lower
electron temperature in the whole radial region except for the edge region (r/a>0.9)

where the T, values in the SOC plasma are similar to the values in the LOC within the
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uncertainty. The higher n. and lower T, make the SOC discharge more collisional than
the LOC discharge in the core region as shown in Fig. 4-7(h). Ion temperature is sim-
ilar between LOC/SOC plasmas in the whole radial region. Consequently, the ratio of
T, to T; (T./T;) is lower in the SOC discharge compared to the LOC discharge. Last,
there was no significant difference outside, errors, between the LOC/SOC discharges
in gradient scale lengths and safety factor, g. They have the opposite direction of core
toroidal rotation from the toroidal rotation velocity (V;) profile. The V; value itself
does not affect the turbulence, but does affect the fluctuation measurements. This is
because the measured fluctuations will be spread more with the higher toroidal veloc-
ity due to the Doppler effect. The radial gradient of V; will affect the ExB shearing
rate (Yexp), and thus affect the turbulence. The V; profile shown in Fig. 4-7 are used
to estimate the rotation frequency, w,, and ygx g for the gyrokinetic analysis in section
4.3 and 4.4. It is noteworthy that all parameters shown in Fig. 4-7 except for collision-
ality are similar within the uncertainty at the CECE measurement position. Higher
collisionality in the SOC regime will reduce the response of non-adiabatic electrons,
which are mostly trapped electrons. Higher collisionality can be a reason of reduction
of electron temperature fluctuations near the edge because temperature fluctuations
come from the non-adiabatic electrons’ response as shown in Appendix G. How-
ever, CECE measurements do not necessarily imply a change of dominant turbulent
mode across the LOC/SOC transition, as suggested by past authors [163, 125, 131].
This is because non-adiabatic electrons destabilize the ITG mode as well [136, 40].
It is also noteworthy that the LOC plasma is more diluted by impurities than the
SOC plasma. The estimated main ion fraction (np/n.) for the LOC/SOC discharges
is 0.82(%0.09) for the LOC and 0.95(£0.03) for the SOC discharges. More details
about this estimation are explained in Appendix F. Since higher np/n. destabilize
ITG turbulence more [104], the ITG mode will be less stable in the SOC discharge.
In the core region, deeper than the CECE measurement region, an additional differ-
ence was observed. T, /T; decreases across the LOC/SOC transition. It is known that
higher T./T; is favorable for the ITG mode, while the TEM is not affected by this
ratio [117, 169]. Then, the decrease of T,/T; makes the LOC more ITG favorable,
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which is conflicted with the old hypothesis about the LOC/SOC transition. It will be
interesting to observe how the increase of collisionality and np/n. and the decrease
of T, /T; across the LOC/SOC transition affect the changes in turbulence across the

LOC/SOC transition in the core region through gyrokinetic analysis.

4.2.2 Power balance analysis using TRANSP

Changes in the experimental heat transport behavior between the LOC/SOC plasmas
were studied from the electron/ion heat diffusivities and fluxes obtained through
power balance analysis using TRANSP, as explained in section 3.3. The profiles shown
in Fig. 4-8 are time-averaged during the steady periods of interest (t=0.9-1.4sec), and
their uncertainties are estimated by considering the uncertainties of the dominant
terms in the power balance analysis through error propagation. More details can be
found in Appendix H. As shown in Fig. 4-8, the SOC plasma has lower electron
thermal heat diffusivity and flux than the LOC plasma, while ion heat diffusivity
and heat flux in the SOC plasma are higher in the whole radial region outside the
sawtooth inversion radius (~0.4) although their differences are within the uncertainty
except for the ion heat flux. This result is consistent with similar analysis performed
in the past in FTU [51] and C-Mod [99], but inconsistent with the result in Tore
Supra [57].

4.2.3 Input parameters of gyrokinetic simulations for the LOC/SOC

plasmas

Table 4.1 shows the input parameters used in the local gyrokinetic simulations, per-
formed at two locations, r/a=0.6 and ~0.85 (cold resonance position of the CECE
measurements for the LOC/SOC plasmas). In the last two sections, we observed the
changes in the measured fluctuations and experimental ion/electron transport across
the LOC/SOC transition. In the next section, we will study the changes in turbulence
and transport through gyrokinetic analysis using GYRO for the same LOC/SOC plas-
mas analyzed in the last section (LOC : 1120626023, SOC : 1120626028, t:0.9-1.4sec).
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Figure 4-7: Profiles relevant to turbulence and CECE measurements in the LOC/SOC

discharges (red : LOC discharge, blue : SOC discharge). The solid line shows the

experimental value and the dotted line indicates the uncertainty. The vertical green

line shows the CECE measurement position.
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Figure 4-8: Heat diffusivity and flux for LOC/SOC plasmas (red : LOC discharge,
blue : SOC discharge) (a) Electron heat diffusivity (x. [m?/s]) (b) Ion heat diffusivity
(xi [m?/s]) (c) Electron heat flux (Q. [MW/m?]), (d) lon heat flux (Q; [MW/m?]).
The solid line shows the experimental value and the dotted line indicates the uncer-
tainty.
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LOC SOC
r/a 0.6 ~0.85 0.6 ~0.85
P 34103 1.5 x 10°3 2.8 % 102 14 %1073
¢s/a [MHz] 1.17 0.65 0.98 0.59
ne[10°m=3] | 0.74 (+0.030) 0.58 (£0.022) 1.20 (£0.059) 0.94 (£0.036)
a/Ln, 0.65 (£0.085) 1.25 (£0.45) 0.74 (£0.071) 1.30 (£0.57)
T, [keV] 1.40 (£0.027) 0.43 (£0.068) 0.97 (£0.037) 0.35 (+0.030)
a/Lx, 2.65 (£0.11) 7.48 (£1.84) 2770 (£0.13) 6.28 (£1.16)
T, [keV] 0.80 (£0.044) 0.31 (£0.040) 0.71 (£0.042) 0.25 (+0.039)
a/Lx, 2.47 (£0.17) 5.54 (+0.84) 2.70 (£0.18) 5.86 (£0.95)
T./T; 1.75 (£0.010) 1.39 (£0.28) 1.37 (£0.096) 1.40 (£0.25)
Zes s 2.53 (£0.47) 2.53 (£0.47) 1.48 (£0.25) 1.48 (£0.25)
np /e 0.82 (£0.09) 0.82 (£0.09) 0.95 (£0.03) 0.95 (£0.03)
ng/Ne 0.036 (£0.018) | 0.036 (£0.018) 0.01 (£0.006) 0.01 (+0.006)
valcs/a] | 0.071 (£0.013) 0.56 (£0.11) 0.23(£0.039) 1.28 (£0.22)
w,lc./a] | 0.0080 (+£0.0014) | -0.0025 (£0.0016) | -0.0045 (£0.0027) | -0.0037 (£0.0045)
YExg|cs/a] | 0.011 (£0.0029) | 0.017 (£0.016) | -0.021 (£0.0071) | 0.0015 (£0.022)
vplcs/a] | 0.084 (£0.014) | 0.16 (£0.014) -0.17 (£0.028) 0.015 (£0.22)
q 1.50 2.78 1.61 2.83
s 1.10 2.74 1.05 2.48
Table 4.1: Input experimental values for GYRO runs for LOC (shot 1120626023)

and SOC (shot 1120626028) at r/a=0.6 and CECE measurement position (~0.85).
The values are time averaged over 0.5s (0.9-1.4s). The definition of parameters are as
follows. p, = ps/a with sound gyroradius of main ion, p, and minor radius, a. v, is
the electron-ion collision frequency, wy is the ExB toroial rotation frequency, vgxp5 is
the ExB shearing rate, and p is a rotation shearing rate. q is the safety factor, and
s is the magnetic shear defined as s = r/q|dg/dr|.

As explained in section 3.4, electrostatic, ion scale fluctuations were considered. In
these ion scale simulations, the electron and ion modes can be connected to the TEM
and ITG mode. Then, we can investigate an old hypothesis about the LOC/SOC
transition (TEM-LOC, ITG-SOC) through gyrokinetic analysis. The experimental
profiles shown in Fig. 4-7 were used as inputs. Also in the simulations, one impurity
species (Boron, B) was used with the estimated main ion fraction (np/n.). It was
assumed that the main ion density gradient was not changed by including impurities

in the simulations.
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4.3 Gyrokinetic anaylsis in the core region for the

LOC/SOC plasmas

We will first look at the changes in turbulence deeper in core (r/a=0.6). Since toroidal
rotation reversal across the LOC/SOC transition occurs further inside, near the q =
3/2 surface (r/a~0.65 for the LOC/SOC discharges of interest) in C-Mod [129)], it
will be interesting to see the changes in turbulence where toroidal rotation reversal

occurs.

4.3.1 Local linear gyrokinetic analysis

We first studied the changes in the dominant turbulence mode between the LOC/SOC
plasmas in the core (r/a = 0.6) through linear stability analysis with the experimental
parameters shown in Table. 4.1 without modification. In these simulations, the dom-
inant modes, which have the highest growth rates, were found using an initial value
solver in the ion scale turbulence (k,ps < 1.2, k, is the poloidal wave number and ps
is the sound gyroradius of main ion, defined as p; = ¢,/ With ¢, = \/m and
Qe = eB/m;c). As explained in section 3.4, electron/ion modes refer to modes that
propagate in the electron/ion diamagnetic directions. The sign of the real frequency
is used to determine whether the mode is electron or ion mode. In GYRO, negative
real frequency indicates the ion diamagnetic direction, and positive frequency indi-
cates the electron direction. As shown in Fig. 4-9, the ion mode is dominant in the
whole k,p, region in both LOC and SOC discharges. In both discharges, the ExB
shearing rate is less than 10% of the highest growth rate of the dominant mode in
Fig. 4-9.

In order to verify the dominant turbulence mode at r/a=0.6, we performed sensi-
tivity analysis of the most unstable mode with scans of a/Lz, and a/Lg,. Figure 4-
10(a) and (b) show the results of this analysis where the contours of the growth rate of
the most unstable linear mode in the kyps < 0.7 are plotted. The horizontal and ver-

tical axes indicate the values of a/ Lz, and a/Lr, used in each simulation, respectively,
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Figure 4-9: Linear stability analysis of (a) the LOC discharge and (b) SOC discharge.
The left figures show the real frequency of the most unstable mode and the right
figures show the growth rate of the unstable mode. The positive real frequency
indicates the mode propagating in the electron diamagnetic direction, and negative
real frequency indicates the opposite case. The unit of both real frequency and growth
rate is cg/a with ¢; = y/T,/m; and minor radius, a. (¢;/a = 1.17 x 10° /s (LOC) and
9.75 x 10° /s (SOQ))
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and the thick black line in the contour indicates the boundary between electron and
ion modes from the sign of the real frequency. The location of the a/L, and a/Lr,
values from the experiment is marked by a + sign, and the extended + sign by the
dotted line indicates the experimental region within the errors. Since the ITG mode
is sensitive to a/Lr,, the change of growth rate will be sensitive to a/Lr,, not a/Lr,, if
the I'TG mode is dominant in the simulation. The same thing can be expected for the
TEM, which is sensitive to a/Lz,. We can see that the growth rate in the upper left
region is sensitive to the a/Lr, value. Consequently, the dominant turbulence mode
in this region is driven by the electron temperature gradient, indicating TEM-type
turbulence. In contrast, the growth rate of the lower right region of the contour is

sensitive to the a/Lr, value, so that the dominant mode in this region is driven by

ITG, indicating the ITG mode.

Through this sensitivity analysis, we found that the ITG mode is dominant at
r/a=0.6 in the both LOC and SOC discharges. As shown in Fig. 4-10, both LOC/SOC
discharges are in the ITG dominant region at r/a=0.6. The uncertainties of a/Lr,
and a/ Lz, from Table 4.1 are about 4—8%. The typical uncertainty of T, and 7T; mea-
surements is about 5-10%. Since a radial gradient of the profile is less constrained
than the amplitude of the profile, and the uncertainty of the gradient scale length is
obtained by propagating the uncertainties of the amplitude of profile and its gradient,
it is expected that a gradient scale length has the larger uncertainty than the uncer-
tainty of the profile itself, at least more than 5-10% in this case. Thus, it is hard
to believe the estimated uncertainties of gradient scale lengths, comparable to the
uncertainty in the profile measurements. It is possible that the core T, and T; profiles
are over-constrained by the fitting for these profiles, we will then small uncertainties
from the amplitude of the profile and its gradient. In the future, alternative analysis
for the core profiles could be performed [34]. In this study, 20% uncertainty is used
instead of the estimated uncertainty as shown in Fig. 4-10. Even with this generous
uncertainty, both plasmas are still in the ITG dominant region. We also attempted
to find the sub-dominant mode using the eigenvalue solver explained in section 3.4.

However, no sub-dominant mode was found in either discharges. Thus, the ITG mode
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is dominant at r/a=0.6 in both LOC and SOC discharges, and no changes in turbu-
lence mode between the LOC and SOC plasmas were observed at this location from

linear gyrokinetic analysis, consistent with the previous study in C-Mod [99].

4.3.2 Investigation of turbulence characteristics in the LOC/SOC
plasmas through gyrokinetic simulations using experi-

mental values.

We performed the non-linear gyrokinetic analysis for the LOC/SOC plasmas at
r/a=0.6. The basic set-up for non-linear simulations in this section, such as ve-
locity grid, rotation effects and particle treatments (gyro kinetic ion & drift kinetic
electron) is the same as explained in section 3.4. For both LOC and SOC discharges,
toroidal grid spacing An=12 and 16 toroidal modes are used. Then, ion scale tur-
bulence modes (k,ps <1.4-1.5) were considered in the simulations. Domain size was
set to L, ~ 70 — 80ps; by L, ~ 60 — 70p, with radial spacing, Ar ~ 0.3 — 0.35p;.
As shown in Fig. 4-11, GYRO over-estimated Q; significantly (more than 8 times)
in both LOC and SOC discharhges, while electron heat fluxes are matched within
the uncertainties. This is consistent with previous studies [99, 120]. [120] shows that
modifying the np/n. value can be a way to solve this disagreement, but the study
is in progress. Investigation of the over-predicted @; will be out of the scope of this
study. Instead of matching @); by varying input parameters, we will study the turbu-
lence characteristics and difference between the LOC and SOC discharges from the
simulations using the experimental profiles without modification, as shown in Fig. 4-
11. It is noteworthy that the over-prediction of ion heat flux in the ITG dominated
region may suggest the overall turbulence levels are wrong. Thus, matching electron
heat flux might not be meaningful. In this study, we just note the changes in the
simulated turbulence by GYRO across the LOC/SOC transition.

It was found that the ion mode is dominant at r/a=0.6 in both LOC and SOC
discharge from the nonlinear simulations. The dominant turbulence mode in the

nonlinear runs can be observed from the power spectrum of fluctuating quantities
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Figure 4-10: Contour of growth rate of most unstable mode with the change of a/Ly,

and a/Lz, in the k,p, range [0.1-0.7] in (a) the LOC discharge and (b) the SOC
discharge. The uncertainties of a/Lz, and a/ Ly, were set to 20%.
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