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Abstract

Aircraft Company X (ACX) designs and manufactures aircraft. ACX operates Manufacturing Center 1 which produces parts and assemblies for both assembly and spares business lines. Accurate scheduling is crucial for meeting demand and the on time delivery of parts, a key driver of customer satisfaction. Managers currently use a manual process to generate a short interval schedule for production in this volatile, high variety, low volume environment with reentrant flow. The current process is not only time consuming but also disrupts coordination between supporting functions.

This thesis explores the challenges of developing and implementing an automated scheduling tool in a flexible job shop with re-entrant flow, part families, sequence dependent set-up times, and machine eligibility restrictions. First, a model is developed from current scheduling rules used by shop floor supervisors. The model uses the earliest due date dispatching rule and part family information to schedule a group of parallel machines. This model is then incorporated into a scheduling tool, which is implemented and tested in the plant. Finally, the results of the implementation are discussed along with improvement to the tool.

The purposed tool demonstrated during testing the ability to save a significant amount of the supervisors’ time by reducing their involvement in scheduling, to reduce set-up times by grouping similar parts, and to align support functions by providing a unified build plan for the plant.
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1. Introduction

1.1. Purpose of Project

Aircraft Company X (ACX) operates Manufacturing Center 1 (MC1) that produces parts for multiple demand streams of the business including spares and final assembly. MC1 uses a materials resource planning (MRP) system to schedule the production of parts. The parts are backward scheduled based from due date using the makespan, the total production time for the parts including queue, set-up, and run time for all operations. The MRP system uses a build plan to tell managers what needs to be made; however, it is up to the value stream managers (VSM) how to assign the various jobs on the individual machines on a daily basis. This manual scheduling process is time consuming. The purpose of the project is to propose methods for automating short term scheduling in MC1.

1.2. Problem Statement

Assess and model current scheduling rules in order to automate short interval scheduling to improve on time delivery to the customer.

1.3. Hypothesis

This project hypothesizes that integer programming can be used to automate the creation of the near optimal short interval schedule for a complex machine shop and the stable scheduling will improve the performance of the shop.

1.4. Project Goals

The goal of this project is:

1) to develop a tool that automates short term scheduling,

2) to evaluate the tool in the current manufacturing environment using performance metrics and

3) to provide recommendation for improving the scheduling tool.
1.5. Project Approach

A phased approach was used to manage the project. The initial phase was current state analysis where interviews and observations were used to gain an understanding of current short term scheduling practices across the plant. During the modeling phase, I built a model to replicate current scheduling practices. During the prototyping phase, an application, which used the model, was developed and tested.

1.6. Thesis Outline

Chapter 2 provides a background on the industry, ACX, and scheduling at MC1. Chapter 3 is a literary review of academic research into the job shop problem and project implementation. Building on observations made regarding the current state and incorporating the literary review, Chapter 4 outlines three methods for automating scheduling. Chapter 5 discusses the building and implementation of the scheduling tool in MC1. Finally, Chapter 6 summarizes the main points discussed in this thesis and offers concluding remarks.
2. Current State

This chapter provides background of the aircraft industry, ACX, MC1, and scheduling in order to inform the reader on the current state of the problem.

2.1. Industry

The sector of the aircraft industry that ACX competes in expects yearly sales of new aircraft to be around 1200. The sector has five major players that dominate the domestic commercial and military markets. These companies also compete internationally individually and through joint ventures with local partners. Companies generally compete on three different components: price, quality and customer service, and performance. Market estimates put the total demand for civilian turbine aircraft between 4,750 to 5,250 for 2015 to 2019 (Honeywell Aerospace, 2016). Because military spending is decreasing and oil prices are low, the market for these aircraft is contracting (The Economist, 2015). This downturn has increased competition between the five major players in the aircraft marketplace as consumers continue to expect a very high level of service at a competitive price.

2.2. ACX

Aerospace Company X (ACX) is one of the leading suppliers of military and commercial aircraft and related spare parts and services in the world. The company is a subsidiary of a larger firm, and ACX accounts for approximately thirty percent of the parent company’s annual revenue. ACX has operations across the United States and in several other countries. ACX is vertically integrated, producing many of the components used in its aircraft and has several centers that manufacture parts for both the final assembly sites and the spares business.

2.3. MC1

Manufacturing Center 1 (MC1) receives raw materials, which are machined, processed, and put into inventory as spares or assembled into complete assemblies. MC1 is a flexible job shop that produces a broad mix of low volume parts for a variety of aircraft models. A flexible job shop has work centers with each work center containing a number of parallel, identical machines.
Each job has an individual routing through the shop with the job requiring processing at each work center in the routing using only one of the parallel machines in the work center. Currently, MC1 manually schedules all of production in the facility.

MC1 produces high tolerance parts, which is one of its differentiators from the competition. However, these tolerances often cause quality issues and a significant amount of rework. MC1 supports all aircraft made by ACX with parts. This leads to a wide variety of production processes that vary with uncertain demand from the spares business. Unexpected machine downtime further complicates scheduling.

There are five different demand streams for which MC1 produces both parts and assemblies. The different demand streams have varying demand stability and lead times. The demand streams have different impacts on overall company performance based on the size of the buyer and the contract.

Across all of the demand streams, MC1 supports approximately fifteen different aircraft programs. ACX developed the programs over the years, which led to different machining practices used to produce each part. Part type A for program A is manufactured differently than part type A for program B. There is not a standard work for a part type across all the programs. MC1 is responsible for producing several thousand individual parts across all of the programs. The routing for a part can include anywhere between ten and one hundred operations.

MC1 operates hundreds of machines, which have differing capabilities and are generally grouped by capability into work centers. The machine groups, or work centers, assume that all machines are able to produce the part with the same tolerances and time standard. Work centers in MC1 can range from a single machine to ten parallel machines.

2.4. Scheduling

There are two major types of scheduling in the manufacturing process:

- Master scheduling, which looks at meeting demand over a long horizon, and
- Short term scheduling, which looks at what parts are needed in a fixed time period with deliveries of usually less than six weeks to be considered on time.

The master schedulers use demand from the planners, due dates, and production times to create a build plan for the facility which determines the order of production parts. The build plan in the MRP system does not account for capacity, instead it relies solely on the start time to plan
jobs. The MRP system assigns work to a machine group based on its routing and does not assign it to an individual machine if the machine group comprises more than one machine. Value stream managers then take this build plan and assign the work out to the machine groups. The machine group supervisors then take the work and assign it to individual machines and operators.

2.4.1. Reentrant Flow

Some parts require multiple non-consecutive operations on the same work center. This reentrant flow is one of the more complicated aspects of scheduling because it requires management to balance competing demands on a resource. The reentrant flow is a manifestation of machine capability when the process part was designed. Older parts were designed to be manufactured on machines that were less capable than the machines currently in the plants. These older parts required multiple passes through a series of operations to meet their specifications. Now the facility has more capable machines but the processes have not been updated to incorporate the change in capability.

2.4.2. Rework

As mentioned earlier, MC1 differentiates its products by providing high quality parts. This requires parts to hold very tight tolerances. Parts are often rejected during inspections because they do not meet the tolerances. The part can either be reworked or can be scrapped and another order of the same part expedited in order to meet demand. The insertion of rework into the production system causes delays because it is unplanned capacity utilization. This has significant schedule impacts. Parts needing rework must wait for engineering to approve a method to correct the defect. This process is uncertain and also leads to other parts being accelerated to meet demand.

2.4.3. Due Dates

MC1 uses due dates to determine the build plan. All parts are backwards planned using the due date and the total span time to produce the part to determine the start of production. This method does not take into account the actual capacity of machines.

This causes issues when an order is awaiting a material review for quality because an order for the same part is accelerated in order to meet this demand. This part acceleration
disrupts the schedule. Also when the original part comes out of the material review and is re-inserted into the system, it is pegged to the original due date. This causes the MRP system to place it as a priority even though the demand has already been met and disrupts the schedule.

### 2.5. Current Practices and Effects

The previous sections have discussed how the system handles scheduling and some of the challenges it faces. The reality on the shop floor is that managers are not able to adhere to the build plan because of the disruptions and competing priorities. Managers rely on information from the program managers about what needs to be made. These program managers are trying to feed assembly the parts that are critical to meeting the delivery dates and focusing on only what assembly needs tends to prioritizes parts closer to yield. It also leads to parts that are not a priority now to be forgotten about, which can lead to future problems. This approach is very time consuming with each supervisor spending several hours during their shift making adjustments to the schedule. The daily shifts results in misalignment of machines, tooling, and work in progress. The figure below highlights the complexity of the current scheduling process including confusing pathways and non-value added churn.

![Figure 1. Current Scheduling Process](image-url)
3. Literature Review

This section covers academic research relating to the job shop problem, which is one of the classic operations research problems and project implementation. It also discusses more specific cases of the job shop to include the flow shop and parallel machines problems.

3.1. Job Shop Problem (JSP)

The job shop problem has been significantly researched because of its applications for scheduling in both operations research and computer science. Most academic approaches examine the minimization one of several objectives: makespan, lateness, or tardiness. The job shop problem is NP-hard and many of the solution methods are only capable of solving smaller sized problems.

Pinedo presents a comprehensive method for classifying the job shop family of problems and many of their characteristics and features (Pinedo, 2012). Balas et al provides the first formulations to solve job shop problems with both integer and mixed-integer methods (Balas, Glover, & Zionts, 1965). Their work however is limited to small scale problems but provides the building blocks for more complex formulations.

3.2. Parallel Machines and the Flexible Environment

The parallel machine problem is a special case of the job shop problem where there is a number of identical machines in parallel. Pinedo presents dispatching rules for solving parallel machine problems with makespan or due date related objective functions. He finds that these heuristic methods provide useful solutions for many complex formulations of the problem that cannot be solved optimally with exact methods (Pinedo, 2012).

Montazer and Van Wassenhove use simulations to evaluate wide-ranging lists of scheduling rules for a flexible manufacturing environment. Several of the scheduling rules are multiple objectives. Their research allows a performance-based comparison including utilization, waiting time, and work in progress, in addition to the objectives (Montazeri & Van Wassenhove, 1990).
3.3. Flow Shop

The flow shop is another special case of the job shop problem where the routes of all of the jobs are the same. This specific case is seen often in the semi-conductor industry and often has re-entrant flow. Graves presents a formulation for the flow shop problem with re-entrant flow (Graves, Meal, Stefek, & Zeghmi, 1983).

Kalir et al present a simulation game that models a flow shop to help management understand the principles of algorithmic scheduling. The game and its discussion helped frame how to convey the very complex topic of algorithmic scheduling to a large group (Kalir, Zorea, Pridor, & Bregman, 2013).

3.4. Implementation

Sonenshein discusses how culture can affect the creative use of resources in an organization. He examines an organization during times of limited and plentiful resources and shows that managers can use resourcing to foster creative problem solving. His creative resourcing method, including manipulating and recombining, help inform how the scheduling problem can be tackled with assets currently available (Sonenshein, 2014).

Spear presents a methodology for becoming a learning organization that has the ability to adapt faster. He focuses on process design, standard work, and experimental problem solving. His systems framework is useful for understanding how this project can be a launching point for developing a learning organization focused on identifying and solving problems (Spear, 2009).
4. Approaches to Short Term Schedule Automation

This chapter outlines the methods used to model short term scheduling. It discusses the overall framework of the problem and available data.

4.1. Framework

Using the scheduling classifications from Pinedo, the scheduling problem in MC1 is $FJc|s_{jk}, fmls, Mj, rcrc|\sum w_jT_j$. It is a flexible job shop with sequence dependent set-up times, part families, machine eligibility restrictions, and recirculation with an objective of minimizing the total weighted tardiness.

$s_{jk}$ represents the sequence dependent set-up time to switch the machine from job $j$ to job $k$. The more tools in common between the two jobs the lower the set-up time is.

$fmls$ represents part families and jobs in the same family that can run behind each other without incurring an additional set-up. Part families will be also be called part taxonomies.

$Mj$, machine eligibility restrictions, occurs when a machine in a group of parallel machines is not capable of running a specific job $j$.

$rcrc$, Recirculation, has been discussed in prior sections as re-entrant flow and happens when a job has to be processed by the same machine or machine group multiple times.

$\sum w_jT_j$, Total Weighted Tardiness, is the weighted tardiness of all of the jobs in the system. A job is tardy when it is completed after its due date and tardiness is the number of days after the due date that the job is complete.

The majority of the data needed to construct the model for this problem is available directly from the MRP system. The MRP system has the due dates, routings, and set-up and processing times for each operation. It also provides near real time updates of the part movement.
through the shop. The MRP system does not have any information about part taxonomies, but it is available in playbooks on the shop floor, so a separate data source will need to be established to hold the information.

During the investigation of the problem, it was clear that the problem was both too large and too fluid. It is very difficult to know exactly where a part will be very far in the future, to solve using an integer program. However, heuristics that are derived from integer programs are useful for solving similar problems of a smaller size. In order to effectively build the model, we are going to make assumptions that simplify the problem. The key assumptions to modeling this problem are:

- assuming that all machines in a group are identical and therefore there are no machine eligibility restrictions, and
- there are only part family set-up reductions.

We are also initially focused on a group of parallel machines since a flexible job shop is comprised on connected parallel machines.

4.2. Earliest Due Date

4.2.1. Motivation

The primary goal of this methodology is to emulate the supervisor’s due date scheduling while removing their manual intervention in the schedule. Using the Earliest Due Date is also a heuristic method for minimizing tardiness. While this approach might not always provide an optimal solution, it does provide a way to automate the scheduling.

4.2.2. Methodology

The scheduler is provided a list of jobs, including their processing times and due dates. The list of jobs is generated from the queue of jobs in front of a given machine group. The machine group can be any number of machines, but all machines in the group must be identical. Here, we are ignoring the machine eligibility restrictions.
First, the scheduler sorts the jobs based on the due date from earliest to latest. The scheduler then assigns the first job to a machine. The scheduler takes the next job and assigns it to the next open machine. The scheduler calculates the completion of all jobs using the job start time and processing time and then uses the job completion time to assign the next job to the first open machine until all jobs have been assigned.

Figure 2. Parallel Machine Example

Figure 2 shows a parallel machine environment with four machines and sixteen jobs. All machines in this example have the exact same capability to handle any part. The algorithm uses due dates and processing times to make decisions about machine assignments.
Table 1. Example Job List

Table 1, above, shows the jobs and their pertinent information for machine assignment. The ProcTime column includes both the set-up time and run time for the jobs in this example. After the jobs are sorted by due date, the list will be used to assign the jobs to one of the four machines.
Figure 3. Job Assignment Process

Figure 3 shows the job assignments from the earliest due date sorted list in Table 2 in the four machine environment. The next job is assigned to the first open machine. Job 16 is assigned to machine 1 because it finishes first and job 12 is then assigned to machine 3. This process continues until all jobs are assigned. This machine assignment information and completion times are used to construct a Gantt chart.
4.2.3. Initial Results

Using the earliest due date to assign work to machines emulates the current practices on the shop floor. It produces feasible schedules that can be run by the machines and are at least as good as the manual schedules. This method successfully automates scheduling, potentially reducing the load across all supervisors by several hundred hours a week. While the approach does not produce optimal solutions, it is easy to implement given the current systems architecture.

4.3. Part Grouping

4.3.1. Motivation

Set-up times represent a significant percentage of the time that a part spends in the manufacturing process. The shop floor groups parts by set-up types in order to make the production process more efficient. The motivation behind this method is to fully capture the
savings from set-up reductions by incorporating part groupings into the earliest due date scheduling algorithm. The parts that use the same tooling and fixtures are grouped by taxonomies, which are currently kept in playbooks on the shop floor.

4.3.2. Methodology

This methodology builds on the earliest due date algorithm presented in the previous section by adding the ability to group parts with similar taxonomies. Parts with similar taxonomies use the same fixtures and tooling, but there might be variation in the actual operation run. Again, we are examining the work queue that is present in front of a group of machines.

The algorithm first groups parts with similar taxonomies for the machine group. The jobs are then arranged by earliest due date inside the groupings. The groups are then sorted by due date using the earliest due date for the first job in the group. The first group is placed on the first open machine. The completion time for the group is the set-up for the first job and the processing time for all jobs in the group.

![Part Grouping Diagram]

**Figure 5. Part Grouping**

Figure 5 shows a list of parts that are then grouped by taxonomy. There are four taxonomy groups in this example. Parts eleven through fifteen on machine one are in group one, parts nine through one on machine two are in group two, parts seven through four on machine
three are in group three, and parts fourteen through eight on machine four are in group four. In this scenario, we saved twelve set-ups across all four machines.

4.3.3. Results

Simulations were used to compare the results of the part grouping and earliest due date method versus just the earliest due date method. The simulation consisted of twenty runs of thirty job problems. The tool groups were assigned using a random number generator with a range from one to eight. Due dates for the jobs ranged between forty-eight and seventy-two hours. Set up times in hours ranged between two and twenty. Run time in hours was between one and twenty. The simulation results showed a thirty percent reduction in the total run time of all machines in the group. No machine finished later using the part grouping method than the last machine using the earliest due date method.

![Average Completion Time](image)

**Figure 6. Set-up Time Reduction for Part Grouping**
4.4. Wait Times

4.4.1. Motivation

Supervisors will intentionally idle a machine because they know that a priority job is downstream and setting up the machine for a different job will delay the higher priority upstream work. This is an effort to prevent further tardiness of an already late job and generally does not cause a significant delay for the other jobs. The ability to add wait times is important to help meet demand when a part close to yield fails quality inspection and another part needs to be accelerated.

![Figure 7. Supervisor's Wait Time Method](image)

Figure 7 depicts the method for wait times as explained by a supervisor. The supervisor was trying to reduce the tardiness of a higher priority job that was several operations away by allowing idle time in his machine group. Starting a lower priority job would occupy the machine when the higher priority job arrives and therefore cause a delay.

4.4.2. Methodology

The integer program was capable of solving the problem with optimal results in a minimal amount of time. It incorporated wait times for jobs that had higher priority because of their due date. This method also integrated the flexible job shop where earlier approaches were not able to. However, the model would have difficulty with the actual problem because there are
significant number of non-machine activities where processing times are unknown and parts often exit the system to use outside resources.

4.4.3. Results

The integer program was capable of solving the problem with optimal results in a minimal amount of time. It incorporated wait times for jobs that had higher priority because of their due dates. This method also integrated the flexible job shop where earlier approaches were not able to. However, the model would have difficulty with the actual problem because there are a significant number of non-machine activities where processing times are unknown and parts often exit the system to use outside resources.

4.5. Initial Conclusions

The three models discussed have strength and weakness for use as a short interval scheduling tool. The first two models use dispatching rules to schedule the jobs and are easier to implement with the current MRP system. Neither is an optimal solution and cannot simulate the entire factory. Neither model requires significant upkeep because the information is pulled directly from MRP data. The third model, which uses an integer program, has the capability to simulate the entire factory and produce optimal solutions, but is challenged by the problem size. This model is significantly harder to implement because of the number of variables, and because of the size and complexity of the shop.
5. Implementation

This chapter discusses the implementation of the tool, which includes what data the tool uses and how it simulates the plant, the dashboard, the adoption and rollout plan, and the results. Implementing a scheduling tool in an environment as complex as MCI is a serious undertaking because of the number of stakeholders involved.

5.1. Data Streams and Prediction of Part Flow

The three methods addressed in the previous chapter are able to schedule the queue of work for a group of parallel machines at a specific instance. These methods are not interconnected and do not move work through the shop. In order to incorporate the methodologies into a scheduling tool, we developed a method to simulate the movement of parts through the factory in order to build a schedule that would meet the three-day goal for each machine group.

In order to solve this problem, we developed a second forecasting algorithm which would move completed jobs to the next queue. The scheduling algorithm would take all the work in the current day queue and schedule it. The forecasting algorithm would take all of the jobs completed and using their routing, assign them to the next queue of the machine that performs the next operation. The scheduling algorithm schedules for day two using the jobs from the previous day that had not completed and the jobs just moved into the queue. This process is repeated to build out the schedule for three days while simulating the flow of jobs through the shop. The figure below shows how the part predictions advance the jobs across multiple days. The blue jobs represent all of the jobs currently in the queue, the red jobs are jobs completed the previous day, and the green jobs are jobs that are new to the system. This visual representation was useful in communicating the methodology of the prediction to the supervisors because they could see how the jobs would move.
Figure 8. Part Prediction Diagram

There are several instances where jobs exit the system to enter an outside resource like a supplier. The jobs will reenter the system when they return. The prediction algorithm moves the job into a queue for these resources in order to provide visibility of when it will be available to send to the supplier. However, the scheduler will not be able to predict the job until it returns from a supplier and is placed into the current day queue.

5.2. Dashboard

The dashboard was developed to give the user the ability to interact with and change key parameters that would effect the scheduling algorithm. It provides a method for viewing the output of the scheduler. We identified that the user would need to be able to interact with the machine groups, part taxonomies, and output pacer charts. The dashboard for the tool was based on the architecture for a previous scheduling project.

5.2.1. Resource Editor

The machine grouping wizard in the dashboard gives the user the ability to build and edit the groups of parallel machines. It also gives the user the option to add or subtract a machine from the group for capacity reservations and allows planned downtime for maintenance to be
incorporated into the scheduler. This feature is important as new machines are added to the system and older machines are differentiated for specific parts.

5.2.2. Taxonomy

The Taxonomy tab lets the user group similar parts and operations for that machine group for the scheduler to use to reduce the number of set-ups. The user is able to select a part and then assign a taxonomy group for each operation. This taxonomy group uses the same tooling, fixture, and set-up for the machine. The majority of this information is available on the shop floor. This tool formalizes a method to capture this information so the most efficient schedule can be built. It will also incentivize efforts to use standard tooling and fixtures for common parts.

5.2.3. Pacer Charts

The pacer charts will provide a visual of the work that each machine needs to complete. It shows the set-up times for each job and the run time for each part. This allows the operator to pace his work flow. This tool will provide both the operator and the supervisor with a way to detect a problem during the operations. This will serve as an andon, signaling that there is a misalignment between the schedule and actual work. The supervisor and operator can then investigate the cause of the misalignment to determine the root cause. Currently, this is not possible, which is why the pacer tool is a critical piece of the implementation.

5.3. Adoption

The goal of the project was to not only provide a useful tool for scheduling, but also to motivate the shop floor to actually use the tool every day. Understanding the company as it relates to change would be critical to a successful adoption of the tool.

The initial step of developing the adoption plan was to conduct a stakeholder analysis to understand all of the key organizations involved and their relevant interests in the project. While short interval scheduling might seem to be limited in scope and confined to the manufacturing organization, it actually has many stakeholders across the entire enterprise. The key stakeholders were the operators, management, dispatching, tooling, industrial engineering, business planning, and IT. Figure 9 shows relationships between the various stakeholders of the project.
After conducting the stakeholder analysis, interviews were completed with each group to understand their position and begin to gain their buy-in. Three major themes about IT based manufacturing tools emerged from the interviews:

- they were excessively time consuming,
- they were not designed for the end user, and
- they were not used by manufacturing.

These concerns were voiced by the supervisors, operators, and IT personnel respectively. These groups also had the strongest opinions about a tool. The supervisors and operators were most heavily invested in the tool’s use. IT was most heavily invested in the tool’s development and maintenance. The engagement strategies for each group are below.

- **Supervisors**
  - Identify early adopters
  - Use quick wins to establish credibility
  - Early adopters lead implementation

- **Operators**
  - Engage during interface development
  - Communicate system benefits
- Integrate feedback and improvement system

- IT
  - Incorporate existing infrastructure
  - Demonstrate support of manufacturing
  - Quantify system improvements

In order to engage the supervisors during the development process, one supervisor from each area of the plant was identified as an early adopter and was used during the development of the model. A quick win with the supervisors would help build their confidence in the solution and make them advocates to both their operators and outside organizations like IT. An Excel and python prototype ran parallel to their process several mornings to show how the algorithm was making similar decisions to their own. This activity help build the confidence of the two early adopter supervisors in the scheduler. It also helped provide additional knowledge about the quirks existing in their individual areas, i.e. two machines are identical in the database but are not identical in reality, or jobs present in that area in the system were not actually present. These problems represented a significant amount of noise and required filtering to provide improvement results. Quickly addressing this concerns built trust between the IT team, industrial engineers, and the supervisors.

These supervisors were also selected to lead the implementation because they were respected by their peers and could clearly communicate how the scheduler worked and how it improved the scheduling process, freeing up a significant amount of their time. This helped address the major concern that any tool would only increase the time requirements on the supervisors and the work would be non-value added. The message was better received coming from a peer than an outsider.

The major concern of the operators was that the interface with the system would not be designed with the end user in mind. The tool has three major end users, manufacturing supervisors and operators, dispatchers, and tooling. Focus groups were used to determine what information needed to be displayed and the best way to present the information. This engagement helped the operators feel like they were invested in the tool. There was also some concern from the operators that the tool would be used to punish non-performance. The communication plan addressed these concerns by addressing the adherence metric used to measure system performance and to identify misalignments between operations. Another key
message was that the schedule provided a clear goal for all areas to work towards, which was well received by the operators because it clearly defined the expectations of the day.

Using the manipulating and recombining tactics presented by Sonenshein, current infrastructure could provide all of the necessary information required by the scheduling tool, IT would only need to integrate these existing resources with the scheduling algorithm. The creative resource of existing resources reduces the downside if the tool happens to go unused. IT was concerned about developing a tool that would not be used, so the two supervisors were brought in to articulate how the tool would save them significant time. This time savings alone justified the programmer hours needed to build the tool. The enthusiasm of the supervisors about the tool put a manufacturing face on the project and convinced the IT managers that a well-designed tool would in fact be used.

The deliberate approach for the adoption of the tool helped identify and mitigate many of the possible obstacles that the project faced. Engaging key stakeholders built consensus and alignment and ultimately fostered a sense of ownership in the project process.

5.4. Roll-out Plan

The roll-out planned to have two phases with a pilot and then full implementation. This method for implementation was selected because of the cultural challenges identified with change. The phased implementation assured that a quality solution would be delivered to the majority of the users. The early adopters for the pilot were comfortable working through the issues because they fully understood the impacts of the scheduling tool. The major objectives of the pilot were to validate both algorithms, debug the tool, define standard work and process flow and refine the user training program. The pilot was used to validate that the algorithm was working with the MRP system and with the part taxonomy database. Two areas of the plant that had sequential operations were used during the pilot to test the forecasting algorithm. During the pilot, the training program for the tool was refined for the operators, supervisors, and dispatchers.
During the pilot, a new process flow was mapped and is depicted above. The process reduced the number of handoffs as compared to the initial process depicted in Figure 1. These changes to streamline the flow reduced the ambiguity about which schedule was correct. While designing the new process, standard work was created to identify who did what work. This eliminated confusion about responsibilities that were present in the previous system. The table below shows how tasks were assigned to different functions. Standard work was then developed for each of the sample tasks.

<table>
<thead>
<tr>
<th>Function</th>
<th>Task Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dispatching</td>
<td>Identify orders on hold</td>
</tr>
<tr>
<td>Dispatching</td>
<td>Order Day 3 tooling</td>
</tr>
<tr>
<td>Dispatching</td>
<td>Load shop according to build plan</td>
</tr>
<tr>
<td>Tooling</td>
<td>Deliver Day 1 tooling</td>
</tr>
<tr>
<td>Supervisor</td>
<td>Validate work in area</td>
</tr>
<tr>
<td>Supervisor</td>
<td>Place non-workable orders on hold</td>
</tr>
</tbody>
</table>

Table 2. Example Standard Work Tasks
During the full implementation, training was conducted with all of the involved workers to introduce the new process and standard work. Integrated simulations were conducted with the entire support group so that they could see the work flow. Supervisors and operators from the pilot areas socialized the tool with the new areas. Industrial engineering provided assistance by placing orders on hold and collecting part family information and entering it into the central database. This approach led to acceptance of the new tool because each function was able to see overall system improvement.

5.5. Metrics

Schedule adherence is the primary metric used to evaluate performance of operators while using the tool. Schedule adherence monitors how closely the operator is able to build to the schedule. It will be measured by dividing the number of jobs completed per day by the number of jobs scheduled per the schedule. Using this metric will identify problems in the manufacturing system because low adherence will be investigated to determine the root cause of the problem. The schedule adherence metric might be lower than expected for several reasons to include:

- unscheduled machine maintenance,
- incorrect part routing,
- incorrect scheduling standard, waiting on tooling, or
- waiting on work.

An adjusted schedule adherence metric will allow us to gauge the performance of the individual operators. The metric will be adjusted for situations like those discussed above that are outside the control of the operators. This holds the operator accountable for only the work he is able to build.

Change in monthly shortages is the metric used to judge the overall performance of the scheduling algorithm. The scheduler should improve the plant positions on shortages because it will be building to due dates.

5.6. Results
In previous sections, the predicted results of the scheduler were presented. During the implementation, data was collected in order to see how the actual results compared to both the predicted results and the current state.

![Supervisor Hours Spent Scheduling](image)

**Figure 11. Supervisor’s hours spent scheduling**

Initial predictions indicated that the scheduler was expected to save around 300 hours of supervisors’ time during a week. A survey was used to collect information about the number of hours supervisors spent scheduling for ten weeks before and after the scheduler was implemented. Prior to the scheduler, supervisors were spending on average 296 hours per week on scheduling. After the scheduler was implemented, the number of hours spent on scheduling dropped to an average of 37 hours per week. This did not go to zero as expected because supervisors still spent time dealing with exceptions or correcting incorrect data that was pulled into the scheduler from one of the data sources. I expect that over time, as the quality of the data used by the scheduling algorithm improves, the number of hours spent scheduling will continue to decrease. The reduction in supervisor hours is nearly 88% and this represents significant savings in valuable time the supervisors can spend completing other tasks.
Data for schedule adherence was collected for ten weeks with the average adherence for the ten weeks at 82%, which was better than the target of 80% during the initial adoption. As noted earlier in the section about schedule adherence, there are several reasons why the operator would not be able to build to the schedule that are beyond his control. During the ten weeks of the data collection, the majority of reasons for deviation from the schedule were:

- incorrect routing,
- unexpected downtime,
- waiting on tooling, and
- waiting on work.

As these issues are addressed the deviations from the schedule will decrease and the deviations from problems outside the operators’ control should significantly decrease.
Figure 13. Schedule Adherence Deviations

Figure 13 shows the causes of deviation from the schedule by the number of operations missed with the primary driver being unexpected machine down time. This is unsurprising since the model does not include a method for accounting for unexpected downtime. An improvement to the model could incorporate a probabilistic model using historical data on machine downtime to predict whether or not a machine is expected to be operational. The other three drivers are expected to continue to decrease overtime as the quality of the data improves, specifically data regarding routing and part taxonomies, and as interactions between the functions improves.
The chart above shows the actual number of hours saved using part grouping for ten weeks. The gap between the EDD and EDD + Grouping represents the number of hours saved. It was calculated using the full set-up and run time for all parts and then the set-up for all parts where a set-up was not required because they were grouped. The average hours saved over the ten weeks was 940, which is a 15.7% reduction in production time. The predicted savings from the simulation was around 30% and the reason for the difference between the actual and predicted saving is incomplete taxonomy data for the grouping function. As the remaining taxonomy data is incorporated in the dataset, the set-up time reduction saving should increase towards the predicted percentage.
6. Conclusion

6.1. Key Findings and Recommendations

During the implementation, the tool demonstrated that it significantly reduces the number of hours that supervisors spend scheduling, it provides a method to synchronize dispatch and tool production to support manufacturing, and it reduces the number of set-ups of a machine, which better utilizes manufacturing capacity.

One of the other benefits of the tool is highlighting otherwise unapparent data inconsistencies and allowing for them to be addressed. These data inconsistencies included bad part routings, wrong tooling or fixtures, and incorrect standards for span time. These issues had previously been handled directly by operators with the updated information never making it to planner or other critical support personnel. Correcting these inconsistencies help overall system performance by providing better information to master scheduling, tooling, and other key support functions.

The part taxonomy dataset was not complete and the algorithm could not effectively group all of the similar parts. Effort needs to be spent to collect and group all of the parts by common fixtures and tooling. Completely building out the part taxonomy data will greatly improve the efficiency of the system by reducing unnecessary set-ups.

The scheduler does not handle steps in the manufacturing process that are process labor based. The scheduler tells these activities when material will arrive but does not predict material coming out of this activity for a downstream machine. Additional effort needs to be spent to model the process labor based activities for the scheduler. Until then average times for these activities can be used to predict work for downstream machines.

Aircraft Company X has other manufacturing sites that can use the scheduler. The process for utilizing the scheduler in the other facilities would be similar to the roll out at MC1. The resources for each facility would need to be built and the tooling information collected. The other facilities have similar work and can benefit from the scheduler.

6.2. Opportunities for Further Research

There are several opportunities for additional research from the topics presented in this thesis. The infrastructure and datasets for the tool have been built and the tool is using
dispatching rules to schedule and predict production of parts in the plant. There is an opportunity to improve the optimization engine that the scheduling tool is using. Since the goal of this project was automation of short interval scheduling, optimality of the solution was not a primary focus. Now that the schedule is automated and the datasets are built, additional work can focus on producing an optimal schedule. An integer program could be used to solve for tardiness for each of the parallel machine groups to allow for the fluidity of the current schedule or an optimization of an entire production area could be done with an increased time horizon.

Additional research could also be done to customize the scheduler for other production sites at ACX. Since the production flows at these sites differ from MC1, different approaches including integer programming could be used to solve the scheduling problem. This work could include incorporating non-machine resources into the scheduling tool. These activities are based on the number of people participating in the work. There are also many process based activities that could be modelled to improve the scheduler.
## Appendix 1: Sample Problem

<table>
<thead>
<tr>
<th>Group Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Machines</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group</th>
<th>Set-up Time</th>
<th>Run Time</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job 1</td>
<td>1</td>
<td>11</td>
<td>37</td>
</tr>
<tr>
<td>Job 2</td>
<td>4</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>Job 3</td>
<td>5</td>
<td>12</td>
<td>44</td>
</tr>
<tr>
<td>Job 4</td>
<td>7</td>
<td>6</td>
<td>41</td>
</tr>
<tr>
<td>Job 5</td>
<td>2</td>
<td>10</td>
<td>26</td>
</tr>
<tr>
<td>Job 6</td>
<td>9</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>Job 7</td>
<td>1</td>
<td>11</td>
<td>30</td>
</tr>
<tr>
<td>Job 8</td>
<td>10</td>
<td>6</td>
<td>28</td>
</tr>
<tr>
<td>Job 9</td>
<td>3</td>
<td>10</td>
<td>28</td>
</tr>
<tr>
<td>Job 10</td>
<td>6</td>
<td>11</td>
<td>37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group</th>
<th>Set-up Time</th>
<th>Run Time</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job 1</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Job 2</td>
<td>4</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Job 3</td>
<td>1</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>Job 4</td>
<td>10</td>
<td>6</td>
<td>28</td>
</tr>
<tr>
<td>Job 5</td>
<td>3</td>
<td>15</td>
<td>28</td>
</tr>
<tr>
<td>Job 6</td>
<td>9</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Job 7</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Job 8</td>
<td>10</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Job 9</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Job 10</td>
<td>1</td>
<td>9</td>
<td>11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group</th>
<th>Set-up Time</th>
<th>Run Time</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job 1</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Job 2</td>
<td>4</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>Job 3</td>
<td>4</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>Job 4</td>
<td>4</td>
<td>15</td>
<td>38</td>
</tr>
<tr>
<td>Job 5</td>
<td>5</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td>Job 6</td>
<td>3</td>
<td>12</td>
<td>38</td>
</tr>
<tr>
<td>Job 7</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Job 8</td>
<td>2</td>
<td>6</td>
<td>31</td>
</tr>
<tr>
<td>Job 9</td>
<td>1</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>Job 10</td>
<td>4</td>
<td>12</td>
<td>8</td>
</tr>
</tbody>
</table>
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