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Abstract

Over the past decade, the advent of next-generation DNA sequencing technologies has ushered
in an exciting era of biological research. Through large-scale sequencing projects, scientists have
begun to unveil the variability and function of millions of DNA mutations called single nucleotide
polymorphisms. Despite this rapid growth in understanding, short tandem repeats (STRs), ge-
nomic elements consisting of a repeating pattern of 2-6 bases, have remained poorly understood.
Mutating orders of magnitude more rapidly than most of the human genome, STRs have been
identified as the causal variants in diseases such as Fragile X syndrome and Huntington’s disease.
However, in spite of their potentially profound biological consequences, STRs remain systemat-
ically understudied due to difficulties associated with obtaining accurate genotypes. To address
this issue, we developed a series of bioinformatics approaches and applied them to population-
scale whole-genome sequencing data sets. Using data from the 1000 Genomes Project, we
performed the first genome-wide characterization of STR variability by analyzing over 700,000
loci in more than 1000 individuals. Next, we integrated these genotypes with expression data
to assess the contribution of STRs to gene expression in humans, uncovering their substantial
regulatory role. We then developed a state-of-the-art algorithm to genotype STRs, resulting in
vastly improved accuracy and uncovering hundreds of replicable de novo mutations in a deeply
sequenced trio. Lastly, we developed a novel approach to estimate mutation rates for STRs
on the Y-chromosome (Y-STR), resulting in rates for hundreds of previously uncharacterized
markers. Collectively, these analyses highlight the extreme variability of STRs and provide a
framework for incorporating them into future studies.
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Chapter 1

Introduction

1.1 Overview

Tremendous advances in DNA sequencing technology have revolutionized the field of human
genetics in the past 15 years. While the original human genome project required over 10 years
and $3 billion to complete, rapidly developing next-generation technologies can now sequence
a human genome for less than $1,000 and in only a few days. Empowered by these remarkable
breakthroughs, scientists have begun to sequence increasingly large human populations in an
effort to understand human genetic variation. The early phases of the International Hap Map
Project (2005), 1000 Genomes Project (2013) and UK10K Project (2015) have provided more
detailed views of human genetic variation by characterizing the genomes of approximately 270,
1000 and 3700 individuals, respectively [1, 2, 3]. Further underscoring the rapid progression in
DNA sequencing applications, Genomics England has recently begun to sequence a cohort of

100,000 individuals in an effort to integrate genomic information into personalized medicine.

In addition to breakthroughs in sequencing technology, developments in statistical genetics have
enabled novel insights into the contributions of genetic variants to complex traits. Genome-wide
association studies (GWAS) have identified tens of thousands of variants linked to hundreds of
unique traits, ranging from Alzheimer's disease to blood pressure and height [4]. In addition,
techniques that estimate the proportion of a trait attributable to genetic components have
revealed that many complex traits and diseases are highly polygenic, involving hundreds of loci
[5, 6].

Despite this progress, most of these advances have focused on single nucleotide polymorphisms
(SNPs), mutations involving a change to a single DNA base pair. This limitation largely stems
from the fact that SNPs are easier to characterize, both experimentally and computationally.
Other variant types, such as copy number variants, insertions, and deletions, involve much larger

segments of DNA. As a result, accurately detecting them requires higher coverage datasets,
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longer sequencing reads and more complex algorithms that have only become readily available

in the last few years.

In this thesis, | describe our efforts to expand our understanding of a class of genetic variant
called short tandem repeats (STRs). Comprised of a repeating 2-6 base pair motif, STRs
occupy ~1% of the human genome. Their repetitive sequence causes frequent errors during
DNA replication, resulting in mutation rates that are orders of magnitude higher than most
other types of variants. These elevated mutation rates result in extremely diverse allelic spectra,
making STRs information-rich markers that are valuable for applications in forensics, genealogy
and ancestry inference. While STRs are widely used in genetics, their highly repetitive nature
has also made them difficult to profile using next-generation sequencing technologies. As a
result, recent large-scale efforts to characterize genetic variation have largely ignored STRs.
Chapter 2 describes how we address this limitation using data from the 1000 Genomes Project
[2]. We utilize a novel bioinformatics tool to characterize over half a million STR loci in more
than 1,000 individuals, substantially expanding our knowledge about the number of polymorphic
STRs, the sequence features that govern their mutability and the levels of linkage disequilibrium
between SNPs and STRs. In Chapter 3, we integrate this rich set of STR genotypes with
gene expression data to identify STRs that modulate gene expression (eSTRs). This analysis
demonstrates that STRs have a large regulatory role and underscores their putative contribution
to more complex traits. Chapter 4 details our efforts to develop and benchmark HipSTR, a
state-of-the-art variant caller for STRs. Using several high coverage sequencing datasets, we
demonstrate that HipSTR offers unprecedented accuracy and that we can phase and impute
STRs using slight modifications to existing statistical methods. Finally, Chapter 5 outlines our
approach to estimating the mutation rates of STRs on the Y-chromosome (Y-STRs). Through
both simulations and external validation, we demonstrate that our approach is highly accurate
and we use it to estimate the mutation rates of hundreds of previously uncharacterized Y-STRs.
We then leverage these estimates to predict the number of de novo STR mutations genome-wide

and demonstrate that it rivals that of any other variant class.

In the sections that follow, | begin by providing a brief overview of the definition and applications
of STRs. | then lay the framework for each of the chapters that follow by describing what was

previously known about STRs and how our contributions have advanced this knowledge.
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Figure 1-1: Example of an STR’s (a) sequence and (b) allele frequency distribution.

1.2 Defining an STR

Short tandem repeats are one of the must abundant types of repetitive elements in the human
genome. Each STR is made up of a 2-6 base pair (bp) sequence that is repeated end-to-end
a particular number of times. The sequence of the repeat unit is called the motif, while the
length of the repeat unit is known as the period. Figure 1-1a outlines a simple example of
a 24 bp STR whose motif and period are ATC and three, respectively. In contrast to SNPs,
which mostly only have two alleles, STRs frequently have three or more alleles. In addition,
because STR mutations typically add or remove copies of the motif, their alleles usually occur
in increments of the period. As a result, STR variations are thought of in terms of the lengths
and frequencies of the alleles at each locus. Figure 1-1b contains a hypothetical frequency

distribution for the example STR described earlier.

Despite the relatively simple definition of an STR, it remains unclear how many repeats distin-
guish an STR from background DNA. For instance, should an ATCATC sequence be classified

as an STR, or is it not sufficiently long? This question is further complicated by interruptions
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to the repeat structure, such as the G interruption in Figure 1-1a. Part of Chapter 2 outlines
the quantitative approach we used to address this question. Motivated by the notion that true
STRs should be substantially more repetitive than randomly generated sequences, we ultimately

identified nearly 700,000 STRs across the human genome.

1.3 STR applications

In the 1980's, scientists were still searching for DNA markers that displayed variation between
human individuals. Early work revealed that dinucleotide STR repeats amplified using PCR
displayed abundant length polymorphisms [7, 8]. This discovery immediately highlighted STRs
as useful genetic markers, because in addition to their diverse allelic spectra, dinucleotide repeats
were known to be abundant and distributed across the human genome. Scientists therefore began
to use STRs to construct improved linkage maps of the human genome [9], largely supplanting
those that had been based on restriction fragment length polymorphisms [10, 11]. These maps
provided both the ordering and distance between markers on each chromosome, enabling studies

to pinpoint the genes and mutations involved in a wide range of heritable diseases.

STRs have also been leveraged to obtain insights into human population structure. By counting
the fraction of alleles shared between pairs of individuals at 30 microsatellites, Bowcock et al.
demonstrated that samples from distinct populations clustered together by geographic origin
[12]. These findings ultimately led to the development of a wide range of STR-specific distance
measures [13, 14], which in turn have uncovered the relatedness between human populations

and their divergence times.

The high mutability of STRs has led to widespread applications in DNA identification. Prelim-
inary studies in the early 1990's were the first to suggest that the extreme variability of STRs
makes them ideal candidates for developing DNA profiles [15]. These early studies were followed
by governmental efforts to develop DNA identification systems. In the United States, 13 auto-
somal STRs and one sex-specific STR are used to generate a unique DNA signature for each
individual [16]. Profiles collected from crime scene samples can then be matched to a suspect's

profile or a database of over 12 million profiles to provide valuable information in criminal cases.

STRs on the Y-chromosome have also been used widely due to their unique properties. Because
of the lack of recombination on the Y-chromosome, father-son Y-STR haplotypes remain un-

changed from generation to generation in the absence of mutations. As a result, genealogists
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have used Y-STRs to ascertain the relatedness of families [17] and even resolve historical debates
such as the contentious paternal relationship between Thomas Jefferson and Sally Hemings' chil-
dren [18]. More recently, Gymrek et al. employed these markers to demonstrate that one can
infer the surname of an anonymous genome, a finding that stimulated important conversations
related to genetic privacy [19]. Y-STR markers are also useful in forensics settings because they
are male specific. As a result, Y-STR profiles analogous to CODIS profiles are often used to

help resolve sex crime cases.

1.4 Population-scale STR variation

Despite the widespread applicability of STRs, little is known about most STRs in the human
genome. Of the nearly 700,000 markers, only a few thousand have been thoroughly characterized.
Most of these characterizations were performed during the development of STR linkage panels
[20]. However, these studies used only a few families and therefore provide little information
about the worldwide variability of these markers. Other large-scale studies have characterized a
few thousand markers using ~1000 unrelated individuals [21] or ~25,000 trios [22]. Nonetheless,
it remains unclear whether the trends observed for these small subsets of markers apply to the

rest of the genome.

In addition to their limited scope, previous studies of STR variability have resulted in discordant
findings. While many studies have suggested that STRs with tetranucleotide motifs are more
variable than those with dinucleotide motifs [23, 22], others have reported the opposite [24, 21].
Similarly, contrasting reports have suggested that the AT motif is both the least [25, 21] and
most [26, 22] variable dinucleotide repeat unit. These discrepancies largely stem from the
fact that each study considered different subsets of markers, resulting in varying degrees of

ascertainment biases.

To address these issues, we used an unbiased approach to characterize STRs genome-wide
and in over 1000 individuals. Chapter 2 outlines the resulting analysis, in which we analyzed
high-throughput sequencing data from the 1000 Genomes Project [2] using lobSTR[27], a STR-
specific variant caller. After assessing the reliability of our calls, we were able to dissect the
sequence drivers of STR variability. In particular, we observed that dinucleotide repeats were
the most variable class of STR, even after accounting for allele length, and that the AT motif is

the most variable dinucleotide repeat unit. In addition to these analyses, we also characterized
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the levels of linkage disequilibrium between STRs and SNPs and described characteristics of the
prototypical STR.

1.5 STRs and complex traits

Although STRs were originally regarded as "junk DNA" and were believed to be nonfunctional,
studies continue to uncover instances in which they contribute to complex traits or disease.
Many of the first such insights were obtained from dissecting human diseases, over 30 of which
have been attributed to STR variations [28]. These diseases primarily involve trinucleotide re-
peat expansions in exonic regions, the most well known of which is Huntington's disease [29].
However, a subset arise from STR expansions within promoter, intronic and untranslated re-
gions, such as Fragile X syndrome [30]. Many STR-associated diseases are characterized by a
switch-like behavior in which individuals with repeat lengths below a threshold are unaffected,
but individuals above the threshold manifest the disease. In addition, once above the threshold,
these repeats typically expand from generation to generation, resulting in earlier disease onset.
While the exact mechanisms behind these repeat disorders remains unclear, increasing evidence
suggests that repeat expansions result in protein aggregates [28, 31] or toxic gain-of-function
changes to RNA [32, 33]. In addition, a recent study demonstrated that the repeat in Hunt-
ington's disease may act by causing splicing errors, highlighting the diversity of STR regulatory

mechanisms [34].

While most STR-related diseases are caused by large expansions, minute STR variations can
also result in profound phenotypic effects. In Gilbert's syndrome, an increase from 6 to 7 copies
of a TA dinucleotide repeat can result in the onset of the syndrome [35, 36]. This STR lies
within the TATA box of the promoter for an enzyme that aids in the conjugation of bilirubin. As
a result, expansion of the STR impairs transcription of the enzyme, thereby reducing its activity

and resulting in elevated levels of unconjugated bilirubin in the bloodstream.

Model organisms have provided a number of examples in which STRs lead to phenotypic varia-
tion. In yeast, changes to the STR within the FLOI gene modulate the strength of cell surface
adhesion [37], while varying the number of repeats in promoters has been directly linked to
changes in gene expression [38]. STRs have also been implicated in canine phenotypic variation,
as changes to the STR sizes in exons of Alx-4 and Runx-2 result in an additional rear claw and
different facial morphologies [39]. Finally, an intronic STR in //T1 has been shown to impair
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Arabidopsis growth at high temperatures [40].

Single-gene studies in humans have also uncovered a myriad of STR regulatory mechanisms.
Contente et al. discovered an STR within the promoter of P/G3 that acts as a transcription factor
binding site [41]. As a result, changes in its size drive concomitant changes in gene expression.
Hefferon et al. identified a dinucleotide repeat in the intron of CFTR that modulates splicing
efficiency and linked these changes to the stability of the STR's hairpin structure [42]. More
recently, Grunewald et al. uncovered an STR in Ewing Sarcoma that acts as an enhancer,

leading to upregulation of a gene implicated in the disease [43].

Despite the diversity of these known regulatory mechanisms, there has been no genome-wide
assessment of STR's regulatory impact. Instead, such analyses have mostly focused on SNPs
[44] and to a lesser extent CNVs [45]. In Chapter 3, we address this limitation by identifying
STRs that modulate gene expression (eSTRs). Using STR genotypes from Chapter 2 and gene
expression data for lymphoblastoid cell lines from the gEUVADIS project [44], we identify over
2,000 such markers. We then use heritability analyses to disentangle the relative contributions
of SNPs and STR. These analyses suggest that STRs contribute 10-15% of the cis-heritability
and therefore play a substantial role in modulating gene expression. Finally, we perform an
association analysis using eSTRs and phenotypes from the UK10K project, uncovering 11 novel
associations and demonstrating that eSTRs are enriched in clinically-relevant conditions. These

analyses constitute the first genome-wide assessment of STR contributions to complex traits.

1.6 STR genotyping methods

The widespread adoption of STRs in the forensics community has led to the development of
extremely accurate genotyping methods. To characterize an STR of interest, fluorescently
labeled PCR primers are first used to amplify a region containing the locus (Figure 1-2).
The resulting PCR products are then run through a capillary electrophoresis (CE) machine to
determine the size of both STR alleles. CE-based approaches have an estimated accuracy of over
99% [46], but they are limited by their low throughput as individual primers must be designed for
every STR. They also have a relatively high per-locus cost, with current kits for characterizing

forensic markers costing roughly $0.50-$1 per marker per sample.

In addition to these issues, CE-based approaches have several technical limitations. i) They

provide no information about the underlying sequence of the STR, rendering alleles with identical
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Figure 1-2: Traditional approach used to genotypes STRs. For the past two decades,
STRs have been characterized using an approach in which fluorescently labeled PCR primers
are used to amplify the STR region of interest and some flanking sequence. These amplified
DNA segments are then separated by size using a capillary electrophoresis machine, which also
measures the fluorescence profile as a function of the fragment length. In the example depicted
here, this approach determines that an individual has 3 and 5 copies of a CTAT repeat unit at
one STR in the genome.

lengths but different sequences indistinguishable. ii) The PCR primers amplify not only the STR
but also the region surrounding it. Insertions and deletions within these regions therefore result
in a measured size that is not reflective of the STR's true length. In addition, SNPs within the
primer binding sites can result in failed amplification and cause genotyping errors. iii) The PCR
amplification step can produce PCR stutter products that differ from the true STR's size by
one or more repeat units (Figure 1-3). These artifacts are particularly prevalent for loci with
2 bp motifs and make it difficult to accurately genotype these markers [46], resulting in their

exclusion from most forensic panels [47].

ATCATCATCCCTATT
Stutter deletion / * No stutter \ Stutter insertion
ATCCTATT A ATCATCATCCCTATT A ATCATCATCATCCCTATT
A ATCATCCCTATT A ATCATCATCATCATCCCTATT

Figure 1-3: PCR stutter artifacts. During PCR amplification, a phenomenon known as PCR
stutter can insert or delete copies of the repeat unit from the STR region. In this example,
although the true STR allele has 3 copies of an ATC repeat, stutter deletions result in reads
with less than 3 copies while stutter insertions result in reads with 4 or more copies.

Whole-genome high-throughput sequencing data offers a unique opportunity to address each of
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these issues. By providing reads that are informative for hundreds of thousands of STRs, these
datasets enable the simultaneous characterization of substantially more markers. In addition,
the sequence information contained in each read can be used to determine an STR's sequence
in addition to its length. Lastly, the recent development of PCR-free sequencing protocols may
mitigate the effects of PCR stutter and enable accurate characterization of STRs with 2 bp

periods as well as homopolymer repeats [48].

Despite these numerous advantages, WGS datasets also present unique challenges. To date,
most high quality next-generation sequencing data has been generated using the lllumina se-
quencing platform. This technology has been able to provide increasingly large sequencing
datasets with relatively low cost and has been the technology of choice for most population-
scale sequencing projects [2, 49, 3]. As a result, many limitations of existing WGS datasets
stem from limitations of this platform itself. Figure 1-4a provides a very coarse overview of the
[llumina sequencing platform. Briefly, to sequence a DNA segment of interest, bridge amplifica-
tion is first used to generate a cluster of DNA molecules with the same sequence as the original
DNA molecule. Each base in the DNA segment is then determined using an iterative process.
First, nucleotides with a fluorescent dye are added and incorporated into synthesized DNA frag-
ments by DNA polymerase. These nucleotides contain a blocking group such that additional
nucleotides cannot be incorporated. Next, the unincorporated nucleotides are washed away and
the fluorescence of each cluster is measured. As each nucleotide is labeled with a unique dye,
the fluorescence signal is used to infer the underlying base in the original DNA segment. Lastly,
the fluorescent dyes and blocking groups are removed from the incorporated nucleotides and
the process is then repeated for the next DNA base [50, 51]. For short DNA segments, the
individual DNA fragments within each cluster are typically synthesized in-sync, resulting in clear
and robust fluorescent signals that result in accurate base calls (Figure 1-4b). However, as
longer stretches of DNA are synthesized, individual fragments within each cluster increasingly
become out-of-sync, resulting in discordant fluorescent signals and eventually unusable base calls
(Figure 1-4c).

Due to these issues, lllumina sequencing datasets have primarily been restricted to 100 base pair
reads. These short reads make it difficult to characterize STRs that are longer than 60 base
pairs, as sufficient sequence flanking the STR is required to map reads to the human genome.
Short reads also require sensitive alignment algorithms capable of handling large insertions and
deletions. Furthermore, variant callers downstream of alignment tools must be able to account

for the unique error profiles present at STR loci and the high frequency of locally misaligned
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reads. Although improvements to the Illumina technology have resulted in 150-250 bp reads,
these datasets have only recently become available and were not available for most of the

analyses in this thesis.
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Figure 1-4: Illumina sequencing technology. (a) Overview of the steps involved in lllumina
sequencing. (b-c) Synthesized fragments within each cluster are initially in-phase (b) but
become increasingly out-of-phase (c) as longer DNA stretches are synthesized.

Despite the difficulties associated with WGS data, several STR-specific tools have recently been
developed to leverage these rich datasets. lobSTR [27] and RepeatSeq [52], two of the most
widely used tools, use the sequence features of STRs to develop error profiles that are incorpo-
rated into maximum likelihood or Bayesian genotyping frameworks. In Chapter 2, we assessed
the accuracy of both of these tools by comparing their STR genotypes to those obtained from
capillary electrophoresis. The resulting analyses suggested that they are capable of character-

izing the allelic spectra of STRs but have low accuracy for individual genotypes. In addition,
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these tools only assess the length of STRs, masking valuable sequence information. Collectively,
these limitations require the development of new algorithms before WGS-based STR calls can

be used to identify de novo mutations.

Recent studies have also developed state-of-the-art algorithms for genotyping SNPs and indels.
Many of these approaches, such as GATK [53] and Platypus [54], use hidden Markov models
and local haplotype assembly to mitigate the effects of alignment errors. These tools are widely
used in WGS studies to generate call sets and have demonstrated markedly improved accuracy
compared to original methods that lacked these features. However, it remains unclear whether

they are suitable for characterizing STRs.

Chapter 4 outlines our efforts to develop state-of-the-art algorithms for STR genotyping. We
begin by describing HipSTR, a novel haplotype-based caller that determines both the sequence
and length of an STR. Using various WGS and capillary datasets, we demonstrate that HipSTR
dramatically improves STR genotyping accuracy and is 5 times faster than the next best method.
We also demonstrate that STR-specific callers perform poorly while GATK results in robust STR
calls. In addition to genotyping methods, we also assess the feasibility of phasing and imputing
STRs using HipSTR and slightly modified version of existing algorithms. Finally, we demonstrate
the added value of HipSTR by identifying hundreds of de novo mutations in a deeply sequenced
trio of individuals. To our knowledge, such an analysis has never been previously performed and

emphasizes the importance of considering STR variations in all genetic studies.

1.7 Y-STR mutation rates

Short tandem repeats on the Y-chromosome (Y-STRs) are widely used in genetic genealogy and
forensics. The utility of these markers stems from the fact that they are male specific and are
transmitted along the paternal inheritance line. As a result, Y-STRs are used to resolve sex crimes
[55] and to uncover or confirm familial relationships [17, 18]. The lack of recombination on the
Y-chromosome is crucial to these applications, but it also creates problems in forensic scenarios.
Because father-son Y-STR haplotypes are identical in the absence of de novo mutations, Y-STRs

can rarely differentiate between close patrilineal relatives.

Motivated by these limitations, studies have sought to improve the fidelity and power of Y-STR
applications by identifying loci with exceptionally high mutation rates. By genotyping thousands

of father-son pairs and assessing the frequency of discordant genotypes, large-scale efforts have
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estimated the mutations rate of ~200 Y-STRs [56, 57]. However, these studies utilize capillary
electrophoresis and require enormous samples for accurate inference, making them cumbersome
and costly. Moreover, their relatively low throughput has left the mutation rates of hundreds of

other polymorphic Y-STRs uncharacterized.

Obtaining a more comprehensive assessment of Y-STR mutation rates is of paramount im-
portance for several reasons. Firstly, as high-throughput sequencing technologies continue to
mature, it may become cost-effective to replace capillary-based Y-STR analyses with high-
throughput sequencing alternatives. As these approaches would target markers across the Y-
chromosome, they could provide much higher discrimination capability than current Y-STR
panels of 20-50 markers. To assess the potentials gains of such an approach, more Y-STR
mutation rates are needed. Analyzing mutation rates of STRs on the Y-chromosome can also
provide insight into genome-wide trends. Though various studies have estimated the number of
de novo mutations for SNPs, indels, [58, 59, 60, 61], no such estimate is available for STRs.
One approach to obtaining such an estimate is to characterize hundreds of Y-STR mutation
rates, build sequence-based predictors of their mutability and apply them to STRs across the

genome.

Chapter 5 describes our efforts to estimate mutation rates for all Y-STRs accessible to Illumina
technology. We begin by outlining MUTEA, a novel method that uses high-throughput sequenc-
ing data from unrelated individuals to obtain these estimates. Through extensive simulations
and comparisons to existing estimates, we demonstrate that MUTEA is extremely accurate and
obviates the need for current capillary approaches. We then apply MUTEA to over 700 Y-STRs
and build sequence-based predictors of mutability. These predictors suggest that STR mutation
rates are largely explained by the longest uninterrupted tract length and the period. We also
apply these predictors genome-wide, highlighting STRs as a rich source of de novo variation
that contribute at least 75 mutations per generation. Finally, we demonstrate that a modified

version of MUTEA can also be used to accurately impute many Y-STRs.
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Chapter 2

The landscape of human STR variation

Much of this chapter was first published as:

Willems TF, Gymrek M, Highnam G, The 1000 Genomes Project, Mittelman D, Erlich
Y. The Landscape of Human STR Variation. Genome Res. (August 2014).

Abstract: Short tandem repeats are among the most polymorphic loci in the human genome.
These loci play a role in the etiology of a range of genetic diseases and have been frequently
utilized in forensics, population genetics, and genetic genealogy. Despite this plethora of appli-
cations, little is known about the variation of most STRs in the human population. Here, we
report the largest-scale analysis of human STR variation to date. We collected information for
nearly 700,000 STR loci across over 1,000 individuals in phase 1 of the 1000 Genomes Project.
Extensive quality controls show that reliable allelic spectra can be obtained for close to 90% of
the STR loci in the genome. We utilize this call set to analyze determinants of STR variation,
assess the human reference genome's representation of STR alleles, find STR loci with com-
mon loss-of-function alleles, and obtain initial estimates of the linkage disequilibrium between
STRs and common SNPs. Overall, these analyses further elucidate the scale of genetic variation

beyond classical point mutations.

2.1 Introduction

STRs are abundant repetitive elements that are comprised of recurring DNA motifs of 2-6 bases.
These loci are highly prone to mutations due to their susceptibility to slippage events during
DNA replication [62]. To date, STR mutations have been linked to at least 40 monogenic

disorders [63, 28], including a range of neurological conditions such as Huntington's disease,
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amyotrophic lateral sclerosis, and certain types of ataxia. Some disorders, such as Huntington's
disease, are triggered by the expansion of a large number of repeat units. In other cases, such as
oculopharyngeal muscular dystrophy, the pathogenic allele is only two repeat units away from the
wild-type allele [64, 65]. In addition to Mendelian conditions, multiple studies have suggested
that STR variations contribute to an array of complex traits [66], ranging from the period of
the circadian clock in Drosophila [67] to gene expression in yeast [38] and splicing in humans
[42, 34].

Beyond their importance to medical genetics, STR variations convey high information content
due to their rapid mutations and multi-allelic spectra. Population genetics studies have utilized
STRs in a wide-range of methods to find signatures of selection and to elucidate mutation
patterns in nearby SNPs [68, 22]. In DNA forensics, STRs play a significant role as both the US
and the European forensic DNA databases rely solely on these loci to create genetic fingerprints
[69]. Finally, the vibrant genetic genealogy community extensively uses these loci to develop
impressive databases containing lineages for hundreds of thousands of individuals [70].

Despite their utility, systematic data about the landscape of STR variations in the human pop-
ulation is far from comprehensive. Currently, most of the genetic information concerns a few
thousand loci that were part of historical STR linkage and association panels in the pre SNP-
array era [20, 71] and several hundred loci involved in forensic analysis, genetic genealogy, or
genetic diseases [72, 63]. In total, there are only 5,500 loci under the microsatellite category in
dbSNP139. For the vast majority of STR loci, little is known about their normal allelic ranges,
frequency spectra, and population differences. This knowledge gap largely stems from the ab-
sence of high-throughput genotyping techniques for these loci [73]. Capillary electrophoresis
offers the most reliable method to probe these loci, but this technology scales poorly. More re-
cently, several studies have begun to genotype STR loci with whole-genome sequencing datasets
obtained from long read platforms such as Sanger sequencing [74] and 454 [75, 76]. However,
due to the relatively low throughput of these platforms, these studies analyzed STR variations

in only a few genomes.

[llumina sequencing has the potential to profile STR variations on a population-scale. However,
STR variations present significant challenges for standard sequence analysis frameworks [77]. In
order to reduce computation time, most alignment algorithms employ heuristics that reduce their
tolerance to large indels, hampering alignment of STRs with large contractions or expansions.
In addition, due to the repetitive nature of STRs, the PCR steps involved in sample preparation

induce in vitro slippage events [78]. These events, called stutter noise, generate erroneous
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reads that mask the true genotypes. Because of these issues, previous large-scale efforts to
catalog genetic variations have omitted STRs from their analyses [2, 79, 80] and early attempts
to analyze STRs using the 1000 Genomes data were mainly focused on exonic regions [81] or
extremely short STR regions with a relatively small number of individuals based on the native
indel callset [82].

In our previous studies, we created publicly available programs that specialize in STR profiling
using lllumina whole-genome sequencing data [27, 52]. Recently, we deployed one of these tools
(IobSTR) to accurately genotype STRs on the Y chromosome of anonymous individuals in the
1000 Genomes Project to infer their surnames [19], demonstrating the potential utility of STR
analysis from lllumina sequencing. Here, we used these tools to conduct a genome-wide analysis
of STR variation in the human population using the sequencing data of the Phase 1 of the 1000

Genome Project.

2.2 Results

2.2.1 Identifying STR loci in the human genome

The first task in creating a catalog of STR variation is to determine the loci in the human
reference that should be considered as STRs. This problem primarily stems from the lack of
consensus in the literature as to how many copies of a repeat distinguish an STR from genomic
background [83, 84, 85]. For example, is (AC)2 an STR? What about (AC)3 or (AC)107
Furthermore, as sporadic bases can interrupt repetitive DNA sequences, purity must also be

taken into account when deciding whether a locus is a true STR.

We employed a quantitative approach to identify STR loci in the reference genome. Multiple
lines of study have proposed that the birth of an STR is a relatively rare event with complex
biology [62, 86, 87, 66, 88, 82]. The transition from a proto-STR to a mature STR requires
non-trivial mutations such as the arrival of a transposable element, slippage-induced expansion
of the proto-STR, or precise point mutations that destroy non-repetitive gaps between two short
repeat stretches. Based on these observations, it was suggested that randomly-shuffled DNA
sequence should rarely produce mature STR sequences and therefore can be used as negative
controls for STR discovery algorithms [66, 85]. We utilized this approach to identify STR

loci in the human genome while controlling the false positive rate (Supplemental Figure 2-
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6; Supplemental Text 2.6.2). We first integrated the purity, composition, and length of
putative STRs in the genome into a score using Tandem Repeats Finder [TRF] [89]. Then, we
generated random DNA sequences using a second-order Markov chain with similar properties to
the human genome (i.e. nucleotide composition and transition frequencies). We tuned the TRF
score threshold such that only 1% of the identified STR loci in our collection were expected
to be false positives. The resulting score thresholds were in good qualitative agreement with
those previously produced using a variety of alternative experimental and analytical methods
[90, 91, 84] (Supplemental Text 2.6.2). We then evaluated the false negative rate of our
catalog using two methods. First, we collected a preliminary call set of repeat number variability
across the human population with a highly permissive definition of STR loci. We found that
our catalog misses only ~1% of loci that exhibited repeat variability in the permissive call set
(Supplemental Table 2.1). Second, we also collated a set of about 850 annotated bona-fide
STR loci, mainly from the CODIS forensic panel and Marshfield linkage panel. Only 12 (1.4%)
of these markers were not included in the catalog based on the TRF score threshold. The results
of the two validation methods suggest that our catalog includes ~99% of the true STRs in the

genome and has a false negative rate of about 1%.

Overall, our STR reference includes approximately 700,000 loci in the human genome. About
75% of these loci are di and tetra-nucleotide STRs, while the remaining loci are tri, penta and
hexa-nucleotide STRs (Supplemental Table 2.2). Approximately 4,500 loci overlap coding
regions, 80% of which have either trimeric or hexameric repeat units. In addition, the reference

contains a roughly equal proportion of interrupted and uninterrupted microsatellites.

2.2.2 Profiling STRs in 1000 Genomes samples

We collected variations for these 700,000 STR loci using 1,009 individuals from phase 1 of the
1000 Genomes Project (Methods 2.4). These samples span populations from five continents
and were subject to low coverage (~5x) whole-genome sequencing using 76bp and 100bp lllumina
paired-end reads. In addition, high coverage exome sequencing data was available for 975 of

these samples and was integrated with the whole-genome raw sequencing files.

We tested two distinct STR genotyping pipelines designed to analyze high-throughput sequenc-
ing data, namely lobSTR [27] and RepeatSeq [52]. Briefly, lobSTR utilizes the non-repetitive
flanking regions surrounding STRs to align reads and assess their allele lengths, while RepeatSeq

utilizes Bayesian model selection to genotype previously aligned STR-containing reads. Despite
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significant methodological differences, the STR genotypes from the two tools were quite con-
cordant and matched for 133,375,900 (93%) out of the 143,428,544 calls that were reported by
both tools. We tested multiple methods to unify the two call sets in order to further improve
the quality (Supplemental Text 2.6.5, Supplemental Figure 2-7). However, none of these
integration methods improved the accuracy. Since the IobSTR calls showed better quality for

highly polymorphic STRs, we proceeded to analyze STR variations using only this call set.

On average, we collected STR genotypes for approximately 530 individuals per locus (Figure
2-1a) and 350,000 STR loci per individual (Figure 2-1b), accumulating a total of about 350
million STR genotypes in the catalog. We examined the marginal increase in the number of
covered STR loci as a function of sample size (Methods 2.4, Figure 2-1). Our analysis shows
that after analyzing 100 samples, there is a negligible increase in the number of genotyped STRs.
However, even with all of the data, 3% of STR loci are persistently absent from the catalog.
The average reference allele length of the missing STR loci was 182bp compared to 31bp for the
rest of the reference, suggesting that the missing STR loci have allele lengths beyond the read
length of Illumina sequencing. We also examined the marginal increase of polymorphic STR loci
with minor allele frequencies (MAF) greater than 1%. Again, we observed an asymptote after
approximately 100 samples. These saturation analyses suggest that with the current sample
size, the STR variation catalog virtually exhausted all loci with MAF>1% that can be observed

with 100bp lllumina reads and our analysis pipeline.

The full catalog of STR variations is publicly available at http://strcat.teamerlich.org in
VCF format. In addition, the website provides a series of graphical interfaces to search for STR
loci with specific biological properties such as distance to splice sites, obtain summary statistics

such as allelic spectrum and heterozygosity rates, and view the supporting raw sequencing reads.

2.2.3 Quality assessment

To initially assess the accuracy of our STR calls, we first examined patterns of Mendelian
inheritance (MI) of STR alleles for three low-coverage trios present in the sample set. In total,
we accumulated half a million genotypes calls. Without any read depth threshold, 94% of the
STR loci followed MI (Figure 2-2a). The MI rates increased monotonically with read depth
and restricting the analysis to loci with at least ten reads increased the Mendelian inheritance
to over 97%.

Next, we compared the concordance of the calls in our catalog to those obtained using capillary
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Figure 2-1: Call set statistics (A) Distribution of the number of called samples per locus.
The average is 528 samples per STR with a standard deviation of 231 (B) Distribution of the
number of called loci per sample. The average is 349,892 STR per sample with a standard
deviation of 145,135 (C) Saturation curves for the catalog. The number of called loci (green)
rapidly approaches the total number of STRs in the genome (red line). The number of called
loci with a MAF>1% (blue) saturates after 100 samples and far exceeds the number of STR
variants in dbSNP (grey line close to the Xaxis).

electrophoresis, the gold standard for STR calling (Methods 2.4). We focused on datasets
containing Marshfield and PowerPlex Y chromosome panel genotypes that are available for a
subset of the 1000 Genomes individuals. These panels ascertain some of the most polymorphic
STR loci, testing our pipeline in a challenging scenario. The Marshfield capillary panel [92]
reported 5,164 genotypes that overlapped with the lobSTR calls and pertained to 157 autosomal
STRs and 140 individuals, while the PowerPlex capillary panel reported 784 genotypes that
overlapped with the lobSTR calls and pertained to 17 Y-STRs and 228 individuals.

One key question is finding an adequate cost function to assess the concordance between the
STR calls. In SNPs, the proportion of mismatches is a natural measure of concordance due to
their binary nature. However, for STRs, this approach assigns the same penalty for missing one
repeat unit and ten repeat units. As an alternative, we focused on measuring the goodness-of-fit
(R?) between the STR dosages. The dosage of an STR was defined as the sum of the number of
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base pairs after subtracting the reference allele. For example, if the genotype was 16bp/18bp and
the reference allele was 14bp, the dosage of the locus was set to 2+4=6, while for hemizygous
loci the dosage was the difference from the reference allele. We focused on assessing dosage
concordance because of the growing body of studies suggesting that the phenotypic impact of
STRs is strongly correlated with length [93, 94, 41, 42]. R? confers the property that the cost
is proportional to the (squared) magnitude of the error in terms of length. In addition, the R?
of the dosages measures the amount of genetic variance that was recovered by lobSTR under

strict additivity, which might be important for downstream association studies.

After regressing the lobSTR dosages with the capillary dosages, the resulting goodness of fit es-
timators (R?) were 0.71 for the autosomal genotypes and 0.94 for the Y chromosome genotypes
(Figure 2-2b; Supplemental Figure 2-8). By further stratifying the autosomal calls by the
capillary genotype, we found that lobSTR correctly reported 89.5% of all homozygous loci and
recovered one or more alleles for 91.5% of all heterozygous loci, but only correctly reported both
alleles for 12.8% of all heterozygous loci (Supplemental Table 2.4). For the Y chromosome,
95% of the lobSTR genotypes exactly matched the capillary genotypes for the PowerPlex Y
panel (Supplemental Table 2.5).

Collectively, these results suggest that the individual allele lengths are relatively accurate and that
the primary source of noise is the recovery of only one STR allele for heterozygous loci, an issue
known as allelic dropout. This statement is supported by the relatively good accuracy achieved
for the homozygous autosomal loci and hemizygous Y chromosome loci, and the monotonically
increasing relationship between heterozygote accuracy and read depth, with a heterozygote
accuracy of nearly 80% achieved for loci covered by 6 or more reads (Supplemental Figure
2-9). In general, allelic dropouts are quite expected given the relatively low sequencing coverage

but are also known to be an issue in genotyping STRs with capillary electrophoresis [95].

We performed various analyses that demonstrate that allelic dropouts do not hamper the ability
to deduce population-scale patterns of human STR variation. First, we examined the concor-
dance of heterozygosity rates obtained from the lobSTR and the capillary calls for Marshfield
STRs in three European subpopulations (CEU, GBR and FIN). The heterozygosity rate is based
on the frequency spectrum of a locus (Methods 2.4) and should be unaffected by random allelic
dropout. As expected, we found that the heterozygosity rates were highly similar between the
capillary and the lobSTR results (Figure 2-2c). The regression slope was 0.996 and the root
mean squared error (RMSE) was 0.044 based on over 200 STRs. This analysis shows that the

heterozygosity estimates obtained from our call set are relatively unbiased.
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We also benchmarked the quality of population-scale patterns by comparing the allelic spectra
for the Marshfield loci (Supplemental Figure 2-10). We found that in most cases, the lobSTR
and capillary spectra matched in the median and interdecile range of the reported allelic lengths.
We also inspected the frequency spectra of STRs that are part of the forensic CODIS test
panel using a similar procedure (Figure 2-2d; Supplemental Figure 2-11). A previous study
reported the spectra of these loci by genotyping ~200 Caucasians in the United States using
capillary electrophoresis [96]. Again, these comparisons resulted in similar patterns for eight of
the ten analyzed markers. We found marked biases only for FGA and D18S51, with lobSTR
reporting systematically shorter alleles. As the maximal allele sizes of these two loci are over
80bp, the long alleles are seldom spanned by the mixture of 76 and 100 bp lllumina reads in
Phase 1, creating a bias toward shorter alleles.

We sought to further characterize potential biases towards ascertaining shorter alleles with
lobSTR and the 76bp/100bp lllumina reads. To that end, we inspected the concordance between
the lobSTR calls and the NCBI reference (Figure 2-2e). The NCBI reference was generated by
long Sanger reads and therefore should be an unbiased estimator of the most common allele in the
population. In the absence of any systematic bias towards shorter alleles, the expected deviation
of a IobSTR allele from the NCBI reference should be zero. On the other hand, in the presence
of such a bias, the lobSTR calls should be systematically smaller than the NCBI reference and
generate a negative deviation. We found that the median deviation of lobSTR was around
zero for STRs with reference alleles up to 45bp. Above this threshold, we started to observe
systematic deviations towards shorter alleles. The deviation did not monotonically decrease but
exhibited a local maximum around 65bp, which presumably stems from the heterogeneity of
the sequencing read lengths and the exhaustion of alleles that can be spanned by 76bp reads.
Importantly, only 10% of all loci in our catalog have a reference allele greater than 45bp. This

implies that for the vast majority of the loci, the allelic spectra are expected to be unbiased.
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Figure 2-2: Quality assessments of the STR catalog (A) Consistency of IobSTR calls with
Mendelian inheritance. The blue line denotes the fraction of STR loci that followed Mendelian
inheritance as a function of the read coverage threshold. The green line denotes the total
number of calls in the three trios that passed the coverage threshold (B) Concordance between
lobSTR and capillary electrophoresis genotypes. The STR calls were taken from the highly
polymorphic Marshfield panel. The dosage is reported as the sum of base pair differences from
the NCBI reference. The area of each bubble is proportional to the number of calls of the dosage
combination and the broken line indicates the diagonal (C) Comparison of heterozygosity rates
for Marshfield panel STRs. The color denotes the length of the median allele of the STR
(dark-short; bright-long) (D) A comparison of allelic spectra obtained by lobSTR and capillary
electrophoresis for a CODIS marker in European individuals. Red: lobSTR, black: capillary
electrophoresis. nlobSTR and nCapillary indicate the number of alleles called in the respective
call sets. (E) The reliable range of lobSTR allelic spectra. The figure presents the median
deviation of the lobSTR calls from the NCBI reference as a function of the NCBI reference
alleles (blue curve). Negative deviations indicate a potential preference towards ascertaining
shorter alleles. STRs with reference alleles of up to ~45bp show very minimal deviations (yellow
region) and are expected to display unbiased frequency spectra with the current read lengths.
These STR loci comprise close to 90% of the total genotyped STRs in our catalog (red curve).
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2.2.4 Validation using population genetics trends

To further assess the utility of our catalog, we tested its ability to replicate known population
genetics trends. We specifically wondered about the quality of the most variable STR loci in
the catalog. One hypothesis is that these loci are just extreme cases of genotyping errors; an
alternative hypothesis is that these loci are truly polymorphic and can provide useful observations
about the underlying populations. We first compared the heterozygosities of the 10% most
variable autosomal loci across ten different subpopulations from Africa, East Asia, and Europe.
Consistent with the Out-of-Africa bottleneck [97], we found that the genetic diversity of the
African subpopulations significantly exceeded those of Europe and East Asia (sign test; p <
10799 for any African non-African pair) (Figure 2-3a; Supplemental Table 2.6). Second,
we focused on the 100 most heterozygous autosomal loci in our catalog and inspected the
ability of STRUCTURE [98] to cluster a subset of the samples into three main ancestries in
an unsupervised manner. Our results show that all of these samples clustered distinctly by
geographical region (Figure 2-3b). These analyses demonstrate that even the most variable
loci in the catalog still convey valid genetic information that can be useful for population genetic
analyses. Finally, we also analyzed the genetic variability of all STRs with MAF>1% on the
autosome, X chromosome, and Y chromosome (Figure 2-3c). Autosomal STRs showed the
highest variability, followed by STRs on the X and the Y chromosomes. This result is consistent
with the differences in the effective population sizes of these three types of chromosomes,

providing an additional sanity check.

In summary, the multiple lines of quality assessment suggest that our catalog can be used to
infer patterns of human STR variations such as heterozygosity, allelic spectra, and population
structure. The most notable shortcoming of the catalog is allelic dropouts stemming from the
low sequencing coverage of the 1000 Genomes. However, the experiments above suggest that

valuable summary statistics can be extracted from the call set despite this caveat.

2.2.5 Patterns of STR variation

Despite a plethora of STR studies, there is no consensus in the literature regarding the effect of
motif characteristics on STR variability. The classical study by Weber and Wong [23] originally
suggested that tetranucleotide STRs mutate more rapidly than those with dinucleotide motifs

based on the analysis of de-novo mutation in trios for 50 STRs. This finding was recently
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Figure 2-3: Evaluation of the STR catalog for population genetics. (A) Genetic diversity
of the 10% most heterozygous autosomal loci in different populations. Yellow: European, Red:
African, Blue: East Asian. The mean heterozygosities (dot) of the African subpopulations
consistently exceed those of the non-African subpopulations. The whiskers extend to =+ one
standard deviation. (B) STRUCTURE clustering based on the 100 most polymorphic autosomal
STR loci. Each subpopulation clusters tightly by geographic origin. Color labels as in (A). (C)
Average STR heterozygosity as a function of chromosome type. Bars denote the standard error.

supported by a much larger trio-based study of nearly 2500 STRs [22]. However, various other
studies have suggested that dinucleotides have higher mutation rates [24, 21]. These disagree-
ments may largely stem from the fact that many of these studies considered very small panels

of STRs that are subject to ascertainment biases.

To address this open question, we analyzed the sequence determinants of STR variation in
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Figure 2-4: Motif length and coding capabilities as determinants of STR variability. STR
heterozygosity monotonically decreases with motif length for noncoding loci and is generally
reduced in non-coding (left) versus coding regions (right). The box extends from the lower to
upper quartiles of the heterozygosity distribution and the interior line indicates the median. The
whiskers extend to the most extreme points within 1.5xIQR of the quartiles.

our catalog. We found that for noncoding STRs, variability monotonically decreased with mo-
tif length (Figure 2-4). In contrast, loci with trimeric and hexameric motifs were the most
polymorphic among coding STRs. These STR loci can vary without introducing frameshift mu-
tations and therefore may be exposed to weaker purifying selection. In addition, coding STRs
demonstrated significantly reduced heterozygosity compared to noncoding STRs for periods 2-
5bp (Mann-Whitney U test; p < 0.01, Supplemental Table 2.7) while hexameric STRs showed
no statistically significant difference in variability between these two classes. To ensure that the
dependence between motif length and heterozygosity was not confounded by length or purity
biases, we stratified STR heterozygosity for pure STRs based on major allele length and motif
length. This analysis still showed an inverse correlation between motif length and STR variabil-
ity after stratification based on the length of the most common allele (Supplemental Figure
2-12). In addition, this analysis showed a monotonic increase in STR variability as a function of
the major allele length. Similar trends also applied for STRs with various levels of impurities, al-
beit with a reduced magnitude of effect and slight deviations from monotonicity (Supplemental
Figure 2-13). This observation is concordant with previous studies [99, 100, 90, 101].
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Next, we explored the effect of nucleotide composition on STR variability, another issue for
which the literature has not yet reached a consensus. Previous studies have suggested that
AT repeats are the least variable motif for dinucleotide STRs [25, 21], whereas other studies
claimed that AT repeats are the most variable motif [26, 22]. We repeated our analysis by
stratifying the STRs based on motif sequence and major allele length (Supplemental Figure
2-14). The resulting per-motif variability results were remarkably similar with those generated
using a comparison of orthologous STRs in humans and chimps [26]. Our analysis shows that
AT repeats are in general more variable that AC repeats after controlling for length of the most
major allele. Similarly, for most motif lengths, STRs with an [A],, T motif tend to be more
variable with long major allele lengths. However, we could not find a clear pattern across motif

lengths, which is similar to the result of a previous analysis of a few dozens Y-STRs [56].

2.2.6 The prototypical STR

We also wondered about the prototypical pattern of variation of an STR locus in terms of
the number of alleles and their distribution. We found that 30% of STRs have a common
polymorphism with at least two alleles with frequencies above 5%. Dinucleotide STRs have
the highest rate, with 48% of these loci displaying a common polymorphism. Moreover, 30%
of all dinucleotide STRs have more than 3 alleles with a frequency above 5%. On the other
hand, hexanucleotide STRs have the lowest common polymorphism rate, with only 13% of these
loci displaying a common polymorphism (Supplemental Figure 2-15A, Supplemental Table
2.8).

Next, we turned to finding the prototypical allelic spectra of STRs. For each STR, we normalized
the reported alleles such that they reflected the distance in number of repeats from the locus’
most common allele. Then, we generated histograms that show the allelic spectra by aggregating
all the alleles of STRs with the same motif length. This coarse-grained picture was similar across
repeat lengths (Supplemental Figure 2-15B). The allelic spectrum of an STR is unimodal
and relatively symmetric. There is one, highly prevalent major allele, two less common alleles
one repeat above and one repeat below the most common allele, and a range of rare alleles with

monotonically decreasing frequency that reach over As5 repeats from the most common allele.

We also wondered about the population differentiation of autosomal STRs. We analyzed the R,
[13] for each STR between African, Asian, and European populations for STRs with heterozy-
gosity above 5% (Supplemental Table 2.9). The average Rst was between 4.5-6% across the
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motif lengths and the median was around 2-3%. In coding regions, when compared to noncoding
STRs, the average Rst was less than half for trimeric STRs but the same for hexameric STRs.
Our results regarding population differentiation using STRs are reminiscent of a classical study

that found similar levels of differentiation by analyzing close to 800 STR markers [102].

2.2.7 STRs in the NCBI reference and LoF analysis

We were interested in assessing how well the most common alleles are represented in the NCBI
reference (Figure 2-5a). We found that for over 69,000 loci (10% of our reference set), the
most common allele across the 1000 Genomes populations was at least one repeat away from the
NCBI hgl9 reference allele. Furthermore, the length of the most common allele only matched
the length of the orthologous chimp STR 50% of the time, reflecting the high mutability of
these loci. In addition, 15,581 loci (2.25%) in the reference genome were 10bp or more away

from the most common allele in our dataset.

For STRs in coding regions, the most common allele for 48 loci (1.1% of coding STRs) did not
match the allele present in the NCBI reference (Supplemental Table 2.10). In 46 out of 48
of these cases, these differences occurred for loci with trinucleotide or hexanucleotide repeats
and conserved the reading frame. Moreover, for the two loci whose most common alleles were
frame-shifted, these variations are unlikely to trigger the non-sense mediated decay pathway.
The deletion of one 4bp unit in DCHS2 occurs a few nucleotides before the annotated RefSeq
stop codon. This variation slightly alters the location of the stop codon and affects only five
amino acids in the C-terminus of the protein. The 14bp deletion in ANKLEI occurs in the last
exon of the gene and introduces about 20 new amino acids into the tail of the protein.

We also sought to identify a confident set of STR loci with relatively common loss of function
(LoF) alleles. To accomplish this goal, we considered only alleles supported by at least two
reads and 30% of the total reads per called genotype. We further required that alleles be carried
by 10 or more samples. Seven common LoF alleles across five genes passed this criterion:
DCHS2, FAM166B, GP6, SLC9A8, and TMEM254 (Supplemental Table 2.11). Out of these
5 genes, only GP6 has known implications for a Mendelian condition: a mild platelet-type
bleeding disorder [103, 104]. However, the LoF mutation in this gene resides in the last exon
and is unlikely to induce the non-sense mediated decay pathway. In conclusion, the LoF analysis

indicates that common STR polymorphisms rarely disrupt the reading frame.
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2.2.8 Linkage disequilibrium between STRs and SNPs

The linkage disequilibrium (LD) structure of STRs and SNPs is largely unknown. On top of
recombination events, the SNP-STR LD structure also absorbs STR back mutations that could
further shift these pairs of loci towards equilibrium. However, there is minimal empirical data in
the literature about the pattern of this LD structure, most of which pertains to a few hundred
autosomal Marshfield markers [105]. To get a chromosome-wide estimate, we inspected STR
loci on the hemizygous X chromosomes in male samples. Similar to the Y chromosome data,
these calls do not suffer from allelic dropouts and are already phased with SNP alleles, conferring

a technically reliable dataset for a chromosome-wide analysis.

A B o7
0.6p
05k '\

h
0.41

[CI

N O
[SyR=]
7 T

20

7
//
Mean Genotype R?

151

Thousands of loci

0.0 " " "
5 = 0 50 100 150 200

4 3 2 1 0 1 2 3 4

Major allele repeat difference from hg19 Distance (kb)

Figure 2-5: Population-scale analyses of STR variation. (A) Distribution of base-pair
differences between each locus’ most common allele and the NCBI reference allele. (B) Patterns
of linkage disequilibrium for SNPs and STRs on the X chromosome. SNP-SNP LD (dashed lines)
generally exceeds SNP-STR LD (solid lines) across a range of distances and for Africans (red),
Admixed Americans (green), Europeans (yellow) and East Asians (blue).

We determined the LD in terms of the R? between SNPs and STRs as a function of the distance
between these markers. Only STRs and SNPs with common polymorphisms were used for the
analysis. Hexameric STRs were not included due to the small sample size of 24 sites; for the
other repeat motifs, we obtained hundreds to thousands of polymorphic markers. We stratified
the STR-SNP LD based on the four major continental populations (Africa, Asia, Europe, and
America) and contrasted them to the patterns for classical SNP-SNP LD (Figure 2-5b). In
all cases, the SNP-SNP LD consistently exceeded mean STR-SNP LD. In addition, the African
population demonstrated markedly reduced levels of SNP-STR LD and SNP-SNP LD, consistent
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with its larger effective population size. In general, dinucleotide STRs showed the weakest LD
with nearby SNPs, which likely stems from their higher mutation rates (Supplemental Figure
2-16). To ensure that the reduction in STR-SNP LD did not stem from comparing R? values
for multiallelic and biallelic makers, we converted the STR alleles to binary markers, where the
two states corresponded to the most common allele and all alternative alleles grouped together.
The resulting levels of mean SNP-STR LD using these binary genotypes were nearly identical
to those obtained using the multiallelic STR genotypes, indicating that this potential issue had
little effect (Supplemental Figure 2-17).

Overall, this analysis shows that the average SNP-STR LD is approximately half of the SNP-SNP
LD for variations with the same distance on the X chromosome. Since the effective population
size of the X chromosome is smaller than that of the autosome, the STR-SNP LD should be
even smaller on the autosome. These results suggest that association studies with tagging SNPs
might be considerably underpowered to detect loci with causal STRs, specifically dinucleotide

loci.

2.3 Discussion

In the last few years, population-scale sequencing projects have made tremendous progress
in documenting genetic variation across human populations. The 1000 Genomes Project has
already reported approximately 40 million SNPs, 1.4 million insertion and deletions, and over
10,000 structural variants [2]. Similar catalogs, albeit to lesser degrees of completeness, have
been produced for other types of variations, such as LINE-1 insertions [106] and Alu repeat
variations [107]. Here, we presented a population-scale analysis of STR variation, adding another

layer of genetic variation to existing catalogs.

Our analysis significantly augments the level of knowledge of STR variation. Currently, dbSNP
reports data for only 5,500 STR loci. Our catalog provides data on close to 700,000 STR loci,
which encompasses 97% of the STRs with motifs of 2-6bp in the genome, and contains over
300,000 STR loci with a MAF of over 1%. One caveat of our catalog is the low reliability
of individual genotypes due to allelic dropout. Nonetheless, we showed using multiple lines of
analysis that summary statistic results such as frequency spectra and variation trends can be
extracted from the catalog for most of the STRs. Another caveat of our catalog is that with

the mixture of 76bp and 100bp sequencing reads, we could only unbiasedly ascertain the allelic
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spectra of about 90% of the STRs, those with NCBI alleles of up to 45bp. To indicate this
caveat, our website alerts users about a potential bias in the allelic spectrum when inspecting
STRs with reference allele length beyond this range. However, we expect caveat will be alleviated
in the near future with the public release of the Phase 3 data that re-sequenced a large number
of Phase 1 samples with 100bp lllumina reads. We expect that this dataset will enable the
generation of unbiased allelic spectra for longer STRs.

Despite these limitations, our data provides several biological insights about STR variation.
Shorter repeat motif, longer major allele, higher purity of the repeat motif, and residing outside
of a coding region are all associated with an increase in STR variability. Most of the STR
loci display a unimodal distribution with one very common allele and series of minor alleles
with rapidly declining frequencies. This picture suggests that the stepwise mutation model
largely describes the creation of new alleles in most of these loci. An open question is the
exact mutation rate per generation for each locus in the genome. This question is theoretically
addressable with sufficiently large number of samples by analyzing the distribution of squared
differences in the repeat size between two alleles of the same locus [13]. However, this question
cannot be addressed by our call set due to the large number of allelic dropouts that might
confound such an analysis and should be addressed with datasets obtained from deeply covered

genomes.

The landscape of STR variations in the apparently healthy 1000 Genomes individuals suggests
several rules of thumbs for analyzing STR variations for medical sequencing. Previous work
found that membrane proteins of several pathogens contain STR loci with non-triplet motifs
whose variations can be beneficial to the organism [66]. These STRs confer high evolvability
and adaptability of these proteins by dynamically changing the reading frame. In contrast, our
data suggests that for the vast majority of human proteins, frame-shift mutations in their STR
regions are not favorable. Only a handful of STRs harbor common frame-shift polymorphisms
and half of the LoF alleles create a very small change in the C-terminus tail of the protein.
Based on these observations, we hypothesize that most of the non-triplet coding STRs are not
well tolerated and are exposed to negative selection similar to regular indels in the same region.
Therefore, it is advisable for medical sequencing projects to also analyze these loci and treat
them as regular LoF alleles rather than filtering them. This rule of thumb is well-echoed in a
recent study of medullary cystic kidney disease type 1 that implicated the genetic pathology in a
frame-shift mutation caused by a length change of a homopolymer run [108]. For in-frame STR

variations, our call set contains deep allelic spectra of most of these loci, providing reference
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distributions of apparently healthy alleles. These spectra can be used to identify atypical STR
alleles and might serve as an indicator for pathogenicity.

Although STR alleles within our call set rarely induced frame-shifts, they may introduce prema-
ture stop codons by modulating the splicing machinery. Several prior studies have observed a
direct dependence of splicing efficiency on STR repeat number for CFTR [42], HTT [34] and
NOS3 [109]. To facilitate the analysis of such cases, we created a dedicated table on the catalog
website that specifies all of the 2,237 STRs that reside within 20 base pairs of an exon-intron
boundary.

Another issue raised by our findings is the potential contribution of STRs to complex traits.
Using the prototypical allelic spectra, we estimate that the average variance of STR repeat
dosage is 3, 0.7, 0.4, 0.25 and 0.1 for 2-6mer STRs, respectively. Interestingly, the theoretical
maximum variance for a bi-allelic SNP dosage is 0.5, six times smaller than the observed variance
of dinucleotide STRs. From a theoretical statistical genetics perspective, this suggests that
causal dinucleotide STR loci could explain a considerable fraction of phenotypic variance even
with a relatively modest effect size. Therefore, if each STR allele in a locus slightly changes a
quantitative trait in a gradual manner, the net effect on the phenotypic variance could be quite
large due to the wide range of these alleles and their relatively high frequencies. Interestingly,
we found that loci with dinucleotide motifs show relatively weak LD with SNPs, suggesting
that GWAS studies with SNP arrays are prone to miss causal STR loci. Given the theoretical
potential of STRs to contribute to phenotypic variance on one hand and their weaker LD to
tagging SNPs on the other hand, one intriguing possibility is that STRs contribute to the missing
heritability phenomenon of complex traits [110, 111]. Our hope is that this catalog can be a
reference point to test this hypothesis in future studies.

2.4 Methods

2.4.1 Call set generation

The raw sequencing files for Phase 1 of the 1000 Genomes Project were analyzed.

The lobSTR calls were generated using computing resources hosted by Amazon Web Services,
GitHub version 8a6aeb9 of the lobSTR genotyper and Github version a85bb7f of the IobSTR al-
lelotyper (https://github.com/mgymrek/lobstr-code). In particular, the lobSTR genotyper
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was run using the options fft-window-size=16, fft-window-step=4 and bwaq=15 and a default
minimum flanking region of 8bp on both sizes of the STR region. Reads that were aligned to
multiple locations were excluded from the analysis. PCR duplicates were removed from the re-
sulting BAM files for each experiment using SAMtools [112]. The individual BAMs were merged
by population and the lobSTR allelotyper was run using all population BAMs concurrently, the
include-flank option and version 2.0.3 of IobSTR's lllumina PCR stutter model.

RepeatSeq (available http://github.com/adaptivegenome/repeatseq) was run using de-

fault parameters on the read alignments produced by the 1000 Genomes project.

For both programs, we used the set of 700,000 STRs that was constructed using the second-order
Markov framework Supplemental Text 2.6.1.

2.4.2 Estimating the number of samples per locus and number of loci per
sample

The distributions of the call set parameters were smoothed using the gaussian_kde function in
the scipy.stats python package. Covariance factors of 0.01 and 0.025 were used to smooth the

samples per locus and loci per sample distributions, respectively.

2.4.3 Saturation analysis

We determined the number of loci with calls for sample subsets containing 1, 5, 10, 25, 50, 100,
250, 500, 750 and 1000 individuals. In particular, we began by randomly selecting 1 individual.
To create a subset of 5 individuals, we then added 4 more random individuals and so on. For
each of these sample subsets, we determined the number of loci with one or more STR calls
across all samples in the subset. We repeated this whole process 10 times and used the median
number of called loci across each of the 10 repetitions to create the saturation profile for all

loci.

We also determined whether loci had a MAF >1% using all 1009 samples. We then used a
procedure analogous to the one described above to select subsets of samples and determine
whether or not each of these loci had a corresponding call in each subset. This procedure
resulted in the saturation profile for loci with MAF >1%.
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2.4.4 Mendelian inheritance

The three low-coverage trios contained within the dataset consisted of the following sample sets:
HG00656, HG00657, HG00702 (trio 1), NA19661, NA19660, NA19685 (trio 2) and NA19679,
NA19678, NA19675 (trio 3). To assess the consistency with Mendelian inheritance for a given
trio, only loci for which all three samples had calls were analyzed. The coverage assigned to

each trio of calls corresponded to the minimum coverage across the three samples.

2.4.5 Capillary electrophoresis comparison

We downloaded capillary electrophoresis Marshfield genotypes generated as part of a prior study
[92]. Prior to comparing genotypes, offsets were calculated to match the lobSTR calls to the
length of the Marshfield PCR products. For each locus, all observed offsets were considered
and scored and the optimally scoring offset across all samples was selected. In particular, for
each sample, an offset was scored as a 1, 0.5, 0.25 or 0 if the lobSTR calls matched exactly,
were homozygous and recovered one Marshfield allele, were heterozygous and recovered one
Marshfield allele or did not match at all, respectively. Only loci with at least 20 calls were
considered in the comparison. Finally, the Pearson correlation coefficient was calculated using

the sum of the allele length differences from hgl9 for each locus in each sample.

Y-chromosome PowerPlex genotypes were downloaded from the 1000 Genomes Y chromosome
working group FTP site. Offsets were once again calculated to match the length of the PCR
products to the lobSTR calls. For each locus, the offset was calculated as the most common
difference between the lobSTR and PowerPlex genotypes across samples. Only loci with at least
5 calls were considered in the comparison and the R? was calculated between the allele length
differences from hgl9 for each locus in each sample. In addition, the 15 heterozygous lobSTR

calls were ignored.

Slopes and R? values for STR dosage comparisons were calculated using the linregress function
in the scipy.stats package. To mitigate the effects of outliers, we explored using regular linear
regression, regression with a zero intercept and L1 penalized regression. The resulting slopes
were essentially invariant to the calculation method and so statistics were reported based on

traditional linear regression.
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2.4.6 Heterozygosity calculations

For each analysis, heterozygosity was calculated using the aggregated frequency spectra accord-
ing to the formula Hg = 1 — >, f? where f; denotes the frequency of the ith allele at the

locus.

2.4.7 Summary statistic comparisons

We downloaded the allelic spectra for the Marshfield panel from the Marshfield clinic and parsed
them using a custom Perl script. Samples from the CEU, GBR, TSI, and FIN subpopulations
were analyzed, and only markers with more than 50 calls were included.

We utilized all of the lobSTR calls for the CEU, GBR and FIN subpopulations to generate
the lobSTR frequency spectra for each CODIS marker. Spectra were not available for 3 of
the CODIS markers (D21S11, VWa, TPOX). D21S11 is too long to be spanned by Illumina
reads; we had annotation difficulties for VWa and TPOX (assigning the correct STR in hgl9
to the NIST STR). We then compared the available frequency spectra to those published for
a Caucasian population in the United States [96] . Because of some annotation differences
between the capillary data and our reference locations, we shifted the lobSTR spectra for the
D8S1179 marker by +2 repeat units. Finally, repeat lengths for which the maximum frequency
was less than 2% were not displayed.

2.4.8 Comparison of population heterozygosity

To obtain accurate measures of heterozygosity, autosomal STR loci with less than 30 calls in
any of the 10 subpopulations considered were ignored. Of the remaining loci, the 10% most het-
erozygous (24,637 loci) were selected and their means and standard deviations were calculated.
To determine whether a pair of populations had systematically different heterozygosity at these
loci, we paired the heterozygosities for each locus and counted the number of pairs in which
population A had a larger heterozygosity than population B. Ignoring the relatively small number
of loci in which heterozygosities were identical, the p-value for this over/underrepresentation was

then calculated using the cdf function in the scipy.stats.binom python package.
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2.4.9 Deviation of lobSTR calls from the NCBI reference

For each locus with one or more genotyped samples, we calculated the mean deviation of all
samples’ genotypes from the NCBI reference allele. We then pooled these per-locus deviations
by reference allele length using 5bp intervals. The median within each length bin resulted in the

corresponding plot of deviation vs. reference allele length.

2.4.10 Sample clustering

STRUCTURE version 2.3.4 was utilized to perform the MCMC-based clustering [113]. The
program was run using MAXPOPS=3, BURNIN=500000, NUMREPS=1000000, no prior pop-
ulation information, unphased genotypes, the admixture model and no linkage disequilibrium.
All 321 samples from the JPT, CHB, YRI and CEU subpopulations present in the data were
clustered based on the 100 most heterozygous autosomal STRs with at least 750 called samples.
Samples for which at least 75% of the selected makers were missing calls were not including in
the resulting visualization. The final triangle plot therefore contained data for 71, 80, 81, and
82 samples from the CEU, CHB, JPT and YRI populations, respectively.

2.4.11 STR variability trends

Analysis was restricted to STRs with at least 100 called samples. STRs that overlapped an anno-
tated RefSeq translated region were regarded as coding and these annotations were downloaded
from the UCSC table browser on 2/11/2014. The mannwhitneyu function in the scipy.stats
python package was used to test for significant differences between coding and non-coding STR
heterozygosity. For analyses related to allele length or purity, STRs were further restricted to
those whose most common allele matched the hgl9 reference to enable calculation of the lo-
cus’ purity. In particular, the purity of each of these STRs was calculated as the fraction of
possible positions within the STR region where the subsequent bases corresponded to a cyclic
permutation of the STR's motif. The pearsonr function in the scipy.stats python package was
used to calculate the Pearson correlation coefficients and their associated p-values, where each
STR's length and heterozygosity represented an individual point. Finally, to generate the plots
of heterozygosity vs. length, the heterozygosity for each length was calculated as the mean

variability of loci within 2bp.
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2.4.12 Extraction of orthologous chimp STR lengths

Tandem Repeats Finder was run on the panTro4 assembly of the chimp genome using the default
parameters and a minimum score threshold of 5. To resolve overlapping repeats, we discarded
repeats with period greater than six and scanned from low to high coordinates and selected the
highest scoring repeat for each overlap conflict. The chimp coordinates were mapped to hgl9
coordinates using liftOver and a minimum mapping fraction of 50%. We then intersected these
coordinates with those of our reference panel and retained those loci within our panel that had
a single intersecting chimp repeat whose motif matched. This resulted in orthologous chimp

repeats for ~83% of our reference set of STRs.

2.4.13 Rst levels

The Rst was calculated according to Slatkin [13] using a custom Python script (code available
on https://github.com/erlichya/str_catalog_supplemental_scripts). The African,
European and Asian populations were comprised of the same subpopulations used throughout
this study, except that the ASW population was omitted due to potential admixture. Only loci

with heterozygosity above 5% and at least 100 genotyped samples were considered.

2.4.14 Assessing linkage disequilibrium

In order to avoid phasing SNPs and STRs, we only analyzed X chromosome genotypes in male
samples. SNP calls for the corresponding samples were obtained from the 1000 Genomes Phase
111/23/2010 release and any pseudoautosomal loci were ignored. Analysis of STR-SNP LD was
restricted to STR loci with both a heterozygosity of at least 9.5% and at least 20 genotypes for
each super population (African, East Asian, European and Ad Mixed American). For each STR
that met this requirement, we identified all SNPs within 200 KB of the STR start coordinate.
After filtering out SNPs with a MAF below 5% in any of the four super populations, we calculated
the level of LD for the remaining STR-SNP pairs. In particular, the R? was calculated between
the SNP genotype indicator variable and the base pair difference of the STR from the reference.
We also recalculated the STR-SNP LD after converting the STR alleles to binary variables,
where the most common allele and all alternative alleles were mapped to 0 and 1, respectively.

This binary mapping was applied to each super population individually.
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For SNP-SNP LD calculations, a seed SNP was identified for each STR meeting the aforemen-
tioned requirements. In particular, the SNP closest to the STR's start coordinate with MAF
>5% for each super population was selected. If no such SNP existed within 1Kb, no SNP was
selected and the STR was omitted from the STR-SNP LD analysis. Otherwise, we identified all
SNPs within 200 KB of the seed SNP and once again removed SNPs with a MAF <5% in any
of the super populations. The LD between the seed SNP and each of these remaining SNPs

was then assessed as the R? between the two SNP genotype indicator variables.
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2.6 Supplemental Text

2.6.1 Finding putative STR loci in the human genome

To identify putative STRs, we relied on the heuristic that these sequences should rarely occur
in randomly generated sequences. To accomplish this aim, we determined the dinucleotide
transition frequencies for each of the 22 autosomal chromosomes and 2 sex chromosomes.
Then, for each chromosome, we used a second order Markov process to generate a random
DNA sequence with the same length and transition frequencies. We repeated this process ten
times for each chromosome. Next, Tandem Repeats Finder (TRF) [89] was run on the random
and real human chromosomes with a match weight of 2, a mismatch and indel penalty of 7, an
80% probability of matching and a 10% probability of an indel. In cases where TRF reported
two overlapping STRs, we selected the locus with the highest score. For each chromosome, the

repeats for periods 2-6bp were then analyzed separately to calculate the minimum TRF score
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where the number of repeats in the hgl9 chromosomal sequence was at least 100 times greater
than the mean number in the corresponding ten simulated chromosomes (Supplemental Figure
2-61a). These per-chromosome thresholds were combined into five genome-wide thresholds by
taking the maximum threshold across all chromosomes (Supplemental Table 2.12). The
identified repeats in hgl9 were then filtered to only include those loci with a score above the
threshold for its period. Finally, loci that originally overlapped other TRF results were removed,

as these loci were generally very impure.

2.6.2 Comparison of STR thresholds to prior studies

For STRs without any indels or SNPs, our empirically determined TRF score cutoffs are equiva-
lent to length thresholds of 11, 14, 14, 16 and 17 base pairs for STRs with 2-6 base pair motifs.
A host of previous studies have attempted to determine length thresholds at which a repetitive
locus can first be regarded as an STR. Fondon et al. [84] examined WGS data from inbred
Drosophila samples and quantified the proportion of variation at repetitive loci attributable to
unit step changes. This study suggested that this form of variation, which is consistent with
classical STR mutational models, begins to dominate when alleles are 13, 20, 23 and 27 base
pairs in length for STR periods 2-5, cutoffs that are stricter than those that we determined. An-
other study by Kelkar et al. [91] examined polymorphism levels and in-vitro polymerase slippage
errors to determine a length threshold where slippage errors dominate. Both analyses suggested
that 10 base pairs was the transition threshold for STRs with dinucleotide motifs, in good agree-
ment with our 11 base pair threshold. Lai et al. [90] utilized Markov and multi-type branching
processes to match the distribution of repeats produced by a mutation model to those in the
human genome, resulting in length thresholds of 8, 12, 16, 20 and 24 base pairs for STRs with
2-6 base pair motifs, respectively. Finally, Ananda et al. [82] focused on uninterrupted STRs
with motifs equal or smaller than 4bp. Their definition for an STR was loci with at least two
consecutive repeat elements and that are shorter than ~10 repeat elements). Overall, previous
thresholds are less conservative for low periods and more conservative for high periods, but agree

qualitatively with our thresholds.

2.6.3 Incorporation of annotated STRs

To collate a set of annotated STR markers, we downloaded published PCR primers for the

Marshfield markers( http://www.stanford.edu/group/rosenberglab/repeatsDownload.
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html) [21]. We then utilized in silico PCR to determine the genomic coordinates of these primers.
Locations for Y-STRs were obtained as described in our previous work [19] and locations for the
CODIS markers were determined using PCR primers contained in the NIST database and the
method outlined above. To integrate these markers into our reference set, we utilized BEDTools
[114] to remove any empirical loci that overlapped annotated loci. The remaining empirical loci

combined with all annotated markers comprised our final STR reference.

2.6.4 Assessment of empirical score thresholds with a permissive call set

Having assembled a genome-wide STR reference, we sought to ensure that the chosen TRF
score thresholds were appropriate. As dynamic expansions and contractions are hallmarks of
STR loci, we examined the rates of polymorphism as a function of TRF score in a permissive

call set generated using data from the 1000 Genomes.

To this end, we created a permissive reference by running TRF using relaxed parameters. In
particular, we ran the program using a much lower score cutoff of 14 (instead of a score greater
than equal to the empirical TRF thresholds) to identify a candidate set of STRs with repeat unit
sizes of 2 to 5bp. The other parameters used to run TRF were match=2, indel=5, mismatch=5,
match probability=80, indel probability=10, and minimum score=14. We removed STRs that
localized to areas that might preclude unique mapping, such as large repeats or transposable
elements. Transposons and other repetitive elements were identified using RepeatMasker and
the TRF results in or within 20 bases of these regions were removed. We further removed any
STRs that were located next to or within 20 bases of another STR. Finally, we pruned the list of
STRs on the basis of empirically derived tract length thresholds and purity thresholds, developed
in a previous study that characterized the minimum requirements of a sequence to mutate as
an STR [84], namely minimum tract lengths of 13, 20, 23, and 27bp for 2-5mers, respectively.

We then loaded this permissive reference to RepeatSeq and generated a preliminary STR call
set using data from Phase 1 of the 1000 Genomes project. Encouragingly, we found that loci
around the cutoffs identified by running TRF on the random chromosomes were close to fixation.
The mean heterozygosity rapidly increased shortly after the threshold (Supplemental Figure
2-6b). This phenomenon matches the hallmark of mature STRs that dynamically expand and

contract.

We further quantified the number of polymorphic loci (heterozygosity > 2%) omitted and
included by these score thresholds (Supplemental Table 2.1). These analyses revealed that
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less than 1% of loci omitted by the thresholds were polymorphic, while roughly 40% of included
loci were polymorphic. In addition, our thresholds only omitted 1% of all polymorphic loci.
Collectively, these analyses strongly suggest that our score thresholds are well calibrated and

have a low false negative rate.

2.6.5 Call set integration

RepeatSeq [52] and lobSTR [27] are currently the two primary tools utilized to genotype STRs in
high-throughput sequencing data. As a result, to create the most accurate call set, we sought to
assess their individual performance and potentially integrate their calls if it improved accuracy.
lobSTR calls were generated as previously described (Methods) while RepeatSeq was run using
default parameters on the read alighnments produced by the 1000 Genomes project.

To assess call set performance, we utilized the Marshfield capillary electrophoresis (CE) genotypes
generated for a subset of the 1000 Genomes samples [92]. The loci in this panel are highly
polymorphic and provide a challenging test set to compare between lobSTR and RepeatSeq.
We regressed the dosage produced by the method of interest (the sum of the predicted base
pair differences from the reference allele) versus the dosage obtained from CE (Supplemental
Figure 2-7A-B). Comparing the calls produced by the individual methods indicated that lobSTR
outperformed RepeatSeq as the R? values were 0.71 and 0.4, respectively. While RepeatSeq

produced more calls, they were in general strongly biased towards the reference allele genotype.

To integrate calls from RepeatSeq and lobSTR, we first had to combine the genotype likeli-
hoods of lobSTR and RepeatSeq. While RepeatSeq reports P(genotype|data), lobSTR reports
P(data|genotype). Therefore, we generated comparable posteriors for the lobSTR calls by using
the population-wide occurrences of each STR allele in the lobSTR VCF GT field as a prior.

In total, we explored three different simplistic integration strategies. The first strategy selected
the genotype with the highest posterior likelihood across both methods. This method assumes
that the lobSTR and RepeatSeq posteriors are well calibrated and therefore defers to the method
with the most confidence. We explored two variants of this strategy by considering a) only calls
for which both methods produced genotypes and b) calls for which either method produced
genotypes. The resulting R? values of 0.52 and 0.53 (Supplemental Figure 2-7C-D) indi-
cated that the integrated calls outperformed those of RepeatSeq but were still inferior to those
of IobSTR alone. The next integration strategy selected the genotype with the highest mean

posterior. When we applied this strategy in combination with the two aforementioned vari-
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ants, the R? values were nearly identical to those obtained by selecting the maximum posterior
(Supplemental Figure 2-7E-F). Finally, we employed a simple strategy in which we only con-
sidered concordant calls. In addition to greatly limiting the number of calls, this strategy was
surprisingly worse than the previous two integration strategies as it resulted in an R? of 0.46
(Supplemental Figure 2-7G).

In summary, despite various attempts to integrate RepeatSeq and lobSTR calls, our efforts
were ultimately unsuccessful. Though the integrated calls were superior to those of RepeatSeq
alone, they were ultimately inferior to lobSTR's calls. The results of these efforts suggested
that RepeatSeq calls had systematic biases and that these biases, when integrated with lobSTR

calls, persisted. We therefore chose to proceed using only the lobSTR calls.

2.6.6 Homopolymer STRs

There is no consensus in the literature whether homopolymers are considered STRs or not
([62] vs. [74]). Our original call set included homopolymer repeats. Similar to the other
STR periods, we created a reference panel of homopolymers and genotyped them in all of the
individuals. However, we found that the PCR stutter artifacts within the raw sequencing reads
were too noisy to reliably recover STR alleles with such low sequencing coverage. For example,
we examined the STR calls on the X chromosome of males. Ideally, we should observe only a
single allele in this callset. However, we found that reads for homopolymer STRs have a ~20%
chance of containing a stutter product rather than the original allele. This contrasts greatly
with the estimated stutter rates for the other periods, which we estimated to be between ~2
and 4%. As a vast fraction of the calls use only 1 read, we were concerned about the quality
of the data. In addition, mononucleotides showed low Mendelian inheritance patterns in the
two trios (70% for homopolymers vs. >90% for other repeats). The low Mendelian inheritance
for homopolymers never reached more than 85% even after analyzing STRs with more than
20 reads. Finally, there was no significant reduction in heterozygosity in exonic regions for
homopolymer STRs. Based on these analyses, we decided to omit the homopolymer calls from

out catalog.
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2.7 Supplemental Tables

Table 2.1: Polymorphism levels of loci omitted and included by TRF score cutoffs

Loci with score below threshold Loci with score > threshold
Period Polymorphic  Total % Polymorphic  Polymorphic  Total % Polymorphic H
2 227 40803 0.56% 25431 47446 53.60%
3 28 4675 0.60% 1178 7316 16.10%
4 17 9171 0.19% 500 10500 4.76%
5 0 2237 0.00% 81 2405 3.37%
All 272 56886 0.48% 27190 67667 40.18%

Table 2.2: The distribution of STRs in the lobSTR reference
H Period Number of STRs H

2 277822
3 77327
4 220859
5 72637
6 40867
Total 689512

Table 2.3: Population breakdown of genotyped samples
’ Please see the original publication ‘

Table 2.4: Marshfield concordance statistics

lobSTR  lobSTR  1obSTR  [obSTR  lobSTR
A/Acall C/Ccall A/Becall A/Ccall C/D call
Homozygous Marshfield 1465 119 N/A 52 1
Sites (A/A) (89.5%)  (7.3%) (32%) (< .1%)
Heterozygous Marshfield 2681 290 452 95 9
Sites (A/B) (76.0%) (8.2%) (12.8%) (2.7%) (.3%)

Marshfield genotypes are always A/A or A/B.
lobSTR calls with C and/or D alleles indicate alleles that were not observed in the

Marshfield genotype.
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Table 2.5: Y-STR PowerPlex concordance statistics

H Locus Correct Calls  Total Calls % Correct H
DYS481 14 19 73.68
DYS458 10 12 83.33
DYS533 60 66 90.91
DYS389I 53 58 01.38
DYS392 36 39 92.31
DYS391 98 105 03.33
DYS456 47 50 94.00
DYS438 51 53 96.23
DYS393 57 59 96.61
DYS439 83 85 97.65

Y-GATA-H4 49 50 98.00
DYS549 66 67 98.51
DYS19 15 15 100.00
DYS437 14 14 100.00
DYS570 15 15 100.00
DYS576 26 26 100.00
DYS643 51 51 100.00

Total 745 784 05.03

Table 2.6: Comparing heterozygosities between populations
[ ASW WK YRI CHB CHS JPT |

053 046 051 036 039 040 055 055 0.53

0.47 043 048 035 038 038 053 053 0.50

0.54 0.57 055 038 041 041 057 057 0.55

049 052 0.45 036 039 039 054 054 0.52

ASW 0.64 0.65 0.62 0.64 0.53 054 0.68 0.67 0.66

LWK 0.61 0.62 0.59 0.61 0.47 0.51 0.65 0.64 0.63

YRl 060 062 059 061 046 0.49 0.64 0.64 0.62

CHB 045 047 043 046 032 035 0.36 0.5 0.46

CHS 045 047 043 046 033 036 036 05 0.46
JPT 047 050 045 048 034 037 038 054 054

Only the 10% most variable STRs were used.
Each cell represents the fraction of loci for which population A (row) had higher
heterozygosity than population B (column).
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Table 2.7: Comparison of heterozygosity in noncoding and coding STRs

Mean Heterozygosity Median Heterozygosity
Period Noncoding coding Noncoding  Coding p-value  Adj. p-value

2 0.274 0.033 0.102 0.005 5.78E-38 1.74E-37
3 0.129 0.065 0.029 0.023 2.01E-46 1.21E-45
4 0.109 0.027 0.018 0.007 1.07E-09 1.60E-09
5 0.083 0.023 0.016 0.011 1.76E-03 2.11E-03
6 0.050 0.044 0.014 0.014 5.37E-02 5.37E-02

Table 2.8: Allele frequency distributions for STR type subsets
’ Please see the original publication ‘

Table 2.9: Rst levels between Africans, Asians, and
Europeans

H Period # Max Mean Median  Std H

2 150786 0.940 0.048 0.022 0.065
2 159 0.303 0.037 0.0158 0.054
3 23800 0.598 0.050 0.024 0.065
3 578 0.329 0.021 0.0055 0.041
4 52990 1.000 0.059 0.034 0.072
4
5
5
6

43 0.252 0.064 0.0354 0.069

14051 0.613 0.058 0.032 0.071

25 0.307 0.063 0.0461 0.080

4388 0.515 0.044 0.019 0.062

6 47 0.199 0.043 0.0141 0.056

STRs in noncoding regions
STRs in coding regions

Table 2.10: Coding STRs with non-reference major alleles
’ Please see the original publication ‘
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Table 2.11: Common LoF alleles

chr STR Diff from  Motif # Samples Exon Gene
(start-stop) hgl9 (bp) (start-stop)
4 155244402 -4 AAAC 39 155244389 DCHS2
-155244432 -155244481
9 35561913 -8 ACCC 22 35561864 FAM166B
-35561938 -35562092
10 81841429 -4 AAAG 25 81841395 TMEM254
-81841443 -81841490
10 81841429 1 AAAG 111 81841395 TMEM254
-81841443 -81841490
10 81841429 2 AAAG 31 81841395 TMEM254
-81841443 -81841490
19 55526092 4 ACAG 82 55525449 GP6
-55526121 -55526533
20 48467310 -1 AC 94 48467298 SLC9A8
-48467334 -48467381

Table 2.12: TRF score cutoffs

H Period Score Cutoff H

2

(@) BN €, IF SOV ]

22
28
28
32
34
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2.8 Supplemental Figures

Threshold

Mean heterozygosity

Figure 2-6: Evidence-based criteria for STR loci. (A) The TRF score threshold for each
chromosome and motif length. These thresholds were calculated based on an FDR of 1% using
the second-order Markov chain simulations (blue: 2mer, green: 3mer, red: 4mer, cyan: 5mer,
purple: 6mer). (B) Validating the thresholds with a preliminary call set. The plots show the
average heterozygosity levels (y-axis) for STRs in the permissive catalog as a function of their
TRF scores (x-axis). P denotes the motif length in bp. The red line shows the thresholds that
were selected for the final definition based on the Markov chain simulations. The putative STRs
around the thresholds are close to fixation and STRs with TRF score above the threshold show
a rapid increase in their heterozygosity. This indicates that the thresholds are well calibrated
and include most of the STRs that are subject to contractions and expansions.
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Figure 2-7: Integration efforts for RepeatSeq and lobSTR. Each bubble plot shows the
regression of the Marshfield capillary dosages (x-axis) with a different method to obtain STR
calls from the 1000 Genomes (y-axis). The R? and number of calls (nCalls) are reported (A)
RepeatSeq alone (B) lobSTR alone (C) RepeatSeq+lobSTR integration based on maximum
posterior for sites that appeared in both datasets (D) RepeatSeq+lobSTR integration based
on maximum posterior for sites that appeared in at least one dataset (E) RepeatSeq+lobSTR
based on mean posterior for sites that appeared in both datasets (F) RepeatSeq+lobSTR based
on mean posterior for sites that appeared in at least one dataset (G) RepeatSeq+lobSTR
integration by reporting only genotypes concordant between the two methods. The best R? was
obtained by lobSTR alone.
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Figure 2-8: lobSTR dosage concordance with capillary electrophoresis for hemizygous
Y-STRs. The dosage is reported as the base pair difference from the NCBI reference. The area
of each bubble is proportional to the number of calls of the dosage combination and the broken
line indicates the diagonal.
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Figure 2-9: Influence of read depth on the accuracy of lobSTR genotypes for het-
erozygous sites in the Marshfield panel. The fraction of heterozygous individuals correctly
genotyped increases monotonically with the minimum number of spanning reads.
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Figure 2-10: Please see the original publication.
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Figure 2-11: Allelic spectra of the CODIS markers. Red: IobSTR,

black: capillary elec-

trophoresis. nlobSTR and nCapillary indicate the number of allele called in the respective call

sets.
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Figure 2-12: STR variability as a function of the length of the most common allele (base
pairs). The mean heterozygosity of STRs increases monotonically with allele length for each
of the five STR periods. Analysis was restricted to STRs whose most common allele matched
the reference and with no indels or SNPs interrupting the STR motif (blue: 2mer, green: 3mer,
red: 4mer, cyan: bmer, purple: 6mer). The curves were smoothed by averaging the data points
by a sliding window of + 2bp
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Figure 2-13: STR variability as a function of major allele allele length (bp) for impure
STR loci. Analysis is stratified based on motif length (blue: 2mer, green: 3mer, red: 4mer,
cyan: 5mer, purple: 6mer) and the purity of the STR (see methods) and is restricted to STRs
whose major allele matches the reference. The curves were smoothed by averaging the data
points by a sliding window of + 2bp.
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Figure 2-14: STR variability as a function of length for (A) Dinucleotide, (B) Trin-
ucleotide, (C) Tetranucleotide, (D) Pentanucleotide and (E) Hexanucleotide motifs.
The motif sequences were converted to their canonical form, namely the sequence with the
highest lexicographic order among all cyclic permutations of the STR motif from both strands
(e.g. AATA repeat was converted to AAAT). For the same period, different motifs can have
substantially different mean levels of variability. Analysis was restricted to STRs whose major
allele matched the reference allele and to loci without any SNPs or indels that disrupted the
motif sequence. The curves were smoothed by averaging the data points by a sliding window of
=+ 2bp.
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Figure 2-15: Patterns of STR variation (A) The cumulative distribution function of the
number of alleles with MAF>5% stratified by motif length (blue: 2mer, green: 3mer, red:
4mer, cyan: 5mer, purple: 6mer) (B) The averaged allelic spectra of STRs. P denotes the
motif length in bp. The 0 allele is the most common allele.
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Figure 2-16: STR-SNP linkage disequilibrium on chromosome X stratified by motif
length. P denotes the motif length in bp. Africans (red), Admixed Americans (green), Euro-
peans (yellow) and East Asians (blue). Longer repeat motifs show an increase in the level of
STR-SNP LD.

65



0.7 T . T

o e e
W i u
T
=
L

Mean genotype R’

<
)

0.1

0.0 1 1
0 50 100 150 200
Distance (kb)

Figure 2-17: Linkage disequilibrium for SNPs and STRs on the X chromosome after
STR allele binarization. Patterns of STR-SNP LD are invariant to STR allele binarization. As
in the non-binarized case, SNP-SNP LD (dashed lines) generally exceeds SNP-STR LD (solid
lines) across a range of distances and for Africans (red), Admixed Americans (green), Europeans
(yellow) and East Asians (blue). Binarization was performed by mapping the most common STR
allele and all alternate alleles to 0 and 1, respectively.
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Chapter 3

Abundant contribution of short tandem repeats to gene expres-

sion variation in humans

Most of this chapter was first published as:

Gymrek M, Willems TF, Guilmatre A, Zeng H, Markus B, Georgiev S, Daly MJ, Price
AL, Pritchard JK, Sharp AJ, Erlich Y. Abundant contribution of short tandem repeats to

gene expression variation in humans. Nature Genetics. (2015).

Melissa Gymrek was the lead author for this paper and ultimately performed most of the analyses

outlined in this chapter.

Abstract: The contribution of repetitive elements to quantitative human traits is largely un-
known. Here, we report a genome-wide survey of the contribution of Short Tandem Repeats
(STRs), one of the most polymorphic and abundant repeat classes, to gene expression in hu-
mans. Our survey identified 2,060 significant expression STRs (eSTRs). These eSTRs were
replicable in orthogonal populations and expression assays. We used variance partitioning to
disentangle the contribution of eSTRs from linked SNPs and indels and found that eSTRs con-
tribute 10%-15% of the cis-heritability mediated by all common variants. Further functional
genomic analyses showed that eSTRs are enriched in conserved regions, co-localize with regu-
latory elements, and can modulate certain histone modifications. By analyzing known GWAS
hits and searching for new associations in 1,685 deeply-phenotyped whole-genomes, we found
that eSTRs are enriched in various clinically-relevant conditions. These results highlight the

contribution of short tandem repeats to the genetic architecture of quantitative human traits.
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3.1 Introduction

In recent years, there has been tremendous progress in identifying genetic variants that affect
expression of nearby genes, termed cis expression quantitative trait loci (cis-eQTLs). Multiple
studies have shown that disease-associated variants often overlap cis-eQTLs in the affected
tissue [115, 116, 117]. These observations suggest that understanding the genetic architecture
of the transcriptome may provide insights into the cellular-level mediators underlying complex
traits [118, 119, 120]. So far, eQTL-mapping studies have mainly focused on SNPs and to a
lesser extent on bi-allelic indels and CNVs as determinants of gene expression [121, 122, 44,
45, 80]. However, these variants do not account for all of the heritability of gene expression
attributable to cis-regulatory elements as measured by twin studies, leaving on average about
20-30% unexplained [122, 123]. It has been speculated that such heritability gaps could indicate
the involvement of repetitive elements that are not well tagged by common SNPs [110, 111].

To augment the repertoire of eQTL classes, we focused on Short Tandem Repeats (STRs),
one of the most polymorphic and abundant types of repetitive elements in the human genome
[62, 66]. These loci consist of periodic DNA motifs of 2-6bp spanning a median length of around
25bp. There are about 700,000 STR loci covering almost 1% of the human genome. Their
repetitive structure induces DNA-polymerase slippage events that add or delete repeat units,
creating mutation rates that are orders of magnitude higher than those of most other variant
types [62, 23]. Over 40 Mendelian disorders, such as Huntington's Disease, are attributed to
STR mutations, most of which are caused by large expansions of trinucleotide coding repeats
[28].

Several properties of STRs suggest they may play a regulatory role. In vitro studies have
shown that STR variations can modulate the binding of transcription factors [41, 124], change
the distance between promoter elements [125, 126], alter splicing efficiency [42, 127], and
induce irregular DNA structures that may modulate transcription [128]. In vivo experiments
have reported specific examples of STR variations that control gene expression across a wide
range of taxa, including Haemophilus influenza [129], Saccharomyces cerevisiae [38], Arabidopsis
thaliana [40], and vole [130]. Recent studies reported that dinucleotide repeats are a hallmark
of enhancers in Drosophila and are enriched in predicted enhancers in humans [131]. Human
promoters also disproportionately harbor STRs [132] and the presence of STRs in promoters or
transcribed regions greatly increases the divergence of gene expression profiles across great apes
[133], suggesting that STRs play a key role in the evolution of expression. Several candidate-
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gene studies in human indeed reported that STR variations modulate gene expression [41, 134,
93, 135, 94, 136] and alternative splicing [42, 109, 34]. In one example, a recent study found
that the underlying mechanism behind a GWAS signal for Ewing Sarcoma is a sequence variant
in an AAGG repeat that increases the binding of the EWSR1-FLI1 oncoprotein resulting in EGF2
overexpression [43]. Despite these accumulating lines of evidence, there has been no systematic

evaluation of the contribution of STRs to gene expression in humans.

To this end, we conducted a genome-wide analysis of STRs that affect expression of nearby
genes, termed expression STRs (eSTRs), in lymphoblastoid cell lines (LCLs), a central ex-vivo
model for eQTL studies. Next, we used a multitude of statistical genetic and functional genomics
analyses to show that hundreds of these eSTRs are predicted to be functional. Finally, we tested

the involvement of eSTRs in clinically relevant phenotypes.

3.2 Results

3.2.1 Initial genome-wide discovery of eSTRs

The initial genome-wide discovery of potential eSTRs relied on finding associations between
STR length and expression of nearby genes. We focused on 311 European individuals whose
LCL expression profiles were measured using RNA-sequencing by the gEUVADIS [44] project and
whose whole genomes were sequenced by the 1000 Genomes Project [137]. The STR genotypes
were obtained in our previous study [138] in which we created a catalog of STR variation as part
of the 1000 Genomes Project using lobSTR, a specialized algorithm for profiling STR variations
from high throughput sequencing data [27]. Briefly, lobSTR identifies reads with repetitive
sequences that are flanked by non-repetitive segments. It then aligns the non-repetitive regions
to the genome using the STR motif to narrow the search, thereby overcoming the gapped
alignment problem and conferring alignment specificity. Finally, lobSTR aggregates aligned
reads and employs a model of STR-specific sequencing errors to report the maximum likelihood
genotype at each locus. lobSTR recovered most (r2=0.71) of the variation in STR locus lengths
in the 1000 Genomes datasets based on large-scale validation using 5,000 STR genotype calls
obtained by capillary electrophoresis, the gold standard for STR genotyping [138]. The majority
of genotype errors were from dropout of one allele at heterozygote sites due to low sequencing
coverage. We simulated the performance of STR associations using lobSTR calls compared to

the capillary calls. This process showed that STR genotype errors reduce the power to detect
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eSTRs by 30-50% but importantly do not create spurious associations (Supplementary Note
3.7 and Supplementary Figure 3.9).

To detect eSTR associations, we regressed gene expression on STR dosage, defined as the sum
of the two STR allele lengths in each individual. We opted to use this measure based on previous
findings that reported a linear trend between STR length and gene expression [41, 93, 94] or
disease phenotypes [139, 140]. As covariates, we included sex, population structure, and other
technical parameters (Figure 3-1a and Supplementary Note 3.7). We employed this process
on 15,000 coding genes whose expression profiles were detected in the RNA-sequencing data.
For each gene, we considered all polymorphic STR variations that passed our quality criteria
(Methods 3.6) and were within 100kb of the transcription start and end sites of the gene
transcripts as annotated by Ensembl [141]. On average, 13 STR loci were tested for each gene
(Supplementary Figure 3.9), yielding a total of 190,016 STRxgene tests.
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Figure 3-1: eSTR discovery and replication. (a) eSTR discovery pipeline. An association test
using linear regression was performed between STR dosage and expression level for every STR
within 100kb of a gene (b) Quantile-quantile plot showing results of association tests. The gray
line gives the expected p-value distribution under the null hypothesis of no association. Black
dots give p-values for permuted controls. Red dots give the results of the observed association
tests (c) Comparison of eSTR effect sizes as Pearson correlations in the discovery dataset vs.
the replication dataset. Red points denote eSTRs whose directions of effect were concordant in
both datasets and gray points denote eSTRs with discordant directions.

Our analysis identified 2,060 unique protein-coding genes with a significant eSTR (gene level
FDR <5%) (Figure 3-1b and Supplementary Data Set 1 (see Nature Genetics website)).
The majority of these were di- and tetra-nucleotide STRs (Supplementary Tables 3.8 and 3.8).
Only 13 eSTRs fall in coding exons, but eSTRs were nonetheless strongly enriched in 5'UTRs
(p = 1.0 x 1078), 3'UTRs (p = 1.7 x 107?) and regions near genes (p < 10728) compared
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to all STRs analyzed (Supplementary Table 3.8). Overall, there was no bias in direction of
effect (Supplementary Table 3.8). We also repeated the association tests with two negative
control conditions by regressing expression on (i) STR dosages permuted between samples and
(ii) STR dosages from randomly chosen unlinked loci (Figure 3-1b and Supplementary Figure
3.9). Both negative controls produced uniform p-value distributions expected under the null
hypothesis. This provides support for the absence of spurious associations due to inflation of
the test statistic or the presence of uncorrected population structure. To assess the effect of low
sequencing coverage on our results, we generated high coverage targeted sequencing of 2,472
promoter STRs and repeated the eSTR analysis (Methods 3.6). We found that association
results were largely reproducible across datasets, with 80% of tested eSTRs showing the same
direction of effect (p = 9.9 x 10712, n = 126) (Supplementary Note 3.7 and Supplementary
Figure 3.9). Three previous studies described candidate gene studies of expression STRs and
involved STRs that were tested in our framework [41, 94, 93]. Our genome-wide approach was
able to replicate the association between P/G3 and the pentanucleotide STR in the 5'UTR of
the gene and showed the same direction of effect. However, the other two candidate genes did
not meet the multiple hypothesis p-value threshold (Supplementary Table 3.8).

The initial discovery set of eSTRs was largely reproducible in an independent set of individuals
using an orthogonal expression assay technology. We obtained an additional set of over 200
individuals whose genomes were also sequenced as part of the 1000 Genomes Project and whose
LCL expression profiles were measured by Illumina expression array [142]. These individuals
belong to cohorts with African, Asian, European, and Mexican ancestry, enabling testing of the
associations in a largely distinct set of populations. The Illlumina expression array allowed us to
test 882 eSTRs out of the 2,060 identified above. The association signals of 734 of the 882 (83%)
tested eSTRs showed the same direction of effect in both datasets (sign test p = 2.7 x 107%4)
and the effect sizes were strongly correlated (R = 0.73, p = 1.4 x 1071%9) (Figure 3-1c),
despite only moderate reproducibility of expression profiles across platforms (Supplementary
Note 3.7 and Supplementary Figure 3.9). For comparison, only 54% of non-eSTRs showed
the same direction of effect, close to the expected value of 50% for null associations. Overall,
these results show that eSTR association signals are robust and reproducible across populations

and expression assay technologies.
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3.2.2 Partitioning the contribution of eSTR and nearby variants

An important question is whether eSTR association signals stem from causal STR loci or are
merely due to tagging SNPs or other variants in linkage disequilibrium (LD). Previous results
reported that the average STR-SNP LD is approximately half of the traditional SNP-SNP LD
[138, 105, 143] but there are known examples of STRs tagging GWAS SNPs [144].

To address this question, we partitioned the relative contributions of eSTRs versus all common
(MAF>1%) bi-allelic SNPs, indels, and structural variants (SV) in the cis region of each gene
using a linear mixed model (LMM) (Figure 3-2a). Multiple studies have used this approach
to measure the total contribution of common variants to the heritability of quantitative traits
and to partition the contribution of different classes of variants [145, 146]. Taking a similar
approach, we included two types of effects for each gene: a random effect (h%) that captures
all common bi-allelic loci detected within 100kb of the gene and a fixed effect (h%;5) that
captures the lead STR. To test whether other causal variants in the local region could inflate
the estimate of the STR contribution, we simulated gene expression with one or two causal SNP
eQTLs per gene while preserving the local haplotype structure. In this negative control scenario,
the LMM correctly reported a median (h%,p)/(h?

cis

) =~ 0 across all conditions (Supplementary
Note 3.7 and Supplementary Figures 3.9-3.9), where h% = h? + h%;5. This suggests that
other causal variants in LD do not inflate the estimate of the relative contribution of STRs.
However, simulations based on capillary electrophoresis data suggest that the variance explained
by STRs is downwardly biased in the presence of genotyping errors (Supplementary Note 3.7

and Supplementary Figure 3.9), suggesting that the reported h%p, is likely to be conservative.

The LMM results showed that eSTRs contribute about 12% of the genetic variance attributed
to common cis polymorphisms. For genes with a significant eSTR, the median 7%, was 1.80%,
whereas the median h? was 12.0% (Figure 3-2b), with a median ratio of (h%,)aAD(h2, ) of
12.3% (Clysy 11.1%-14.2%; n = 1,928) (Supplementary Table 3.8). We repeated the same
analysis for genes with at least moderate (> 5%) cis-heritability (Methods 3.6) regardless of the
presence of a significant eSTR in the discovery set. The motivation for this analysis was to avoid
potential winner's curse [147] and to obtain a transcriptome-wide perspective on the role of STRs
in gene expression (Figure 3-2c). In this set of genes, eSTRs contribute about 13% (C'lgs9
12.2%-13.5%; n = 6,272) of the genetic variance attributed to cis common polymorphisms. The
median h%,, was 1.45% of the total expression variance, whereas the median h? was 9.10%

(Supplementary Table 3.8). Repeating the analysis while considering STRs as a random
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effect showed highly similar results (Supplementary Note 3.7, Supplementary Table 3.8,
and Supplementary Figure 3.9). Taken together, this analysis shows that STR variations
explain a sizeable component of gene expression variation after controlling for all variants that

are well tagged by common bi-allelic markers in the cis region.
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Figure 3-2: Variance partitioning using linear mixed models (a) The normalized variance
of the expression of gene Y was modeled as the contribution of the best eSTR and all common
bi-allelic markers in the cis region ( £100kb from the gene boundaries) (b-c) Heatmaps show
the joint distributions of variance explained by eSTRs and by the cis region. Gray lines denote
the median variance explained (b) Variance partitioning across genes with a significant eSTR in
the discovery set and (c) Variance partitioning across genes with moderate cis heritability.

3.2.3 The effect of eSTRs in the context of individual SNP eQTLs

To further assess the contribution of eSTRs in the context of other variants, we also inspected the
relationship between eSTRs and individual cis-SNP eQTLs (eSNPs). We performed a traditional
eQTL analysis using the whole genome sequencing data for 311 individuals that were part of
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the discovery set to identify common eSNPs [minor allele frequency (MAF) >5%] within 100kb
of each gene. This process identified 4,290 genes with an eSNP (gene-level FDR<5%). We
then re-analyzed the eSTR association signals while conditioning on the genotype of the most
significant eSNP (Figure 3-3a). For each eSTR, we ascertained the subset of individuals that
were homozygous for the major allele of the lead eSNP in the region. If the eSTR simply tags
this eSNP, its conditioned effect should be randomly distributed compared to the unconditioned
effect. Alternatively, if the eSTR is causal, the direction of the conditioned effect should match
that of the original effect. We conducted this analysis for eSTR loci with at least 25 individuals
homozygous for the lead eSNP and for which these individuals had at least two unique STR
genotypes (1,856 loci). After conditioning on the lead eSNP, the direction of effect for 1,395
loci (75%) was identical to that in the original analysis (sign test p < 4.2 x 1071%9) and the
effect sizes were significantly correlated (R = 0.52; p = 3.2 x 10713%) (Figure 3-3b). This
further supports the additional role of eSTRs beyond traditional cis-eQTLs.

We also found that hundreds of eSTRs in the discovery set provide additional explanatory value
for gene expression beyond the lead eSNP. ANOVA model comparison showed that for 23% of
the cases, a model with an eSTR significantly improved the explained variance of gene expression
over considering only the lead eSNP (FDR<5%) (Figure 3-3c-e and Methods 3.6). Combined
with the 183 genes with an eSTR but no significant eSNP, these results show that at least 30%
of the eSTRs identified by our initial scan cannot be fully attributed to tagging of the lead
eSNP. Given the reduced quality of STR compared to SNP genotypes, this analysis is likely to
underestimate the true contribution of STRs. Nonetheless, our results show concrete examples
for hundreds of associations in which the eSTR increases the variance explained by the lead
eSNP.

3.2.4 Integrative genomic evidence for a functional role of eSTRs

To provide further evidence of their regulatory role, we analyzed eSTRs in the context of func-
tional genomics data. First, we assessed the potential functionality of STR regions by measuring
signatures of purifying selection, since previous studies reported that putatively causal eSNPs
are slightly enriched in conserved regions [148]. We inspected the sequence conservation [149]
across 46 vertebrates in the sequence upstream and downstream of the eSTRs in our discovery
dataset (Figure 3-4a). To tune the null expectation, we matched each tested eSTR to a ran-

dom STR that did not reach significance in the association analysis but had a similar distance
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Figure 3-3: eSTR associations in the context of eSNPs (a) Schematic of the eSTR effect
versus the effect conditioned on the lead eSNP genotype. Under the null expectation, the original
association (red line) comes from mere tagging of eSNPs. Thus, the eSTR effect disappears
when restricting to a group of individuals (dots) with the same eSNP genotype (colored patches).
Under the alternative hypothesis, the effect is concordant between the original and conditioned
associations (b) The original eSTR effect versus the conditioned eSTR effect. Red points denote
eSTRs whose direction of effect was concordant in both datasets and gray points denote eSTRs
with discordant directions (c) Quantile-quantile plot of p-values from ANOVA testing of the
explanatory value of eSTRs beyond that of eSNPs (d) STK33 is an example of a gene for which
the eSTR (red rectangle) has a strong explanatory value beyond the lead eSNP (blue circle)
based on ANOVA. When conditioning on individuals that are homozygous for the “C" eSNP
allele (bottom left, green dots), the STR dosage still shows a significant effect (bottom right)
(e) Cllorf24 is an example of a gene for which the eSTR was part of the discovery set but did
not pass the ANOVA threshold. After conditioning on individuals that are homozygous for the
“G" eSNP allele (bottom left, green dots), the STR effect is lost (bottom right).

to the nearest transcription start site (TSS). The average conservation level of a £500bp win-
dow around eSTRs was slightly but significantly higher (p<0.03) compared to control STRs.
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Tightening the window size to shorter stretches of +50bp showed a more significant contrast in
the conservation scores of the eSTRs versus the control STRs (p<0.01) (Figure 3-4a inset),
indicating that the excess in conservation comes from the vicinity of the eSTR loci. Taken
together, these results show that eSTRs discovered by our association pipeline reside in regions

exposed to relatively higher purifying selection, further suggesting a functional role.

eSTRs substantially co-localize with functional elements. They show the strongest enrichment
closest to transcription start sites (Figure 3-4b) and to a lesser extent in or near predicted
enhancers (Supplementary Figure 3.9). We also inspected the co-localization of eSTRs with
histone modifications as annotated by the Encode Consortium [121] in LCLs. eSTRs were
strongly enriched in peaks of histone modifications associated with regulatory regions (H3K4me3,
H3K27ac, H3K9ac) and transcribed regions (H3K36me3) and were depleted in repressed regions
(H3K27me3) (Figure 3-4b). To test the significance of these signals, we constructed a null dis-
tribution for each histone modification by measuring the co-localization of eSTRs with randomly
shifted histone peaks similar to the procedure used by Trynka et al [150]. This null distribu-
tion controls for the co-occurrence of eSTRs and histone peaks due to their proximity to other
causal variants. We found eSTR/histone co-localizations were significant (weakest p<0.01) af-
ter the peak shifting procedure, suggesting that these results stem from the eSTRs themselves
(Supplementary Table 3.8). We also performed a peak-shifting analysis using ChromHMM
annotations [151] (Figure 3-4c) which indicated that eSTRs are most strongly enriched in
weak-promoters (p<0.002) and weak-enhancers (p<0.004). Again, this analysis shows overlap

of eSTRs with elements that are predicted to regulate gene expression.

We also found that eSTR length variations are more likely to modulate the presence of cer-
tain histone marks (Methods 3.6 and Supplementary Figure 3.9). We introduced different
eSTR alleles to GERV [152], a machine learning approach that examines the effect of DNA
sequence on histone marks. This process found that eSTRs have significantly greater effects
than control STRs on predicted regulatory regions (H3K4me3 p=0.00109, DNAsel hypersensi-
tivity p=0.00045, H3K9ac p=0.00462) and transcribed regions (H3K36me3 p=0.01336). These
results are consistent with the analysis of chromatin modifications above. Importantly, since the
input material for this analysis is solely STR variations that are independent of any linked vari-
ants, these results provide an orthogonal piece of evidence for the functionality of eSTRs and

suggest histone mark modulation as a potential mechanism.
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Figure 3-4: Conservation and epigenetic analysis of eSTR loci (a) Median PhyloP conser-
vation score as a function of distance from the STR. Red: eSTR loci, gray: matched control
STRs. Inset: the difference in the PhyloP conservation score between eSTRs and matched
control STRs as a function of window size around the STR. (b) The probability that an STR
scores as an eSTR in the discovery set as a function of distance from the transcription start site
(TSS). eSTRs show clustering around the TSS (black line). Conditioning on the presence of a
histone mark (colored lines) significantly modulated the probability that an STR is an eSTR (c)
The enrichment of eSTRs in different chromatin states.

3.2.5 The potential role of eSTRs in human conditions

Encouraged by the evidence for the regulatory role of eSTRs, we wondered about their po-
tential involvement in clinically-relevant conditions. First, we tested whether genes implicated
by previous GWAS scans listed in the NHGRI GWAS catalog [4] are enriched for eSTR genes.
We focused on seven complex disorders: rheumatoid arthritis, Crohn’s disease, type 1 diabetes,
type 2 diabetes, blood pressure, bi-polar disorder, and coronary artery disease. The first three
conditions have a strong autoimmune component, rendering them more relevant to the LCL
data used for eSTR discovery. To create a proper null, we compared the overlap of eSTR genes
to randomly chosen sets of genes matched to the tested GWAS genes on both gene expression

level in LCLs and on cis heritability.

We found that GWAS genes for Crohn’s disease are significantly (p<0.001) enriched for eSTR
hits (Figure 3-5a and Supplementary Figure 3.9). Moderate enrichment for eSTRs (p=0.074)
was found in GWAS genes for rheumatoid arthritis, consistent with the known role of immune
function in these traits. Enrichments were 2-3 times higher for autoimmune diseases than for the
other conditions (average overlap: 6%). Interestingly, for seven overlapping genes, the eSTRs

explained more variance in gene expression than the lead eSNP of the gene. Furthermore, for
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close to thirty genes, a joint model of the lead eSTR and eSNP explained significantly more
variance in gene expression than the eSNP alone, raising the possibility of an etiological role.

Next, we performed an association study using eSTRs to further test the hypothesis that eSTRs
underlie clinically relevant phenotypes. For this, we turned to ~1,700 unrelated individuals that
were sequenced to medium coverage (6x) with 100bp paired-end reads using lllumina as part
of the TwinsUK cohort of the UK10K project [3] and were phenotyped for a wide array of
quantitative traits, primarily blood metabolites and anthropometric traits. While most of these
conditions are not directly related to the immune system, we hypothesized that similar to other
eQTLs [117], some of the discovered eSTRs are shared across tissues and could play a role
in additional tissues. After genotyping STRs with [obSTR, we tested for association between
eSTRs and each of the 38 reported phenotypes, while controlling for sex, age, and population
structure. To enrich for STR loci that are likely to be causal for gene expression variation, we
restricted analysis to eSTRs that significantly improved the explained variance of gene expression
over a model with the lead eSNP alone. In total, we obtained 499 eSTRs after applying this
condition and excluding eSTRs that were genotyped in <1000 individuals.

We identified 12 significant associations (FDR per phenotype<10%) between eSTRs and the
clinical phenotypes in the TwinsUK data (Figure 3-5b and Supplementary Table 3.8). Only
one association overlapped a known GWAS hit: an AAAC repeat on 4pl6 was associated with
decreased expression of SLC2A9 and increased uric acid in serum samples of the TwinsUK, which
matches previous studies with SNPs [153, 154, 155, 156]. The other 11 associations involved
changes in blood metabolites such as albumin and C-reactive protein and physical traits such as
diastolic blood pressure and FEV1 lung function and have yet to be described before in GWAS
catalogs, suggesting novel loci. We caution that full validation of each of these associations will
require replication in additional cohorts. Nonetheless, as we were mainly interested in the overall
trend for eSTRs, we repeated the association of the 38 phenotypes in the TwinsUK cohort with a
similar number of random STR loci matched on distance to transcription start sites, repeat motif,
and number of genotyped samples. One hundred rounds of bootstrapping showed that eSTRs
produced significantly more associations than the matched STR controls (mean for controls: 6.8
associations at FDR<10%, z-test, p < 1.8 x 107!0). Repeating this test with a more stringent
FDR of 5% revealed a similar picture: the eSTRs produced 6 associations passing this threshold
(Supplementary Table 9), significantly more that the matched STR controls (mean for controls:
3.2 associations at FDR<5%, p < 1.1 x 10_5). Taken together, our results show that eSTR
signals are enriched in clinical phenotypes both in known and potentially novel GWAS hits.
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These results could inform future efforts for disease mapping studies.
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Figure 3-5: Association of eSTRs with clinical phenotypes (a) The overlap between eSTRs
and Crohn's disease GWAS genes (red) versus random subsets of genes (gray) matched on
expression and heritability profiles in LCLs (b) Quantile-quantile plots of eSTR associations in
the TwinsUK data. Only traits with significant (FDR<0.1) associations are plotted. Closed
circles: significant, open circles: non-significant. A: albumin; C: C-reactive protein; D: diastolic
blood pressure, F: FVC, M: mean corpuscular volume, P: phosphate, U: Urea, Ua: Uric acid.

3.3 Discussion

Repetitive elements have often been considered as neutral with no phenotypic consequences [66].
This coupled with the technical difficulties in analyzing these regions has led large-scale genetic
studies to largely overlook the putative contribution of repeats to human phenotypes. Our study
focused on short tandem repeats, one of the most polymorphic classes of loci that comprise 1%
of the human genome. Despite being less abundant than SNPs, previous studies have shown
that STRs are enriched in promoters and enhancers, where they frequently induce multiple
base-pair variations, increasing the prior expectation of their ability to explain gene expression
variation. Following these observations, we conducted a genome-wide scan for the contribution
of STRs to gene expression. Our scan identified over 2,000 potential eSTRs and found that
eSTRs contribute on average about 10-15% of the cis-heritability of gene expression attributed

to common (MAF>1%) polymorphisms. Functional genomics analyses provided further support
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for the predicted causal role of eSTRs. Finally, we found that eSTRs are enriched in clinically

relevant phenotypes.

We hypothesize that there are more eSTRs to find in the genome as our analysis had several
technical limitations. First, the higher genotyping error rates for STRs compared to SNPs limited
our power to detect eSTRs and likely downwardly biased their estimated contribution in the LMM
and ANOVA analyses. In addition, about 10% of STR loci in the genome could not be analyzed
because they are too long to be spanned by current sequencing read lengths[138]. Second,
based on previous findings in humans [41, 93, 94], our association tests focused on a linear
relationship between STR length and gene expression. However, experimental work in yeast
reported that certain loci exhibit non-linear relationships between STR length and expression
[38], which are unlikely to be captured in our current analysis. Finally, our association pipeline
takes into account only the length polymorphisms of STRs and cannot distinguish the effect of
sequence variations inside STR alleles with identical lengths (dubbed homoplastic alleles [46]).
Addressing these technical complexities would likely require phased STR haplotypes and longer
sequence reads that are currently unavailable for large sample sizes. We envision that recent

advancements in sequencing technologies [157] will further expand the catalog of eSTRs.

Despite these technical limitations, our findings show that repetitive elements in the human
genome extensively contribute to expression variation and are enriched in clinically relevant
phenotypes. Our results are consistent with a recent study that reported that haplotypes of
common SNPs, which capture genetic variants poorly tagged by current genotype panels, can
explain substantially more heritability than common SNPs alone [158]. We anticipate that
integrating the analysis of repetitive elements, specifically STR variations, will explain additional

heritability and will lead to the discovery of new genetic variants relevant to human conditions.
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3.6 Methods

3.6.1 Genotype datasets

lobSTR genotypes were generated for the phase 1 individuals from the 1000 Genomes Project as
described in [138]. Variants from the 1000 Genomes Project phase 1 release were downloaded
in VCF format from the project website. HapMap genotypes were used to correct association
tests for population structure. Genotypes for 1.3 million SNPs were downloaded for draft release
3 from the HapMap Consortium. SNPs were converted to hgl9 coordinates using the liftOver
tool and filtered using Plink [159] to contain only the individuals for which both expression array
data and STR calls were available. Throughout this manuscript, all coordinates and genomic

data are referenced according to hgl9.

3.6.2 Targeted sequencing of promoter region STRs

We used a previously published method using capture and high-throughput sequencing [160] to
sequence 2,472 STRs located in gene promoters (TSS + 1kb) in 120 HapMap individuals of
European (58 CEU individuals) and African (62 YRI individuals) ancestry. Briefly, the method
uses a custom Nimblegen EZ Capture system to enrich the genomic sequence flanking, and
sometimes including, the target STRs to be genotyped prior to sequencing using an lllumina
Hiseq2000 instrument. We multiplexed 24 individuals per sequencing lane and utilized 100bp
single-end reads. We used lobSTR version 3.0.3 to genotype STRs in these samples.
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3.6.3 Expression datasets

RNA-sequencing datasets from 311 HapMap lymphoblastoid cell lines for which STR and SNP
genotypes were also available were obtained from the gEUVADIS Consortium. Raw FASTQ
files containing paired end 100bp Illumina reads were downloaded from EBI. The hgl9 Ensembl
transcriptome annotation was downloaded as a GTF file from the UCSC Genome Browser [161,
162] ensGene table. The RNA-sequencing reads were mapped to the Ensembl transcriptome
using Tophat v2.0.7 [163] with default parameters. Gene expression levels were quantified using
Cufflinks v2.0.2 [164] with default parameters and supplied with the GTF file for the Ensembl
reference version 71. Genes with median FPKM of 0 were removed, leaving 23,803 genes. We
restricted analysis to protein coding genes, giving 15,304 unique Ensembl genes. Expression

values were quantile-normalized to a standard normal distribution for each gene.

The replication set consisted of Illumina Human-6 v2 Expression BeadChip data from 730
HapMap lymphoblastoid cell lines from the EBI website. These datasets contain two repli-
cates each for 730 unrelated individuals from 8 HapMap populations (YRI, CEU, CHB, JPT,
GIH, MEX, MKK, LWK) and were generated as described by Stranger et al. [45]. Background
corrected and summarized probeset intensities (by lllumina software) contained values for 7,655
probes. Additionally, probes containing common SNPs were removed [165]. Only probes with
a one-to-one correspondence with Ensembl gene identifiers were retained. We removed probes
with low concordance across replicates (Spearman correlation < 0.5). In total we obtained 5,388

probes for downstream analysis.

Each probe was quantile-normalized to a standard normal distribution across all individuals
separately for each replicate and then averaged across replicates. These values were quantile-

normalized to a standard normal distribution for each probe.

3.6.4 eQTL association testing

Expression values were adjusted for individual sex, individual population membership, gene ex-
pression heterogeneity, and population structure (Supplementary Note 3.7). Adjusted expres-
sion values were used as input to the eSTR analysis. To restrict to STR loci with high quality
calls, we filtered the call set to contain only loci where at least 50 of the 311 samples had a
genotype call. To avoid outlier genotypes that could skew the association analysis, we removed

any genotypes seen less than three times. If only a single genotype was seen more than three
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times, the locus was discarded. To increase our power, we further restricted analysis to the most
polymorphic loci with heterozygosity of at least 0.3. This left 80,980 STRs within 100kb of a

gene expressed in our LCL dataset.

A linear model was used to test for association between normalized STR dosage and expression
for each STR within 100kb of a gene. Dosage was defined as the sum of the deviations of the
STR allele lengths from the hgl9 reference. For example, if the hgl9 reference for an STR is
20bp and the two alleles called are 22bp and 16bp, the dosage is equal to (22-20)+(16-20) =
-2bp. STR genotypes were zscore-normalized to have mean 0 and variance 1. For genes with
multiple transcripts, we defined the transcribed region as the maximal region spanned by the

union of all transcripts. The linear model for each gene is given by:

Yg = g + BjgTj + €5q (3.1)

where 5 = (Yg,1,---,Ygn)T with y,,; the normalized covariate-corrected expression of gene g
in individual ¢, n is the number of individuals, o is the mean expression level of homozygous

reference individuals, ;4 is the effect of the allelic dosage of STR locus j on gene g, =} =

(zj1,---,2jn)" with z;; the normalized allelic dosage of STR locus j in the ith individual,
and € 4 is a random vector of length n whose entries are drawn from N(O,ogj’g) where ag%g

is the unexplained variance after regressing locus j on gene g. The association was performed
using the OLS function from the Python statsmodels package. For each comparison, we tested
Hy : Bjqg =0vs. Hy: 4 # 0 using a standard ¢-test. We controlled for a gene-level false
discovery rate (FDR) of 5% (see below).

3.6.5 Controlling for gene-level false discovery rate

We controlled for a gene-level FDR of 5%, assuming that most genes have at most a single
causal eSTR. For each gene, we determined the STR association with the best p-value. This
p-value was adjusted using a Bonferroni correction for the number of STRs tested per gene
to give a p-value for observing a single eSTR association for each gene. Performing separate
permutations for each gene was computationally infeasible, and was found to give similar results
to a simple Bonferroni correction on a subset of genes. We then used this list of adjusted

p-values as input to the qvalue R package to determine all genes with FDR at most 5%.
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3.6.6 Partitioning heritability using linear mixed models

For each gene, we used a linear mixed model to partition heritability between the lead explanatory

STR and other cis variants. We used a model of the form:

Yg = g + BjgTj + g + €y (32)

where 4y, a4, B4, T, and €4 are as described above, i, is a length n vector of random
effects and i, ~ MV N(0, aigKg) with Ugg the percent of phenotypic variance explained by cis
bi-allelic variants for gene g, and K| is a standardized n x nidentity by state (IBS) relatedness
matrix constructed using all common bi-allelic variants (MAF> 1%) reported by phase 1 of
the 1000 Genomes Project within 100kb of gene g. This includes SNPs, indels, and several
bi-allelic structural variants and is constructed as K, = % [ ﬁ(@)(@ — Iymean(Z;))(Z; —
1,mean(%;))T where p is the total number of variants considered, 7; is a length n vector of
genotypes for variant 4, and 1,, is a length n vector of ones. Note the mean diagonal element

of K, is equal to 1.

We used the GCTA program [166] to determine the restricted maximum likelihood estimates
(REML) of 3;4 and agg. To get unbiased values of agg, the --reml-no-constrain option was

used.

We used the resulting estimates to determine the variance explained by the STR and the cis

region. We can write the overall phenotypic variance-covariance matrix as:

var(y,) = igvar(fj) + aﬁgKg + Ufjﬁg]n (3.3)

where var(y,) is an n x n expression variance-covariance matrix with diagonal elements equal
to 1, since expression values for each gene were normalized to have mean 0 and variance 1 and

I,, is the n x n identity matrix.
This equation shows the relationship:

U;% = hgrg + hy + 07 (3.4)
where ag is the phenotypic variance, which is equal to 1, h%TR is the variance explained by the
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STR, which is equal to ?7gvar(fj) = ﬂjz’g since the STR genotypes were scaled to have mean

0 and variance 1, and h? is the variance explained by bi-allelic variants in the cis region. This is

2

approximately equal to o(u,)“ since the local IBS matrix K, has a mean diagonal value of 1.

We estimated the percent of phenotypic variance explained by STRs, 53279, using the unbiased
estimator h%,, = E[82 ] = §2, — SE?, where j3;, is the estimate of 3, returned by GCTA,
and SE is the standard error on the estimate, using the fact that §8;, ~ N(B;4,SE). We
estimated the percent of phenotypic variance explained by bi-allelic markers as ﬁg Note that for
this analysis the STR was treated as a fixed effect. We also reran the analysis treating the STR
as a random effect and found very little change in the results (Supplementary Note 3.7).

Results are reported for all eSTR-containing genes and for all genes with moderate total cis
heritability, which we define as genes where h%;., + h? > 0.05. We used this approach as to
our knowledge there are no published results about the cis-heritability of expression of individual
genes in LCLs from twin studies. We used 10,000 bootstrap samples of each distribution to

generate 95% confidence intervals for the medians.

3.6.7 Comparing to the lead eSNP

We identified SNP eQTLs using SNPs with MAF > 1% as reported by phase 1 of the 1000
Genomes Project. We used an identical pipeline to our eSTR analysis to identify SNP eQTLs
after replacing the vector Z; with a vector of SNP genotypes (0, 1 or 2 reference alleles) that was
z-normalized to have mean 0 and variance 1. To determine whether our eSTR signal was indeed
independent of the lead SNP eQTL at each gene, we repeated association tests between STR
dosages and expression levels while holding the genotype of the SNP with the most significant
association to that gene constant. For this, we determined all samples at each gene that were
either homozygous reference or homozygous non-reference for the lead SNP. For the SNP allele
with more homozygous samples, we repeated the eSTR linear regression analysis and determined
the sign and magnitude of the slope. We removed any genes for which there were less than 25
samples homozygous for the SNP genotype or for which there was no STR variation after holding
the SNP constant, leaving 1,856 genes for analysis. We used a sign test to determine whether
the direction of effects before and after conditioning on the lead SNP are more concordant than

expected by chance.

We used model comparison to determine whether eSTRs can explain additional variation in

gene expression beyond that explained by the lead eSNP for each gene. For each gene with a
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significant eSTR and eSNP, we analyzed the ability of two models to explain gene expression:

Model 1 (eSNP-only): Uy = g+ BesNPgZeSNPg + €jg (3.5)

Model 2 (joj-nt eSNP+eSTR) : gg =Gy + 6eSNP,gfeSNP,g + /BeSTR,gfeSTR,g + g‘j,g (36)

where a is the mean expression value for the reference haplotype, , is a vector of expression
values for gene g, Besnp,g is the effect of the eSNP on gene g, Besrr,g is the effect of the
eSTR on gene g, Zcsnp,g is a vector of genotypes for the lead eSNP for gene g, Zesrr,g is a
vector of genotypes for the best eSTR for gene g, and €}, gives the residual term. A major
caveat is that the eSNP dataset has significantly more power to detect associations than the
eSTR dataset due to the lower quality of the STR genotype panel (Supplementary Note 3.7),
and this analysis is therefore likely to underestimate the true contribution of STRs to gene
expression. We used ANOVA to test whether the joint model performs significantly better than
the SNP-only method. We obtained the ANOVA p-value for each gene and used the gvalue
package to determine the FDR.

3.6.8 Conservation analysis

Sequence conservation around STRs was determined using the PhyloP track available from the
UCSC Genome Browser. To calculate the significance of the increase in conservation at eSTRs,
we compared the mean PhyloP score for each eSTR to that for 1000 random sets of STRs with
matched distributions of the distance to the nearest transcription start site. For each STR, we
determined the mean PhyloP score for a given window size centered on the STR. The p-value
given is the percentage of random sets whose mean PhyloP score was greater than the mean of
the observed eSTR set.

3.6.9 Enrichment of STRs and eSTRs in predicted enhancers

H3K27ac peaks produced by the ENCODE Project [121] were used to determine predicted
enhancers in GM12878. Peaks were downloaded from the UCSC Genome Browser and converted
to hgl9 coordinates using the liftOver tool. Any peak overlapping within 3kb of a transcription

start site was removed to exclude promoter regions from the analysis.
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3.6.10 Enrichment in histone modification peaks

Chromatin state and histone modification peak annotations generated by the ENCODE Con-
sortium for GM12878 were downloaded from the UCSC Genome Browser. Because variants
involved in regulating gene expression are more likely to fall near genes compared to randomly
chosen variants, naive enrichment tests of eSTRs vs. randomly chosen control regions may
return strong enrichments simply because of their proximity to genes. To account for this, we
randomly shifted the location of eSTRs by a distance drawn from the distribution of distances
between the best STR and lead SNP for each gene. We repeated this process 1,000 times. For
each set of permuted eSTR locations, we generated null distributions by determining the percent
of STRs overlapping each annotation. We used these null distributions to calculate empirical

p-values for the enrichment of eSTRs in each annotation.

3.6.11 Effects of eSTRs on modulating regulatory elements

One potential mechanism by which eSTRs may act is by modulating epigenetic properties.
The GERV (Generative Evaluation of Regulatory Variants)[152] model predicts ChIP-sequencing
experiments directly from genomic sequences and optional covariates such as DNAse-seq data.
We used the non-covariate version of this technique to assess the effect of STR variations on

the occupancy of chromatin marks.

GERV builds on a kmer-based statistical model to predict the signal of ChlP-seq experiments
from a DNA sequence context. Briefly, the model considers that each k-mer has a spatial effect
on ChIP-seq read counts in a window of [-M, M-1] bp centered at the start of the k-mer. The
read count at a given base is then modeled as the log-linear combination of the effects of all

k-mers whose effect ranges cover that base, where k ranges from 1 to 8.

For each eSTR in our dataset, we generated sequences representing each observed allele. We
filtered STRs with interruptions in the repeat motif, since the sequence for different allele lengths
is ambiguous for these loci. For each mark, we used the model to predict the read count for
each allele in a window of =M bp from the STR boundaries, where M was set to 1,000 for all
marks except p300, for which M was set to 200. Previous findings of GERV showed that these
values of M give the best correlation between predicted and real ChlP-seq signals using cross
validation. For each alternate allele, we generated a score as the sum of differences in read

counts from the reference allele at each position in this window. We regressed the number of
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repeats for each allele on this score and took the absolute value of the slope for each locus.
We repeated the analysis on a set of randomly chosen negative control loci. Control loci were
chosen to match the distribution of repeat lengths and absolute signal for each mark in the
reference genome. We used a Mann-Whitney rank test to compare the magnitudes of slopes

between the eSTR and control sets for each mark.

3.6.12 Overlap of eSTR and GWAS genes

Aggregate results for seven common diseases (rheumatoid arthritis, Crohn's disease, type | di-
abetes, type 2 diabetes, blood pressure, bi-polar disorder, and coronary artery disease) were
downloaded from the NHGRI GWAS catalog accessed on June 12, 2015. Relevant genes were
taken from the columns “Reported Gene(s)" and “Mapped gene”. To generate a null distribu-
tion, we chose 1,000 sets of randomly selected genes matched to eSTR genes on expression in
LCLs (difference in RPKM < 10) and on cis heritability (difference in variance explained by cis
bi-allelic variants < 5%). We compared the overlap of GWAS genes with eSTR genes vs. the
1,000 control sets to determine an empirical p-value.

3.6.13 eSTR associations with human traits

To generate STR genotypes for each of the individuals in the UK10K TwinsUK dataset, we
ran lobSTR v2.0.3 on each BAM using the options fft-windowsize=16, fft-window-step=4 and
bwaq=15. The resulting BAM files were analyzed using v2.0.3 of the lobSTR allelotyper using
default options, resulting in STR genotypes for 1,685 individuals.

We then performed an association test between each STR and each phenotype. To control
for population structure, we adjusted STR dosages and phenotypes for the top 10 ancestry
principal components based on common SNPs (MAF>5%) after LD-pruning. Principal compo-
nents were computed using EIGENSTRAT [167] v5.0.1. Phenotypes were further adjusted for
the age at which the phenotype was measured. Association tests were performed between the
adjusted dosages and the quantile-normalized adjusted phenotypes. We were able to analyze
TwinsUK cohort for the following 38 phenotypes [in parentheses, the PMID reference given by
TwinsUK to describe the phenotype measurement procedure]: Albumin (19209234), Alkaline
phosphatase (19209234), Apolipoprotein A-l (15379757), Apolipoprotein B (15379757), Bicar-
bonate, Bilirubin (19209234), Body mass index, Creatinine (11017953), Diastolic blood pressure
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(16249458), Heart Rate (19587794), FEV1 (17989158), FEV1/FVC ratio (17989158), FVC
(17989158), Gamma-Glutamyl Transpeptidase (19209234), Glucose (19209234), High density
lipoprotein (19016618), Standing height (17559308), Hemoglobin (19862010), Hip circumfer-
ence (17228025), Homocysteine (18280483), C-reactive protein (21300955), Insulin (16402267),
Mean corpuscular volume (19862010), Packed Cell Volume (10607722), Phosphate (12193151),
Platelet count (19221038), Red blood cell count (19820697), Sodium (18179892), Systolic blood
pressure (16249458), Total cholesterol (19820914), Triglycerides (15379757), Urea (18179892),
Uric acid (19209234), Waist circumference (17228025), White blood cell count (19820697),
Weight (17016694), and Waist to Hip ratio.

We then examined the association in the 666 eSTR loci that contained an eSTR that significantly
improved the gene expression variance when combined with the lead eSNP (nominal ANOVA
p<0.05). Out of these eSTRs, 499 were genotyped in >1,000 participants. For each phenotype,
q values were calculated by adjusting the p-values using the Benjamini-Hochberg procedure.
Only hits with a g-value < 0.1 were reported.

3.7 Supplementary Text

Please refer to the original publication

3.8 Supplementary Tables

Please refer to the original publication

3.9 Supplementary Figures

Please refer to the original publication
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Chapter 4

Robust algorithms for genotyping, phasing and imputing short

tandem repeats

Thomas Willems and Yaniv Erlich

Abstract: Recent advances in bioinformatics have enabled accurate methods to genotype, phase
and impute single nucleotide polymorphisms. However, the development of similar approaches
for other types of genetic variants has been far more limited. Short tandem repeats (STRs),
highly mutable repetitive tracts of DNA, have proven particularly problematic to characterize.
Despite increasing numbers of single gene and genome-wide studies linking STR variations to
complex traits, genetic studies typically omit STRs due to high genotyping error rates. To
overcome this limitation, we describe HipSTR, a novel haplotype-based method for genotyping
and phasing STRs. Using gold standard datasets, we demonstrate that HipSTR outperforms all
mainstream variant callers and is nearly an order of magnitude faster than the next best tool.
We then use HipSTR to identify hundreds of replicable de novo mutations in a deeply sequenced
cell line trio. Lastly, we illustrate the applicability of existing statistical phasing and imputation
methods to STR loci.

4.1 Introduction

The advent of next-generation sequencing technologies has enabled the characterization of hu-
man genetic variation on an unprecedented scale. At the population-level, the 1000 Genomes
Project [49] and UK10K Project [3] have uncovered the number and frequency of variants
in the human genome. At the same time, family-based approaches have estimated the de
novo mutation rates of single nucleotide polymorphisms, short indels and copy number variants

[58, 59, 60, 61]. Motivated by these early insights, scientists are increasingly using genomics to
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dissect the basis of complex traits and diseases. Through genome-wide association studies and
large-scale trio-based studies, they have uncovered tens of thousands of variants with phenotypic
links [4] and have shed light on the roles of common and rare variants in psychiatric disorders
such as autism and schizophrenia [168, 169, 170, 171]. Recently, Genomics England announced
plans to sequence 100,000 individuals as part of a national health care initiative, signaling the

arrival of genomics in personalized medicine [172].

The impact of genomics in medicine is contingent upon its ability to identify causal genetic
variants. While most genomic analyses focus on SNPs, short tandem repeats (STRs) represent
a largely untapped type of genetic variation. Composed of a repeating 1-6 base pair motif, STRs
are among the most polymorphic variants in the human genome and frequently mutate every
100-10,000 generations [56]. STR variations have been shown to have profound phenotypic
consequences, as over 30 hereditary disorders such as Huntington's disease and Fragile X syn-
drome are caused by these markers [28]. Single-gene studies in humans have also demonstrated
that STRs can modulate gene expression [41, 93, 94, 136] and regulate alternative splicing
[109, 42, 34]. More recently, a genome-wide analysis estimated that STRs account for 10-15%
of the cis-heritability of gene expression, underscoring their profound regulatory role [173].

Despite their putative role in phenotypic variation, STRs are typically omitted from large-scale
genetic studies. Analyses of genotyping errors generated using high-coverage datasets have
highlighted low complexity regions as being highly enriched in genotyping errors [174]. In ad-
dition, STRs are challenging to compare between tools because they typically contain multiple
variant blocks, each of which has redundant representations. As a result, it has become common

practice to mask STR regions.

Recent advances in genotyping algorithms have shown great promise in terms of reducing error
rates. By using local assembly and haplotype alignment, tools such as GATK Haplotype Caller
[53] and Platypus are more effective at identifying indels and are less prone to misaligned reads,
resulting in higher sensitivity and specificity [54]. However, it remains unclear whether these
and other mainstream tools are suitable for characterizing STRs. Advances in statistical phasing
and imputation approaches have also led to increasingly refined haplotypes [175, 176, 177, 178].
However, the applicability of these approaches to STRs has received little attention. Given
the widespread use of STRs in forensics, algorithms to accomplish these tasks would have
profound implications in DNA identification. Furthermore, these algorithms could facilitate the

incorporation of STRs into genome-wide association studies.
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Here, we address each of these uncertainties using gold standard STR and high-throughout
sequencing datasets. We begin by describing HipSTR, a novel STR-specific haplotype caller
that accounts for prevalent sources of error in repetitive regions. By comparing HipSTR to
GATK, Platypus, freebayes [179] and two other STR callers, we show that it performs optimally,
offers exceptional computational tractability, and can reliably phase STR haplotypes onto SNP
scaffolds. We then illustrate the added value of HipSTR by identifying hundreds of replicable
de novo mutations in a well-studied trio. Finally, we demonstrate that Beagle [176], a widely
used tool for phasing and imputation, can be successfully applied to STRs. In particular, STR
genotypes imputed using Beagle recover a substantial fraction of the true underlying genetic
variance and may be useful in association studies. Collectively, these analyses pave the way for

reliably incorporating STRs into future genetic studies.

4.2 Results

4.2.1 Towards an improved STR variant caller

The structure and sequence of short tandem repeats pose unique challenges to genotyping
methods. Due to their repetitive nature and wide range of allele lengths, STRs result in frequent
alignment errors during read mapping. In addition, mechanisms similar to those that cause STR
variation also introduce noise into PCR amplified reads around STRs [62, 180]. These stutter
artifacts insert or delete copies of the repeat motif, resulting in sequences that differ in size from

the original genotype and causing false positive heterozygous calls at homozygous sites.

To mitigate these and other STR-specific issues, we developed HipSTR, a haplotype-based STR
caller (Figure 4-1). HipSTR begins by learning the stutter model for each locus using an
expectation maximization algorithm. After identifying an initial set of candidate STR alleles,
it uses this stutter model and a specialized hidden Markov model (HMM) to realign reads to
every candidate haplotype, mitigating the effects of alignment errors. The HMM accounts for
two distinct sources of error: Illumina sequencing errors in regions flanking the STR and PCR
stutter errors in the STR itself. HipSTR also uses information from phased SNP haplotypes
to physically phase STRs onto SNP scaffolds. Using bases that overlap heterozygous SNPs, it
computes the likelihood that each read originated from either SNP haplotype. These phasing
likelihoods, in conjunction with the alignment likelihoods for each read-haplotype combination,

are used to determine maximum likelihood phased genotypes.

93



HipSTR also leverages the unique mutational properties of STRs to improve genotyping accu-
racy. Because the sizes of both STR alleles and stutter artifacts occur in increments of the
motif length, the HMM frequently aligns reads originating from unidentified candidate alle-
les as stutter artifacts. HipSTR therefore uses an iterative approach in which it progressively
adds new candidate alleles based on frequently observed stutter artifacts. This enables it to
detect large expansions and deletions without using local haplotype assembly approaches such
as in Platypus and GATK-HC. For more details about each component of the HipSTR algo-
rithm, please refer to the Methods section. HipSTR is open-source and freely available at
https://github.com/tfwillems/HipSTR.

4.2.2 Benchmarking STR variant callers

In contrast to other types of insertions and deletions, ground truth datasets are readily available
for STRs. To construct linkage maps of the human genome [9], highly polymorphic STRs were
identified and then genotyped using capillary electrophoresis, providing accurate and challenging
test cases. Here, we focus on a set of ~600 STRs in the Marshfield panel of markers [20].
For 118 samples, both capillary genotypes [92] and high-throughout whole-genome sequencing
data are available [181], where the latter was generated for 263 samples in the Simons Genome
Diversity Project (SGDP) using 100 bp paired-end lllumina reads, over 30x coverage and a
PCR-free library preparation protocol.

To benchmark variant callers, we sought to assess their ability to predict capillary genotypes
from whole-genome sequencing data. In addition to HipSTR, we selected GATK HaplotypeCaller
(GATK-HC), Platypus, freebayes, lobSTR [27] and RepeatSeq [52], as these tools are either
widely used for general purpose or STR-specific variant calling. In conjunction with BWA-
MEM alignments [182], we used each tool to jointly genotype the 263 SGDP samples in each
STR region and compared the sum of each sample's indel sizes to the sum predicted by the
capillary data (Table 4.1). Under these default settings, freebayes and Platypus achieved
relatively low accuracy. We therefore explored the effect of alternate command line options
on accuracy (Supplemental Table 4.2) and reassessed each tool's performance using optimal
settings, resulting in substantial gains for freebayes and Platypus and marginal gains for GATK-
HC. Overall, HipSTR performed optimally and achieved over a 95% accuracy rate. GATK-HC
was the second most accurate tool but required nearly 5 times as much computation time.
In addition, the GATK-HC callset contained an average of 5.5 variant sites per STR region,
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Figure 4-1: Overview of HipSTR’s algorithm. In step 1, an expectation-maximization
algorithm learns the PCR stutter model for the locus of interest in order to account for the
frequency of these errors during genotyping. Step 2 utilizes well-anchored alignments that span
the STR to identify candidate alleles in the STR region and builds haplotypes using these alleles
and the sequence upstream and downstream of the STR. In step 3, the PCR stutter model
and an HMM are used to align every read to every candidate haplotype. Step 4 analyzes reads
that overlap heterozygous SNPs to determine the likelihood that each read came from either
strand of the phased SNP haplotypes. Finally, step 5 combines these two sets of likelihoods to
determine each sample's maximum likelihood genotype. Every read is realigned relative to its
sample’s optimal genotype and if new reads span the STR, HipSTR returns to step 2 to identify
new candidate alleles and repeat the process. This iterative procedure continues until no new
candidate alleles are identified, at which point the maximum likelihood genotypes are output to
a VCF file.

vastly complicating the interpretability of the calls. In contrast, HipSTR locally phased all
variants within each STR region into two phased haplotypes. These locally phased haplotypes
are particularly important for forensics applications and mutation rate studies as they require
the individual lengths of STR alleles. Of note, lobSTR also obtained relatively high accuracy

using very little computation time, but it offers no information about the sequence of the STR.
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Table 4.1: Capillary-based benchmarking of STR genotyping tools

Method Correct Total Accuracy Run Time Variants

Calls!  Callst (%) (hrs) per STR?
HipSTR 58937 61942 95.2 1.3 1.0
GATK-HC® 59364 62966  94.3 5.8 5.5
GATK-HC 57947 62966 92.0 6.3 5.5
lobSTR 54627 61971 88.2 0.1 1.0
Platypus® 50196 62937  79.8 15.7 43
freebayes® 39197 57349  63.5 4.8 2.8
Platypus 39220 62347 62.9 1.9 2.9
RepeatSeq 30289 52393 57.8 0.3 1.0
freebayes 9011 61741 15.7 3.6 3.0

*Tool was run with settings optimized for accurate STR calling

1The reported number of calls refer to the 118 samples with capillary
genotypes

2Average number of VCF records per STR region

Next, we sought to assess how variant filtration impacts the relative performance of these
tools. Based on best practice guidelines and manual selection, we chose features for each tool
that might be indicative of genotype quality (Supplemental Table 4.3). We then used these
features and the true capillary genotypes to train boosted regression tree classifiers to distinguish
between correct and incorrect calls. Five-fold cross validation revealed that these classifiers
successfully ranked the quality of each tool's genotypes, as precision generally increased with
classifier confidence (Figure 4-2). Except for at very low recall levels, the HipSTR classifier
produced the most precise call sets and precision only noticeably declined when including the 5%
least confident calls. GATK-HC's classifier generally produced the second most precise call sets,
largely mirroring the performance trends we observed in the unfiltered scenario. Collectively,
these comparisons suggest that HipSTR is the best performing method, both overall and on
filtered subsets of the data, but that GATK-HC also provides robust STR calls.

Encouraged by HipSTR's ability to accurately determine the length of STRs, we sought to
assess whether it can also reliably determine their sequence. Using 100 bp reads from the
lllumina Platinum Genomes Project and 250 bp reads from an additional study (Methods), we
generated BWA-MEM alignments and used HipSTR to genotype each Marshfield STR in a CEPH
trio (NA12891, NA12892 and NA12878). Out of 564 markers with no missing genotypes and at

least one length polymorphism, 562 had genotypes consistent with Mendelian inheritance. We
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Figure 4-2: Precision-recall curves for STR genotype classifiers. Each variant caller's
classifier can distinguish correct from incorrect calls. Dashed lines denote tools run using default
settings, while solid lines denote tools run using settings optimized for STR genotyping. The
curve for freebayes run in default mode is not shown due to poor performance.

manually inspected the two markers where HipSTR genotypes were incompatible with Mendelian
inheritance. In both instances, one of which is outlined in Figure 4-3, the alignments strongly
supported a de novo mutation. For 47 out of the 568 markers, HipSTR identified two or more
alleles with the same length but different sequences. Figure 4-4 depicts one such instance for
a complex marker comprised of adjacent GATA and CATA repeats. The HipSTR genotype for
NA12878, which is well supported by the alignments, consists of two alleles with the same length
but different numbers of GATA and CATA repeats. These analyses suggest that HipSTR is able

to determine the sequence of STRs in an accurate manner.

Lastly, we sought to validate HipSTR's ability to physically phase STRs onto SNP scaffolds.
Using Illumina Platinum Genomes data for the CEPH trio and GATK-HC, we generated SNP
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NA12878 (Child): 4/8

CTGGGACTATAGGCACATGCCACTG

CTGGGACTATAGGCACATGCCACTG
GGGACTATAGGCACATGCCACTGTGCTGGAGA
ACTATAGGCACATGCCACTGTGCTGGAGAT *
AGGCACATGCCACTGTGCTGGAGAT *

G

G

G

G

GCTGGAGA
GTGCTGGAGAT *

AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTG
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA aA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAGTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC

GGCACATGCCACTGTGCTGGAGAT * ***
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
GCCACTGTGCTGGAGA

GGAGAT*

o

NA12891 (Father): 4/27
CTGGGACTATAGGCACATGCCACTGTGCTGGAGAT *
CTGGGACTATAGGCACATGCCACTGTGCTGGAGAT *
CTGGGACTATAGGCACATGCCACTGIGCTGGAGAT *
c

AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA A
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACA

AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAGTTTCCCTAAGTTG
GGGACTATAGGCACATGCCACTGTGCTGGAGAT * AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAGTTCCCTAAGTTGCC
ATAGGCACATGCCACTGTGCTGGAGAT * AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA aAnCa
ATGCCACTGTGCTGGAGAT * AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC
GTGCTGGAGAT* AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC
GCTGGAGAT* *** AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATARA AACAGATAGAGTTTCCCTAAG

GCTGGAGAT * * * *
GGGACTATAGGCACATGCCACTGTGCTGGAGA
ACATGCCACTGTGCTGGAGA

AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAGTTTCCCTAAG
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AAGAGATAGAGTTTCCCTAAG
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AAGAGATAGAGTTTCCCTAAGTTGCC

o

NA12892 (Mother): -8/4

CTGGGACTATAGGCACATGCCAC
CTGGGACTATAGGCACATGCCACTGTGCTGGAGAT *
CTGGGACTATAGGCACATGCCACTGTGCTGGAGAT *
c

GTGCTGGAGAT**+
G
G
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
G
G
G

AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT AAA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AAC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATA
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAG
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT AAA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAG
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAGTTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGAT ARA AACAGATAGAGTTCCCTAAGTTGCC
AGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAGATAAA AACAGATAGAG

GGACTATAGGCACATGCCACTGTGCTGGAGAT*
CACATGCCACTGTGCTGGAGAT *
CCACTGTGCTGGAGAT *

GAGAT*
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
GGGACTATAGGCACATGCCACTGTGCTGGAGAT *
ATAGGCACATGCCACTGTGCTGGAGAT *
GGCACATGCCACTGTGCTGGAGAT *
ATGCCACTGTGCTGGAGAT *
GCCACTGTGCTGGAGAT* *

cnanoan

Figure 4-3: Candidate de novo mutation at a Marshfield locus. The child (NA12878) has an
8 base pair insertion that is not observed in either its father's (NA12891) or mother's (NA12892)
genotypes. The top row denotes the reference genome sequence, with the STR region highlighted
by the gold box. Subsequent rows illustrate the maximum likelihood alignment for each read
relative to the reference genome. Bases with a red background or a red dash denote an insertion
or deletion relative to the reference genome, respectively. To facilitate visualization, only a third
of reads that span the STR region are shown.

calls and phased these calls into scaffolds using Beagle's pedigree option [176] and the 1000
Genomes Phase 3 reference panel [49]. Rerunning HipSTR with these SNP scaffolds as an
additional source of input resulted in the same level of Mendelian consistency as described above
but also phased ~50% of the heterozygous STR calls onto their SNP scaffolds. For 178 markers
where HipSTR phased the child's genotype, we could determine the transmitted paternal and
maternal alleles from the unphased STR genotypes. In all of these instances, HipSTR correctly
phased the paternal STR allele onto the paternal SNP scaffold, demonstrating the accuracy of
its physical phasing approach.
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ACAGAACTTACAAGTGGATACACAATAGAAAGACA-~---GATAGATAGATAGATAGATAGATAGATAGATACATACATACATACATACATACATACATACATACATAGATGGCTICC
ACTTACAAGTGGATACACAATAGAAAGACA--~--GATAGATAGATAGATAGATAGATAGATAGATACATACATACATACATACATACATACATACATACATAGATGGCTTCC

ACAGAACTTACAAGTGGATACACAATAGAAAGACAGATAGATAGATAGATAGATAGATAGATAGA
ACAGAACTTACAAGTGGATACACAATAGAAAGACAGATAGATAGATAGATAGATAGATAGATAGA
ACAGAACT TACAAGTGGATACACAATAGAAAGACAGATAGATAGATAGATAGATAGATAGATAGA
GTGGATACACAATAGAAAGACAGATAGATAGATAGATAGATAGATAGATAGA
ATACACAATAGAAAGACAGATAGATAGATAGATAGATAGATAGATAGA
ACAATAGAAAGACAGATAGATAGATAGATAGATAGATAGATAGA

AGATAGATACATACATACATACATACATACATAGATGGCTTCC
AGATAGATACATACATACATACATACATACATAGATGGC T 1CC GUTGTTAGCAGGGT TAAG
AGATAGATACATACATACATACATACATACATAGATGGC I ICC GUTGTTAGCAGGGT TAAG
AGATAGATACATACATACATACATACATACATAGATGGCTTCC
AGATAGATACATACATACATACATACATACATAGATGGCTTCC G
AGATAGATACATACATACATACATACATACATAGATGGCICC GUTGTTAGCAGGGT TAAG

Figure 4-4: HipSTR can reliably detect STR sequence differences. At this marker, the
HipSTR genotype for NA12878 consists of two alleles, both of which have four base pair dele-
tions but different underlying sequences: (GATA)g(CATA)g and (GATA)11(CATA)s. The top
row denotes the reference genome, where the (GATA)g(CATA)g STR sequence is highlighted
in yellow. Each subsequent row illustrates the maximum likelihood alignment of the reads sup-
porting the two alleles relative to the reference genome. Bases with yellow boxes or red dashes
indicate mismatches and deletions relative to the reference genome, respectively. To facilitate
visualization, only a third of reads that span the STR region are shown.

4.2.3 Quantifying STR de novo mutations

Encouraged by HipSTR's extreme precision and the candidate mutations it identified in the
Marshfield markers, we used it to identify de novo STR mutations genome-wide. We again
focused on the CEPH trio described above as these individuals have been deeply sequenced and
provide the best datasets to identify STR variants. To generate a set of putative mutations, we
used BWA-MEM to align datasets with 50-200x sequencing coverage from the lllumina Platinum
Genomes Project. We then ran HipSTR using these alignments and a reference panel of STR
regions we constructed in our previous studies [138], resulting in genotypes for ~1.6 million
STRs, many of which are homopolymer repeats. After stringent quality filtering (Methods),
we identified 423 loci where the genotypes were inconsistent with Mendelian inheritance and the

child had a novel allele.

Next, we sought to validate these mutations using orthogonal datasets. We generated BWA-
MEM alignments using lllumina datasets from the Genome in a Bottle Consortium [183] and
1000 Genomes Project [49] and used HipSTR to recall each site. For each marker, we compared
individuals' allele lengths in the discovery and validation call sets. The lengths matched for all
individuals at 358 of the sites, resulting in an ~85% replication rate. The resulting set of high
quality de novos predominantly occur at homopolymer repeats (293) but also occur at 34, 10,

17, 3 and 1 sites with 2-6 base pair repeat units, respectively.

Lastly, we sought to determine an upper bound for the number of these de novo mutations that
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occur in the germline. A prior study of de novo SNP mutations in the CEPH trio identified
~1000 mutations, only 49 of which occurred in the germline [184]. As a result, we postulated
that many of the high confidence STR mutations may have arisen either somatically or within the
cell line. We used HipSTR and sequencing data with 50x coverage from the Illlumina Platinum
Genomes to genotype the 11 children of NA12878 at each of the 358 replicated sites. After
discarding loci where NA12878's de novo allele was absent from all its children, only 75 of the
sites remained. This preliminary analysis suggests that most STR de novos for this trio do not
occur within the germline, consistent with the prior SNP findings. In future work, we aim to use
more detailed approaches to further exclude false positives from this set of 75 germline mutation

candidates.

4.2.4 Phasing and imputing STRs

Statistical genetic approaches for phasing and imputation have been extensively used to construct
phased haplotypes [2, 49, 3] and boost power in genome-wide association studies [185]. However,
most of these approaches are limited to biallelic variants. Beagle [176] is one widely used tool
that can accommodate multiallelic variants, motivating us to explore its applicability to STRs.
To generate datasets for these analyses, we again focused on the Marshfield markers described
earlier. We constructed phased SNP haplotypes by applying Beagle to preexisting unphased SNP
calls for the SGDP samples [186], using the 1000 Genomes as a reference panel. We then used
the SGDP HipSTR calls and capillary data to obtain high accuracy STR calls for 400 Marshfield
markers across 263 individuals (Methods).

We first sought to phase the STR calls onto the SNP haplotypes. For each marker, we generated
in silico heterozygous STR calls with known phase by randomly pairing samples with homozygous
STRs. We then used Beagle to jointly phase the in silico and remaining true heterozygotes onto
the SNP scaffolds. Overall, the inferred and true phases matched for 85% of the in silico calls.
To gauge whether we could improve this accuracy by filtering samples with uncertain phasing,
we modified the Beagle algorithm to report the phasing confidence for each genotype and reran
the analysis (Methods). Requiring a minimum confidence of 90% retained over 74% of the
phased calls and improved the accuracy to 94%. By examining the observed phasing accuracy
for various confidence bins, we found that most reported confidences vastly overestimated the
true accuracy (Figure 4-7). However, we also discovered a large step-like increase in accuracy
at the 90% confidence cutoff, suggesting that this is an appropriate threshold for filtering.
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Encouraged by these results, we used Beagle to phase the original genotypes for each of the
400 markers. Overall, Beagle was able to obtain high confidence (> 90%) phasings for 70%
of heterozygous calls. Roughly 31% of the STR calls were homozygous, leaving 21% of STR
calls with unknown phase after filtering. The fraction of calls Beagle could confidently phase
varied widely by marker, ranging from 8-100% (Figure 4-5), but was largely unaffected by the

fraction of homozygous calls at each locus (R? = 0.004).

Next, we assessed the ability of Beagle to impute STRs. For each marker, we randomly selected
25 samples to impute and constructed a reference panel of phased STR-SNP haplotypes with the
remaining samples. We then used the reference panel and the SNP haplotypes of the omitted
samples to impute the sum of their STR allele sizes. Repeating this procedure ten times for
each marker resulted in an overall accuracy of 43.4% when comparing the sum of allele sizes
in the imputed and true genotypes (Figure 4-5). In contrast, a naive strategy that imputed
genotypes using the most commonly observed allele resulted in an accuracy of 23%, suggesting
that Beagle effectively leverages the linkage disequilibrium around each STR to substantially
improve accuracy. Despite the low imputation accuracy, imputed genotypes recovered more
than 50% of the variance for more than half of the markers. Across loci, imputation accuracy
and R? were both highly positively correlated with the ability to confidently phase heterozygous
calls (R? = 0.60 and R? = 0.66, respectively).

Given the widespread use of STRs in forensics, we were particularly interested in the imputability
of these markers. Of the 13 STRs used by the FBI for DNA identification, 3 were included in
our panel of markers: D135317, D851179 and TPOX. The imputation accuracy for D135317
and D8S1179 were 30% and 33%, respectively, but the imputed genotypes recovered 60% of the
genotyping variance for both markers (Figure 4-6). In contrast, imputed genotypes for TPOX
had a far higher accuracy of 66%. In addition, when we restricted comparisons to the 25% of
imputed calls with posteriors greater than 90%, the TPOX genotypes were 100% accurate. The
stark disparity in imputation performance between these three loci likely stems from the difference
in their mutation rates. NIST has estimated per-generation mutation rates of 1.4 x 1073 for
both D8S1179 and D135317 and 1x10~* for TPOX. As all other CODIS markers have mutation
rates comparable to D13S317 (apart from THO1), we believe that accurate imputation of most

CODIS markers will remain challenging and error-prone.
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Figure 4-5: Feasibility of phasing and imputing Marshfield STRs. For each of the 400
Marshfield markers (x-axis), the fraction of heterozygous genotypes that can be phased with
high confidence varies widely by marker. Similarly, the imputation accuracy (blue) and the R?
(yellow) of imputed STR dosages with true STR dosages also vary widely by marker.

4.3 Discussion

Despite the abundance of STRs in the human genome and their extreme levels of variability,
large-scale genomic studies frequently omit them from their analyses. This omission largely
stems from the fact that STRs have traditionally been regarded as non-functional genomic
elements. However, single-gene and genome-wide analyses continue to uncover their roles in
gene expression regulation and phenotypic variation, largely dispelling this notion [42, 34, 173].
Difficulties associated with characterizing STRs from high-throughout sequencing data have also

been a major cause of this omission. As a result, the focus of this chapter was to develop and
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Figure 4-6: Imputation of markers used in DNA identification. The scatter plot depicts
the ability of Beagle to impute genotypes for (a) D13S317 and (b) TPOX, 2 of 13 STRs used
by the FBI for DNA identification. Every point depicts the sum of the STR allele sizes in the
actual genotype (x-axis) versus the imputed genotype (y-axis) colored by the imputed genotype's
posterior probability. Jitters in the x and y values are used to facilitate visualization.

assess the accuracy of approaches for incorporating STRs into future genomic analyses.

Our comparison of variant callers resulted in several rules of thumb for future studies interested
in genotyping STRs. In general, most of the variant callers performed quite poorly in STR
regions. Tweaking tool settings alleviated some of these performance issues, but Platypus,
freebayes and RepeatSeq still resulted in call sets with high genotyping error rates. Future
studies that integrate STR call sets from these tools should be wary of their limitations. On the
other hand, GATK Haplotype Caller performed exceptionally well in STR regions. As this tool
is frequently used in many large-scale analyses [187], the resulting STR calls may be extremely
useful for understanding STR variation and mutability. One major caveat to this is that GATK
frequently produces multiple variants per STR region, complicating downstream analysis and
interpretability. We therefore believe that in addition to its improved accuracy and speed,
HipSTR's ability to generate locally phased STR haplotypes makes it ideal for STR-related

analyses.

Our study also provides novel suggestions for phasing and imputing STRs using existing ap-
proaches. We found that a minor modification to Beagle makes it well-suited for phasing STR
genotypes. These phased haplotypes may be useful for obtaining more detailed insights into
the regulatory roles of STRs, such as their role in allele-specific expression [44]. The results we

obtained while imputing the Marshfield markers also suggest that imputed STR genotypes may
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be useful for downstream analyses. While the raw genotype accuracy was relatively low for most
markers, imputed dosages recovered a substantial amount of the genetic variance. As a result,
STR imputation may provide an effective means of incorporating STRs into GWAS.

Despite the novelty of our study, it has several major limitations. While the most prevalent
STRs in the human genome are homopolymer and dinucleotide repeats [138], the majority of
the markers considered in this study had 3-4 bp repeat units. As a result, the observed levels
of variant caller accuracy may not reflect performance genome-wide. We do note, however,
that the Marshfield panel is comprised of highly polymorphic and long STRs, creating added
difficulties absent at most STRs in the genome. We were also limited by the small number of
samples in the SGDP dataset during our assessment of phasing and imputation. Future studies
may benefit from assessing whether large reference panels of STRs substantially improve the
accuracy and R? of imputed genotypes, as has been observed for SNP genotypes [188].

Lastly, our results raise some very exciting avenues for future STR research. In addition to
demonstrating its high precision, HipSTR's ability to identify several hundred replicable de novo
mutations highlights STRs as a rich potential source of de novo variation. Prior analyses for
the CEPH trio have suggested that most de novo SNP mutations are cell-line specific [184]
and our preliminary analyses are consistent with this conclusion. Nonetheless, characterizing
STR mutations in trio-based cohorts will be invaluable to understanding the true genetic load

of STRs and their putative contributions to complex traits.
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4.4 Methods

4.4.1 Modeling PCR stutter

PCR stutter artifacts add or remove copies of an STR’s motif to sequencing reads, resulting in
observed STRs that differ in size from the true underlying genotype [62, 180]. To mitigate these
effects, HipSTR constructs a stutter model 8, for each STR locus . The model contains the
probability that stutter adds (u) or removes (d) repeats from the true allele in an observed read,
and a geometric distribution with parameter ps that controls the size of the stutter-induced
changes. In our framework, the probability of observing a stutter artifact ¢ repeat units in size
is:
1—u—d =0
P(stutter = 0]0z)  ups(1 —ps)°~t  6>0
dps(1 —ps)™071 6<0
To estimate each locus’ stutter model parameters, we extract the size of the STR observed

in each read for all individuals in the population. We then use an Expectation-Maximization

approach [189] to learn the parameters. The E-step computes each sample’s genotype posteriors:

Nyreads,i l—u—d Tmyi = Ta
P(g; = (4, k)|R, 9;) x fjfx H Z ups(1 — ps)rm,i—ra—l i > Ta
m=1 a€jk

dps(1 = ps)raTmi™lrp i <1

Here, R denotes the set of all reads, g; denotes the phased genotype for the i*" individual,
Nreads,; denotes the number of reads for the ith sample, Tm,i denotes the number of repeats
in the m" read for the i*" individual, r, denotes the number of repeats in the a'” allele and
f; denotes the frequency of the j** allele. For each possible phased genotype, the E-step also

computes the conditional probability that a read originated from either allele:

1l—u—-d Tmi =15
P(am,i = ]|g’L = (]a k)a et) X Ups(l - ps)rm’i_rj_l Tmyi > Tj

dps(l - ps)rjiTm’iil Tm,i < 7Tj
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The M-step updates the stutter model parameters and allele frequencies using these probabilities:

N A A Nreads,i
1 . ’ .
W= BSOS S Plai= GRIRE) Y. 3 Plams = algi = Gk, 011 > 1)
i=1 j=1 k=1 m=1 acjk
1 1 N A A . . Nreads,i . .
d ZQZZZP<QZ:<],]§)|R,0) Z ZP(am,i:a"gi:(jvk)79)I(Tm7i<ra)
i=1 j=1 k=1 m=1 acjk
N A A . Nreads,i .
2 > Plgi= (k)R 0Y) > 3 Plami = algi = (4,k),0)(rm,; # 7a)
gyl i=lj=1k=1 m=1 acjk
pS - N A A ) Nreads,i i
> 2. 2. Plgi=(GR)IR0Y) > > Plam:=algi = (4,k),0") [rm;i — 74l
i=1j=1k=1 m=1 acjk
1 N A
F = S Pla = G RIRLG) + Plos = (k. )|B.0)
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I
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Intuitively, the update rules for the stutter probabilities u and d compute the fraction of times
a read's STR allele is either larger or smaller than its underlying allele. The update rule for
the step size parameter ps is more involved, but it first restricts the computation to reads with
non-zero stutter. It then computes the inverse of the mean weighted step size, consistent with

a maximum likelihood estimator for a geometric distribution.

4.4.2 Generating candidate alleles

To identify an initial set of STR alleles, HipSTR selects reads that span the STR region and are
well-anchored. In particular, it requires that both ends of a read match the reference genome
for at least 10 base pairs and that no longer end matches are present 15 base pairs upstream
or downstream from the read. Using this subset of reads, it includes a sequence as a candidate
allele if is present in 2 or more and least 20% of a sample’s reads.

HipSTR also uses an iterative approach to identify new candidate alleles. At the end of every
round of its pipeline, it computes the ML genotype for each sample and realigns every read
relative to the most probable allele in its sample's genotype. Each of these retraced alignments
generates a sequence in the STR region. If the same sequence is observed in a sample in 2
or more alignments with stutter artifacts, HipSTR identifies the sequence as a new candidate

allele. This iterative approach enables it to identify larger and larger indels each iteration.
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4.4.3 Computing genotype likelihoods

HipSTR's genotype likelihood model integrates information about every read’s phasing likelihood
and alignment likelihood. For the m'" read for sample i, P(pyi|h = 1) and P(ppmi|h = 2)
denote the phasing likelihoods of the read originating from the first and second SNP haplotypes,
while P(s,ila = j) denotes the alignment likelihood of the read to the j* allele. We use a
uniform prior for each unphased genotype, such that heterozygous phased genotypes have half
the prior probability of their homozygous counterparts. The likelihoods for the phased genotypes

are:

Nyreads,i

P(g;= (/)R <2 [ [Poms
m=1

h=1) + P(pmilh = 2)] P(sm.ila = j)

Nreads,i

P(gi= (. k)R) < [ [P(oma

m=1

h =1)P(smila = j) + P(pm,ilh = 2)P(sm,ila = k)]

4.4.4 Read phasing likelihoods

To compute the phasing likelihoods for each read, HipSTR examines bases in the read or its
mate pair that are aligned to heterozygous SNPs. If the base (b;) truly came from the haplotype
under consideration, the likelihood of it matching the SNP base (%) is given by the base quality
qv,, While the likelihood of it not matching is one third of the residual probability. We express
this as:

b, bi = h;

Qi hj) =19 | .
7 bi# D

(4.1)

We compute each read’s total phasing likelihood by multiplying Q(b;, h;) for every base b;
aligned to a heterozygous haplotype SNP % in the read or its mate pair. In practice, SNP calls
in and around STR regions are likely to be error-prone. We therefore exclude SNPs that are

within 15 base pairs of the STR region when computing the phasing likelihoods.

4.4.5 Aligning reads to flanking sequences

HipSTR assumes that each haplotype is comprised of two distinct types of regions: flanking

sequences and STR sequences. Within flanking sequences, the model aims to account for
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lllumina sequencing errors using a previously described hidden Markov model [190]. Each read
base is aligned with a haplotype base or an inserted sequence, while every spanned haplotype
base is aligned with a read base or a deletion. To efficiently perform these computations, we use
three matrices to recursively compute the maximum log-likelihood of aligning read bases b; ... b;
with haplotype bases h; ... h;. The matrices M, I and D are used to track the likelihoods that
read base b; is aligned to haplotype base h;, an insertion or a deletion, respectively.

In conjunction with values for tx_.y, the log-probability of transitioning from hidden state X

to hidden state Y, we use the following recursions to fill in each matrix column-by-column:

M(i=1,j—1) +taou
M(Zvj) = Q(bhh]) + max D(Z —1,7— 1) +typ—D

I(i—1,5) +trg

M(Z — 1,j) +trm

I(i,j) = Q(bi, b;) + max

M(i,j—1)+tpsm
D(Z)] - ]-) +tD~>D

D(i,j) = max

4.4.6 Aligning reads to STR sequences

In STR regions, HipSTR utilizes an entirely different alignment model. It assumes that at most
one indel occurs within the region and requires that its magnitude D be a multiple of the motif
length, capturing the unique nature of PCR stutter artifacts. If no indel has occurred, the
likelihood of the observed sequence is governed by the agreement between each base in the read
and its corresponding haplotype base. The probability of aligning base b; and its preceding bases
to an STR sequence hy ... hy of length L is:

min(L—1,i—1)

P(bmax(1,i—1+1) - --0i|D,h1 .. hy) = H Q(bi—k, hp—k)
k=0

If a deletion occurs, we assume that it can arise anywhere within the STR region. We iterate

over these configurations, each of which has a likelihood given by the agreement between the
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sequenced bases and their corresponding haplotype bases:

P(bmax(lz L+D+1) b ‘D hi...h ):
L—D min(d—1,i—1) min(L—D—1,i—1)

L D +1 Z H Q(bi—kahL—k’) H Q(bi—kahL—D—kz)

k=d

Finally, if an insertion occurs, we assume that it can precede any base in the STR region. As PCR
stutter insertions typically contain sequences that copy the local repeat structure, we assume
that inserted sequences are periodic copies of the STR sequence directly preceding the insertion.
We therefore measure the likelihood of inserted bases according to their agreement with this
sequence. For an STR with a repeat motif of length M, iterating over each possible insertion

position results in the likelihood:

P(bwmax(1,i—1—D+1) - - - bil D, h1 ... hp) =
L min(d—1,i—1)

11 Z H Qbi—k, hir—k)
d=0

mln(d+f[1,i1) Q(bi—ka hL—d—((k—d) mod M))> L—d- ((k - d) mod M) 2 1

k—d Qi—ks a1 L—d—((k—d) mod M)), Otherwise
min(L+D—1,i—1)

1T Q(bi—k, hryD—k)

k=d+D

4.4.7 Trio genotypes for the Marshfield markers

We ran HipSTR using data from both the Illumina Platinum Genomes Project and an additional
study of the effects of PCR amplification on sequencing errors. Data from accession numbers
SRX264762, SRX264792 and ERX168849 were used to genotype NA12891. Similarly, data from
SRX264763, SRX264794 and ERX168850 were used to genotype NA12892, while accessions
SRX264790, SRX264793 and ERX168836 provided data for NA12878. All three samples were
genotyped using HipSTRv0.2 and the options --def-stutter-model --use-all-reads --read-qual-

trim #.
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4.4.8 Filtering de novo calls

We applied a series of stringent filters to the CEPH trio call set to reduce the likelihood that
genotyping errors introduce false positive de novos. In particular, we required that all three
individuals in the trio have a minimum genotype posterior (Q) of 0.9, no more than 10% of
reads containing either a stutter artifact or a flanking sequence indel (DSTUTTER/DP and
DFLANKINDEL/DP) and at least 10 reads spanning the STR region. Lastly, we required that

the ratio of spanning reads supporting the alleles be at least 20%.

4.4.9 Generating the STR call set for imputation and phasing assessment

To generate a robust set of calls for imputation and phasing assessment, we used the HipSTR
call set for the SGDP dataset and applied a series of additional filters. In particular, we removed
an individual call if the posterior probability (Q) was less than 90%, more than 15% of reads had
a stutter artifact or indel in the flanking sequence (DSTUTTER/DP and DFLANKINDEL/DP)
or the call had no spanning reads. We then compared the remaining calls to the capillary data
and removed genotypes if they were inconsistent with the capillary lengths. Finally, to avoid
issues caused by high levels of missingness, we discarded loci if fewer than 85% of samples had

genotypes after filtering, resulting in 410 loci for downstream analyses.

4.4.10 Modifying Beagle to emit phasing confidence

Internally, v4.0 of Beagle keeps track of unphased genotypes. To modify the program to emit
phasing confidences, we altered these data structures such that they use phased genotypes.
The phasing confidences are then readily generated based on the observed frequencies of the
two phased genotypes. This modified version of Beagle is available at https://github.com/
tfwillems/PhasedBEAGLE.

4.5 Supplemental Figures
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Figure 4-7: Phasing accuracy versus reported phasing confidence. In general, the
observed phasing accuracy is far below the reported confidence level. However, a large increase in
accuracy is observed for confidences above 90%, suggesting that this is an appropriate threshold

for filtering the phased STR genotypes.
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4.6 Supplemental Tables

Table 4.2: Optimal settings for STR genotyping

H Method Version Explored Options Optimal Options H
freebayes 1.0.2-6 genotype-qualities genotype-qualities
(g3ce827d) no-partial-observations no-partial-observations
report-genotype-likelihood-max
GATK HC 3.5-0 max _alternate alleles max_ alternate alleles 25
(g36282¢4) pcr_indel _model
kmerSize
HipSTR 0.2 None None
lobSTR 4.0.0 filter-mapq0 None
filter-clipped
max-repeats-in-ends
min-read-end-match
Platypus 0.8.1 maxVariants maxVariants 25
minVarFreq minVarFreq 0.0
RepeatSeq 0.8.2 None None
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Table 4.3: Features used to build STR genotype classifiers

H Method Feature Name Sourcel Description H
freebayes GQ F Genotype quality
DP F Genotype read depth
GLDIFF F Difference between genotype likelihoods
of the called and next best genotypes
READRATIO? F Minimum ratio of read depths
for called alleles
UNCALLEDFRAC? F Fraction of reads observed
for an uncalled allele
GATK HC QD I Ratio of variant quality to read depth
FS I P-value for strand bias
ReadPosRankSum I Z-score for test of alt vs. ref
read position bias
GQ F Genotype quality
DP F Genotype read depth
HipSTR Q F Genotyper posterior probability
SPANDP F Minimum number of reads spanning
either allele
DSTUTTER/DP F Fraction of reads with a stutter artifact
DFLANKINDEL/DP F Fraction of reads with an indel
flanking the STR
lobSTR SB F P-value for strand bias
Q F Genotype posterior probability
DP F Genotype read depth
DISTENDS F Average difference between distance of STR
to read ends
Platypus QD I Ratio of variant quality to read depth
SbPval I P-value for strand bias
GQ F Genotype quality
GOD F Genotype goodness of fit value
RepeatSeq GQ F Genotype quality
DP F Genotype read depth

! Describes whether the field is calculated from FORMAT fields (F) or INFO fields (1) in the variant

caller’'s VCF

2 Computed using the RO and DPR FORMAT fields
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Chapter 5

Population-scale sequencing data enables precise estimates of
Y-STR mutation rates

This chapter is awaiting publication as:

Willems TF, Gymrek M, Poznik GD, Tyler-Smith C, The 1000 Genomes Project Chro-
mosome Y Group, Erlich Y. Population-Scale Sequencing Data Enables Precise Estimates
of Y-STR Mutation Rates. Am J Hum Genet. (In Press).

Abstract: Short Tandem Repeats (STRs) are mutation-prone loci that span nearly 1% of the
human genome. Previous studies have estimated the mutation rates of highly polymorphic STRs
using capillary electrophoresis and pedigree-based designs. While this work has provided insights
into the mutational dynamics of highly mutable STRs, the mutation rates of most others remain
unknown. Here, we harnessed whole-genome sequencing data to estimate the mutation rates of
Y-chromosome STRs (Y-STRs) with 2-6 base pair repeat units that are accessible to lllumina
sequencing. We genotyped 4,500 Y-STRs using data from the 1000 Genomes Project and
the Simons Genome Diversity Project. Next, we developed MUTEA, an algorithm that infers
STR mutation rates from population-scale data using a high-resolution SNP-based phylogeny.
After extensive intrinsic and extrinsic validations, we harnessed MUTEA to derive mutation
rate estimates for 702 polymorphic STRs by tracing each locus over 222,000 meioses, resulting
in the largest collection of Y-STR mutation rates to date. Using our estimates, we identified
determinants of STR mutation rates and built a model to predict rates for STRs across the
genome. These predictions indicate that the load of de novo STR mutations is at least 75
mutations per generation, rivaling the load of all other known variant types. Finally, we identified
Y-STRs with potential applications in forensics and genetic genealogy, assessed the ability to
differentiate between the Y-chromosomes of father-son pairs, and imputed Y-STR genotypes.
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5.1 Introduction

Mutations provide the fuel for evolutionary processes. The rates at which new mutations arise
play a central role in a range of genetic applications, including dating phylogenetic events
[191], informing disease studies [192], and evaluating forensic evidence [69]. The advent of
high-throughput sequencing has enabled genome-wide measurements of the number of de novo
mutations using a broad range of strategies. A host of studies have evaluated the mutation
rates of nearly every type of genetic variation, ranging from SNPs [184, 193, 58, 59] and
short indels [194] to large structural variations [60]. These sequencing studies have concluded
that approximately 50-100 de novo mutations arise each generation, most of which are point
mutations. However, these studies have largely overlooked the contribution of short tandem
repeats (STRs).

STRs are one of the most abundant types of repeats in the human genome. They consist of a
repeating 2-6 base pair (bp) motif and span a median of 25bp. Approximately 700,000 STR loci
exist in the human genome that in aggregate occupy ~1% of its total length. STR variations
have been implicated in more than 30 hereditary disorders [28], and emerging lines of evidence
have highlighted their involvement in complex traits in both humans [41, 93, 94] and model
organisms [38, 40, 129]. The repetitive nature of STRs causes error-prone DNA-polymerase
replication events that can insert or delete copies of the repeat motif in subsequent generations,

leading to markedly elevated mutation rates [23, 62].

Previous studies estimated the rates and patterns of de novo STR mutations using capillary
electrophoresis genotyping of specialized sets of markers, such as the Marshfield panel, the
CODIS markers, or specific Y-chromosome STRs (Y-STRs). These studies have estimated that
the average STR mutation rate per locus is 1072 to 10~% mutations per generation (mpg)
[23, 22, 195, 56, 196]. However, most STRs characterized in these studies were chosen for their
relatively high levels of diversity in the population. As such, it is not clear whether their mutation
rates and patterns reflect most STRs in the genome. Furthermore, as most previously studied
STRs have tri- and tetranucleotide motifs, the field lacks robust mutation rate estimates for
other motif lengths, specifically dinucleotides, the most prevalent type of STR. Finally, capillary
electrophoresis has relatively low throughput, and most STRs were never genotyped in these

studies, leaving the specific mutation rates of most STRs unknown.

The rapid advancement of next-generation sequencing technologies has provided the opportunity
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to genotype STRs beyond those on existing panels and to do so on a larger scale. Coupled with
vast improvements in the depth, read length, and quality of whole-genome sequencing (WGS)
datasets, algorithmic progress in STR genotyping tools has made it possible to robustly call these
markers from high-throughput data [27, 52, 197]. In our previous study, we found that 90% of
the STRs in the genome are accessible to lllumina technology, and we showed that hemizygous

STRs can be called with very high accuracy [138].

Here, we leveraged population-scale high-throughput sequencing data to systematically estimate
the mutation rates and analyze the mutational dynamics of STRs across the Y-chromosome.
To gain power, we used two independent datasets, the 1000 Genomes Project [49] and the
Simons Genome Diversity Project (SGDP) [181]. The Y-chromosomes in these datasets confer
rich genealogical information, enabling the analysis of complex STR mutation models without
the need for familial information. To leverage this genealogical information, we developed
an algorithm, Measuring Mutation Rates using Trees and Error Awareness (MUTEA), which
infers the mutational dynamics along the Y-chromosome branches. After validating MUTEA
via intrinsic and extrinsic tests, we scanned 4,500 Y-STRs and used the algorithm to infer the
mutation rates of 702 polymorphic Y-STRs. To the best of our knowledge, this is the largest
collection of Y-STR mutation rates to date. We show the value of this large collection of
mutation rates by uncovering the sequence determinants of mutability, predicting the genetic

load of de novo STR mutations across the genome, and exploring a series of forensic applications.

5.2 Materials and methods

5.2.1 Sequencing datasets

We analyzed 179 male samples in the SGDP cohort from widely dispersed populations across
Africa, Asia and the Americas. The SGDP samples were sequenced to over 30x coverage using
a PCR-free library preparation protocol and 100bp paired-end Illumina reads. As our previous
results demonstrate that this protocol substantially reduces the rate of PCR stutter at STR loci
[48], the SGDP cohort provides a high-quality dataset for calling Y-STRs. We also analyzed
1,244 unrelated male samples from phase 3 of the 1000 Genomes Project. These samples are
from 26 globally diverse populations and were sequenced to an average autosomal coverage of
7x using 75-100 bp paired-end Illumina reads.
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5.2.2 Y-SNP phylogeny

To construct the SGDP Y-chromosome haplotype tree, we downloaded VCF files containing
the Y-SNP calls generated by the SGDP analysis group. As many of these SNPs lie in pseu-
doautosomal regions or regions with low mappability, we applied a series of filters to reduce the
frequency of genotyping errors. We first removed loci where more than 10% of individuals were
heterozygous using VCFtools [198]. For the remaining SNPs, we removed individual SNP calls
that were heterozygous, had fewer than 7 supporting reads, or had more than 10% of reads
supporting an uncalled allele. Lastly, we discarded SNP loci if fewer than 150 samples met these
criteria or if more than 10% of reads had zero mapping quality. Overall, we obtained nearly
39,000 high-quality polymorphic SNPs.

We then used the high-quality SNPs to build the Y-chromosome phylogenetic tree using RAxML
[199] and the options -m ASC_ GTRGAMMA -f d -asc-corr lewis. The SGDP samples included
3 representatives of haplogroup Albl and no members of the more basal clades (A00, A0, and
Ala), so we used Dendroscope [200] to root the phylogeny along the branch marked by the M42
and M94 mutations, markers associated with the split between Albl and megahaplogroup BT.
For the 1000 Genomes phase 3 dataset, we used a RAxML-generated phylogeny that was built
by the 1000Y analysis group [201].

Although the maximum-likelihood phylogeny generated for each dataset has numerical branch
lengths, these lengths are not scaled in units of generations as required by our method. We
therefore tested two scaling approaches. First, we selected the factor that most closely equated
the total number of generations in each phylogeny to the corresponding value based on published
Y-SNP mutation rates. To do so, we used a recently published Y-SNP mutation rate of 310~
mutations per base per generation [202, 203] and the numbers of called SNPs and called sites in
each SNP dataset. As an alternative method, we scaled the trees using mutation rate estimates
for 15 loci in the Y-chromosome Haplotype Reference Database (YHRD), a large compendium
of individual Y-STR mutational studies (individually cited therein) [204]. We chose to calibrate
using these loci because their mutation rate estimates are each based on more than 7,000 father-
son pairs per locus and should therefore be relatively precise. For the 1000 Genomes data, we
used the available PowerPlex capillary data for each locus, assumed error-free genotypes, scaled
the phylogeny using a range of factors, and estimated the set of mutation rates for each scaling
factor using MUTEA (see below). The choice of scaling factor had essentially no effect on

the correlation with the YHRD estimates, resulting in an R? of 0.89 across all tested factors
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(Supplemental Figure 5-6). However, the total squared error between the estimates was
minimized for a factor of ~2,800, which we therefore selected as the optimal scaling. For the
SGDP data, we performed an analogous analysis using HipSTR genotypes (see below) for 9 of
these 15 loci, again resulting in a uniform R? of 0.91 and an optimal scaling factor of ~3,200
(Supplemental Figure 5-6).

The resulting scaling factors were remarkably concordant between the methods, with the factors
determined by the Y-SNP method ~25% greater. However, to maximize the concordance with
pedigree estimates, we used the second method. After scaling the branches, we found that the
approximate total lengths of the SGDP and 1000 Genomes phylogenies are 60,000 and 160,000

meioses, respectively.

5.2.3 Defining and identifying Y-STRs

To identify Y-STRs, we used a quantitative procedure developed in our previous work [138].
Briefly, this procedure uses Tandem Repeats Finder (TRF) to score each genomic sequence
according to its purity, length, and nucleotide composition [89]. It then uses extensive simulations
of random nucleotide sequences to determine a scoring threshold that distinguishes random DNA
from DNA that is truly repetitive, selecting regions with scores above this threshold as STRs.
Our previous results suggest that this approach has less than a 1.4% probability of omitting a
polymorphic STR and has a false positive rate of approximately 1%.

We applied this procedure to the Y-chromosome sequence of the hgl9 reference genome. As
TRF occasionally identifies regions that overlap, we ensured that every locus has a unique STR
annotation using the following steps: (1) We merged two STR regions if the higher scoring one
contained 85% of the bases in the union of the regions (2) Overlapping entries that failed this
criterion but which had the same period were also merged. For example, adjacent [GATA]1o
and [TACA]s entries were merged into one STR (3) Since we intended to use sequencing align-
ments relative to either hgl9 or GRCh38 coordinates, we removed hgl9 STR regions that
failed to liftOver [205] to the GRCh38 assembly or were lifted from the Y-chromosome to the

X-chromosome.

We also added coordinates for Y-STR loci whose mutation rates have been characterized in
prior studies [56, 57]. For these markers, we used the published set of primer sequences and
the isPCR tool [205] to map the primers to hgl9 coordinates. We then ran TRF on each

region and pinpointed the coordinates using the published repeat structure. Lastly, we applied
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TRF to additional regions previously published as part of comprehensive Y-STR maps to obtain
coordinates for labeled markers whose mutation rates have not been characterized [206]. In
total, we added 261 annotated Y-STRs, ~190 of which have mutation rate estimates from prior
studies.

5.2.4 Y-STR call set and its accuracy

We downloaded BWA-MEM [182] alignments for the SGDP samples from the project website
and extracted and merged the Y-chromosome alignments into a single BAM file using SAMtools
[182]. STR genotypes were then generated using HipSTR, an improved version of lobSTR, an
STR caller for Illumina data we developed in our previous studies [27].

HipSTR provides additional capabilities over lobSTR by using a specialized hidden Markov model
(HMM) to account for PCR stutter artifacts. Briefly, to genotype an STR, HipSTR creates a
list of candidate alleles from the alignments observed in the population. For each sample, it then
realigns every read to each putative allele using the HMM, selects the allele with the highest total
likelihood as the genotype, and returns each read’s alignment relative to this genotype. This
haplotype-based approach produces highly accurate STR genotypes and eliminates many read
misalignments that occur if reads are aligned individually or are only aligned to the reference
genome. We used HipSTR to genotype each STR region in the Y-STR reference described
above using the merged BAMs and the following options: --min-reads 25 --haploid-chrs chrY
- -hide-allreads. Similarly, we downloaded BWA-MEM alignments from the 1000 Genomes phase
3 data release. As these alignments were relative to the GRCh38 assembly, we ran HipSTR using
the corresponding GRCh38 STR regions and the options --min-reads 100 - -haploid-chrs chrY
- -hide-allreads.

We employed several strategies to enhance the quality of the SGDP STR call set: (1) To avoid
errors introduced by neighboring repeats, we omitted genotyped loci that overlapped one another
or multiple STR regions (2) We discarded loci if more than 5% of samples’ genotypes had a non-
integer number of repeats, such as a three base pair expansion in an STR with a tetranucleotide
motif. These types of events occur quite rarely and usually reflect genotyping errors rather than
genuine STR polymorphisms [27] (3) We removed Y-STRs sites that were called in at least 2
SGDP females, as they are likely to have high X-chromosome or autosome homology (4) We
omitted sites if more than 15% of reads had a stutter artifact or more than 7.5% of reads had in

indel in the sequence flanking the STR. These HipSTR-reported statistics typically indicate that
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the locus is not well captured by HipSTR's genotyping model and may arise if duplicated sites
are mapping to the same reference genome location (5) For the remaining loci, we discarded
unreliable calls on a per-sample basis if more than 10% of an individual’s reads had an indel in
the flank sequence (6) Finally, we removed loci in which fewer than 100 samples had genotype

posteriors greater than 66%, as these loci had too few samples for accurate inference.

To filter the 1000 Genomes call set, we first removed loci that did not pass the SGDP dataset
filters. We then applied a set of filters identical to those described above except that we only
removed loci with more than 15 genotyped females and did not apply a stutter frequency cutoff.
These alterations account for the 1000 Genomes dataset's larger sample size and use of PCR

amplification during library preparation.

Importantly, we found that both the SGDP and 1000 Genomes HipSTR call sets had high quality.
We compared our STR genotypes to capillary electrophoresis datasets available for the same
samples. For the SGDP, we observed a 99.7% concordance rate when comparing the HipSTR
and capillary results for 3,300 calls at 48 Y-STRs [207]. For the 1000 Genomes, a comparison
of 4,050 calls at 15 loci in the PowerPlex Y23 panel resulted in a 97.5% concordance rate [208].

5.2.5 Measuring mutation rates using trees and error awareness (MUTEA):
theory

Previously developed methods estimate STR mutation rates from population data by compar-
ing the mean squared difference in allele lengths between samples to the time to the most
recent common ancestor (TMRCA) [13, 14]. However, these methods generally assume simple
mutation models, can be sensitive to haplogroup size fluctuations [209] and require exact error-
free genotypes. We therefore sought to develop an algorithm that can address these issues by

leveraging detailed Y-SNP phylogenies.

Figure 5-1 outlines the steps underlying MUTEA. Under a naive setting without genotyping
error, MUTEA uses Felsenstein’s pruning algorithm [210] and numerical optimization to evaluate
and improve the likelihood of a mutation model until convergence. However, due to the error-
prone and low-coverage nature of WGS-based STR call sets, using these genotypes would result
in vastly inflated mutation rate estimates. To avoid these biases, MUTEA learns a locus-
specific error model and uses this error model to compute genotype posteriors. It then uses
these posteriors rather than fixed genotypes during the mutation model optimization process to

obtain robust estimates. In addition, MUTEA uses a flexible computational framework for STR

121



mutations that includes length constraints and allows for multi-step mutations. We describe

each step below.

5.2.6 Mutation model likelihood

We used Felsenstein’s pruning algorithm to evaluate the likelihood of an STR mutation model.
Let M denote the STR mutation model, D denote the dataset containing STR genotype like-
lihoods, and T' denote the Y-chromosome phylogeny rooted at node R. The likelihood of the

data is:

P(DIM,T)=> P(R=rDIM,T)=>» P(R=r|M,T)P(D|R=r,M,T)

Let Dy, denote the genotype likelihoods of all nodes that are in the subtree rooted at node N;.
If node N; has genotype g, the conditional probability of the data in its subtree is given by:

P(Dy,IN; =g, M,T) =[] > P(C; =b,Dg,|N; = g, M,T)
Cjechild(N;) bealleles
= ]I Y P(Cj=b|N; = g,M,T)P(Dc,|C; = b, M, T)
Cjechild(N;) bealleles

While descending the phylogeny, this recursive relation applies until a node with no children is
encountered. These leaf nodes represent sequenced individuals and the conditional probability of
the data is given by the individuals’ genotype likelihoods. Therefore, the likelihood of a mutation
model can be calculated using a post-order tree traversal. First, the algorithm computes the
genotype likelihoods at each leaf node. It then progresses to each internal node and calculates the
conditional probability of the data for each potential genotype after computing its descendants’
probabilities. Finally, upon reaching the root node, the total data likelihood is computed using

the root node's conditional probabilities and a uniform prior for the root node’s genotype.

In practice, we compute the total log-likelihood to avoid numerical underflow issues. Because
normalizing the genotype likelihoods of each sample does not affect the relative model likeli-
hoods, we calculated genotype posteriors using a uniform prior and used them throughout our

analysis.
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Figure 5-1: Y-STR mutation rate estimation method. Schematic of our procedure to
estimate Y-STR mutation rates. The method first genotypes Y-SNPs (step 1) and uses these
calls to build a single Y-SNP phylogeny (step 2). This phylogeny provides the evolutionary
context required to infer Y-STR mutational dynamics, with samples in the cohort occupying the
leaves of the tree and all other nodes representing unobserved ancestors. Steps 3-6 are then run
on each Y-STR individually. After using an STR genotyping tool to determine each sample’s
maximum-likelihood genotype and the number of repeats in each read (step 3), an EM-algorithm
analyzes all of these repeat counts to learn a stutter model (step 4). In combination with the
read-level repeat counts, this model is used to compute each sample's genotype posteriors
(step 5). After randomly initializing a mutation model, Felsenstein's pruning algorithm and
numerical optimization are used to repeatedly evaluate and improve the likelihood of the model
until convergence. The mutation rate in the resulting model provides the maximum-likelihood
estimate.
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5.2.7 STR mutation model

To model STR mutations, we used a generalized stepwise mutation model with a length con-
straint. Each mutation model M is characterized by three parameters: a per-generation muta-
tion rate u, a geometric step size distribution with parameter pys and 3, a spring-like length
constraint that causes alleles to mutate back towards the central allele. In this framework,
the central allele is assigned a value of zero, and nonzero allele values indicate the number of
repeats from this reference point. Given a starting allele a; observed at time ¢, the probability

of observing a particular allele & the following generation is:

1—p k=a
platrr = klar) = § pfippr(1 — par) =21 k> a
pfapm (1 — par)®=F1 k< ay

where the fraction of mutations increasing and decreasing the size of the STR are f; = %
and f; = 1—f;; f; values greater than one or less than zero were clipped and set to one and zero,
respectively. These two model features act as spring-like length constraints that attract alleles
back towards the central allele. To avoid biologically implausible models, we constrained 8 to
have non-negative values, where 5 = 0 reduces to a traditional generalized stepwise mutation
model and increasingly positive values of 3 model STRs with stronger tendencies to mutate back
towards the central allele. Values of pj; close to one primarily restrict models to single-step

mutations, while smaller values of this parameter enable frequent multistep mutations.

5.2.8 Computing STR genotype likelihoods

To calculate the likelihood of the data D observed in the leaf nodes, we needed to account for
STR genotyping errors. These errors are mainly caused by PCR stutter artifacts that insert or
delete STR repeat units in the observed sequencing reads. We therefore developed a method to

learn each STR's distinctive stutter noise profile.

Let 6, denote the stutter model for STR locus x. 6, is parameterized by the frequency of each
STR allele (F;), the probability that stutter adds (u) or removes (d) repeats from the true allele
in an observed read, and a geometric distribution with parameter ps that controls the size of the

stutter-induced changes. Given a stutter model and a set of observed reads (R), the posterior
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probability of each individual's haploid genotype is:

Nreads,i 1 —u- d rk’i = Sj
P(gi = jIR,62) < Fy T[] Qups(l—ps)ei==t 1y > s
k=1

dps(l - ps)sj_rk’i_l Tki < Sj

where g; denotes the genotype of the i" individual, Nreads,; denotes the number of reads for the
it" individual, 7y ; denotes the number of repeats observed in the k" read for the i** individual,
and s; denotes the number of repeats in the 4t allele. Analogous to the step size parameter in
the mutation model, small values of p, allow for frequent multistep stutter artifacts while values

near one restrict artifacts to single step changes.

We implemented an expectation-maximization (EM) framework to learn these model parameters
[189]. The E-step computes the genotype posteriors for every individual given the observed reads
and the current stutter model parameters. The M-step then uses these posterior probabilities

to update the stutter model parameters as follows:

N A Nreads,i
1 ) '
Wt = 53D Plei= IR0 30 (i > s))
i=1 j=1 k=1
b1 1 N A ' . Nreads,i
=522 Pl =ilR0) > ki <s)
i=1 j=1 k=1

N A y Nreads,i
pt+1 o ZiZl Zj:l P(gZ = ]|R7 et) E kzld I(Tk,i 7é Sj)
N N A y reads,t
’ Ziil Z]:l P(gl = j‘R7 Gt) Z:ld |7’k7i — S]|

N
1
t+1 _ . t
P = NZP(gi =j|R,0%)
i=1
Here, N denotes the number of samples, A denotes the number of putative alleles, Q denotes
the number of sequencing reads and I is the indicator function. As p; is the parameter of a
geometric step size distribution, the M-step updates its value using the inverse of the mean

weighted step size for reads with non-zero stutter.

Locally misaligned reads can also introduce genotyping errors if they cause a miscalculation in a
read’s repeat length. However, these errors introduce artifacts that are relatively similar to those

caused by PCR stutter. As a result, the EM procedure learns stutter models that correct for the
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combined frequencies of PCR stutter and misalignment, resulting in robust genotype posteriors

for downstream analyses.

5.2.9 MUTEA computation

Given genotype likelihoods for an STR of interest, we used a maximum-likelihood approach
to estimate the underlying mutation model. Our approach first estimates the central allele of
the mutation model by computing the median observed STR length and then normalizes all
genotypes relative to this reference point. Next, it randomly selects mutation model parameters
i, B, and pys subject to the constraint that they lie within the ranges of 107 to 0.05, 0 to
0.75 and 0.5 to 1.0, respectively. Using these bounds, the Nelder-Mead optimization algorithm
[211], and the outlined method for computing each model’s likelihood, we iteratively update the
mutation model parameters until the likelihood converges. After repeating this procedure using
three different random initializations to increase the probability of discovering a global optimum,

our algorithm selects the optimized set of parameters with the greatest total likelihood.

For each STR in the SGDP and 1000 Genomes call sets that passed the requisite quality control
filters, we first used the EM algorithm to learn a PCR stutter model. To run this algorithm, we
obtained the size of the STR observed in each read from the MALLREADS VCF field. HipSTR
uses this field to report the maximum-likelihood STR size observed in each read that spans
its sample’s most probable haplotype. In conjunction with a uniform prior, the learned stutter
model was then used to compute the genotype posteriors for each sample with a HipSTR quality
score greater than 0.66. Samples with quality scores below this threshold were omitted because
the genotype uncertainty can result in erroneous reported read sizes. Finally, together with the
optimization procedure and the appropriate scaled Y-SNP phylogeny, we used these genotype

posteriors to obtain a point estimate of the STR’s mutation rate.

5.3 Results

5.3.1 Verifying MUTEA using simulations

We validated MUTEA's inferences by running the algorithm on simulated data from a wide
range of Y-STR mutation models (Supplemental Text 5.5.1). We tested mutation rates ()

from 107° to 10~2 mpg, a range that encompasses most known polymorphic Y-STRs. We also
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varied the distribution of step-sizes for each STR mutation from a single step (pps = 1) to a
wide range of mutation steps (pas = 0.75) and added various spring-like length constraints that

ranged from no constraint (5 = 0) to a strong attractor towards the central allele (5 = 0.5).

MUTEA obtained unbiased estimates of the simulated mutation rate for nearly all scenarios
(Supplemental Figure 5-7). We only observed a slight upward bias in the estimates for the
slowest simulated mutation rate (= 107°) due to the lower bound imposed during numerical
optimization. In contrast, mutation rates estimated using simpler mutation models limited to
single-step mutations or no length constraints were far more biased in these scenarios (Supple-
mental Figure 5-8). MUTEA's inferences were also robust to the presence of simulated PCR
stutter noise. After forward simulating STRs, we simulated reads for each genotype and distorted
their repeat numbers using various PCR stutter models (Supplemental Text 5.5.2). We then
input these repeat counts into MUTEA instead of the STR genotypes. Although MUTEA was
completely blind to the selected stutter parameters, it reported unbiased estimates of the Y-STR
mutation rates, step sizes, and stutter models for nearly all scenarios (Figure 5-2, Supplemen-
tal Figures 5-9 to 5-11), with just a slight bias for the lowest simulated mutation rate, as was
the case for the exact genotypes scenario described above. As a negative control, we again ran
MUTEA on the stutter-affected reads but without employing the EM stutter correction method.
With this procedure, posteriors based on the fraction of reads supporting each genotype resulted
in marked biases, particularly for low mutation rates, demonstrating the importance of correctly
accounting for stutter artifacts in these settings (Figure 5-2, Supplemental Figures 5-10 to
5-11).

5.3.2 MUTEA estimates are internally and externally consistent

Encouraged by the robustness of our approach, we turned to analyze real Y-STR data from the
SGDP and the 1000 Genomes Y-STR call sets. In total, we examined ~4,500 STR loci, 702
of which displayed length polymorphisms in both datasets, with the rest nearly fixed. We ran
MUTEA on each of these polymorphic STRs to estimate its mutation rate (1), expected step
size (par), and stutter parameters (u, d, ps) in both datasets (Supplemental Table 5.4).

The MUTEA mutation rate estimates were largely consistent between the datasets (Figure
5-3). We obtained an R? of 0.92 when comparing the log mutation rate estimates from the
1000 Genomes and SGDP datasets for the 702 polymorphic markers. Importantly, this high

concordance was achieved despite substantial differences between the analyzed populations,
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Figure 5-2: Validating MUTEA using simulations. STR sequencing reads with PCR stutter
noise were simulated for a variety of sample sizes and mutation models (simulation parameters
panels). Applying MUTEA (red line) to these reads led to relatively unbiased mutation rate
estimates (upper panel) with small standard deviations (second panel). As a negative control,
we also applied a naive approach to correct for stutter noise (blue line). This approach computed
genotype posteriors using the fraction of supporting reads, resulting in markedly biased mutation
rate estimates.

sample sizes, and sequencing data quality. The 1000 Genomes data should have higher rates
of stutter than the SGDP data due to the PCR amplification used in the sequencing library
preparation. Consistent with this expectation, MUTEA learned higher stutter probabilities in
the 1000 Genomes data, as compared to the SGDP data, for most loci (Supplemental Figure 5-
12, left panels). Nonetheless, the mutation rate estimates were highly concordant. In addition,
we found that despite differences in the overall probability of stutter, the downward and upward
stutter rates were highly correlated between the two datasets (R? = 0.88 and R? = 0.68 on the
log scale, respectively), reflecting the algorithm's ability to capture each locus’ distinctive error

profile (Supplemental Figure 5-12, right panels).

Genotyping technology played only a small role in explaining the estimate concordance between
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the two datasets. We re-ran MUTEA on the 1000 Genomes Y-tree using capillary genotypes
for 15 Y-STR loci that were available for the same samples (Figure 5-3). Comparing the re-
sulting log mutation rate estimates to those obtained using sequencing-generated genotypes, we
obtained an R? of 0.98. These comparisons demonstrate that our method obtains robust locus-
specific mutation rate estimates while accounting for varying degrees of PCR stutter artifacts
and alignment and genotyping errors. Furthermore, the inter-dataset concordance suggests that
there are either very few errors in the phylogenies or that these errors have little impact on the

resulting mutation rate estimates.

We also validated our mutation rate estimates by comparing them to results from previous
studies that used pedigree-based designs and capillary electrophoresis for genotyping. In these
studies, Burgarella et al. [57] and Ballantyne et al. [56] estimated Y-STR mutation rates for
specialized panels of Y-STRs by examining approximately 500 and 2,000 father-son duos per
Y-STR, respectively. We observed only a moderate replicability between the reported mutation
rates from these two prior studies (R? of 0.34, Figure 5-3). This low correlation presumably
stems from the very small number of transmissions used by Burgarella et al. On the other hand,
we observed an R? of ~0.65 when we compared either the SGDP or the 1000 Genomes estimates
to those from Ballantyne et al., despite considerably different methodological approaches (Figure
5-3). One limitation of this comparison is that Ballantyne et al. could not report precise
mutation rates for slowly mutating Y-STRs due to the number of meioses events examined
in their study. As a result, their estimates were effectively restricted to a lower bound of
p = 1073 mpg (Figure 5-3, inset). In contrast, our deep phylogeny enabled us to accurately
estimate much lower rates, highlighting the advantage of analyzing population data, rather than
father-son pairs, for slowly mutating STRs. Comparing our estimates to those from Burgarella
et al. resulted in an R? of ~0.3, but restricting this evaluation to the subset of loci they
characterized using more than 5000 father-son duos resulted in a substantially higher R? of 0.87
(Supplemental Figure 5-13). These results demonstrate that our estimates are concordant
with prior father-son based results, provided that the latter were generated using sufficiently

many pairs.

5.3.3 Characteristics and determinants of Y-STR mutations

Next, we analyzed the STR mutation patterns. To obtain a single mutation rate estimate for
each Y-STR, we averaged the estimates from the SGDP and 1000 Genomes datasets. We
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Figure 5-3: Concordance of mutation rate estimates across datasets. The heat map
in the upper right corner presents the correlation of log mutation rates obtained from two
father-son capillary-based studies ("Ballantyne" and "Burgarella") with those obtained in this
study using the 1000 Genomes WGS data ("1000 Genomes"), the Simons Genome WGS data
("SGDP") and the capillary data available for samples in the 1000 Genomes ("Powerplex").
Each cell indicates the number of markers involved in the comparison and the resulting R?.
Representative scatterplots for three of these comparisons depict the pair of estimates for each
marker (cyan) and the x =y line (red). The black arrow in the SGDP vs. Ballantyne comparison
shows the effective lower limit of the Ballantyne et al. mutation rate estimates.
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found that the distribution of Y-STR mutation rates has a substantial right tail, with most
STRs mutating at very slow rates and only a few loci mutating at high rates (Figure 5-4).
On average, a polymorphic Y-STR mutates at a rate of 3.8 x 10~% mpg and has a median
mutation rate of 8.7 * 107° mpg. The average Y-STR mutation rate is an order of magnitude
lower than previous estimates from panel-based studies. This difference cannot be explained by
our phylogenetic measurement procedure since inspection of the same markers yielded relatively
concordant numbers. Instead, it likely stems from the ascertainment strategy of STR panels,
which select highly diverse loci that do not reflect the mutation rates of most STRs. One caveat
in this analysis is that very long Y-STR markers were not accessible to Illumina reads. These
loci might affect the calculated average mutation rate and, to a smaller extent, the median
mutation rate. Consistent with these explanations, our mutation rate estimates for previously

characterized loci were upwardly enriched relative to our estimates for all markers (Figure 5-4).

Leveraging our Y-STR mutation rate catalog, we searched for loci with relatively high mutation
rates. These loci help to distinguish Y-chromosomes of highly related individuals and can help
to precisely date patrilineal relatedness among individuals, which is important for forensics and
genetic genealogy. Most of the markers with the greatest estimated mutation rates have been
characterized in prior studies (Table 5.1), but we identified six loci whose mutation rates were
estimated to be greater than ~ 2% 1073 mpg and are yet to be reported (Tables 5.2-5.3). Two
of these markers, DYS548 and DYS467, have been used in previous genealogical panels but to
the best of our knowledge, their mutation rates were never reported. In addition, we identified
more than 65 loci with dinucleotide motifs and mutation rates greater than ~ 3.33 x 10~ mpg
(Table 5.3, Supplemental Table 5.4).

We observed wide variability in the mutation rates and patterns between motif length classes.
STRs with tetranucleotide motifs had the greatest median mutation rate (i = 1.76%10~* mpg),
followed by those with trinucleotide (1 = 1.22 * 10~* mpg), pentanucleotide (p = 1.19 * 1074
mpg), dinucleotide (i = 7.7 * 107° mpg), and hexanucleotide motifs ( = 3.28 * 10~° mpg)
(Figure 5-4). However, within each motif class, mutation rates varied by two or more orders
of magnitude, indicating that other factors contribute to STR variability and highlighting that
aggregate mutation rate statistics depend on the set of loci under consideration. We also
found marked differences in the mutation patterns between motif classes. Loci with dinucleotide
motifs and mutation rates greater than 10~% mpg had a median step size parameter of pj; = 0.8,
implying that many of the de novo mutations are expected to be greater than one repeat unit.

On the other hand, the median step size parameter for longer motif classes within this mutation
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Figure 5-4: Distribution of Y-STR mutation rates. In red, we show the distribution of
mutation rates across all STRs in this study. The set of loci with previously characterized
mutation rates (orange) is substantially enriched for more mutable loci. When stratified by
motif length, loci with tetranucleotide motifs (dark blue) are the most mutable, followed by loci
with trinucleotide (light blue) and dinucleotide (green) motifs.

rate range was closer to one, implying that nearly all de novo events involve single step mutations.

Next, we harnessed the large number of Y-STR mutation rate estimates to identify the sequence
determinants of mutation rates. For STRs without repeat structure interruptions, the length
of the major allele explains a substantial fraction of the variance in log mutation rates for loci
with di-, tri-, and tetranucleotide motifs (R? = 0.83, R? = 0.67, and R? = 0.82, respectively;
pentanucleotide motifs were not assessed due to a small number of data points). However,

when analyzing all STRs, including those with interruptions, the length of the major allele is
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a poor predictor that explains only a modest amount of the variance (R? = 0.16, R? = 0.25,
and R? = 0.42) (Figure 5-5, left panels). To construct an improved model, we analyzed
the relationship between the log mutation rate and the length of the longest uninterrupted
repeat tract, regardless of the number of interruptions (Figure 5-5, right panels). This model
explained more than 75% of the variance in mutability for each of the three motif length classes.
To assess the impact of the repeat motif on the mutation rate, we stratified loci with dinucleotide
motifs by repeat sequence (AC, AG, or AT) and once again regressed the log mutation rate on
the length of either the major allele or longest uninterrupted tract (Supplemental Figure 5-
14). Major allele length was again a relatively poor predictor of the log mutation rate, but
uninterrupted tract length explained more than 80% of the variance for each motif. Although
these motif-specific models improved the R?, the increase was quite limited, suggesting that
conditioned on the uninterrupted tract length, the repeat motif itself plays a minor role in the
mutation rate. Taken together, our results show that a simple model of motif size and longest

uninterrupted tract length largely explains STR mutation rates.

5.3.4 Predicting genome-wide STR mutation rates

We estimated the number of de novo mutations across the entire genome using the determinants
found above. For each repeat motif length, we trained a non-linear mutation rate predictor using
the uninterrupted tract lengths and mutation rates of the polymorphic Y-STRs. To account for
the fixed STRs in our dataset and to better fit the model at shorter tract lengths, we assigned
each fixed locus a mutation rate of 107° mpg, the lower mutation rate boundary used by
MUTEA (Supplemental Figure 5-15), and we jointly trained the predictors across all STRs. To
validate these predictors, we used them to estimate the mutation rates of paternally transmitted
autosomal CODIS markers, which the National Institute of Standards and Technology (NIST)
has previously estimated using conventional means. Our predictors explained about 75% of the
variance in the log mutation rates for these markers. In addition, the median mutation rate
reported by NIST (u = 1.3 + 1073 mpg) closely matched the result reported by our predictors
(1 = 1.0 % 1073 mpg), suggesting that they generate reliable predictions.

Next, we ran our predictors on each STR in the human genome with 2-4 bp motifs, resulting
in mutation rate estimates for each of the ~590,000 loci (Supplemental Table 5.5). Since
our model was trained using Y-STR mutation rates, these estimates refer only to the paternally
inherited half of the genome. We discarded estimated rates below 1.25107° mpg, as these are
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Figure 5-5: Sequence determinants of Y-STR mutability. Each panel presents the estimated
log mutation rates (y-axis) of STRs versus either the major allele length (left panels, x-axis)
or the longest uninterrupted tract length (right panels, x-axis) for various repeat motif sizes
(rows). The black lines represent the mutation rate predicted by a simple linear model. For a
given allele length (left panels), Y-STRs with no interruptions to the repeat structure (blue) are
generally more mutable than those with one or more interruptions (red). Whereas major allele
length alone is poorly correlated with mutation rate (left panels), the longest uninterrupted tract
length (right panels) is strongly correlated regardless of the number of interruptions.

too close to the MUTEA lower boundary and may therefore be upwardly biased. After filtering,

our model predicts that there are ~70,000 STRs with mutation rates greater than 10~% mpg,

~44,000 loci with mutation rates greater than 1 in 3000 mpg and that an STR should mutate

at an average rate of 4.4 * 10~* mpg. Stratifying our results by motif length, we predict 29, 3,

and 33 de novo STR mutations for loci with di-, tri- and tetranucleotide motifs on the paternally

134



inherited set of chromosomes.

Overall, we predict that 76-85 de novo STR mutations occur each generation for the full set of
chromosomes. To account for the maternal chromosomes, we extrapolated our paternal results
using prior estimates of the male to female STR mutation rate ratio (3.3:1 to 5.5: [22, 212]). We
posit that our estimates for STR de novo mutational load are likely to be conservative. First, we
omitted loci with 5-6 bp motifs for which we did not have sufficient data to build a mutation rate
model. Second, for autosomal STRs whose uninterrupted tract lengths exceeded the maximal
length observed in our study, we estimated their mutation rates using the maximal Y-STR
length. Given the strong positive correlation between tract length and mutation rate observed
in our study, these loci are probably far more mutable. Despite our conservative approach, the
estimated number of genome-wide de novo STR mutations rivals that of any known class of
genetic variation, including SNPs (~70 events per generation), indels (1-3 events), and SV and
interspersed repeats (<1 event per generation) [58, 59, 60, 61]. As such, our results highlight
the putative contribution of STRs to de novo genetic variation.

5.3.5 Y-STRs in forensics and genetic genealogy

We assessed the applicability of our Y-STR results to the genetic genealogy and forensic DNA
communities. First, we considered whether it would be possible to distinguish between closely
patrilineally related individuals from high-throughput sequencing data. Based on the entire Y-
STR set reported by our study, we expect roughly one de novo mutation to occur every four
generations. In addition, from WGS data, one also expects to identify approximately one de
novo SNP every 2.85 generations [203], resulting in a 60% theoretical probability of differenti-
ating between a father and son's Y-chromosome haplotype using high-throughput sequencing.
Previous studies have suggested that capillary genotyping of 13 rapidly mutating Y-STRs can
discriminate between father-son pairs in 20-27% of the cases [56, 213]. However, these partic-
ular markers are largely inaccessible to whole-genome sequencing data due to their long length
and highly repetitive flanking regions that preclude unique mapping. With increased interest
in high-throughput sequencing among genetic genealogy services (e.g. FullGenomes and Big Y
by FamilyTreeDNA) and the forensics community, our results suggest that WGS can achieve
better patrilineal discrimination compared to common panel-based methods. Of course, the
main caveat is that WGS technology is at least an order of magnitude more expensive than a

panel-based approach. However, if the current trajectory of sequencing cost decline continues,
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shotgun sequencing to discriminate between closely patrilineally related individuals might soon

become economically viable.

We also assessed the accuracy of imputing Y-STR profiles from Y-SNP data. This capability
may be useful in forensic cases involving a highly degraded male sample for which complete
Y-STR profiles would be difficult to obtain. In such cases, since there are many more SNPs
than STRs on the Y-chromosome, it might be possible to salvage some of those markers with
a high-throughput method and impute Y-STRs profiles for compatibility with common forensic

or genealogical databases.

For imputation, we created a framework called MUTEA-IMPUTE. Briefly, after building a SNP
phylogeny relating all samples and learning a mutation model as outlined in Figure 5-1, MUTEA-
IMPUTE passes two sets of messages along the phylogeny to compute the exact marginal pos-
teriors for each node, resulting in imputation probabilities for samples without observed Y-STR
genotypes (Supplemental Text 5.5.4). We assessed the accuracy of our algorithm by imputing
the 1000 Genomes individuals for the PowerPlex Y23 panel, a set of markers regularly used in
forensic cases involving sex crimes. Over 100 iterations, we randomly constructed reference pan-
els of 500 samples and used MUTEA-IMPUTE to calculate the maximum a posteriori genotypes
for a distinct set of 70 samples.

Despite the small size of the reference panel, we were able to correctly impute an average of
66% of the genotypes without any quality filtration (Supplemental Table 5.6). Importantly,
the resulting imputed probabilities roughly matched the average accuracy, indicating that the
posteriors computed using this technique are well calibrated (Supplemental Figure 5-16).
Discarding imputed genotypes with posteriors below 70% resulted in an overall accuracy of 88%
and retained about 40% of the calls. On a marker-by-marker basis, accuracy was generally
inversely proportional to the estimated mutation rates, with the most slowly mutating markers
having accuracies on the order of 95%. This trend stems from the fact that as the mutation
rate increases, shorter branch lengths are required to obtain an estimate with similar confidence.
We envision that a larger panel will substantially increase the ability to correctly impute Y-STRs

and might facilitate work with highly degraded samples, a common issue in forensics casework.
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5.4 Discussion

Advances in sequencing technology have fundamentally altered Y-STR analyses. The initial
scarcity of SNP genotypes led to the development of methods to infer coalescent models from
Y-STR genotypes alone. Methods designed to also learn STR mutational dynamics either
marginalized over these coalescent models [214] or aimed to simultaneously infer the coalescent
and mutational models [215, 216]. With the advent of population-scale WGS datasets, many of
these STR-centric approaches have instead used SNPs, resulting in substantially more detailed
phylogenies. For the Y-chromosome, these detailed phylogenies now provide the evolutionary
context required to interpret Y-STR mutations, obviating the need for computationally expensive
tree enumeration or marginalization approaches. However, the errors prevalent in WGS-based
Y-STR genotypes require methods capable of accounting for genotype uncertainty, precluding
the application of many traditional microsatellite distance measures designed for capillary data
[13, 14].

In this study, we developed MUTEA, a method that leverages population-scale sequencing data
to estimate Y-STR mutation rates. One inherent advantage of our approach is its ability to model
and learn many of the salient features of microsatellite mutations. By incorporating a geometric
step-size distribution, we allow both single-step mutations that predominate at tetranucleotide
loci [22, 217] as well as multistep mutations that frequently occur at dinucleotide loci [22, 218].
In addition, the model's length constraint parameter captures the intra-locus phenomenon of
shorter STR alleles preferentially expanding and longer alleles preferentially contracting [218,
100]. As these parameters are learned from observed STR genotypes, our method avoids many

biases that stem from imposing single-step mutations or assuming parameters a priori.

In addition to its mutational model flexibility, our approach has both high throughput and a high
dynamic range. With whole-genome sequencing data, we were able to assess every Y-STR that
is accessible to lllumina sequencing, dramatically increasing the catalog of polymorphic loci with
estimated mutation rates. In addition, by leveraging deep Y-chromosome phylogenies, we were
able to obtain mutation rate estimates for very slowly mutating loci. Our estimates were highly
replicable and consistent, as demonstrated by the strong concordance between the estimates

from the two whole-genome sequencing datasets.

Our approach has several inherent limitations. Because lllumina datasets are currently comprised

of 75-100 base pair reads, we were unable to genotype and characterize the mutation rates of
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both long Y-STRs and Y-STRs that reside in heterochromatic regions. Due to the strong
relationship between tract length and mutation rate, we anticipate that more rapidly mutating
loci reside on the Y-chromosome. In addition, we were unable to characterize the mutation
rates of homopolymers due to a rapid degradation of base quality scores with increasing allele
length. As a result, future studies may benefit from reapplying our analyses as sequencing
technologies, particularly those enabling longer reads, continue to mature. Another limitation
is that our mutation model does not capture the full complexity of STR mutational dynamics,
as it ignores intra-locus mutation rate variation [99]. Incorporating these and other mutational

characteristics may be of interest to future studies.

One longstanding question regarding Y-STR mutation rates has been the apparent discrepancy
between evolutionary and pedigree-based mutation rates. Several studies have suggested that
evolutionary rates are 3-4 times lower, resulting in substantial inconsistencies in Y-STR-based
lineage dating and large discrepancies from Y-SNP-based TMRCA estimates [195, 209, 219].
Because our study harnessed evolutionary data, we sought to avoid any potential issues by scal-
ing each phylogeny such that our estimates best matched those from pedigree-based studies.
Nonetheless, our investigations into an alternative scaling based on a SNP molecular clock re-
sulted in similar scaling factors that only differed by ~25%. Coupled with the strong concordance
we observed with pedigree-based estimates, our study provides little evidence for a substantial
difference between mutation rates estimated from these two types of data. Future work may
benefit from assessing whether these previously reported discrepancies were due to the simplified
Y-STR mutation models used in the approaches to obtain evolutionary-based Y-STR mutation

rates.

Our large corpus of mutation rate estimates has enabled us to dissect the sequence factors
governing STR mutability. We determined that the longest uninterrupted tract length is a
strong predictor of the log mutation rate. This observation matches the exponential relationship
between mutation rate and tract length previously reported in several pedigree-based studies
[56, 212, 217, 100]. We also found that the total length of the major allele was a poor predic-
tor. Coupled with the fact that Y-STRs without interruptions were much more mutable than
interrupted ones with the same major allele length, our study provides strong evidence that
interruptions to the repeat structure decrease mutation rates. This finding supports what has
long been posited in STR evolutionary models [220, 221] and has been shown in a handful
of small-scale experimental studies of STR mutability [222, 223]. However, it contradicts the

recent findings of Ballantyne et al. in which no effect was observed [56].
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Another open question is why STRs with dinucleotide motifs have lower mutation rates, given
their higher levels of polymorphisms in the population. A previous large-scale panel-based study
reported that loci with dinucleotide motifs have lower mutation rates than loci with tetranu-
cleotide motifs [22]. Our survey confirmed this observation without ascertainment of STRs di-
rectly based on their polymorphism rates. However, genome-wide analyses of STRs have shown
that dinucleotides have more diverse allelic spectra than tetranucleotides [27, 138]. These results
are unlikely to be due to genotyping errors as a study of an individual sequenced to a depth
of 120x also showed that dinucleotide repeats are more polymorphic than other types of STRs
[27]. One potential explanation is that STRs with dinucleotide motifs have larger step sizes but
lower mutation rates. However, we cannot exclude other explanations such as a difference in

length constraint.

Our large compendium of mutation rate estimates has also enabled predictions about genome-
wide STR variation. Prior studies have estimated a rate of approximately 75 de novo mutations
per generation [184, 194] but have largely ignored STRs, despite their elevated mutation rates.
Based on our projections for paternally inherited chromosomes, the number of de novo STR
mutations is likely to rival the combined contribution of all other types of genetic variants. As
several lines of evidence have highlighted the involvement of STR variations in complex traits
[41, 93, 94, 173], it will be important to assess the biological impact of these de novo STR

variations on human phenotypes.

5.5 Supplemental Text

5.5.1 Simulating exact STR genotypes

Values of u, 3, and pys ranging from 1075 to 1072, 0 to 0.5, and 0.75 to 1.0, respectively,
were used to simulate genotypes under a wide range of mutation models. Using either the 1000

Genomes phylogeny or the SGDP phylogeny, each simulation was performed as follows:
1. Randomly assign the root node an STR allele between -4 and 4 and mark it as active
2. Remove an active node and mark it as inactive. For each of this node’s children:

(a) Calculate the child’s allele probabilities using the branch length, the true mutation

model and the parent node's genotype
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(b) Randomly select an STR allele based on these probabilities
(c) Mark the descendant node as active
3. While active nodes remain, go to step 2

4. Report the exact STR alleles for a random subset of the samples (leaf nodes) based on

the required sample size

5.56.2 Simulating STR sizes in reads with PCR stutter

We first used the procedure above to simulate STR genotypes down the phylogeny. We then
used the true genotype for a particular sample g; and a given stutter model to simulate the STR

sizes observed in each read as follows:

1. Sample the number of observed reads 1,445, for each sample with genotype g; from the

read count distribution
2. For each read from 1 through n,¢q4s,i, sample a number ¢ ~ U(0, 1)

(a) If ¢ < d, randomly sample an artifact size a; from a geometric distribution with

parameter ps. Report the read’s STR size as g; — a;
(b) If d < c¢<1—u, report the read’s STR size as g;

(c) Otherwise, randomly sample an artifact size a; from a geometric distribution with

parameter ps. Report the read’s STR size as g; + a;

To assess whether estimates would be accurate for even the most sparsely sequenced loci, we
used read count distributions obtained from both Y-STR call sets corresponding to loci in the
10" coverage percentile. For Figure 2, we used a stutter model with d = 0.15, u = 0.01 and
ps = 0.8, and we used 1, 2 and 3 reads for 65%, 25% and 10% of samples, respectively.

5.5.3 Confidence interval estimation

We used a delete-d jackknife approach to estimate mutation rate confidence intervals [224]. For
each Y-STR, we sampled without replacement half of the STR genotypes a total of 100 times and
estimated the log mutation rate using each of these subsets. Given these subsample estimates

and the log estimate obtained using all samples, the standard error (SE) and confidence interval
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(Cl) for the log mutation rate were calculated according to:

100 100
1 1
=, 7= P 2 _
SE =\ 100 > _(log i 100 S logpy)2,  CI =log e +1.96  SE

i=1 J=1

where 0 is the estimate based on the full dataset.

5.5.4 Y-STR imputation

We extended MUTEA to impute missing STR genotypes. Using the approach outlined in Figure
1, we first construct a phylogeny relating all samples and learn a mutation model. We then
use this learned mutation model to pass two sets of messages along the tree and compute
exact posteriors for each node, resulting in imputation probabilities for samples with missing
genotypes. For node N; with parent P;, sibling S; and children Cy; and Cy;, its conditional
genotype probability given the observed data D is:

P(Nl’D) = P(Ni|Dcli7D02i7D_Ni) = P(Ni7DC¢1’D02i|D—Ni)/P(DCz‘1>DC2¢‘D—N1')
:P(Ni‘D—Ni)P(‘DCINDC2i’Ni7D_Ni)/P(‘DCH?DC%’D_Ni)
X P(Ni‘D—Ni)P(DCn‘Ni>P(DC’2i’Ni)

Here, Dy, and D_y, denote the genotype likelihoods in and not in node V;'s subtree, respec-
tively. We note that each of these terms is conditioned on the STR mutational model M and

the Y-chromosome phylogeny T', but we omit these terms here and below for brevity.

The second and third terms in the node posterior expression are computed using a bottom-
up traversal of the tree from the leaves to the root node. Each node in the tree combines

information from its two children using the recurrence

P(DCU‘Ni) = Z P(DCu?Cli = CL|N1) = ZP(DGCh’?DGCQi’CU = a’NZ)
a

a€alleles

= P(Cu = a|N;)P(Dgc, |Cri = a) P(Dgy, |Chi = a)

Here, GC1; and GCy; denote the two children of node Cy;. This recurrence applies to all nodes

except the leaves, where genotype posteriors or a uniform prior are used for samples with and
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without genotype information, respectively.

Similarly, the first term in the node posterior expression is computed using a top-down traversal
of the tree from the root to the leaves. After assigning the root node a uniform prior probability,

each node combines information from its parent and sibling:

>, P(Ni, P, = a, Dg,|D_p,)
P(N;|D_n,) = P(N;,P, =a|lDg,,D_p) = =2 : ‘
( ’ Nl) aE%les ( a‘ * Pl) P(DSJD—PZ)

_ > o P(Pi =a|D_p,)P(Dg;|P; = a,D_p,)P(N;|P; = a, Ds,, D_p,)
PDsID 1)
X ZP(PZ = a‘D—Pi)P(DSi|Pi = a)P(N;|P; = a)
a
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5.7 Tables

Table 5.1: The most mutable Y-STRs with previously characterized mutation rates.

Chrom Hgl9 start Hgl9end Motif  Mutation Homogeneous Name
rate (mpg) tract
length (bp)
Y 7,053,359 7,053,426 AAAG 1.37%1072 68 DYS576
Y 7,867,880 7,867,943 AAAG 9.20% 1073 64 DYS458
Y 6,861,231 6,861,298 AAAG 7.80% 1073 72 DYS570
Y 14,515,312 14,515,363 AGAT 5.08* 1073 48 DYS439
Y 8,426,378 8,426,443  AAG 4.67x107° 69 DYS481
Y 21,520,224 21,520,275 AGAT 4.50 x 1073 48 DYS549
Y 18,718,889 18,718,940 AGAT 4.20% 1073 52 Y-GATA-A10
Y 4,270,960 4,271,019 AGAT 3.77%1073 60 DYS456
Y 19,372,273 19,372,328 AGAT 2.88x% 1073 48 DYS543
Y 14,761,101 14,761,160 AGAT 2.65%1073 46 DYS442

Table 5.2: The most mutable Y-STRs with tetranucleotide motifs and previously uncharacterized
mutation rates.

Chrom Hgl9 start Hgl9end Motif  Mutation Homogeneous tract  Name
rate (mpg) length (bp)
Y 14,612,456 14,612,520 AGAT 5.07 %1073 59 DYS467
Y 5,409,729 5,409,801 AAAG 5.06 % 1073 61 N/A
Y 19,500,594 19,500,656 AAAG 4.89 %1073 63 N/A
Y 14,200,743 14,200,802 AGAT 4.54 %1073 56 N/A
Y 21,665,702 21,665,764 AAAT 3.66 x 1073 50 DYS548
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Table 5.3: The most mutable Y-STRs with dinucleotide motifs and previously uncharacterized
mutation rates.

Chrom Hgl9 start Hgl9end Motif Mutation Homogeneous tract Name
rate (mpg) length (bp)

Y 2,807,025 2,807,064 AT  3.62%107° 44 N/A

Y 2,708,412 2,708,457 AG 1.75%1073 46 N/A

Y 3,832,234 3832278 AC 1.66%1073 45 N/A

Y 6,398,638 6,398,684 AC  1.62% 1073 49 N/A

Y 17,109,092 17,109,141 AC  1.57%1073 48 N/A
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5.8 Supplemental Figures
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Figure 5-6: Scaling the Y-SNP phylogenies. Comparison of mutation rates for loci in the Y-
Chromosome Haplotype Reference Database to estimates for the same loci obtained using data
from the Simons Genome Project (blue) and the 1000 Genomes Project (red), over a range of
scaling factors. Although the scaling factor had little effect on the R?, it substantially impacted
the total squared error in the log estimates. For each data set, we selected the optimal scaling
factor as the value that minimized this squared error.
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Figure 5-7: MUTEA obtains accurate mutation rate estimates from exact genotypes.
STR genotypes were simulated for a variety of sample sizes and mutation models (four lower
rows) for both the Simons Genomes phylogeny (A) and the 1000 Genomes phylogeny (B). After
assigning each sample’s genotype a posterior probability of one and iterating 25 times for each
simulation scenario, mutation rate estimates were unbiased (upper row) and have reasonably

low standard deviations (second row).
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genotypes were simulated for a variety of sample sizes and mutation models (four lower rows)
for both the Simons Genomes phylogeny (A) and the 1000 Genomes phylogeny (B). After
assigning each sample’s genotype a posterior probability of one and iterating 25 times for each
simulation scenario, mutation rate estimates were biased (upper row) when the estimated model
is restricted to singe-step mutations (orange) or to no length constraint (blue), but not when
the estimated model is unrestricted, as in MUTEA (red).
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Figure 5-9: MUTEA accurately recovers the underlying stutter model. STR genotypes
were simulated for a variety of sample sizes and mutation models (four lower rows). We then
simulated observed reads for each set of genotypes using various PCR stutter models (dashed
black lines in three upper rows) and input these simulated reads to MUTEA. Across 25 iterations
of each scenario, the median inferred stutter parameters (red lines) were relatively unbiased. Blue
lines indicate the lower and upper quartiles of the estimates for each scenario. A. 1, 2, 3, 4, 5
or 6 reads were generated for 19%, 27%, 21%, 15%, 8% and 10% of Simons Genome Diversity
project samples, respectively. B. 1, 2 or 3 reads were generated for 65%, 25% and 10% of 1000
Genomes Project samples, respectively.
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Figure 5-10: MUTEA infers unbiased mutation rates and step size parameters from
stutter-affected reads using the Simons Genome Diversity Project phylogeny. STR
genotypes were simulated for a variety of sample sizes and mutation models (four lower rows)
using the Simons Genome phylogeny. Reads for each set of genotypes were then simulated
using various PCR stutter models and input to MUTEA. Across 25 iterations for each scenario,
MUTEA inferred unbiased estimates for the log mutation rate (red lines, upper row) and the
step size parameter (third row). In contrast, a naive method that computes genotype posteriors
based on the fraction of supporting reads resulted in biased mutation rate estimates (blue lines).
For each simulation, 1, 2, 3, 4, 5, or 6 reads were simulated for 19%, 27%, 21%, 15%, 8%, and
10% of samples using a stutter model with p; = 0.95 and (A) d = 0.01 and u = 0.01, (B)
d=0.15 and u = 0.01, (C) d = 0.01 and u = 0.15, or (D) d = 0.15 and u = 0.15.
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Figure 5-11: MUTEA infers unbiased mutation rates and step size parameters from
stutter-affected reads using the 1000 Genomes Project phylogeny. STR genotypes were
simulated for a variety of sample sizes and mutation models (four lower rows) using the 1000
Genome phylogeny. Reads for each set of genotypes were then simulated using various PCR
stutter models and input to MUTEA. Across 25 iterations for each scenario, MUTEA inferred
unbiased estimates for the log mutation rate (red lines, upper row) and the step size parameter
(third row). In contrast, a naive method that computes genotype posteriors based on the fraction
of supporting reads resulted in biased mutation rate estimates (blue lines). For each simulation,
1, 2, or 3 reads were generated for 65%, 25%, and 10% of samples using a stutter model with
ps = 0.8 and (A) d = 0.01 and w = 0.01, (B) d = 0.15 and v = 0.01, (C) d = 0.01 and
u=0.15, or (D) d =0.15 and u = 0.15.
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Figure 5-12: Relationship between stutter probabilities within and across datasets. For
a given Y-STR locus, the probabilities of stutter increasing (u) or decreasing (d) the size of
the STR in each read were highly correlated between input datasets (first column). However,
the 1000 Genomes stutter rates largely fell above the diagonal (red line), indicating higher rates
of stutter in this dataset. Within each dataset, nearly all loci had a higher rate of downward
stutter than of upward stutter (second column).
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Figure 5-14: Sequence determinants of Y-STR mutability for loci with dinucleotide
repeat units. Stratified by repeat motif (rows), loci with no interruptions to the repeat structure
(blue) are generally more mutable than those with one or more interruptions (red). Whereas
major allele length is a poor predictor of mutability (first column), the length of the longest
uninterrupted tract is a very strong predictor of the log mutation rate for each motif length
(second column).
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Figure 5-15: Sequence-based predictors of Y-STR mutation rates. For Y-STRs with di-,
tri- and tetranucleotide motifs (rows), the mutation rates for polymorphic Y-STRs (cyan) and
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models predict a monotonic increase in log mutation rate with increasing uninterrupted tract
lengths. Fixed Y-STRs were assigned a flat rate of 107> mpg and are displayed using jittered
y-values to facilitate visualization.
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Figure 5-16: MUTEA-IMPUTE produces well-calibrated imputation probabilities. Y-
STR genotypes for 1000 Genomes samples were imputed for loci in the PowerPlex Y23 panel
across 1000 iterations, each using a reference panel of 500 samples and an imputation set of
70 samples. The accuracy for each posterior probability bin (upper panel) largely followed the
diagonal (red line), demonstrating that the imputation probabilities reflect the true probability

of correct imputation.
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5.9 Supplemental Tables

Table 5.4: Estimated Y-STR mutation rates and stutter parameters
] Please see the original publication ‘

Table 5.5: Estimated mutation rates for each STR genome-wide
] Please see the original publication ‘

Table 5.6: Imputation accuracy for loci in the PowerPlex Y23 Panel.

Posterior > 0% Posterior > 70%

Marker p (mpg) % Calls % Correct  %Calls % Correct H
DYS392 0.0006 100 93.1 96.4 94.5
DYS438 0.0006 100 93.1 95.4 95.1
DYS437 0.0007 100 92.7 95.0 94.3
DYS393 0.0014 100 825 76.9 87.8
DYS448 0.0017 100 81.9 80.2 89.4
DYS533 0.0017 100 78.1 74.2 85.5
DYS643 0.0019 100 80.0 78.1 86.3
DYS391 0.0022 100 73.5 54.8 80.1
Y-GATA-H4  0.0023 100 72.2 45.3 87.3
DYS390 0.0025 100 76.4 51.4 84.2
DYS385a 0.0025 100 74.3 64.5 87.9
DYS389I 0.0027 100 72.2 28.7 86.5
DYS19 0.0028 100 70.3 35.0 88.5
DYS635 0.0032 100 68.6 54.9 81.7
DYS456 0.0037 100 60.5 20.5 91.6
DYS549 0.0043 100 55.8 4.9 85.8
DYS439 0.0050 100 50.0 3.0 83.5
DYS481 0.0051 100 56.8 24.0 83.0
DYS385b 0.0052 100 53.7 17.2 87.2
DYS389ll 0.0056 100 49.1 6.6 86.8
DYS458 0.0079 100 38.3 0.7 34.8
DYS570 0.0095 100 41.3 0.8 94.3
DYS576 0.0096 100 33.6 0.5 63.9
All 100 67.3 38.8 88.5
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Chapter 6

The future of STRs

6.1 STRs: then and now

Throughout this thesis, |'ve described our efforts to characterize and address unknown aspects of
STR variation and mutability. Chapter 2 primarily sought to address two main questions: how
many polymorphic STRs exist in the human genome and what drives their levels of variation?
Based on low coverage data, we uncovered over 200,000 such STRs and identified their period,
length and purity as the major drivers of variation. In Chapter 3, motivated by known exam-
ples of STR involvement in heritable diseases and single-gene studies, we used a genome-wide
approach to assess their contribution to gene regulation. Our results suggest that STRs play
a major role in shaping gene expression, providing an avenue by which they can contribute to
complex traits. Lastly, in Chapter 5, we sought to extend the understanding of Y-STR mutation
rates to the entire chromosome by leveraging population-scale data, resulting in mutation rates
for hundreds of novel markers. The large number of mutation rate estimates enabled us to infer
levels of STR de novo variation genome-wide and suggested that period, length and purity are

also what determine STR mutation rates.

Collectively, these analyses highlight STRs as extremely polymorphic and mutable genetic vari-
ants with putative regulatory roles. Although our analyses have resulted in novel insights, they
have also been hindered by the impact of STR genotyping errors. In Chapter 4, we described
HipSTR, a novel state-of-the-art tool for genotyping STRs that dramatically increases geno-
typing accuracy. Coupled with rapidly progressing genomic datasets, we believe that future
applications of HipSTR and other bioinformatics approaches may result in substantial insights.

We highlight some of these potential applications in the sections that follow.
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6.2 Refining the landscape of STR variation

In Chapter 2, we used low-coverage datasets from the 1000 Genomes Project to assess STR
variation across a population of individuals. However, the quality of the sequencing data and
lobSTR genotyping errors severely limited our ability to genotype longer STRs and may have
introduced spurious alleles. Therefore, applying HipSTR to a population-scale high-coverage
dataset will likely result in novel and more precise insights into the landscape of human STR
variation. This analysis would also be beneficial for characterizing homopolymer repeats and the
sequence variation within STRs. Furthermore, a dataset comprised of long reads would enable
insights into the distribution of alleles at loci implicated in Mendelian diseases such as Fragile

X syndrome and Huntington's disease [28].

6.3 STR imputation

Future studies may also benefit from developing and enhancing approaches for STR imputation.
In Chapter 5, we outlined MUTEA-IMPUTE, which to our knowledge is the first method for
Y-STR imputation. Using a reference panel of only 500 individuals, we were able to impute some
of the most mutable Y-STRs with ~90% accuracy. As the accuracy of our approach is largely
governed by the time to the most recent common ancestor between an imputation sample
and a reference sample, we believe that reassessing MUTEA-IMPUTE with a large reference
panel of ~10000 individuals will lead to substantial improvements in accuracy. Demonstrating
this improvement would have profound implications for forensic and genealogical applications in
which Y-STRs are heavily utilized [56, 17].

Developing approaches for autosomal STR imputation is also likely to be of interest but presents
a much greater challenge. In Chapter 4, we explored the feasibility of imputing markers in the
Marshfield panel using Beagle [176]. Though running Beagle was tractable in our study due
to the small sample size and limited numbers of markers, it would not be practical to impute
STRs genome-wide or in thousands of samples using this tool, necessitating the development of
new methods. One promising avenue of research involves using the positional Burrows-Wheeler
transform [225] to reconstruct an STR's phylogeny. While work in this area of research is still
preliminary, these phylogenies would enable the application of MUTEA-IMPUTE to autosomal

markers, resulting in substantially improved computational tractability and potentially more
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accurate results.

6.4 STRs and complex traits

Together with preexisting knowledge about STRs involved in heritable diseases and single-gene
studies, the findings in Chapter 3 underscore the importance of assessing STR contributions
to more complex traits. One potential avenue towards accomplishing this aim is to incorporate
STRs into genome-wide association studies. As most large GWAS currently use SNP-chips to
genotype individuals, STRs would need to be imputed before testing for association. While we
have explored some promising preliminary avenues towards imputing STRs, further work will
be required to render it computationally tractable. Alternatively, as whole-genome sequencing
cohorts continue to grow in sample size and sequencing quality, it may be feasible to genotype
STRs in these cohorts using tools like HipSTR. Genomics England’s recently announced goal
of sequencing 100,000 whole-genomes [172] suggests that such an approach may be feasible in
the next 5 years. Coupled with the fact that WGS STR genotypes are far more accurate than
their imputed counterparts, we believe that this provides the promising approach for identifying

STRs involved in complex traits.

6.5 The promise of long reads

Throughout this thesis, we performed STR analyses using sequencing data obtained from the
[llumina platform. This technology has largely dominated the sequencing market in the last
5 years as it has produced increasingly large volumes of reads with extremely low error rates.
However, as explained in the Introduction, Illlumina technology has primarily been limited to
short 100 bp sequencing reads that have hindered our ability to characterize the variation and

mutability of longer STRs.

Fortunately, major breakthroughs in sequencing technology may soon overcome these limitations.
One particularly exciting development is the advent of single molecule real time sequencing
(SMRT) and nanopore sequencing [226, 227]. In contrast to Illumina, in which clusters of
amplified DNA are generated for each DNA segment, these technologies directly sequence the
input DNA segments. The SMRT platform developed by Pacific Biosciences uses highly sensitive

nanoscale detectors called zero-mode waveguides to monitor individual polymerase molecules as

159



they sequence DNA molecules [226, 50]. Using lasers and fluorescently tagged nucleotides, this
technology generates real-time fluorescence profiles that are then used to infer the underlying
bases. Nanopore sequencers also use a real-time approach to characterize DNA sequences,
but they monitor the change in a nanopore’s current as the DNA moves through it. As each
DNA base and its surrounding bases induce different changes in current, the resulting current
"squiggles" can also be used to infer the sequence of the DNA [227]. These technologies are
particularly exciting because they can generate sequencing reads that are thousands of bases

long.

Empowered by these technological advances, future studies will be able to characterize STRs
that have been largely inaccessible to lllumina technology. Longer reads will be particularly
invaluable in understanding the STRs involved in human diseases, as these typically involve
large expansions. In addition, given the strong increase in STR mutation rates with allele
length, longer reads may help uncover STRs that mutate every 100 generations, enabling the
differentiation between father-son Y-STR haplotypes in sex crimes [213]. We anticipate that
future studies with access to these datasets will be able to use MUTEA, our mutation rate

estimation algorithm, to help identify these rapidly mutating markers.

6.6 De novo variation

Multiple aspects of the work outlined in this thesis suggest that STRs are a rich source of de novo
variation. In Chapter 4, we used data from a deeply sequenced trio to identify hundreds of de
novo mutations. While most of these mutations likely occurred within the cell line, preliminary
analyses suggest that as many as 70 of them occurred within the germline. Similarly, genome-
wide estimates of the STR mutational load in Chapter 5 suggest that at least 70 de novo
STR mutations occur every generation. Coupled with STRs' putative phenotypic contributions,
we believe that future studies should quantify the levels of de novo STR variations using large
cohorts of deeply sequenced trios. As has been done for SNPs, these analyses could uncover the
effects of paternal and maternal age on de novo rates [58, 228] and lead to insights about the

involvement of these mutations in psychiatric disorders [229] and other diseases.
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6.7 Conclusion

Short tandem repeats are an extremely polymorphic and mutable class of genetic variant.
Though originally widely used in human genetics, difficulties in characterizing STRs from high-
throughput sequencing data have led to gaps in the understanding of STRs. Using population-
scale sequencing datasets, we have sought to address these limitations by characterizing STR
variability genome-wide, assessing their contribution to gene expression variation and estimating
their de novo mutation rates. However, our analyses are just the tip of the iceberg, as many
aspects of STRs remain understudied and poorly understood. Our hope is that the work outlined
here, coupled with the described algorithms for accurately characterizing STRs, will motivate

their inclusion in future large-scale genetic studies.
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