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Abstract

Many astronomical sources produce transient phenomena at radio frequencies, but
the transient sky at low frequencies (< 300 MHz) remain relatively uncxplored. Blind
surveys with new widefield radio instruments are filling this gap. Although many of
these instruments are limited by the classical confusion noise, one can in principle de-
tect transients below the classical confusion limit. This thesis develops a technique for
detecting radio transients that is based on temporal matched filters applied directly
to time series of images. This technique has well-defined statistical properties and is
applicable to variable and transient searches for any instrument. Using the Murchi-
son Widefield Array as an example, we demonstrate that the technique works well on
real data despite the presence of classical confusion noise, sidelobe confusion noise,
and other systematic errors. We search for transients lasting between 2 minutes and
3 months and improve the upper limits on the transient surface density at 182 MHz
for fluxes between ~ 20-200 mJy. We use this technique to characterize detectability
of radio afterglows from compact binary coalescence, which are predicted electro-
magnetic counterparts of gravitational wave (GW) sources and the most promising
progenitor of short gamma-ray bursts. While the next generation of GW detectors
have come online and detected the first GW event, their ability to localize these
events will remain poor during the early days of their operation. Many new widefield
radio instruments will be able to cover large areas of the sky in a short amount of
time. We use simulated afterglow light curves to estimate the rates of detection for
different radio instruments under ideal conditions. We find that some widefield radio
instruments might be able to detect radio afterglows and constrain their properties.

Thesis Supervisor: Jacqueline N. Hewitt
Title: Professor of Physics



We looked up at the stars that year
With so many brilliant dreams...

Starry Sky, Mayday
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Chapter 1

Introduction

1.1 Radio Transients

Everything in the universe evolves: planets, stars, galaxies. The process is at times
gradual and at times violent, and reveals itself as changes in the electromagnetic
radiation, from gamma rays at the shortest wavelengths to radio waves at the longest.
When these changes appear and then disappear, we call them “transients.”

Perhaps the earliest known transients were the “guest stars” recorded in East Asian
history since 2nd century B.C., now thought to be novae (accreting white dwarfs) and
‘supernovae (exploding stars) [1]. With the advent of telescopes and new technology,
more classes of transients have been discovered and studied; for example, radio pulsars
(rapidly rotating neutron stars) [2], X-ray binaries (accreting neutron stars or black
holes) [3], and gamma-ray bursts (the collapse of massive stars or the coalescence of
binary neutron stars) [4]. There is much room for exploration even now, as evident
from the recent discovery of fast radio bursts whose origin remains a mystery {5].

Our knowledge of the transient sky has grown tremendously because of surveys
that have large and recurrent sky coverage. Dedicated projects, such as the Palomar
Transicnt Factory [6], the Rossi X-ray Timing Explorer [7], and the Swift Gamma-
Ray Burst Mission [8], have pushed the frontiers of time domain astronomy at optical
wavelengths or shorter. By contrast, surveys at radio wavelengths have been limited,

rarely achieving wide fields of view and high time resolution simultaneously [9)].
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Nevertheless, there are many known and predicted populations of radio transients,
which allow us to study a variety of physical and astrophysical processes ranging from
the mechanisms of particle acceleration to the cosmological star formation history.

Extrasolar planets with magnetic fields could produce bursty cyclotron radio emis-
sion similar to that of the giant planets in the Solar System [10, 11, 12, 13]. Detecting
this emission would not only constitute a direct detection of the extrasolar planet, but
also offer a way to measure the planetary magnetic field and the orbital parameters
[14]. So far none has been detected [15, 16, 17].

Late-type stars, from M dwarfs to brown dwarfs, often generate radio flares due to
their magnetic activities. This has been observed at high radio frequencies (1-10 GHz)
[18, 19, 20|, and contains information about the generation of stellar magnetic fields
and the structure of stellar magnetospheres [21].

Black hole accretion, whether in X-ray binaries or as tidal disruption events at the
centers of galaxies, also produces radio flares. These arise from jets that create shocks
in the surrounding medium and are correlated with X-ray flares caused by instabilities
in the accretion disk [22, 23, 24]. The correlation between radio and X-ray cmissions
reveals the connection between the jet and the accretion disk, the details of which we
do not yet fully understand.

Supcrnovae and gamma-ray bursts create shocks in their surrounding medium
and produce synchrotron radiation across the entire clectromagnetic spectrum. Radio
observations, in particular, would constrain the energetics of the explosion and the
properties of the circumburst environment [25, 26]. They could also uncover a hidden
population not detectable at other wavelengths, i.c. supernovae obscured by dust or
orphan afterglows, and hence better constrain their rates {27, 28, 29, 30].

Finally, although this was not an exhaustive list (sce [9, 31]), gravitational wave
(GW) sources, such as binary neutron star (BNS) mergers, are expected to generate
radio flares and afterglows [32, 33]. Electromagnetic observations of these sources will
break the degeneracies in GW measurements, such as the one between source distance
and inclination angle, and test the BNS progenitor model of short gamma-ray bursts.

This is especially timely given the detection of the first GW event [34, 35].
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Figure 1-1: An antenna or “tile” of the Murchison Widefield Array, an aperture
array operating at low radio frequencies (80-300 MHz). Each tile consists of 16 dual-
polarization dipoles. The full array has 128 such tiles.

1.2 Radio Interferometry and Synthesis Imaging

The advancement of signal processing and digital electronics has introduced a new
generation of widefield radio interferometers [36] that are bridging the gap between
radio and the rest of the electromagnetic spectrum in the efforts to study the tran-
sient sky. Many of these interferometers arc aperture arrays—arrays of connected
dipoles—operating at meter wavelengths, i.c. low frequencies (S 300 MHz), where
there have been few blind, unbiased surveys previously. Here we describe how an
aperture array operates and how onc obtains astronomical images from radio inter-
ferometric measurements.

Figure 1-1 shows one antenna of such an array. Each antenna comprises several
dipoles, cach of which receives radiation from the sky in all directions. A beamformer
combines the voltage signals from the different dipoles after applying appropriate time
delays to align the phases of the signals coming from a particular direction; this forms
the radiation pattern or “primary beam” of the antenna. The signal of cach antenna

then passes through a bandpass filter in the receiver, which determines the spectral
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D

Figure 1-2: Illustration of a simple interferometer. D is the distance between two
antennas, i.e. the baseline of the interferometer. # is the angle at which the radiation
is incident on cach antenna.

or frequency range of the signal. The signals from pairs of antennas are digitized and

correlated, representing the Fourier mode that corresponds to the antenna separation.

The correlated output, a complex quantity known as the “visibility,” measures the

intensity or brightness of the radiating source:
Ve, ) = (Br)BL(r) = [AS)Le)e > semieaq (1)

Here, V), is the visibility at frequency v, ry and ry are the locations of the two antennas,
E, is the electric field of the source as measured by cach antenna, A, is the normalized
antenna pattern, [, is the intensity of the source, s is the position of the source on the
celestial sphere, ¢ is the speed of light, and € is the solid angle in the sky. Figure 1-2
illustrates an interferometer with two antennas, and one can sce that the position of

the source determines the time difference between when the same signal arrives at
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one antenna and the next, i.e. the geometric delay 7, = Dsin6/c where D = |ry —ro|
is the length of the baseline and 8 is the zenith angle of the source. This delay affects
the interference fringe pattern and needs to be applied to the antenna receiving the

earlier signal to ensure that the same signals are correlated.

One can rewrite Equation 1.1 in a coordinate system suitable for imaging:

= 00 —2mi vm4w(vi—2—m2— dldm
V(U,v,w)Z/ / A(l,m)I(l,m)e 2t tomtulVi=t 1”m (1.2)

where u is the eastward component of the baseline vector, v is the northward com-
ponent, w is the component toward the phase center (the center of the image), all
measured in units of wavelengths, while [ and m are the direction cosines measured
with respect to the u- and v-axes on the celestial sphere. If (I,m) are small such
that /1 — 12 —m? ~ 1, Equation 1.2 becomes a 2-dimensional Fourier transform
and can, in principle, be inverted to recover I(l,m). However, an interferometer
has a finite and discrete number of baselines described by the sampling function
S(u,v) = M 8(u — ug,v — vg). One can increase the number of (u,v) points sam-
pled by using the rotation of the Earth, which changes the projection of each baseline
relative to the source position and hence (u,v), but the sampling, also known as the

uv-coverage, will never be complete. This impacts the inversion process.

Inverting the sampled and calibrated visibilities, one obtains the “dirty” image:
I’(l,m) = / / S(u, v)V (u, v)e2™@+m) gy dy (1.3)

In practice, this is usually done by interpolating the data on a rectangular grid and
then running a fast Fourier transform. One can rewrite Equation 1.3 according to

the convolution theorem:
I° = FYSV) = FHS)« F7}(V) (1.4)

where 1 denotes the inverse Fourier transform and the notation fxg = ff‘; f(r)g(t—

7) dr represents the convolution of the functions f and g. The quantity F~1(S) is
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called the “synthesized beam” or “dirty beam” and represents the point spread function
of the image. It is related to the angular resolution of the interferometer characterized

by A/D where X is the wavelength of the radiation and D is the (longest) bascline.

The dirty image contains the response of the instrument characterized by S(u, v).
When S(u, v) contains null points, one cannot divide it from the measured visibilities
to remove it. Instead, deconvolution algorithms such as CLEAN have been developed
[37, 38, 39, 40]. There are several variations of CLEAN, but they proceced in general
as follows: determine the location and brightness of the peak intensity in the image,
subtract the dirty beam with a fraction of the peak intensity from that location, record
the position and the amount subtracted in the model image, repeat the previous steps
until the peak is below the threshold specified by the user, convolve the model image
with the CLEAN beam that is usually an elliptical Gaussian fitted to the central lobe
of the dirty beam, and add the residuals of the dirty image to the CLEAN image.

The CLEAN image is the deconvolved version of IP(l,m) = A(l,m)I(l,m) and
thus still contains the response of the primary beam. One then divides the CLEAN
image by a model of the primary beam, which is usually obtained by electromag-
netic simulations of the antenna elements or empirical measurements of the antenna

patterns, to recover the “true” sky intensity distribution.

The preceding discussion relies on the assumption that (I, m) are small, i.e. the
field of view is narrow. This assumption obviously breaks down for the widefield radio
interferomcters. Nonetheless, there are algorithms to account for the widefield effects.
w-projection is one [41], which interprets the factor ¢=2mw(V1=E=m*-1) g5 5 convolution
kernel that lets one project the visibility V(u, v, w) to the (u,v,w = 0) plane. Another
is w-stacking implemented in WSCLEAN [42], which, instead of convolving the kernel,

multiplies it after the inverse Fourier transform.

There is much more to synthesis imaging in radio astronomy, and the interested

reader may refer to [43, 44] for detailed discussions.
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1.3 The Murchison Widefield Array

The Murchison Widefield Array (MWA) is one of the new widefield radio interferom-
eters, and began operating in 2013 [45, 46]. Located in Murchison Shire of Western
Australia, where there is very little radio frequency interference, it is one of the three
precursor telescopes for the Square Kilometer Array (SKA), which will be the world’s
largest and most sensitive radio telescope if built [47]. The MWA operates at low
frequencies (80-300 MHz), complementary to the other two precursor telescopes that
operate at high frequencies—the Australian SKA Pathfinder (ASKAP, also located in
Murchison [48]) and MeerKAT (located in Northern Cape of South Africa [49]). The
MWA, in the southern hemisphere, is also complementary to the Low Frequency Array
(LOFAR [50]), which operates at similar frequencies but is located in the Netherlands.

The MWA is an aperture array consisting of 128 antennas (“tiles,” see Figure 1-1)
distributed across a circular area with a diameter of ~ 3km, which gives an angular
resolution of ~ 2’. Each antenna consists of 16 dual-polarization dipoles arranged
in a 4 x 4 regular grid on a 5mx5m ground screen. Although the MWA operates
at frequencies 80-300 MHz, its bandwidth is 30.72 MHz split into 1.28-MHz coarse
channels, which need not cover contiguous frequency bands, and 40-kHz fine channels
that set the spectral resolution. The temporal resolution is 0.5s. The MWA has good
thermal sensitivity (~ 10mJy after 30s of integration) and an extremely wide field

of view (610 deg? at 150 MHz), making it an excellent survey instrument.

1.4 Image Noise

The radio transients described in Section 1.1 are classified as “slow transients.” They
last longer than the integration time of an image, which is typically minutes or longer.
For example, radio flares of X-ray binaries might last minutes [23] or days [51], while
radio afterglows could last weeks to months [32, 33]. This is in contrast to fast
transients, such as pulsars or fast radio bursts, which last ~ ms and require different

techniques for detection. Slow transients, traditionally, have been identified as sources
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that appear or disappear over time in i.ndividua] images via source-finding algorithms,
which search for islands of bright pixels above the background image noise and group
them into sources, e.g. [52]. This technique is limited by the image root-mean-square
(RMS) noise and the detection threshold of the source-finding algorithm; the noisier

the image, the brighter the source would need to be for a significant detection.

Several components contribute to the image RMS noise. One component is the
thermal noise oy, or the random noise in the instrument, which depends on the design

of the instrument but always decreases with longer integration time:

o _( 2anyS ) 1 (1 5)
L Aeﬂ Naniéc v N, po]B tint .

where kg is the Boltzmann constant, Ty is the system temperature, A.g is the
effective area of each antenna, N, is the number of antennas, €, is the correlator
efficicncy, Ny is the number of polarizations, B is the instantaneous bandwidth, and

tint is the image integration time.

Another component is the classical confusion noise o, which arises from a back-
ground of faint, unresolved sources [53]. This is a spatial noise in the image that

depends on the source distribution in the sky and the instrument resolution:

Se dn
2 _ 2
0. = Qb/s S 15 ds (1.6)

min

where )y is the synthesized beam, S is the source flux density, and dn/dS is the
differential number density of sources [54]. The lower limit of integration Sy, is A
sct by the sensitivity while the upper limit of integration S, is the flux density of a
source detected at a particular signal-to-noise ratio ¢ = S./o; usually S, referred to
as the confusion limit, is determined iteratively until ¢ = 5. Note that Equation 1.6
diverges for Spmin — 0 if dn/dS o S73; however, measurements suggest that at low
flux densities, dn/dS oc S71¢ [55] while in the Euclidcan universe, dn/dS oc S§7%9,

so this is generally not an issue.
As the instrument resolution improves and more sources are resolved, the classical
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confusion noise decreases. For a modest angular resolution like that of the MWA,
however, the classical confusion noise will become the limiting factor in the image
RMS noise because o. does not decrease with longer integration times as oy, does.
This, in turn, limits the ability of source-finding algorithms to identify faint sources in
an image. The theoretical estimate of the confusion limit for the MWA is ~ 10mJy
at 150 MHz [46], suggesting that the MWA images will be limited by the classical
confusion noise.

However, the classical confusion noise is largely independent of time, so it is, in
principle, not a limit for detecting fainter but varying flux densities [53]. A simple
method for detecting flux density variations below the classical confusion noise is
image subtraction. For example, one could subtract images taken at the same local
sidereal time to remove both classical confusion noise and sidelobe confusion noise,
the latter of which is due to the synthesized beam sidelobes of unsubtracted sources.
For many surveys, however, the images are taken at different local sidereal times. In
this case, image subtraction can be prone to artifacts. Even without image subtrac-
tion, CLEAN artifacts impact radio transient searches; despite the widespread use of
CLEAN, its noise properties are not well-understood. For instance, [56] found that
many transient candidates reported by [57] were in fact artifacts, and those that were
not determined to be artifacts were reported to be detections at lower significance.

Many radio transients are expected to be faint (SmJy). Thus we seek a method
that not only takes advantage of the time-independent nature of the classical con-
fusion noise to detect transients without relying on source-finding algorithms that
could otherwise limit the sensitivity of the search, but also has well-defined statistical

properties that takes into account the distribution of artifacts.

1.5 The Matched Filter and Radio Afterglows

The matched filter is optimal for detecting transient signals with known forms in the
presence of stochastic noise. It uses the template of the known signal to search for

a “match” in the noisy unknown signal by applying a linear filter that maximizes
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the signal-to-noise ratio. It is widely used in engineering, e.g. radar applications
[58], as well as gravitational wave astronomy [59], and we can also apply it to radio

astronomy, for example in radio afterglow searches.

The coalescence of two compact objects—binary neutron stars (BNS) or a neutron
star and a black hole—are predicted sources of electromagnetic (EM) and gravita-
tional wave (GW) emission. Joint EM and GW observations of these systems are
complementary as they probe different physical processes and are necessary for cer-
tain science objectives, e.g. [60, 61, 62]. For example, EM detections of GW events
will measure the source redshift and break the degeneracy between the source distance
and its inclination angle. This will improve estimates of astrophysical parameters such
as the Hubble parameter since GW detectors have different systematic uncertainties,
e.g. [63, 64, 65]. GW measurcments of the inclination angles will also improve our

understanding of the dynamics and energetics of the EM counterparts [66].

The next generation of GW detectors has come online or will soon do so, e.g.
Advanced LIGO (aLIGO, [67]) and Advanced Virgo [68], and has made the first
detection of a binary black hole event GW 150914 [34]. EM follow-up of GW events
will be important for studying them. Many EM counterparts have been proposed,
including kilonovae, short gamma-ray bursts (SGRB), and afterglows, e.g. [69, 70,
71, 72, 33, 73]. To date, observational evidence supporting the connection between
these EM counterparts and compact binary coalescence (CBC) remains indirect or
uncertain, for instance the diverse properties of SGRB host galaxies [74, 75] and one
possible kilonova association with a SGRB [76, 77]. Coincident detections of these
EM counterparts and GW emission will firmly establish the origin of these events.
However, the sky localization of GW events will be poor during the early days of GW
detector operation, ranging from 100-1000 deg? [78, 79]. This presents a challenge for
EM follow-up as most telescopes have much smaller fields of view in comparison.

Radio interferometers such as the MWA | however, have extremely large fields of
view (e.g. ~ 600deg?®) that make them promising for EM follow-up of GW events.
Most of these instruments operate at low frequencies (< 500 MHz), where the ex-

pected EM counterpart of a GW event is a SGRB afterglow. So far, there have been
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no detections of SGRB afterglows at low frequencies and only 4 detections at high fre-
quencies (> 5GHz): GRB 050724, GRB 051221A, GRB 130603B, and GRB 140903A
[80, 81, 82, 83]. This is not surprising given the sample of radio afterglows discussed
in [84]. Few SGRBs, if any, have been observed at low frequencies. SGRBs are also
intrinsically fainter than long GRBs, releasing less energy in total and occurring in
a less dense medium. Radio emission from afterglows usually peak on timescales of
weeks to months, if not longer, and few SGRBs have been observed on this timescale.
Furthermore, SGRBs triggered by «-rays have been cosmological (z > 0.1) if they
have measured redshifts at all. By contrast, detectable BNS events will be nearby
(2 < 0.1). For these events, radio afterglows are still expected to be faint and long-
lasting [32, 33, 85|, but the detailed properties of the light curves are sensitive to

many model parameters that remain uncertain.

The general shape of an afterglow light curve rises and falls on timescales of months
to years as shown in Figure 1-3. At early times, an on-axis observer sees more emis-
sion than an off-axis observer because of collimated outflows and relativistic beaming.
At late times, the on-axis and off-axis light curves become indistinguishable as the
emission becomes isotropic. The counter-jet contributes to a late-time brightening
of the light curve, an effect that is most prominent for an on-axis observer. While
synchrotron emission becomes stronger as the circumburst density n increases, syn-
chrotron self-absorption becomes even stronger at low radio frequencies. In these light

3

curves, synchrotron self-absorption is most prominent when n = 1cm™, causing a

much slower rise in flux at early times.

These model afterglow light curves contain much physical information about the
bursts that produced them. Hence, using them as templates for the matched filter in
a search for radio afterglows will lead to a more sensitive search and better constrain
the rates of these events. Extracted light curve paramcters of any detected afterglow

will also measure the burst properties.
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Figure 1-3: Examples of simulated afterglow light curves at 150 MIlz for different
values of n and 8, to illustrate the characteristic features of the bursts independent
of any instrument (black solid line is on-axis, red dashed line is 45°, and blue dash-
dotted line is off-axis). These bursts are located at 100 Mpe with Ei, = 5 x 10°! ergs
and 0 = 11.5°. Early-time emission is brighter for on-axis observers because of
collimated outflows and relativistic beaming whereas late-time emission is isotropic.
The late-time bump is caused by the counter-jet. The light curves in the bottom panel
arc qualitatively different from the ones in the top two panels because synchrotron
sclf-absorption is stronger at higher densities. These light curves are generated using
the numerical tool BOXFIT [86].
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1.6 Thesis Outline

This thesis adapts the well-known matched filter technique [58] to detect radio tran-
sients in the presence of classical confusion noise by drawing on the experience of
the LIGO community, which has developed techniques to detect GW signals in the
presence of non-Gaussian noise (e.g. [87, 59]). This technique operates on the image
pixel level, has well-defined statistical properties, and is applicable to variable and
transient searches for both confusion-limited and non-confusion-limited instruments.
We apply this technique to search for slow transienté in the MWA data.

In Chapter 2, we describe the mathematical framework for our radio transient
detection technique, derive its statistical properties, and describe the software imple-
mentation of our technique: Simetra. In Chapter 3, we describe the MWA data reduc-
tion procedure. In Chapter 4, we discuss the performance of Simetra on real MWA
data to demonstrate the potential of our technique for sensitive transient searches. In
Chapter 5, we describe the transient search analysis, discuss the results of our search,
and set an improved upper limit on the transient surface density. In Chapter 6, we use
the matched filter technique to examine the detectability of late-time afterglows from
compact binary coalescence for various widefield radio interferometers. In Chapter 7,
we conclude that our technique is capable of detecting faint transients and discuss

areas of improvement and application as well as future work.
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Chapter 2

Matched Filter Technique for Radio

Transient Detection

The presence of classical confusion noise limits the ability of source-finding algorithms
to identify sources with flux densities near or below the classical confusion noise, but
the source population that contributes to the classical confusion noise is independent
of time unless they are genuine transient or variable events. Thus a transient detection
technique that searches for flux density variations on top of a constant signal without
relying on a source-finding algorithm is needed to detect transient signals fainter than
the classical confusion noise. In this chapter we describe and implement a technique
that identifies transients in individual image pixels despite the classical confusion

noise.

2.1 Theory

Adapted from matched filter techniques, which have been used in engineering appli-
cations [58] and gravitational wave astronomy [59, 87|, this technique searches for
. flux density variations on top of a constant signal in individual pixels without using
source-finding algorithms. As it is capable of probing below the classical confusion
noise, it is sensitive to faint transients in addition to bright ones. We derive a new

transient detection statistic from this technique, discuss its statistical properties, and
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relate it to the sensitivity of a radio transient search. Although our formalism is
derived for transient detection in the image domain, it is similar to the formalism for

source detection in the visibility domain [88].

To determine whether or not there is a transient signal in a particular image
pixel, we compare tv;fo hypotheses: the transient is absent (the null hypothesis Hy),
and the transient is present (the alternative hypothesis H;). Usually, Hy only includes
random noise, but in this case, we add a constant background® to Hy to represent the
time-independent contribution from the classical confusion noise (or a steady source)

because we are only interested in the change in flux density over time:

Hy:2z;,=c+o0; (2.1)

Hy:z;=c+ Af; +0; (2.2)
For a fixed pixel, x; is the measured flux density in the ith snapshot (i = 1,2,..., N),
c is the constant background, o; is the RMS noise (thermal, sidelobe confusion, and
other random errors), and Af; is the transient signal, where A is the overall amplitude
for a light curve template f = {f1, f2,..., fnv}. Given the two hypotheses and the
data x = {z,22,...,2Zn}, we compute the ratio of the likelihood functions known as

the Bayes factor or the likelihood ratio as part of hypothesis testing [89, 90]:

_ p(x| Hy)

AX) = 1 H)

(2.3)

where p(x | H;) is the probability of observing x given that H; is true for i = (0,1).

To derive an analytical result, we assume that the image noise follows a Gaussian
distribution with 4 = 0 and oy, = {01,09,...,0n}, but we show later that our
transient analysis does not rely on this assumption. For the MWA data, this noise is

a combination of thermal noise, (residual) sidelobe confusion noise, and other random

!Pure random noise is a special case where the constant background is zero.
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errors. The likelihood functions are thus the following:

N 9 7 — )2

(x| Ho) = [ Noewp (—Zﬂ—%——)) ple] Ho) de (24)
N o L AEN2

p(x| Hy) = / Ny exp (—Zb"(xl 77 AR ) p(c| H)p(A| H)dedA  (2.5)

Ny and N; are the normalization factors for a multivariate normal distribution. b,
is the value of the ith primary beam for the given pixel. p(c|Hy), p(c|H;), and
p(A| Hy) are the probability distributions of ¢ and A given the respective hypotheses.
We assume that ¢ and A are independent and uniformly distributed, and we estimate
them by using a least-squares approach [91]. To do that, we solve Equations 2.4 and
2.5 by approximating the integral with the value at its extremum, i.e. p(x|H;) =~
const x exp(—x2;./2) where X2, is the solution to Vx? = 0, and x% =} b?(z;—c¢)*/0?
for Equation 2.4 and x? = _ b(x; — ¢ — Afi)?/o? for Equation 2.5.

For Hy, the solution ¢ = ¢; is an estimate of the classical confusion noise or the

constant background level, and it is given by the weighted average of the data:

Y blxi/o?

C = (x> = Zb2/0'-2 (26)

For H,, the solution ¢ = c¢; is an estimate of the classical confusion noise in the
presence of a transient signal; ¢; becomes ¢y in the absence of the transient signal.
The other solution A = A;, which is unitless, is the amplitude of the transient signal

given the predefined template f, which has units of flux density.

e = (x) — A(f) (2.7)

(e f— )
A= T - ()

(2.8)

The notation (j) represents the weighted average of j as in Equation 2.6, and (j, k) =
> b2(jiki)/o? denotes the “weighted” inner product between j and k. Note that

an equivalent way of writing (x,f — (f)) is (x — (x),f), which we interpret as how
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well the light curve template matches the data after the constant component has
been subtracted. However, (f — (f)) is simpler and computationally less intensive to
calculate since f is predefined and identical for all pixels, so we write Equation 2.8 in

its given form.

Having determined the best fit values for ¢ and A, we substitute Equations 2.6,
2.7, and 2.8 into the approximations of Equations 2.4 and 2.5, which then lets us solve
for Equation 2.3. As A(x) is essentially a ratio of exponents normalized by a constant,
we rewrite Equation 2.3 in the form A(x) ~ const x exp [p?/202] and define the new
quantities p to be the “detection statistic” and o, to be the standard deviation of the

p distribution:

p=(x,1— (£)) (2.9)
oy = /T =€), F— (£) (2.10)

p is a modified version of the matched filter [58] and determines the likelihood that
x contains the signal A;f. In other words, it determines which hypothesis is favored
(transient absent or present) and by how much. As p is a linear superposition of
Gaussian random variables, its distribution is also Gaussian with width ¢,. When
the transient signal is absent, the mean of p is pig = 0. When the traﬁsient signal is
present, the mean of p is shifted by the signal and becomes py = A;(f — (f),f—(f)) =
Ajo?. This is illustrated in Figure 2-1.

p and o, are also related to the more familiar quantity oy, through the weighted
inner product: p x A1/o2, and 0, « 1/0iy,. As oy, decreases, both p (or u;) and o,
increase, but p (or p,) increases faster than o,, which leads to a better separation of
backgx‘ound and signal (see Figure 2-1) and hence an improved sensitivity. Similarly,

the brighter the transient (larger A;), the better the sensitivity.

So far we have considered p for a single template. However, in a real search, we

maximize over different start times and many templates, so the practical statistic is

p = max(p/o,) (2.11)
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Figure 2-1: Theoretical distributions of the transient detection statistic p: background
(gray-filled) and signal (red-linc) with arbitrary image noise oy, and signal amplitude
Ay. As oy, decreases, the width of the distributions increase according to o, o< 1/0im,
but the mean of the signal distribution increases faster according to p; o< 1/02,, so
the sensitivity improves as there is better separation between background and signal.
Similarly, the brighter the signal (larger A,), the better the sensitivity.
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Using the ratio p/o, ensures that all the pixels are drawn from the same standard
normal distribution. Note that p is the maximum of a Gaussian random variable, so
its distribution is no longer Gaussian, but this is not an issue. We will discuss this in
detail in Chapter 4 where we describe how to use g in a transient search and how to

characterize the sensitivity and efficiency of the search.

2.2 Implementation

We describe the Simetra pipeline, a Python implementation of the transient detection
technique formulated in the previous section. The pipeline determines the transient
detection statistic and the parameter values of the light curve template that best
match the observed light curve for every image pixel. One can also use this pipeline
to inject transient light curves with known parameters into the data before running
the transient search; this determines the search efficiency. The pipeline is illustrated
in Figure 2-2, and the software is described in Appendix A.

The pipeline takes, as input, a list of sky images, the corresponding primary beam
images, and a choice of light curve template. At the moment of writing, two templates
choices, the top-hat and the power-law, are available, but other choices are easy to
implement as the code is designed to be as modular as possible. The pipeline rcads
the input FITS images and converts the ﬁux density and primary beam values for
every pixel into the time series x and b, i.e. light curves for every pixel. Out of
memory consideration, the pipeline only loads a subset of the image pixels each time.
The pipcline then estimates the noise oy, in the sub-images by calculating the median
absolute deviation and then converting that into the standard deviation to account
for outliers in a robust manner.

Here the user has the option to inject transients. The user chooses the type and
the number of transient light curve templates to inject, and specifies the range and
the distribution of the template parameters. Given these parameters, the pipeline
generates the light curves on the fly and injects them into the data before it runs the

transient scarch. We decided to inject transients directly into the pixel light curves
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Figure 2-2: Illustration of the Simetra pipeline with a mix of real and synthetic data.
Simetra aligns snapshot images in time, extracts the light curve of an individual pixel
(for illustration purposes, we show the synthetic light curve of a transient source with
an amplitude of 100mJy that is later injected into real data), runs the matched filter
to calculate p and o, iterates over different start times of the light curve template to
determine p, and repeats for every pixel, thus producing an “image” of p. Except for
the injection located at the center of the image region, the rest of the pixels are real
data. The white boxes are the locations of masked bright sources. The color scale of
p has been cut off at 8 to show the contrast of the rcal data. See text for details.
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instead of the visibilities because of computation concerns.
The transient search is the matched filter calculation. First the pipeline generates
a phase space of template parameters, which can be different from the injection pa-
rameters depending on the user’s choice. Then it iterates over every set of parameters,
including all possible transient start times, generates the corresponding light curve
template f, and calculates p and o, according to Equations 2.9 and 2.10. Gaps in the
data are handled properly by sampling f at the existing image time stamps, and do
not pose a problem. Finally the pipeline outputs a FITS table that contains the most
significant (p, 0,) and the corresponding template parameters for every pixel. As the
amplitude can be determined by A; = p/ o’ﬁ, it is not stored in the output file.
There are two more steps before the user can identify transient candidates: setting
the threshold for detection and characterizing the detection efficiency. As we will
describe these steps in detail in Chapter 4, we only summarize them here. To set
" the threshold, the user designates a small part of the image as the playground region
where there are assumed to be no transients, corrects the cumulative distribution of p
in the playground region by the trials factor, i.e. the number of synthesized beams in
the search region compared to the number in the playground region, and extrapolates
the tail of this corrected distribution to a tolerable probability of false alarm. The
extrapolated distribution then determines the significance of any detection during
the actual search. To characterize the efficiency, the user applies the threshold to
the injected transients and computes the fraction that is recovered. This procedure
handles non-Gaussianity in the data, such as artifacts or sidelobe confusion noise
as well as the effects of maximization, thus making it a powerful technique. We

demonstrate the technique in Chapter 4.
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Chapter 3

Data Reduction and Empirical

Primary Beam Correction

This chapter contains content adapted from the MWA memo titled An Implementation
of Empirical Primary Beam Correction in MWA Imaging [92].

3.1 Data Description

The data for this thesis were taken according to the commensal MWA observing
proposals! G0009 (“Epoch of Reionisation,” EOR) and G0005 (“Search for Variable
and Tra,nsient Sources in the EOR Fields with the MWA”) for Semester 2013-B. These
observations were done using the “point-and-drift” strategy, where the primary beam
pointing (beamformer setting) changed every 20-30 minutes to track the field after it
had drifted across the field of view of the instrument.

We used 1251 snapshot observations of the EORO field, which is centered on
(RA, Dec) = (0°,—27°), taken on 18 nights between 2013 September 2 and Novem-
ber 30. We included only snapshots taken when the field center was within 20° from
the zenith, which corresponded to ~ 2.5h of observation each night, and excluded
data from 2013 October 15 because of known ionospheric activity [93]. Each snap-

shot is a multi-frequency synthesis image integrated over 112s with a bandwidth of

'http://mwatelescope.org/astronomers/
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Table 3.1: Summary of observations used in this thesis. Each snapshot is centered on
the EORO field, or (RA, Dec) = (0°, —27°), and integrated over 112s at 182.4 MHz.
Date Time Range (UT) Numbet of Snapshots

2013-09-02 16:08:08—17:39:36 46
2013-09-04 16:00:16—18:32:48 74
2013-09-06 15:52:22—18:24:54 72
2013-09-09 15:40:39—18:13:03 75
2013-09-11 15:32:47—18:05:11 75
2013-09-13  15:24:55—17:57:19 72
2013-09-17 15:09:11—17:41:35 76
2013-09-19  15:01:19—17:31:43 71
2013-09-30  14:17:59—16:50:31 76
2013-10-02  15:07:03—16:42:39 47
2013-10-04  14:02:15—16:34:47 76
2013-10-08 13:46:31—16:19:03 76
2013-10-10  13:39:43—16:12:15 76
2013-10-23  12:48:39—15:21:03 76
2013-10-25 12:40:47—15:13:11 76
2013-10-29  12:25:03—14:57:27 75
2013-11-18 11:18:31—13:38:55 70
2013-11-29  11:30:41—12:56:09 42

30.72 MHz centered on 182.40 MHz. Table 3.1 lists a summary of the observations.

3.2 Preprocessing

Raw interferometric data were converted into the UVFITS format [94] by the Cotter
MWA preprocessing pipeline [95]. During this process, Cotter used AOFlagger (96, 97]
to flag radio-frequency interference, frequency channels affected by bandpass aliasing
[98], as well as known bad tiles, which might vary from night to night depending on
the state of the instrument; roughly 40-50% of the data were discarded. To decrease
the file size, Cotter also averaged the data to 1-s time resolution and 80-kHz frequency

resolution.
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3.3 Calibration

We developed a data reduction pipeline based on the Common Astronomy Software
Applications (CASA) package? (v4.1.0) [99] and the widefield imager WSCLEAN [42].
Appendix B outlines the pipeline in detail, while we summarize the key steps here.

We built a point-source sky model fof each snapshot observation, using the 11
brightest point sources in the field after primary beam attenuation according to the
MWA Commissioning Survey Catalog [100]. We generated the model visibilities and
the calibration solutions in CASA, using in particular the tools componentlist, ft,
bandpass, and gencal. Then we performed one iteration of self-cal with WSCLEAN.

Finally, we averaged over many observations on the same night the calibration
solutions generated in the previous step to produce a single calibration solution for
this night. This was done in two steps: (1) we selected a list of observations for
which the AEGEAN source finder (v951) [52] detected at least 1500 sources in each
112-s snapshot as we found this to be a practical indicator of image quality; (2) we
averaged the calibration amplitude and phase solutions for each tile, polarization, and
frequency channel for the selected observations while ignoring the highest and lowest
10% of the data.

This procedure provided stable and smooth calibration solutions, which were not
expected a priori to vary significantly over time and frequency. It also gave more
accurate estimates of the source flux densities. We illustrate the improvement of
the average calibration process over the individual calibration process through the
calibration amplitude and phase solutions in Figure 3-1 as well as the raw light curves

in Figure 3-2.

3.4 Imaging

After we applied the average calibration solutions to each snapshot, we generated

multi-frequency synthesis images over 30.72 MHz bandwidth in the instrumental XX

Zhttp:/ /casa.nrao.edu/
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Figure 3-1: Example calibration solutions for MWA antenna Tile 25. The calibra-
tion solutions obtained from an individual snapshot show fluctuations that are not
expected for the bandpass. In contrast, the solutions averaged over many snapshots
are smoother and thus considered to be more reliable.
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Figure 3-2: Example raw light curves prior to primary beam correction for the same
source (MWACS J0025.8-2602) but different calibration methods. Each jump corre-
sponds to a pointing change. The top pancl shows fluctuations on short timescales.
These fluctuations are present for all sources, suggesting that there arc errors in the
antenna gain calibration as the primary beam is expected to be smooth. The average
calibration solution, on the other hand, removes these fluctuations.
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Figure 3-3: An example snapshot of the EORO ficld. It was integrated over 112s and
cleaned in the XX polarization, plotted with the J2000 coordinate grid and a squared
color scale. The dashed circle has a radius of 10°, which is approximately the outer
boundary of the ficld included in the analysis of this thesis.

and YY polarizations, setting WSCLEAN to usc uniform weighting that gave a synthe-
sized beam of ~ 2/, a pixel size of 0.5, and an image size of 4096 x 4096 pixels, which
corresponded to a field of view of 34° x 34°. Figure 3-3 shows an cxample snapshot

of the EORO field.

3.5 Primary Beam Correction

The primary beam model establishes the flux scale during calibration and after imag-

ing, so there have been many efforts to measure and model the primary beam of the
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MWA. For example, there is a project to map the beam pattern with an octocopter
and a transmitter, while another has used ORBCOMM satellites to measure the beam
pattern of an MWA tile at 137 MHz [101]. However, extrapolating this result to other

MWA frequencies is not straightforward, so we need to rely on antenna modeling.

The best available model for the MWA primary beam is that developed by [102],
hereafter referred to as “the Curtin beam.” It improved on the previous model, which
treated each antenna element as a Hertzian dipole, by incorporating mutual coupling
between the elements and using an average embedded element pattern. This decreased
the amount of instrumental Stokes leakage that was more prominent at frequencies
> 180 MHz. However, the Curtin beam assumed that all tiles were identical and
unchanging over time, whereas in reality the MWA site is not perfectly flat and
different tiles have different malfunctioning dipoles or beamforming errors [103]. In
fact, we found that systematic errors related to inaccurate primary beam modeling
had affected the source light curves as measured from the images. As a result, we
decided to measure and model ‘thc primary beam empirically to remove these errors,
which more severely affected the higher frequency observations (2 180 MHz) as the
Hertzian dipole approximation is less accurate than it is at S 150 MHz where the

MWA is designed to operate best.

To develop the procedure of empirical primary beam correction, we processed
EORO observations taken on three nights: 2013 August 23, 26, and 27. Two of these
(August 23 and 27) consisted of “high-band” observations at 182.42 MHz, while the
other consisted of “low-band” observations at 154.28 MHz. We included 111 snapshots
(~ 3.5h) from each night with a maximum zenith angle of 20.8°. Using two sets of
data taken at the same frequency but on different nights allowed us to confirm the
presence of systematic errors, and comparing the data at different frequencies allowed
us to characterize the frequency dependence of these errors.

After reducing the data from those three nights, we formed Stokes I images cor-
rected by the Curtin beam. We identified sources in each Stokes I image with the
AEGEAN source finder and extracted light curves by matching the sources within a

radius of 0.1° from snapshot to snapshot. Our initial light curves revealed residual
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Figure 3-4: Example light curves for the same source before and after a software fix
that affected the primary beam model generation. The sawtooth artifacts in the top
pancl were caused by a one-day date error that introduced a difference of 1° between
the pointing centers of the model and the true primary beam. Each discontinuity
corresponds to a pointing change; for reference, the zenith pointing is marked by the
shaded arca. The error bars are set to the standard deviation of the light curve.

“sawtooth” artifacts shown in Figure 3-4, leading to the identification of a software
bug that caused a difference of 1° between the pointing centers of the true primary
beam and the model primary beam?®. This illustrates the importance of using accurate
models of the primary beam as small errors could manifest as large effects.

Even after the software bug was fixed, the light curves continued to show system-
atic trends that correlated with source locations in the primary beam. To characterize
these trends, we fit a line through cach nightly light curve and computed the slope.

These slopes showed flux density changes as large as 4% per hour. They appeared to
o {=) o

3The observation dates in the UVFITS files were off by 24 h.
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Figure 3-5: RA-dependent light curve slopes for three nights of data and two observ-
ing frequencies. The slopes could be as large as 4% flux density change per hour.
These trends, independent of calibration or imaging procedures but weaker at lower
frequencies, suggested there was a systematic error associated with how the model
primary beam differs from the true primary beam as the sources drifted through.

depend on source RA and observing frequency as shown in Figure 3-5, even though
the mean flux densitics of these sources agreed relatively well with the catalog flux
densities after an image gain correction as shown in Figure 3-6. We iterated our anal-
ysis pipeline in unsuccessful attempts to eliminate the light curve slopes by changing
flagging schemes (80 kHz vs. 240kHz edge channels), calibration methods (individual
calibration vs. average calibration), imaging bandwidth (3.84 MHz vs. 30.72 MHz),
and widefield effects (phased to the center of the EORO field vs. the zenith). A sep-
arate data reduction pipeline based on Fast Holographic Deconvolution (FHD) [104],
which uses different calibration and imaging techniques, confirmed the light curve
trends at 182 MHz; they had not processed the data at 154 MHz at the time of this

particular analysis.

The spatial correlation of the light curve slopes led us to conclude that these
systematic trends were most likely caused by inaccuracies in the primary beam model.
The RA dependence suggested that they were related to how the primary beam
changed as the sources drifted across the sky. In addition, since the theoretical
primary beam model was more accurate at lower frequencies, the fact that the trends
became less severe at lower frequencies also supported the hypothesis that they were

related to the primary beam.
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Figure 3-6: Flux density comparison between the MWA Commissioning Survey Cat-
alog and the measured mean flux density at 182MHz for the sources > 1Jy after we
applied the Curtin beam correction along with an image gain correction. The dashed
line indicates perfect agreement. The z-error bar is the standard deviation of the
measured light curve, and the y-error bar is the uncertainty reported in the catalog.
Light curve slopes were present even though the measured mean flux densities of the
sources agreed relatively well with the catalog flux densities.
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3.5.1 Empirical Beam Modeling

To mitigate the systematic errors associated with primary beam modeling, we decided
to measure and model the primary beam empirically. If we assume that we know the
true flux densities of the sources, we can determine the empirical primary beam

according to the following relationship:

Smeas,pol(aa 6)

31
Sref,pol(aa 5) ( )

bemp,pol(aa 5) =

where bemp,por 1S the empirically measured primary beam for a particular instrumental
polarization (XX or YY), Smeas pol 18 the measured XX or YY flux density of a source
with equatorial coordinates (c,d) and Srefpa is the reference catalog (“true”) flux
density of the same source. Similar analyses have been done for the Very Large Array
[105].

To measure the empirical beam, we used a fixed subset of sources instead of the
entire ensemble detected in individual XX and YY snapshots. We did this for two
reasons: (1) we wanted to ensure that the sources we used to measure the empirical
beam have reliable flux density measurements, and (2) we wanted to avoid overfitting
when we fit a smooth function to the measured data points.

For self-consistency, we used the MWA Commissioning Survey Catalog as the
reference catalog, which we also used for calibration. This avoids issues that could
arise if we used source catalogs from other instruments, which might have different
angular resolutions, frequency bands, sky coverage, and so on. We assumed the
sources to be unpolarized and used the same catalog flux densities for both X and Y

polarizations.

When we selected the subset of sources, we filtered out the sources close to the
null of the primary beam (> 13° from the phase center, corresponding to < 0.3
of the primary beam gain). We also filtered out the sources that appeared to have
unreliable flux density measurements, which we determined by comparing the catalog

flux densities > 1Jy to the mean flux densities that we measured: if the mean flux

density that we measured was 3-0 away from the catalog flux density, we removed it
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Figure 3-7: Flux density comparison between the MWA Commissioning Survey Cat-
alog and the measured mean flux density at 182 MHz for the sources used to measure
the empirical beam after the empirical fitted primary beam correction. The dashed
line indicates perfect agreement. The z-error bar is the standard deviation of the mea-
sured light curve, and the y-crror bar is the uncertainty reported in the catalog. The
agrecment between the two measurements is better than that shown in Figure 3-6,
which used the Curtin beam corrcction.

from the final catalog that we used to measure the empirical beam. As we could not
measure a mean flux density without applying the primary beam correction to the
images, we did this step iteratively by first using the Curtin beam and then refining
it with the empirical beam once. After this process, the reference catalog contained
245 sources. The agrecment between the catalog flux densities and the measured flux
densities, shown in Figure 3-7, ensured that the fitting procedure used reliable data.

For the fitting procedure, we assumed that the primary beam was smooth and fit
a smoothing spline to the empirical beam measurements on a snapshot-by-snapshot

basis. A spline function of degree k& > 0 is a continuous function composed of one or

18



more polynomial functions with degree < k [106]. Each polynomial is defined on a
knot interval, where a knot marks the boundary between two polynomial functions.
There may be a discontinuity in the kth-order derivative at each knot, but the lower
order derivatives of the spline function are continuous. A zeroth-order spline, for
example, is a piecewise constant function. We used biquartic splines (kg, k) = (4,4)
as they provided a better fit (lower residuals) than the default bicubic splines, whereas
biquintic splines did not improve the fit significantly.

Fitting a spline function s(z;, ;) to a set of data z; that have measurement errors
involves a trade between the smoothness of the spline and the goodness of the fit.
The algorithm used by the SmoothBivariateSpline routine in scipy®, which we
used for this analysis, determines the smoothest spline given the constraint that the

goodness-of-fit is less than the smoothing factor S:
> wilzi—s(z,y)* < S (3.2)
i=1

where z; is the empirical beam measurement for each source, (z;, y;) is the equatorial
coordinate of the source, and w; is the weight of each measurement [107]. If S is
very large, the spline function becomes the least-square polynomial fit, which would
be smooth but likely underfitting. If S is very small, the process becomes an inter-
polation, which would likely be overfitting. We chose S to be the number of sources
that entered the fit (245), which was the default value, as it gave a satisfactory fit;
choosing S = 1, for example, resulted in an overfit, though setting S = 1000 did not
change the fit. We set w; to be the catalog flux density for each source, because the
flux density errors derived from AEGEAN appeared to be too large to provide reliable
inverse variance weights and did, in fact, make the fit worse. The unreliable errors
reported by AEGEAN are a known issue and will be fixed.

We also verified that the fitting function was robust. Instead of deriving an empir-
ical primary beam based on flux density measurements in clean XX and YY images

before primary beam correction, we derived an empirical “correction factor” for the

{http:/ /www.scipy.org/
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Figure 3-8: Example empirical fitted primary beam for different pointings at 182 MHz,
both normalized to 1. The cross marks the pointing center. The spline fit produces
a smooth beam, which is expected for the true beam. Only the sources within 13°
of the phase center were considered for the fit, so we only show this region, beyond
which the fit is an extrapolation and therefore unreliable.

Stokes I images corrected by the Curtin beam, using the same fitting procedure. Both
procedures gave the same results, thus demonstrating that the fitting function was

reliable.

3.5.2 Empirical Beam Performance

The empirical fitted beam behaves in a reasonable manner. Its maximum gain is
around the pointing center, and it preserves the smoothness expected for the pri-
mary beam, both evident in Figure 3-8. Deviation from the Curtin beam shows that
the empirical fitted béam has a ~ 10% tilt from the phase center in the RA direc-
tion as shown in Figure 3-9, which is consistent with the light curve trends. This is
also evident in the ratio between the empirical beam measurements and the Curtin
beam, whereas the ratio between the data and the fit shows mostly statistical fluctu-
ations, illustrated in Figure 3-10. Although we only show one example of the fit for
an off-zenith pointing (~ 30° from zenith) and one for a zenith pointing, both XX

polarization, others behave similarly.
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Figure 3-9: Ratio between the empirical fitted beam and the Curtin beam for the
pointings in Figure 3-8, all normalized to 1. The difference between them is < 5%
within ~ 5° of the pointing center and increases to ~ 10% toward the edge of the
beam. There is a tilt in the ecast-west direction that is likely related to the RA-
dependent light curve slopes (see also Figure 3-10).

The empirical fitted beam also removes most of the systematic errors in the light
curves. It reduces the light curve slopes from < 4% to S 2% flux density change
per hour and recovers (by design) a more accurate source flux density as shown in
Figure 3-11. However, there remain some residual systematic errors < 2% with a
weaker RA dependence as shown in Figure 3-12, which could be due to calibration
errors, imperfect fits, or systematic issues present in the reference source catalog, i.c.
systematic primary beam issucs could have already been present during the MWA
commissioning survey.

Despite residual systematic errors, the empirical fitted beam is a big improvement
over the Curtin beam. To compare more quantitatively the light curve variations
from the two different primary beam corrections, we used the modulation index m as
defined in [108]:

05

m=— (3.3)

where o is the standard deviation of the light curve and S is the mean flux density

of the light curve. For constant sources, m is the inverse of the source signal-to-
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Figure 3-10: Ratio between the empirical beam measurements and the Curtin beam
(top panel), as well as the ratio between the empirical beam measurements and the
cmpirical fitted beam (bottom pancl). This is the same off-zenith pointing as Fig-
ures 3-8 and 3-9. The panels have different color scales. The trend is prominent in
the top panel and likely related to the light curve slopes (see Figure 3-5). This trend
goes away for the fitted beam as the fit reproduces the main features in the measure-
ments. The empirical beam measurements have not been normalized to 1 as they are
the ratios between the measured flux densities and the catalog flux densities, so the
normalization offset between the empirical beam and the Curtin beam is indicative
of a problem with the calibration or the primary beam normalization.
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Figure 3-11: Example light curves for the same source but different primary beam
corrections. The error bars are set to the standard deviation of the light curve. The
empirical fitted beam removes most of the trend in the light curve and recovers a
more accurate source flux density (21.74 Jy in the catalog).
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Figure 3-12: Residual light curve slopes after the empirical fitted beam correction
at 182 MHz. While the fitted beam is not perfect, it is a big improvement over the
Curtin beam, decreasing the slopes from < 4% per hour to < 2% per hour (compare
with Figure 3-5). There could be remaining issues with the calibration, the fitting
process, or the reference source catalog used to measure the empirical beam.
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noise ratio (SNR) if og is statistical, e.g. if S = 5o, then m = 0.2 from statistical
uncertainties. Thus, m is a measure of the expected level of statistical fluctuations
present in light curves of constant sources. Comparing m between the light curves
produced from the empirical fitted beam and the Curtin beam, we found that the
light curve variations after the empirical fitted beam correction were largely statistical,
which is in contrast to the same light curves after the Curtin beam correction; this
is illustrated in Figure 3-13. We computed SNR = peak flux/RMS with the values
reported by AEGEAN; as mentioned previously in Section 3.5.1, the flux density errors
reported by AEGEAN were too large, so we used the RMS (image noise over a 20 x 20
synthesized beam area) instead, which we considered to be a conservative estimate of
the flux density uncertainties but more accurate than the reported flux density errors.

The differences between the Curtin beam and the empirical beam, besides the-
oretical modeling inaccuracies, could be due to the following factors: different tiles
could have different malfunctioning dipoles or beamforming errors at any given time;
the tiles are located on a hill-like surface [103], so each tile is pointed at a slightly
different location in the sky; the model primary beam is generated at an instant in
time (the middle of the observation) rather than integrated over 112-s (the duration
of each snapshot observation). Investigating which of these has the largest effect is
beyond the scope of this work. The empirical primary beam correction is sufficient
for our purposes, although future improvements would include fitting for a single
empirical primary beam model for each pointing as opposed to the current snapshot-
by-snapshot correction, using a more accurate source catalog, and further improving
on the calibration method as it is more accurate to average the calibration solutions

only within the same pointing rather than over all the different pointings.

3.6 Source Subtraction

In preparing for the transient search, we also explored the option of using dirty images
because clean artifacts had affected previous transient search results [56].

To reduce the amount of sidelobe confusion noise in the dirty images, we sub-

55



Curtin Beam Empirical Beam

1.0
0.8}
=4
@
3
T 0.6 @
= -
& 3
] 3
S 04 3
] -4 ]
g s
(8] (2]
v [}
£ 2
2 o2} 8
5]
@
-
0.0}
-0.2 .
io° 10" 10
SNR SNR
Empirical Beam
— k
0.20F
=4
=
g
g 0.15f s
= m
7] 3
u 3
% 0.10 3
e e @
g ®
Q (]
5 E
£ i 2
2 005 8
S
[}
=5
0.00}
—0.05 ; ; . .
10° 10! 107 10° 10! 10°

SNR SNR

Figure 3-13: Light curve variation as a function of the mean SNR of cach source. All
sources, detected in 90% of the snapshots, are included, in addition to the subset used
to measure the empirical primary beam; the bottom panel is a zoom-in of the top
panecl. The dashed line indicates the expected level of statistical fluctuations from
flux density measurement uncertainties. Sce text for the details of the calculation.
The light curve variations after the empirical beam correction are mostly statistical,
in contrast to the systematic errors present in the light curves after the Curtin beam
correction, showing the improvement of the empirical beam over the Curtin beam.
The tail at low SNR is present for both versions of the primary beam correction (but
absent for the subset of sources used to measure the empirical beam) and appears
independent of the source location in the primary beam, suggesting that it is caused
by systematic issues unrelated to the primary beam and requires more investigation.
For example, it could be related to the source fitting algorithm.
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tracted known sources from the calibrated visibilities. We subtracted the same sources
from every snapshot observation to avoid introducing time-varying mistakes into the
images. We used the CASA task uvsub, subtracting the model visibilities derived from
a point source catalog of 5673 sources with flux densities > 100 mJy that we extracted
by running AEGEAN on a 2.3-h deep integration image taken on 2013 September 4.

We only subtracted sources located within 13° from fhe phase center because the
empirical primary beam was accurate to that radius, where the primary beam value
was ~ 30% of its maximum gain beyond which was difficult for us to measure the
primary beam empirically. Although the sidelobe noise from unsubtracted sources
outside the 13° region was present in the image and the process of source subtraction
was not perfect, the noise in the dirty image was drastically reduced from before and
approached that of a clean image as shown in Figure 3-14.

We then passed these images and their corresponding primary beam images to

Simetra for the transient search analysis.
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Figure 3-14: Image noise comparison: “dirty” without source subtraction (red dotted
line), “dirty” with source subtraction (black dashed line), and “clean” (bluc solid line).
The noise is drastically reduced in the source-subtracted dirty images and approaches
that of the clean images. The noise oy, was estimated from the standard deviation as
calculated from the median absolute deviation of the flux density values in the same
central 86 x 86-pixel region of each 112-s snapshot. The data presented here are from
74 snapshots of EOR0, XX polarization, taken on 2013 September 4.



Chapter 4

Technique Demonstration

This chapter demonstrates how a transicnt search with our matched filter technique
proceeds, and that it performs well on real data. First we characterize the background
distribution for the transient search and the flux sensitivity. Then we estimate the
efficiency at which we accurately recover injected transients to demonstrate that our

technique is capable of detecting transients below the classical confusion noise.

4.1 Background Characterization

Before we identify possible transient signals according to the matched filter detection
statistic, we characterize the background distribution of p = max(p/o,). Using p
instead of p ensures that all pixels are drawn from the same distribution. Character-
izing the background sets the threshold p* for an event to be classified as a transient
candidate and determines the significance of such a detection.

We used a small area (~ 10%) labeled as the “playground region” in the images
for the background characterization. In this region, we assumed that there were
no transient events; existing limits on the rate of radio transients at low frequencies
suggest that these events are relatively rare (e.g. [109, 110]), so our assumption should
be valid. Significant transients would appear as a tail in the p distribution that we
would examine further.

To demonstrate our transient detection technique, we present the results for one
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Figure 4-1: (a) Distribution of p for all pixels in the playground region of the source-
subtracted dirty images. (b) The same distribution of g but without the “bad” pixels,
i.e. the pixels in the region where the primary beam was poorly modeled and the pixels
that contained the subtracted bright sources. The tail in the background distribution
was removed by masking bad pixels.

light curve template: the top-hat with a duration of 15 days and a flux density of 1 Jy,
scarched over different start times #3. In principle, we could treat the observation time
of every 112-s snapshot as a unique o, but since computation time scaled with the
number of scarch parameters, we shifted t5 by ~ 10% of the duration where there were
data, which in this case corresponded to the start of every night of the observation.
The distribution of p for the entire playgfound region is presented in Figure 4-1.

As evident in Figure 4-1a, there is a significant tail in the p distribution. This is
due to residual primary beam effects as the pixels in the tail were located in the regions
where the primary beam was poorly modeled or that contained the subtracted bright
sources. We masked the pixcls beyond ~ 10° from the phase center where the primary
beam was poorly modeled and excluded the source pixels by creating a 20 x 20-pixel
square mask centered on the (RA, Dec) of cach source. We also masked regions where
the image RMS was 2 15 mJy/beam in a 2.3-h integration image. After masking, we
removed the tail in the distribution as illustrated in Figure 4-1b. T'he distribution

after masking is what we work with and refer to as the “background distribution.”
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Figure 4-2: Background distribution of p for clean images compared to source-
subtracted dirty images. The same masking of bad pixels applies. As the clean
images have lower noise, they are more sensitive to fainter transients. We report the
results for the clean images in the rest of this thesis.

In Figure 4-2, we compare the background distributions for source-subtracted dirty
images and clean images. Because of their lower noise properties, clean images are
more sensitive to fainter transients. In the rest of this thesis, we work with the clean
images with pixel masking.

The background distribution of p lets us derive the probability of false alarm Pp 4
(equivalent to reliability) that sets p*. Here Ppy is the probability that our experiment
contains a false positive. Every experiment has its own observation timescale and sky
coverage, which need to be factored accordingly. We started with a quantity closely
related to Pp4: the number of background detections N (> p) above a particular
threshold. We scaled N(> p) as derived from the playground region to the scarch

region according to the number of synthesized beams for the different sky arcas, thus
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accounting for the trials factor correctly. Then we fitted a smooth function to the tail
of N(> p) to extrapolate the background rate for larger values of j where we might
not have mecasurements. Non-Gaussianity and non-thermal components of the image
noise, such as sidelobe cdnfusion and image artifacts, are modeled in this empirical
fit. We determined the fit parameters by minimizing the negative log-likelihood for a
Poisson distribution, where N(> p) was treated as the Poisson mean. As illustrated
in Figure 4-3, an exponential function of the form fy(3) = N exp(—p/p), where N
and p arc the fit parameters, fits the tail of N(> §) well within the errors oy =
Vv'N. The probability for N (> p) to be non-zero, assuming a Poisson distribution,
is PIN > 0) =1—-P(N =0) =1—¢ . We took Ppy = P(N > 0), and since
we required Ppy < 1, Ppg = P(N > 0) ® N(> p). Having determined fn(p), we
chose a tolerable value of Pry4 (for example Ppyg = 10~3) and solved for p* such that

Pra = fn(p*) = N(> p*). For our exponential function, the threshold is of the form

5" = p (log N — log Pr.,) (4.1)

The threshold p* depends on how much of the distribution tail is used in the fit.
For Figure 4-3, we fitted the tail 500 points, which gave p* = 7.98 at Pr4 = 103 and a
reduced x? = 0.25 as computed from x* = 3" [N (> f:) — fn(5:)]2/ fn(p;) where the
number of degrees of freedom is (500 — 2) for 2 fit parameters. If we fitted 100 points,
we obtained p* = 7.37 at Ppy = 107 and a reduced x? = 0.18; if we fitted 50 points,
we obtained p* = 7.26 at Pps = 1073 and a reduced x? = 0.31. This dependence
implies that a single threshold value is not very robust for identifying transient events
near the threshold, so in the actual search, we opt for the “loudest event statistic”
[111, 112], which we will describe in more detail in Chapter 5. Nevertheless, the

threshold is useful for comparing how well different searches perform, for providing.

an estimatc of the flux sensitivity, and for verifying the recovery of injected transients.

The flux sensitivity of the search can be calculated according to A* = p*/0, (see
Chapter 2; note p* already contains a factor of o, unlike p). Strictly speaking, A* is

unitless, so one needs to multiply by the template f to convert into flux density units,
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Figure 4-3: Cumulative background distribution of § (black solid line). The shaded
area is the error region as computed from v/N. Only the tail of the distribu-
tion (500 data points to the right of the vertical dotted line) was used for fitting.
The fit (blue dashed line) is an exponential function: fyx(p) = Nexp(—p/p) =
2.38 x 107 exp(—p/0.33). The reduced x?* for the fit is 0.25; when we used instead 50
data points or 100 data points for the fitting, the reduced x? became 0.31 and 0.18
respectively. The fit was then used to compute the false alarm probability Ppa; sce
Section 4.1 for the details of the calculation. For Ppy = 1072, the transient detection
threshold is p* = 7.98 in this case.
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but we drop f for a simpler notation as we choose f to have units of 1 mJy. Because o,
depends on the primary beam, as presented in Equations 2.6 and 2.10, pixels closer
to the edge of the primary beam have different values of ¢, compared to the pixels
closer to the center of the primary beam. This implies that we have non-uniform flux
sensitivity across the image, where we are more sensitive to fainter transient sources
toward the center of the primary beam. This is illustrated in Figure 4-4, where we
also show an example detection threshold 60y, for a source finder.

To report a single number for the flux sensitivity, we computed A* separately for
each pixel, then we computed the median value of A*. Since the distribution of op
and hence A* is skewed, the median of A* is a better estimator of the flux sensitivity
than the mean. However, we stress that this value only provides an estimate of how
well the search might perform and should not be interpreted as a strict flux threshold
because a single value for the flux sensitivity is a convenience and cannot capture the
complexity of the data.

It is p* that matters in this technique. Since our technique uses p* and not flux
density as a metric to identify transient sources, it is capable of detecting sources
fainter than the median flux sensitivity at the same significance (reliability) but a
lower efficiency (completeness), making it potentially more powerful than the tech-
niques that apply a more stringent flux threshold. For our clean images and a 15-day
top-hat template, Pr4 = 1073 corresponds to p* = 7.98 and a median flux sensitivity
of 25.0mJy; note that if we had fitted 50 points instead of 500, 5* = 7.26 corresponds
to a median flux sensitivity of 22.7 mJy, which is not very different from 25.0 mJy.
By contrast, the source-subtracted dirty images have a median flux sensitivity of

52.4mJy or p* = 13.4 for the same Pry4.

4.2 'Transient Injection

Having chosen the threshold p* for transient detection, we characterize the accuracy
and efficiency (or completeness) at which we recover transient events. To do so, we

injected transients with known light curve parameters into the data and processed
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Figure 4-4: Flux sensitivity comparison between the matched filter transient detec-
tion technique (using a 15-day top-hat template) and a source detection technique
(e.g. [110]). Each black dot is A* = (p*/o,) = (7.98/0c,) of a pixel and each bluc cross
is 60, (an example source detection threshold) at a particular radius from the EORO
ficld center. The dash-dot line is the median flux sensitivity 25.0 mJy quoted in the
text for the matched filter technique. The matched filter technique achieves a better
sensitivity than a source-finding algorithm for the same sct of images. The sensitivity
decreases away from the phase center because of increased noise, but the significance
remains the same. The gap between 2° and 4° is because of the discontinuous play-
ground region sampling; sec the inset where black rectangles mark the playground
regions, each of which consists of several smaller 86 x 86-pixel patches. oy, is calcu-
lated independently for each patch, so the stripe-like features in A* correspond to the
different patches where noise properties are different.



these light curves through the Simetra pipeline. The pixels in which injection occurred
defined the “injection region,” which consisted of 10* randomly sampled pixels across
the image. The injected light curves might be different from the search template, but

the better matched they are, the better the transients are recovered.

For simplicity and as a proof-of-concept, we injected transients with the same
shape as our search template, i.c. top-hat with a duration of 15 days, and varied the
flux densities (amplitudes) from 10mJy to 100 mJy in increments of 10 mJy. Because
of observational gaps in the data, we chose a start time for the injected transients
such that the start and end times of the transients were present in the available data,
though there could be gaps in the middle. Depending on how one schedules obser-
vations, there could be situations where a 2-week transient appears indistinguishable
from, say, a 1-week transient because of missing data, but this type of transient will
be identified as a 1-week transient regardless of the transient search technique. This
impacts the estimation of “true” transient occurrence rates but not the performance
of our pipeline.

As mentioned in Section 4.1, the pipeline searched over all possible start times for
the best match and estimated the amplitude of the transient. Then we identified pixels
with p > p* as pixels that contained 15-day-long transients. Figure 4-5 illustrates the
identification of one such injected transient and the power of this technique. Figure 4-6
compares the recovered start times and amplitudes to the injected values for these
pixels, demonstrating that the pipeline is recovering injected transients accurately.
Figure 4-7 shows the efficiency at which the injected transients are recovered, and the

flux sensitivity is consistent with our expectation.

Rceal transient light curves will differ from the top-hat shape and from ecach other.
For example, radio supernova light curves are qualitatively different from extreme
scattering events [51]. Our technique does not require an exact match between the
search template and the observed light curve to detect a transient. Figure 4-8 shows
the results when there is a mismatch, where the scarch template is 15 days and the
injected light curve ranges from 1-15 days depending on the start time. Compared

to a perfect match, a transient detected from a mismatch will be less significant, less
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Figure 4-6: Distribution of recovered light curve parameters compared to their in-
jected values for a top-hat template with a width of 15 days: flux density (left) and
start time (right) for events with p > p* = 7.98. The injected values are the shaded
histograms. The recovered flux densitics are distributed about the injected values.
There are a few events with recovered start times that are ~ 2 days after the injected
start time, which is the second night of observation (there are no observations be-
tween those two start times). The recovered values are in good agreement with the
injected values.
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be identified with the same significance but at a lower efficiency.
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The injected values are the shaded histograms. The recovered flux densities are dis-
tributed about the injected values but with more spread compared to Figure 4-6.
Start times are recovered relatively accurately.

accurate, and with less efficiency, and the amount by which it differs from a perfect
match will depend on the nature of the mismatch. One could, however, rerun the
analysis with more refined templates on the pixels with transient detections in order

to characterize the transient properties more accurately.

Nonetheless, our technique treats all templates equally. There is nothing special
about the top-hat template we have chosen for this analysis except that it is the
simplest to implement. One could repeat the analysis with supernova light curves,
for example, which will identify and constrain supcrnova-like transient cvents but
not transients that are very unlike supernovac. To expand the scarch, one simply
includes other types of templates. The sensitivity to different types of transients will
be different even for the same dataset, but this is due to the nature of the data, not
the technique, e.g. certain systematic errors might affect one timescale more than

another.
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4.3 Computation Time

The pipeline is highly parallelizable and not limited by computation as the matched
filter calculation for each pixel is independent. 1/0, i.e. converting the image FITS
files into light curves stored as numpy npz files, is the bottleneck, but it only needs to
be done once. Afterwards, the maximization over different start times is the slqwest
step and scales with the number of time samples. For O(10%) time samples, the
computation time per 86 x 86 pixels, which was the smallest image unit we processed,
for the entire pipeline was O(min). We ran this process on 1 CPU core with 3 GB of
allocated RAM on a computing cluster that comprised 14 computers with 99 GB of
RAM and 24 CPU cores per machine, each core operating at a speed of 60 MFLOPS.
Running the pipeline for the full search of this thesis, for example, can be completed

in < 1 week with 36 CPU cores.
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Chapter 5

Limits on Slow Radio Transients at

182 M Hz

After demonstrating that the matched filter technique worked as expected, we ran
three separate blind searches on the MWA data. Each search used a different set of

light curve templates and thus was sensitive to transients on a different timescale.

5.1 Defining the Searches

The timescales spanned by the data ranged from 2 min to 3 months, but we did not
have uniform sensitivity over all possible timescales. Some timescales could not be
probed because of gaps in the observations, while other particular timescales suffered
from systematic effects, such as those due to the periodic change in the primary beam
pointing.

In order to determine which searches to run and which templates to use, we did
a test run on the playground region to compare the expected transient thresholds
for various timescales. Figure 5-1 shows the expected thresholds from the test run;
we sampled roughly logarithmically between 2 min and 3 months but also sampled
every ~ 5min between 15 and 50 min. There is a drastic increase in threshold around
the 30-min timescale, which corresponds to the time between consecutive changes in

the primary beam pointing. Hence we excluded that timescale from our search and
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Table 5.1: Summary of our scarches and their respective injection runs. p* is the
threshold with Pr4q = 1073, For the injection parameters, we sampled uniformly in
durations and peak fluxes as well as start times (not listed) that spanned the entire
3 months of observation. For the FRED profile, 7 is the characteristic rise time, and
To is the characteristic decay time. See Section 5.4 for a discussion on the revised
values for p*.

Search Template Duration p* [revised|
1: minute top-hat  4m 7.7 [7.6]
2: hour top-hat  1.5h 9.7 [7.9]
3: day-to-month top-hat 2d, 4d, 7d, 9d 9.1 [8.0]

114d, 15d, 174, 28d
30d, 32d, 364, 38d
51d, 53d, 57d, 774, 88d

Injection Template Duration Peak Flux
1: minute top-hat 2-12m < 1300 mJy
2: hour top-hat 1-2h < 450mJy
3: day-to-month top-hat 1-90d < 150mJy

FRED 7 =1-2d, 7, =30-40d < 160mJy

defined the following three searches: minute, hour, and day-to-months. Despite the
variation in p* values for the day-to-month templates, the median flux sensitivities
were about the same, so we grouped them together. The specific templates we used
for the scarches are listed in Table 5.1. Because of the primary beam systematics,
we avoided templates with durations between 15-60min. The 4-min template is
capable of recovering transients with durations < 15min as the difference between
p computed from the 4-min template and p computed from the perfectly matched
template is < 10%. As each night consisted of ~ 2hours of observation, we chose
the 1.5-hour template that is halfway between 1 and 2hours for the second search.
Finally, for the last search, we considered all possible durations sampled by the data,

excluding the gaps, and separatced by at least 1-day.

Each scarch consisted of three parts: (1) setting the threshold g* to identify
transient candidates, (2) characterizing the efficiency at which the transient events

are identified, and (3) identifying the transient candidates.
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Figure 5-1: Expected thresholds for transients on different timescales, characterized
by the matched filter statistic p*, which depends on the image noise, the light curve
template, and how the observations were taken. Smaller values of p* correspond to
better sensitivitics. The vertical blue dotted line marks the timescale for consceutive
changes in the primary beam pointing; as we have poor sensitivity on this timescale,
we excluded it from our search. The vertical grey region marks the approximate
timescales that correspond to the gaps between observations where we have no data.
Based on this plot, we divided our transicnt search into three separate ones: min,
hour, and day-to-months.



5.2 Setting the Threshold

The threshold * was set by running the pipeline on the playground region. This
region was ~ 10% of the image, which we assumed contained no transients. First we
divided the inner ~ 13° of the image, or 3096 x 3096 pixels, into 86 x 86-pixel squares
as the pipeline, at any given time, ran on one CPU core allocated 3 GB of RAM and
would encounter memory issues if it processed more than ~ 100 x 100 pixels each
with 1251 flux density measurements. Because of primary beam systematics, we only
searched for transients in the inner ~ 10°, or 2096 x 2096 pixels, of the image. Then
we chose the playground region to be nine 172 x 172-pixel patches divided into rows
of three across the image. This choice sampled uniformly across the image to capture

any spatial noise variation.

We further divided the playground region into two parts, A and B, by choosing
alternating 86 x 86-pixel squares. Playground A was used to characterize the back-
ground distribution of g and to set the threshold g* by extrapolating the tail of the
- distribution to our choice of false alarm probability Prs (the reliability of detected
candidates), while playground B was used to verify that extrapolation and the trials
factor normalization. The extrapolation was done by fitting an exponential function
to the tail of the cumulative distribution of p as described in Section 4.1. For all
three of our scarches, we chose Prs = 1072 to determine j*, which meant that the
probability of detecting a false positive in each scarch (experiment) is < 1073, If the
distribution is Gaussian, which it is not, this probability corresponds to a significance
of 3.3-0. Figure 5-2 shows the extrapolation and verification for the three searches.
While the normalization is set to the number of synthesized beams (independent pix-
els) in playground B for the verification process, the threshold was determined after
normalizing the background distribution to the number of synthesized beams in the

search region. The values of g* for the three searches are listed in Table 5.1.

76



1 03

(a) Search 1: Mindtg - . , .
: — playground A

« « playground B
-= it 3

al

il

N(> p)
3

(b) Sea}ch 2: Fre

N(= p)
2

(C) Seafch ™

N(z p)
2

=1}
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5.3 Characterizing the Efficiency

The efficiency (completeness) of each search characterizes the fraction of real tran-
sients successfully recovered and plays a role in the upper limit calculation of transient
surface density. We determined the efficiency by running the same search on the in-
jection region. This region consisted of 10* random pixels, and we injected transient

light curves with known parameters into these pixels.

For all three searches, we injected transients with the top-hat profile, sampling
uniformly in transient duration, start time, and flux density (amplitude). For the
day-to-month search, we also injected transients with the fast-rise-exponential-decay
(FRED) profile to mimic what real transients might look like, e.g. radio flares from
X-ray binaries [51}], sampling uniformly in characteristic rise and decay times, start

time, as well as peak flux. All injection parameters are listed in Table 5.1.

After running the search on the injection region, we applied a cut on p, choosing
only the events with p > p*. These were the recovered transient events. By computing
the ratio of the number of rccovered events to the total number of injected events,
we determined the efficiency as a function of flux density for each search, as shown
in Figure 5-3. Since sensitivity improves with lower image noisc or longer integration
time, the day-to-month search is able to recover fainter transient sources at a higher

efficiency than the minute or hour search.

Since we also knew the true injection parameters, we checked the accuracy at
which the pipeline recovered these parameters, as shown in Figures 5-4 and 5-5. The
’ pipeline is able to recover injected parameters fairly accurately (< 10-30% 1-o errors),
cven when the search is run with top-hat templates on injected transients with the
FRED profile. This demonstrates that we are capable of detecting real transients in

the data, if they are present, despite using simple top-hat templates for the search.
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Figure 5-3: Efficiency (completeness) of recovered transients for the three searches.
The efficiency increases at lower flux densities as the searched duration increases
because longer durations imply longer integration times and lower image noise. Panel
(d) shows the efficiency for when the transients were injected with the FRED profile,
which is qualitatively different from the top-hat templates used in the search. It is
not drastically different from the efficiency for when the transients were injected with
the top-hat profile as in panel (c), demonstrating that the top-hat template is capable
of recovering transients that are not top-hat in shape.
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Figure 5-4: Recovery of transient parameters. The pipeline is able to recover injected
transient parameters fairly accurately; see also Figure 5-5. There is a slightly bigger
spread in the recovered durations, but that is because the scarch used a limited set of
durations compared to the uniform sampling of injected durations. The flux densities
recovered for the FRED profile injections are systematically lower than the injected
peak fluxes, and that is a result of the qualitative difference between the injected and
the scarched light curve profiles; the FRED profile is sharper than the top-hat profile
so the recovered flux density is smeared out. Although we only show this for the
day-to-month search, the pipeline performs similarly for the other two searches.
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Figure 5-5: Accuracy of recovered transient parameters, corresponding to the panels
in Figure 5-4. The accuracy of each light curve parameter p is quantified by its
fractional error: (Pinj — Prec)/Pinj €xcept for the start time, which is characterized by
the start time difference relative to the injected duration: (£o,inj — to rec)/ (tdur,inj)- The
means of the distributions are (a) —1.9%, (b) 10.2%, (c) 3.3%, (d) 26.3%; and the
standard deviations are (a) 7.8%, (b) 35.5%, (c) 11.6%, (d) 14.3%.
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5.4 Identifying the Candidates

Finally, we ran the pipeline on the scarch region, which contained ~ 3 x 10% image
pixels or ~ 2 x 105 synthesized beams, where one synthesized beam contains ~ 16
image pixels. We applied the cut p > p* on individual pixels to identify transient
candidates. If multiple pixels passed the cut, we grouped the adjacent ones together
and considered them as one candidate because the image is oversampled. Since we
computed p for every pixel, we can produce a “transient” sky map, as shown in
Figure 5-6, where cach pixel contains the corresponding p instead of flux density.
This map visualizes the variability on a particular timescale across the image, and a

transient candidate would stand out as a source.

When we first ran the search, we found 4 candidates: 3 for the hour search and 1
for the day-to-month search. However, upon closer inspection, they appeared to be
sidelobe artifacts because they were located near two bright sources (within ~ 510/
of a 6Jy source and a 11 Jy source). The p distribution for the search region also
deviated from the background expectation as shown in the top panels of Figures 5-8,
5-9, and 5-10. This led us to examine the source flux density distributions of the
search region and the playground region, which we had used to tune and verify the
fit parameters for the tail of the background distribution. As shown in Figurc 5-7,
the playground region did not contain any of the brightest sources in the field. This
suggests that sampling uniformly across the field to select the playground region as we
had done is not sufficient. Perhaps a better strategy is to define the region according
to the source locations such that the source flux density distributions in both regions
are similar, e.g. draw randomly from the locations of the bright sources and define

boxed regions around them.

Instead of changing the playground region, however, we considered another ap-
proach to make our search more robust. In our initial scarch, we used the same source
mask for all of the sources regardless of the Abrightness. However, brighter sources have
larger sidelobes. One can consider the source mask as an “auxillary channel” for the

search, where events that occur within a certain arca of a (bright) source are vetoed.

82



Declination

-30.000
-32.000 g

-34.000

8.000 4.000 0.000 356.000 352.000

Right ascension

1.5 2 2.5 3 3.5 a 4.5

Figure 5-6: Example map of the transient sky, where the value of cach pixel is p
instead of flux density. This is for the minute scarch, so it shows the variability
across the image on the minute timescale. The largest nine black patches make up
the playground region and are not part of the map. The other smaller black squares
arc masked pixcls, regions excluded from the scarch because they surround radio
sources with flux densitics > 100 mJy or have RMS > 15mJy/beam.
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Figure 5-7: Source flux density distributions for the secarch and the playground re-
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Figure 5-8: Cumulative distribution of p for the minute scarch. This is similar to
Figure 5-2, but instead of comparing two playground regions, we compare the scarch
and the playground regions. The tail to the right of the vertical dotted line was used
for the fit. Panel (a) shows the distribution when the source masks are the same
size, while panel (b) shows the distribution when the source masks are proportional
to the source brightness. The scarch is consistent with the background expectation
and returned no transient candidates; the loudest event has p = 6.1 in (b). See text
for more discussion.
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Figure 5-9: Cumulative distribution of p for the hour search, similar to Figure 5-8.
Panel (a) shows the distribution when the source masks are the same size, while
pancl (b) shows the distribution when the source masks are proportional to the source
brightness. In panel (b), the search is consistent with the background expectation
and returned no transient candidates; the loudest event has p = 6.6. Sce text for
more discussion.
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Figure 5-10: Cumulative distribution of  for the hour scarch, similar to Figure 5-8.
Panel (a) shows the distribution when the source masks are the same size, while
panel (b) shows the distribution when the source masks are proportional to the source
brightness. In panel (b), the scarch is consistent with the background expectation
and returned no transient candidates; the loudest event has p = 7.0. Sce text for
more discussion.
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Table 5.2: Summary of the loudest cvents.
Search p RA Dec Amp Duration Start Time

(deg) (deg) (mJy) (MJD)
min 6.1 355.16 -18.34 220.8 4m 56539.72
hour 6.6 353.60 -32.41 58.3 1.5h 56614.52
month 7.0 351.64 -25.86 18.7 30d 56537.67

To define the veto area and refine the background characterization, we performed an
empirical fit to determine the size of the source mask as a function of source flux
density. We picked 6 sources with flux densities above 5Jy, measured their sidelobe
contamination areas in the unmasked transient sky map for the hour search, and
fitted a straight line through the two points with the steepest slope to obtain the
most conservative relationship between the size of the source mask and the source
flux density:

Angi = 6.6 x S+ 0.5 (5.1)

where Anpiy is the number of pixels to mask on each side of the source and S is the
value of the source flux density. The fit is illustrated in Figure 5-11. If the fit returned
Anygi < 10, however, we set Ang;x = 10 to give the 20 x 20-pixel mask region we had
used before. This is a conservative value to account for the size of the synthesized
beam. We also manually flagged 31 double sources that were misidentified as single

sources by AEGEAN.

We reran the searches with the new source masks. We obtained a revised thresh-
old from the playground region for each of the three searches as listed in Table 5.1,
and computed new efficiency curves, which are the oncs illustrated in Figure 5-3. The
revised thresholds are lower, corresponding to more sensitive searches. We found no
candidates. The properties of the loudest events are listed in Table 5.2. The p distri-
butions from the search region now agree very well with the background expectation

as shown in the bottom panels of Figures 5-8, 5-9, and 5-10.

Finally, we mention that another possible way to determine the background dis-
tribution is to shuffle the images in time and then use the entire image instead of

defining a playground region. This avoids the need to extrapolate the tail of the p
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Figure 5-11: An empirical line fit through the two points with the steepest slope (the
third that lies on the line is coincidental) to determine the most conservative size of
the masked region according to source brightness. See Equation 5.1 for the values of

the linear fit.
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distribution, but we caution that random shuffling could break any temporal correla-
tions in the systematic errors and change the noise distribution. We did not do this in
our analysis. Future work is necessary to determine the timescale on which to shuffle

the images that would preserve the true noise distribution.

5.5 Limits

As we did not detect any transient candidates, we placed an upper limit on the
transient surface density. We based our upper limit calculation on the “loudest event
statistic” as derived by [111, 112], which meant that we used the largest observed
instead of the scarch threshold p* to determine our search efficiency. This formalism
does not rely on the threshold or the extrapolation described in Section 4.1, making it
more robust and stringent, and is very similar to the two-epoch equivalent snapshot
rate introduced by [57], but in addition it takes into account the search efficiency.
The probability that we detect no events above p, assuming that the astrophysical

transient events are described by a Poisson distribution, is
P(p) = e~HP (5.2)

where p = YN, is the Poisson mean, ¥ is the transient surface density, €2 is the area
of cach searched image, N, is the number of epochs or independent time samples, €(p)
is the search efficiency as a function of flux density evaluated at p. The upper limit
on ¥ at a particular confidence level p is then determined by P(5,,) =1 —p or

In(1 —p)

i - —QNGG(f)’"'L) (5'3)

where p,,, = max(p) is the loudest event statistic.

We computed the upper limit at 95% confidence level separately for each of our
three searches as they probed different timescales that corresponded to different astro-
physical sources or processes. We determined 2 by multiplying the number of pixels

scarched and the area of each pixel, which gave us Q = 186deg?. We determined
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N, by dividing the whole observation period, i.e. the time between the first and the
last snapshot, by the transient duration, or the timescale of the search; if there were
gaps in the observation that were as long as the transient duration, we subtracted
the number of gaps from N,. For our three searches, we have 625, 28, and 3 epochs

respectively.

Figure 5-12 shows our results and compares them to the published results on
the transient surface density between 150 and 330 MHz. Our technique allows us to
explore a larger phase space more efficiently. Despite using images each with a 2-
min integration time, we achicved sensitivities equivalent to longer integration times
for the longer duration transient searches. Although our results do not set more
stringent limits at the same flux densities compared to [110], also an MWA result, their
analysis covered a bigger sky area (452 deg?) and a longer observation period (~ 80 hr
integration time spanning 1yr). If we naively scaled 2 and N, to match theirs, our
limits would be comparable or better, but the increased trials factor and the gaps
in the data might affect p and the limits in a non-linear manner. Nonetheless, the
limits on these timescales will improve simply by adding more data, pushing toward
lower and lower transient surface densities at the same flux sensitivitics. Pushing
toward fainter flux densities would require better calibration techniques or primary
beam modeling to decrease the image noise. Even with our current data, we report
improved limits at flux densitieskbetween ~ 20-200mJy for hour- and month-long

transients.

Our limits are also consistent with the reported detections of radio transients. The
transient reported by [109] was much fainter than the sensitivity we could achieve with
our data even though it occurred on a timescale that we probed (~ day); if we assume
a typical spectral index of —0.7, the source they detected at 2.1 mJy at 325 MHz
would be 3.2mJy at 182 MHz, which is an order of magnitude fainter than our best
flux sensitivity at ~ 20mJy. While our limit for the day-to-month search appears to
overlap with the transient detection reported by [113], our results are still consistent
with a non-detection. Their transient lasted about ~ 6 months, which is longer than

the total observation time of our data. Furthermore, their transient was detected
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near the Galactic Center, where it is plausible that the transient population and
hence transient rate might be different from the extragalactic transient population,
which we observed. If the transient population is similar, however, with more data,

we should also begin to detect such transients.
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Chapter 6

Properties of Late-Time Radio
Afterglows from Compact Binary

Coalescence

This chapter is adapted from the preprint titled Detectability of Late-Time Radio
Afterglows from Compact Binary Coalescence [116].

6.1 Introduction

As mentioned in Chapter 1, joint electromagnetic (EM) and gravitational wave (GW)
observations of compact binary coalescence (CBC), e¢.g. binary neutron stars (BNS),
are complementary and necessary. Howecver, the large errors, ranging from 100-
1000 deg? [78, 79}, in the sky localization of the GW events during the early days of
GW detector operation present a challenge for EM follow-up as most telescopes of
much smaller fields of view in comparison.

Many new widefield radio instruments are currently operating or will soon begin
operating: the Long Wavelength Array! Station 1 (LWA1, [117]), the Low-Frequency
Array? (LOFAR, [50]), the Murchison Widefield Array® (MWA, [45, 46]), the Cana-

Lhttp://lwa.phys.unm.edu/
2http://www.lofar.org/
3http:/ /mwatelescope.org/
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dian Hydrogen Intensity Mapping Experiment* (CHIME, [118]), and the Australian
Square Kilometer Array Pathfinder® (ASKAP, [119, 48]). More instruments are
planned for the future, such as the Hydrogen Epoch of Reionization Array® (HERA)
and the Square Kilometer Array” (SKA). The wide fields of view of these instruments

(30-600 deg?) make them promising for EM follow-up of GW events.

Most of these instruments operate at low frequencies (< 500 MHz), where the ex-
pected EM counterpart of a GW event is a short gamma-ray burst (SGRB) afterglow.
Radio emission from afterglows usually peak on timescales of weeks to months, if not
longer, and are expected to be faint [32, 33, 85]. Although there has been no detec-
tion of SGRB afterglows at iow frequencies so far, this work will show that, within a
plausible range of afterglow model parameters, there is a spread in the distributions
of peak fluxes and durations of these afterglows, suggesting that a subset of afterglows
could be detectable by the widefield radio instruments. However, these results are

sensitive to many model parameters that are still uncertain.

Distinguishing faint SGRB afterglows from other slow transients such as radio
supernovac could be an additional challenge. However, the radio transient sky at
low frequencies is not well-understood. Many radio transients are expected to exist
[9], but few have been detected so far [56]. While previous transient surveys at low
frequencies were limited by sensitivity [120, 108, 114, 115, 110] or field of view [109],
future surveys with the widefield radio instruments will be able to characterize the
rate of background transients for EM follow-up. If SGRBs are indeed associated with
CBC, these instruments can also search for on-axis and off-axis afterglows to constrain

the CBC rate, which is uncertain by three orders of magnitude [121].

Previous radio searches for orphan afterglows have yielded null results [122, 28]
but at relatively limited sensitivity (6 mJy). As this work shows, if the widefield ra-
dio instruments achieve their theoretical thermal sensitivities, they will be suitable

for transient surveys and follow-up observations. This work is complementary to

4http://chime.phas.ubc.ca/
Shttp://www.atnf.csiro.au/projects/askap/
Shttp://reionization.org/
"http://www.skatelescope.org/
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the studies of radio emission from subrelativistic outflows of CBC [73] and the de-
tectability of radio afterglows from long GRBS at high frequencies [123, 124] and high
redshifts [125]. We explore the properties of simulated SGRB afterglow light curves
at radio frequencies for a range of source and observer parameters in Section 6.2,
and characterize the detectability of these events for ideal radio instruments in Sec-
tion 6.3. Then we estimate the rates of detection for these instruments and different
survey methods in Section 6.4. We compare our results to recent work by others
in Section 6.5. While the radio observations of GRB 130427A show that there is
bright (~ mJy) radio emission due to the reverse shock at carly times [126], this emis-
sion component is not included in our work, which only considers late-time (> 1d)

afterglow emission from the forward shock, but it will be subject to future studies.

6.2 Light Curve Properties

The afterglow emission of a SGRB is synchrotron radiation produced when the rel-
ativistic ejecta creates a shock in the surrounding medium (see [127, 128] for recent
reviews). The shape of the light curve depends on the properties of the burst, the
microphysics of synchrotron radiation, and the parameters specifying an observer
[129, 130]. Observationally, SGRBs have isotropic energies 10% < Ei, < 105 ergs
(see [127, 77] and references therein). Their jet opening angles are difficult to measure
and thus have large uncertainties, but a few jet break measurements suggest ;e ~ 10°
[131, 81, 132, 82]. Their circumburst environments generally have low inferred den-
sities 107° < n < 1em™ [81, 133, 134, 132, 82|, consistent with the expectations
for BNS mergers [135]. The results from these observations motivate the parameter
space that we explore in this work.

A group has developed a numerical tool BOXFIT [86] that generates afterglow light
curves quickly for arbitrary burst and observer parameters, and it has allowed us to
improve on the previous estimates of SGRB afterglow properties derived from the
analytical approximations [32, 33]. BOXFIT calculates the fluid state of the shock by

interpolating the results of two-dimensional relativistic hydrodynamics jet simulations
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Table 6.1: Parameters used to generate afterglow lightcurves.

Observer Parameters Burst Parameters® Microphysics®
Vobs = 60, 150,600,1430 MHz 6y = 11.5° (0.21ad) En=1.0

Oobs = 0°-90° Ejer = 10%8,10% ergs p=25

tobs = 0.1-10%d Eiso =5 x 10,5 x 10 ergs €, = 0.1

dret = 10* cm (2 = 0) n=10"2,10"%1.0cm™3 eg =0.1

“Jet energy Ejes is related to isotropic energy Fjy, through Eiy, = 2Eje; /Ofet for Ojer < 1.

b¢n is the fraction of accelerated electrons. p is the power-law slope of the electron
energy distribution. €. is the fraction of internal energy in the electrons. eg is the fraction
of internal energy in the magnetic field.

after applying the analytical Blandford-McKee solutions [136] to the ultra-relativistic
phase of the shock expansion. Then it calculates the light curve by solving the linear
radiative transfer equations for synchrotron radiation.

Using this tool, we generated light curves of SGRB afterglows to study their
properties and detectability at radio frequencies. We specified BOXFIT to use the
Blandford-McKee solutions for 200 > v > 25 where v is the Lorentz factor of the
fluid directly behind the shock front. We also fixed the parameters describing the
microphysics of synchrotron radiation to their characteristic values, e.g. [137, 73]. All
simulation paramecters are listed in Table 6.1 and arc consistent with observations. We
explored a range of energies Ej, and circumburst densities n corresponding to known
constraints and expectations. For each combination of Fi, and n, we generated light
curves at 4 observer frequencies vqps sampling the range covered by widefield radio
instruments and at 11 observer angles 6, spaced linearly between 0° (on-axis) and
90° (off-axis). Each light curve consisted of 350 time samples spaced logarithmically
between 0.1 and 109d, capturing the evolution of the afterglow from early to late
times. The bursts were located at dret = 10*” cm (324 Mpc), a distance comparable
to the average aLIGO BNS range at design scnsitivity [78] but was otherwise an
arbitrary choice. The light curves were generated in the source frame.

~ To capture the propertics of an ensemble of afterglow light curves, we gencrated
a sample of bursts that is uniformly distributed in energy (5 x 10%° < Ei, < 5 x
10% ergs), jet orientation (—1 < cosfops < 1), and comoving volume (z < 1). The

choice of z = 1 provides a flux-limited sample (~ uJy) for the radio instruments.
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While some of these bursts might not be detectable by the GW detectors, they might

be detectable by radio instruments in a blind survey and will be of interest.

Instead of rerunning BOXFIT with new parameters, we used the analytical energy-
flux scaling relation derived by [138] to determine the peak fluxes of the light curves
over a continuous range of energies: Ef,, = kEis and f) ., = Kfpeax Where £ is a scal-
ing parameter for a fixed density, distance, and observer angle. Then we scaled these
fluxes according to their luminosity distances [139]: fpeak(dr) = (14 2) fpeax(dret/ dy)2.
We also scaled the durations of these light curves according to ty,, = kY3t 40 [138],

where we defined t4,, to be the time during which flux > 0.5 fpeax-

As cvident from the distributions of fpeax and tqy shown in Figure 6-1, most bursts
are faint (< pJy) and long-lasting (2 yr), confirming the results of previous studies.
However, there is a spread, implying that there might be bursts detectable with the
current widefield radio instruments. The spread is dependent on the model parame-
ters, which are fairly uncertain. This is also evident in the cumulative distributions

of fpeax for the same sample shown in Figure 6-2.

Figure 6-1 also shows that the bursts become brighter and longer-lasting when
their energies increase, and they become fainter and longer-lasting when they are
more off-axis. This is consistent with the results from [85], who considered only
the lowest energy bursts. The trend along observer angle is absent for n = 1em™
because emission is isotropic by the time the system becomes optically thin. The
two outlier points (red squares) just happen to be nearby samples. These properties
suggest that detectable bursts will be more on-axis, have higher energies, and occur
in higher density environments. Observing these bursts will take ~ 1yr, which can

be undertaken by a realistic survey.

A theoretical study of late-time afterglow light curves by [140] argues that these
afterglows could be a factor of a few brighter than previously expected if the bulk
of the shock-accelerated clectrons arc non-reclativistic, which could improve the de-

tectability of these events, but this effect is not included in our work.
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Figure 6-1: Distributions of fpeax and tq,, for the simulated afterglow light curves in
a volume-limited sample at 150 MHz and for different values of n. All relevant plots
in this work arc normalized to the realistic CBC rate of 1 Mpe # Myr~! for 27 sky
arca and will not be mentioned separately. The sample is uniformly distributed in
Iy, jet orientation, and volume. The distinct clusters in the scatter plot are caused
by binning in . The vertical edges are caused by the energy cutoffs at 5 x 10 and
5 x 10°  ergs. The diagonal edges are caused by the distance cutoff, which is chosen
to be z = 1 in order to give a Hux-limited sample (~ pJv). The dashed line in the
histogram panels on the right is a reference line with slope —3/2 for N oc f82,
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Figure 6-2: Cumulative distributions of fpeax for the simulated afterglow light curves
at 150 MHz. The sample is the same as that of Figure 6-1 but plotted for fpeax > 1 pJy.
This shows the population of afterglows that could be detected as sources given a
particular instrument flux sensitivity at 150 MHz.

101



Table 6.2: System parameters for present and future widefield radio instruments. vg is
the observer frequency at which we generated the afterglow light curves. o4y is the thermal
sensitivity after 1 hour of integration, calculated from the published values according to
Equation 6.1. Qpgv is the instantancous field of view. LWA1 and LOFAR can form mul-
tiple beams simultaneously, increasing their sky coverage by decreasing their bandwidth
[117, 50]; we chose the larger Qpoy for them. CHIME and HERA are drift-scan telescopes
unlike the other instruments, so we calculated the average oy, of a 1-day drift-scan image
(see Appendix C) and listed the effective field of view for this image.

Instrument Frequency Range Bandwidth g O1h Qrov
(MHz) (MHz)  (MHz) (mJy)  (deg?)
LWA1 10-88 16 60 16.8 4 x 61
LOFAR Low 10-80 3.66 60 17.5 48 x 74.99
LOFAR High 110-240 3.66 150 0.877 48 x 11.35
MWA 80-300 30.72 150 0.913 610
CHIME Pathfinder 400-800 400 600 0.240 20626
CHIME 400-800 400 600 0.036 20626
ASKAP 700-1800 300 1430  0.029 30
HERA 50-225 100 150 0.017 2712
SKA1 Low 50-350 250 150 0.002 27

6.3 Ideal Detection Metric

The detectability of radio afterglows depends not only on the intrinsic properties of
SGRBs, as shown in Section 6.2, but also on the sensitivity of the radio instrument:
The simplest characterization of the sensitivity of a radio interferometer is the thermal

noisc i, of an image, or point source sensitivity:

25 Thye ) 1
= 6.1
7 ( Aeff N, ant€c N, polB tint ( )

where kg is the Boltzmann constant, T, is the system temperature, Aeg is the
effective arca of cach antenna, N, is the number of antennas, €. is the correlator
efficiency, Npqi is the number of polarizations, B is the instantaneous bandwidth, and
tine 1S the image integration time. While the radio instruments selected for this work
have good thermal sensitivitics as listed in Table 6.2, many of them are affected by
the classical confusion noise arising from the background of unresolved sources [53].
As afterglows are generally fainter than the classical confusion noise of many

widefield radio instruments, we applied the matched filter technique developed in
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Chapter 2 to derive a simple metric that characterizes the detectability of afterglows.
This technique is apt for afterglow searches because there are model light curve tem-
plates, which depend on the flux or amplitude A, the start time ¢, the jet energy Eje,
the jet orientation 6,5, and the circumburst density n. A real search would need to
prepare a bank of templates f(to, Fjet, fobs, 1) that samples this parameter space, and
then evaluate the matched filter statistic p(z, to, Ejet, Oobs, ) for every template. The
highest value of p(z) = max p(x, to, Ejet, fovs, n) constitutes the detection statistic.

For the purpose of establishing a criteria for afterglow detectability, however, it
is sufficient to consider a simplified version of the matched filter analysis that never-
theless captures the key aspects of radio transient detection. The main simplification
comes from the characterization of the afterglow light curves only by their peak flux
fpeax and duration tg,,. The corresponding template f(t) is the top-hat profile with
fi = fret when the transient is on and zero otherwise. The template reference flux
fref 18 fpeak Of the source at a reference distance ds.

Out of convenience, we chose the length of a survey epoch to be equal to tqy,
so that the transient is on in only one epoch. Each epoch might contain more

than one snapshot image with noise o;,, so the relevant noise for each epoch is

Oe = Oim/+/(number of snapshots in each epoch). If the number of epochs is N, the
average flux for the template is (f) = fref/Ne when we neglect the effects of the

primary beam. The variance of p in the absence or presence of a signal becomes

w0 =01 = T— T =) = 2t [ (62)

while the mean of p in the presence of a signal becomes

2
fref) Ne -1 (63)

HIZA(f_<f>’f_(f)):A<ae Ne

To achieve a high cfficiency (> 97%) in the signal detection at 50 false alarm proba-

bility, we imposed the following condition: p; > 70q, which is satisfied when

Ne
Ne—1

fpea.k > f* = Afref =17 Oe (64)
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For surveys that last much longer than tgy,, No — oo and the flux threshold ap-
proaches what would be achievable in the absence of the classical confusion noise:
f* — 7o.. The afterglows tend to be long-lasting, so in practice the observations will
span at best a few transient durations. We chose N, = 2, allowing for the reference
epoch to be as long as the transient itself. In addition, we required an upper limit of
3yr on t4, independent of fie.. In the absence of archival radio data that can serve
as references, it seems impractical to detect afterglows significantly longer than that.

Combining the two thresholds, we defined the following detectability criteria:

Foeak > TV20, (6.5)
taur < 3yT (6.6)

This criteria is ideal, as it assumes that one is aple to achieve the thermal noise
sensitivity after the classical confusion noise is perfectly subtracted using the matched
filter technique. However, this can be difficult to achieve in a real search. Calibration
errors will limit the dynamic range of the images and, together with sidelobe confusion
noise, will decrease the sensitivity. Errors in the primary beam model, as we saw in
Chapters 4 and 5, will also limit the sensitivity. However, we can still use the ideal
criteria to learn what we might be able to achieve in the best case scenario, what
types of instruments are better for afterglow searches, and what kind of afterglow

properties these instruments are better at constraining.

6.4 Rate Estimation

Having defined a flux threshold and a duration threshold in Section 6.3 to characterize
the detectability of radio afterglows, we estimated the number of SGRB afterglows
that we expected an ideal instrument to detect given the intrinsic rate of these events
as well as the sensitivity, field of view, and survey strategy of the instrument.

The association between SGRBs and BNS coalescence is promising but far from

conclusive. Nonetheless, the intrinsic rate of SGRBs as derived from SGRB observa-
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tions is consistent with the rates of BNS coalescence as derived from binary pulsar
observations and population synthesis. Hence, we assumed that the rate of SGRBs

was equal to that of BNS coalescence and used the realistic value derived by [121].

Given the intrinsic rate of SGRB afterglows Rpns (number per volume, per year),
we calculated the rate of afterglow detections Rgex (number per year) expected for a
radio instrument by determining the volume that the instrument can observe. This
volume depends on the sensitivity or flux threshold f* of the instrument and the sky
area {1, coverced by the survey.

f* sets the maximum luminosity distance dy, to which the instrument can observe
a source with a fixed luminosity. We converted dy, to the horizon distance dy that we

defined to be the comoving distance corresponding to dy, at redshift 2’, both of which

are unknown and need to be computed:

_ dL(Z')
dH = 1+ 2 (67&)
a2 (< fre
where 11‘_{(_ z)’ = d%; ( f*f> (6.7b)

dres 18 the reference distance at which the afterglow light curves were generated, and
fref is the peak flux of the afterglow at df. The factor of (1 + 2’) in Equation 6.7b
is the k-correction term [139]. We assumed the Planck 2013 cosmology [141] in our
analysis.

By definition, the same instrument will have a range of dg corresponding to differ-
ent light curves with different fir. To calculate dyg for each instrument, we substituted
the corresponding f* into Equation 6.7 and numerically solved for 2’ (hence dy, and
dy) for the light curves we generated in Section 6.2. Figures 6-3 and 6-4 show ex-
ample horizon distances for the MWA,| where f* was calculated for a 1-year all-sky
survey (see Section 6.4.1). The shapes of the dy curves trace the variations of fr.s as
a function of 6., and Ei, while the normalization is set by f* of the instrument. In
other words, another instrument operating at the same frequency but with a different
sensitivity will have dy curves of approximately the same shape (up to cosmological

corrections) but a different amplitude.
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Figure 6-3: MWA horizon distances for afterglows with different Eig, but in the same
environment (n = 107 cm™?). v = 150 MHz and f* = 0.8 mJy. The vertical dotted
line marks the jet opening angle. Afterglows that are more energetic or more on-axis
are brighter and therefore detectable to larger distances. For comparison, the average
range of BNS coalescence for alLIGO at design sensitivity is 200 Mpe, as illustrated
by the horizontal dotted line |78].
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Figure 6-4: MWA horizon distances for afterglows in different environments but with
the same Ei, = 5 % 10°! ergs. veps = 150 MHz and f* = 0.8 mJy. The vertical dotted
line marks the jet opening angle. Afterglows become brighter as n increases until
synchrotron self-absorption becomes dominant. The dy curve forn =1 cm~ is almost
independent of 6., because emission is isotropic by the time the system becomes
optically thin. Contribution from the counter-jet makes the off-axis afterglows slightly

brighter than the on-axis ones for n = 1em™.
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Since dyg depends on 6,,s and Fi,, we integrated over O.,s and E;, when we

calculated Rges:

. RBNS / / d3( obs) 1so)
Rdet - [4 (Eg _ El :| i sur . o 3 onbs dElSO (68)

This equation assumes that the bursts are uniformly distributed in energy (5 x 10%° <
Eiss < 5 x 10% ergs) and jet orientation (—1 < cosfons < 1). It also treats each n
separately, where n = 10~° cm ™3 represents the intergalactic medium (outside the host
galaxy) and n = 1cm™ represents the interstellar medium (inside the host galaxy). If
SGRBs occur equally likely in the different environments, Ry, would be the average
of the separate values. To integrate over Ei,, we used the analytical energy-flux
scaling relation for fre¢ derived by [138] (see also Section 6.2) when we calculated dy.
If dy is independent of fops and Eis,, Equation 6.8 reduces to Raer = Rpns(Qsurdyy/3).

During the calculation of Rge, we imposed a cut on the afterglow duration accord-
ing to Equation 6.6. An afterglow that lasts longer than the survey or the availability
of archival data will not be identified as a transient event even if it is bright. Fig-
ure 6-5 shows the cumulative distribution of peak fluxes for afterglow light curves
with the constraint that ¢4, < 3yr. This particular choice of ¢4, manages to capture
the majority of the detectable population without requiring a survey to last an im-
practical length of time. At 150 MHz, most of these afterglows last ~ 1yr, as evident
from Figure 6-6, suggesting that a survey should cover a time range that is at least
as long. At higher frequencies, the durations are shorter (2 3 months).

We now present the results for Rge for three types of observations: blind surveys,

SGRB follow-up observations, and GW follow-up observations.

6.4.1 Blind Survey

There are two possible strategics for blind surveys: “narrow and deep” or “shallow
and wide,” where we require the total time allocated for the survey to last much
longer than the time needed to reach a good sensitivity. Equations 6.5 and 6.7 show

that dy < oe 172, Combining this relation with Rge, o< Qgurdy; from Equation 6.8 and
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Figure 6-5: Cumulative distributions of fieax for the simulated afterglow light curves
at 150 MHz. This is similar to Figure 6-2 but plotted for afterglows with tq,, < 3yr.

While certain afterglows could be bright enough to be detected as sources, they might
last longer than the survey and therefore not be identified as transients.
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Figure 6-6: Cumulative distributions of t4,, for the simulated afterglow light curves at
150 MHz. This is plotted for afterglows with ¢4, < 3years and fpeac > f* for MWA
(f* = 0.8 mJy; top) and SKA (f* = 0.008 mJy; bottom). As most of these afterglows
last ~ 1yr, a survey to detect these events should revisit the same arca of the sky on

a similar timescale. At higher frequencies, the durations are shorter (2 3 months).
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Oe X ti;:/ ? from Equation 6.1, we get the following dependence:

4

Rdet. X qurt?n/t . (69)
This shows that Rg4e increases faster with (2, than it does with ¢y, arguing in favor
of a “shallow and wide” approach. In other words, for a fixed survey length 74, > tin,
the survey should maximize its sky coverage over the time 7y, rather than performing

a deep integration on a small patch of sky if the goal of the survey is to increase Rget.

An all-sky survey covers the maximal area that any instrument can observe. The
amount of accessible sky varies with the location on Earth while the Galactic plane
obscures extragalactic observations. To account for this effect, we chose €2, = 27 for
every radio instrument that we considered in our analysis except for HERA. HERA is
a drift-scan telescope with limited sky coverage; for HERA, we used Qg = 2712.4 deg?
(see Appendix C). As each instrument has an instantaneous field of view Qrov < Qgur,
it needs IV, separate pointings, each with integration time t;,,, to cover the total survey
area Qsur = NpQrov. We considered a survey length of 74, = 1yr, assuming 100%
duty cycle. Thus o, (hence f*) is set by tint = Teur/2N,, where the factor of 2 comes
from our requirement that the survey is split into two epochs, one of which serves
as the reference epoch although both epochs will be used in the transient search.
Results for selected instruments are shown in Table 6.3. These results are computed
for Qg = 27 sky area and depend on f* (i.e. tyy), so one should use the dependence

in Equation 6.9 to obtain the rates for a different sky coverage or flux sensitivity.

This is an order of magnitude estimate and a comfmrison between ideal instru-
ment performances. Radio instruments at very low frequencies (< 80 MHz) will not
be sensitive to afterglows because of strong synchrotron self-absorption and modest
instrumental sensitivities. Instruments at higher frequencies, such as CHIME and
ASKAP, perform better in part because they have large fields of view and in part be-
cause the afterglow emission is brighter and shorter. Afterglows that occur in denser

mediums are more likely to be detectable.

Actual numbers will depend on the survey details and the achieved sensitivi-
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Table 6.3: Ideal rates of afterglow detection for blind surveys. These rates are
computed for ideal instrument performance and rounded to one significant digit.
We used the realistic rates of BNS coalescence, where the expected rate of detection
for aLIGO is ~ 40yr~! [121]. Only the afterglows with fpeax > f* and tq, < 3yT are
included (see Section 6.3), where f* is the ideal flux threshold for each instrument.
Vobs 15 the observer frequency at which we generated the afterglow light curves. The
sky coverage is 47 for LIGO and 2x for all radio instruments except HERA, for
which it is 2712.4 deg?. Instruments like CHIME and ASKAP are more suitable for
afterglow searches, while afterglows that occur in denser mediums are more likely

to_be detectable. See text for a discussion of the realistic MWA rates.

Instrument Vobs f* n=10"cm™> n=10"cm™> n=10cm™>
(MHz) (mJy) (outside host galaxy) (inside host galaxy)

LWA1 60 23.3 0.001 0.007 6x 1071 yr !
LOFAR Low 60 6.42 0.007 0.05 0.004 yr1
LOFAR High 150 0.81 0.2 3 3 yr~t
MWA 150 0.80 0.2 3 3 yr1
MWA (realistic) 150  4.78 0.01 0.2 0.2 yr!
CHIME Pathfinder 600  0.176 2 50 200 yr!
CHIME Full 600 0.026 30 650 3000 yr1
ASKAP 1430 0.114 3 80 800 yr}
HERA 150  0.012 9 100 200 yr
SKA1 Low 150 0.008 100 2000 2000 yr~!

ties. As we have worked closely with the MWA, we contrasted the idcal perfor-
mance of the MWA with a more realistic performance to illustrate how the rates
might change. In the ideal case, f* = 0.8mlJy for the MWA. This is determined
in the following manner, according to what we described earlier. We considered a
1-yr survey over 27 sky area. For an MWA field of view of ~ 600deg?, this gives
20000/600 ~ 33 pointings. We required each pointing to contain 2 epochs, where
each epoch will contain many snapshot images, so the total time integrated over each
pointing per epoch is (1yr)/(2x33) ~ 130 hr. Scaling 0.9 mJy from 1 hr of integration
to 130hr gives the epoch noise o, = 0.08mJy used to set f* = 7v20, = 0.8mlJy.
However, our analysis in Chapter 3 suggested that the measured MWA image noise
is closer to 30 mJy after 2m of integration rather than the theoretical expectation
of 10mJy in 30s [46]. Using the measured value to compute o, and f* in the same
manner, we obtain f* = 5mJy, which lowers the rates by about a factor of 10.
Nonetheless, this could improve in the future with better calibration techniques and
the planned upgrades for the MWA. We did not perform the same analysis with the

other instruments as uncertainties in the sidelobe confusion noise, the primary beam,
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and calibration are difficult to estimate theoretically, and some of these instruments
have yet to be built.

In summary, instruments such as LWA1, LOFAR, and MWA are less ideal for
afterglow detection compared to CHIME and ASKAP, which operate at higher fre-
quencies and have better sensitivities that give them the potential to constrain rate
predictions for CBC. CHIME, in particular, conducts an all-sky survey on a daily
basis by construction, unlike the other instruments that might have to divide their
duty cycle among different observing modes, making it an excellent instrument to

search for afterglow-like transients.

6.4.2 Gamma-Ray Burst Follow-up

SGRB follow-up observations will be sensitive only to the population of on-axis after-
glows. To calculate R4t for on-axis afterglows, we used the constraint 0 < Ogps < Bjet
instead of 0 < fos < 7/2 when we integrated Equation 6.8. 6je is 11.5° for our
simulated lightcurves (Table 6.1), consistent with the observed values of ;e although
the uncertainty is quite large (see [128] and references therein). A larger ;. implies
a larger fraction of on-axis afterglows.

Instead of estimating the number of SGRBs that the radio instruments can detect
given a SGRB trigger from a v-ray telescope, such as Swift or Fermi, we determined
the fraction of on-axis bursts present in the blind surveys as shown in Table 6.4. These
are bursts that, in principle, could have y-ray counterparts that might trigger a ~y-ray
telescope. While we accounted for the instantaneous fields of view of Swift and Fermi
[142], we did not consider other factors, sucﬂ as the systematic uncertainties of ~-
ray detectors and selection cffects, that could lower the fraction of bursts detectable
by «-ray telescopes. The fraction of on-axis afterglows increases with decreasing
circumburst density because as the synchrotron emission becomes weaker, the radio
instruments become less sensitive to off-axis afterglows and detect only the population
that is more on-axis.

As some afterglows detectable in a blind radio survey are on-axis and could have

~-ray counterparts, coincident detections at different wavelengths could increase the
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Table 6.4: Fraction of on-axis radio afterglows in a blind survey. These could have
~-ray counterparts that trigger a 7-ray telescope. We accounted for the fields of
view of Swift (1.4sr) and Fermi (9.5sr), which cover 0.867 of the entire sky without
overlapping regions [142], but not any systematics specific to y-ray detection.

Instrument 10°cm™ 103cm™ 1.0cm™3
LWA1 0.58 0.22 0.002
LOFAR Low 0.58 0.22 0.002
LOFAR High 0.60 0.37 0.01
MWA 0.60 0.37 0.01
CHIME Path 0.68 0.49 0.04
CHIME 0.66 0.46 0.04
ASKAP 0.72 0.55 0.08
HERA 0.57 0.32 0.01
SKA1 Low 0.57 0.31 0.01

significance of weak signals. While Swift detections are well-localized, Fermi detec-
tions often have large localization uncertainties (10-100deg?). Consequently, many
Fermi detections do not have follow-up observations at other wavclengths (cf. [143]).
Current widefield radio instruments could develop SGRB follow-up strategies with
Fermi in conjunction with GW follow-up strategies. In particular, instruments such
as CHIME and ASKAP might detect a non-zero number of afterglows in a SGRB
follow-up. While the measured redshifts of some SGRBs suggest a typical z ~ 0.5,
most SGRBs lack redshift measurements and therefore could be closer; non-detections
could constrain or confirm certain parameters of the bursts, e.g. opening angle, cir-
cumburst density, distance (lower limit). Even if no SGRB afterglows are detectable
by the widefield radio instruments, understanding the background rate of afterglow-
like transients in such a follow-up is valuable for the GW follow-up observations, for

which the cvents are close-by.

6.4.3 Gravitational Wave Follow-up

GW events lie within the horizon distance of the GW detector. If this distance is less
than dy of the radio instrument performing the follow-up observation, all GW events
will be detectable, but this is more often not the case.

To estimate the expected number of afterglow detections given the detection of a
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GW event by aLLIGO or a similar ground-based detector, we assumed that a GW signal
from an optimally located and oriented binary could be detected up to 450 Mpc, the
design sensitivity of aLIGO for binary neutron stars [121]. In general, the distance
at which the GW signal from a CBC is detectable depends on the location of the
binary on the sky, the inclination, and the polarization angle. The horizon distance
for the radio signal depends on the jet energy, the jet orientation, and the circumburst
density. While the current models of jet formation predict that the SGRB jet is likely
to be aligned with the inclination of the binary (binary disk is face-on when the jet
is on-axis [70, 144]), the question is far from settled observationally. Consequently,
we explored two cases: (i) the jet is aligned with the binary inclination, (ii) the jet is
uncorrelated with the binary inclination. For both cases, we computed the fraction
of detected GW events that are also detectable by a radio instrument, averaging over
all intrinsic and extrinsic parameters of the binary and the SGRB. See Appendix D

for the calculation.

The calculation of Rge; for GW follow-up is otherwise similar to that of a blind
survey. Unlike a blind survey, 74, is divided by the expected number of aLIGO events
or the number of pointings needed to cover the entire sky, whichever is smaller. For
each event, we used the expected aLIGO localization error as Q,;, choosing 100 deg?
as our value [78]. Most of the radio instruments, however, cover this error box in one
pointing. If alLIGO detects many events such that the sky surface density is high, the
observation strategy for a radio instrument then becomes indistinguishable from that
of a blind survey. Table 6.5 presents estimates of the fraction of aLIGO events that
various radio instruments can detect. Following up all the al.LIGO events requires at
least two telescopes, one in the northern and one in the southern hemisphere. Future
radio instruments that might be operating at the same time as aLIGO will likely be
able to detect most or all of the aLIGO cvents, except when bursts occur at the lowest

densities.
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Table 6.5: Average fraction of BNS events detectable by both aLIGO and radio
follow-up observations. The fraction is normalized to the 27 sky area accessible to
a radio telescope except for HERA. The horizon distance that we used for aLIGO is
450 Mpc, the value for an optimally located and oriented BNS system for aLIGO at
design sensitivity. Results for two cases are listed x/x: (the jet is aligned with the
binary inclination) / (the jet is uncorrelated with the binary inclination). HERA is
suboptimal for alLIGO follow-up observations because it is a drift-scan telescope that
cannot cover the whole sky, unlike CHIME, which sees the whole northern hemisphere.
These results are optimistic as we assumed that the instruments would dedicate 100%
of their time to the follow-up observations.

Instrument 10°cm=® 10%cm™® 1.0cm™3
WAL 0.001 / 0.005 0.01 / 0.03 0.01 / 0.01
LOFAR Low 0.002 / 0.01 0.01/0.05 0.01/0.01
LOFAR High 0.02 /0.05 0.19/0.27 0.58 / 0.58
MWA 0.02/0.05 0.18/0.27 0.57/0.57
CHIME Path  0.05 /0.10 0.30 /0.36 0.96 / 0.96
CHIME 0.12/015 055/054 1.0/1.0
ASKAP 0.10 /0.12 0.43 /045 1.0/ 1.0
HERA 0.02/0.02 0.09/0.09 0.13/0.13
SKAlLow  0.16 /0.17 0.68/067 10/10

6.5 Discussion

EM follow-up of GW candidates is important to advance the study of their progeni-
tors. However, the next generation of GW detectors will have large localization errors
during the carly days of their operation, presenting a challenge for EM follow-up ef-
forts. As shown in this work, certain widefield radio instruments have the capability
to perform follow-up observations of SGRB afterglows, a possible EM counterpart of
GW events.

While previous studies of SGRB radio afterglows argued that these events are too
faint and long-lasting to be detectable by present and planned instruments [32, 33, 85|,
this work showed a spread in the distribﬁtions of peak fluxes and durations of these
afterglow light curves generated from the numerical tool BOXFIT developed by [86]
within a plausible range of model parameters (Section 6.2). These distributions are
consistent with previous estimates, showing that most afterglows are faint (< udy)
and long-lasting (2 yr). However, there is a tail of bright (~mJy) and short (~yr)

afterglows that could be detectable by current and future radio instruments. This tail,
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however, is sensitive to the model parameters, such as Ei,, and 6, many of which
are currently uncertain. The results in [85], who considered SGRB radio afterglows
as triggers to GW searches, are more pessimistic than ours because they explored
the low energy and high density ends of the plausible afterglow parameter space.
Future studies exploring the dependence of the properties of radio afterglows on the
various model parameters, such as a wider range of 6j, are nceded. These late-time
afterglows could also be a factor of a few brighter than previously expected [140], but

this effect is not included in our study.

To characterize the detectability of these afterglows, we derived a criteria on peak
flux and duration based on a simple matched filter technique for radio instruments in
the presence of thermal noisc and constant noise from background source confusion
(Section 6.3). The actual sensitivies of radio instruments will be limited by other
sources of error, such as calibration errors, primary beam errors, sidelobe confusion,
etc. These are specific to the analyses performed with each instrument and are be-
yond the scope of this work. Nonetheless, our criteria provides an order of magnitude
estimate for SGRB afterglows that could be detectable by these instruments. The
actual rates measured by these instruments will be lower because of instrumental
systematics. False positives from intrinsic variability of other sources, such as active
galactic nuclei (AGN) Variability, might make the interpretation of detected transient
signals difficult but could be distinguished using counterparts at other wavelengths,
¢.g. the optical counterpart of the AGN. The counterpérts of the afterglows at other
wavelengths will no longer be visible on the timescale of the radio afterglows, so their
nature can only be inferred through the process of elimination, i.e. that they are not
other variable sources with persistent counterparts at other wavelengths. Identifying
them as CBC requires that they are associated with GW emission, otherwise the na-
ture of detected afterglow-like transients can only be inferred based on circumstantial
evidence.

Converting the detectability criteria into a horizon distance, we estimated the rates
of SGRB afterglow detection expected for various radio instruments performing three

types of surveys under ideal conditions: blind surveys, SGRB follow-up observations,
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and GW follow-up observations (Section 6.4). Given the context of EM follow-up of
GW events, we assumed the intrinsic rate of the progenitors of SGRBs to be equal
to that of BNS coalescence as summarized in [121]. Blind all-sky surveys with in-
struments such as CHIME and ASKAP will be able to constrain the rate predictions
for BNS coalescence. They will also be able to characterize the background radio
transients for future follow-up observations and perform independent studies of after-
glows. A large fraction of afterglows in these blind surveys will also be on-axis bursts,
suggesting that many detectable radio afterglows could have v-ray counterparts that
might trigger y-ray telescopes. Coincident detections at different wavelengths could
increase the significance of weak signals. Furthermore, Fermi detections of SGRBs
could have large localization errors not unlike those of aLIGO. Strategies on SGRB
follow-up observations with current radio instruments could thus be similar to the
strategies on GW follow-up observations with future instruments that will likely have

the ability to detect most or all of the al.IGO events.

The results of this work are consistent with the known limits placed on the surface
density of radio transients (see [31, 110] for a summary). At the very most, CHIME
or SKA1 could detect 5 SGRB afterglows deg™ yr~! (upper limit on the rate of BNS
coalescence) on the pJy level, but no radio surveys have reached that sensitivity yet.

Furthermore, the upper limit rate of BNS coalescence is very unlikely.

This work is also complementary to other work on the detectability of long GRB
afterglows. [123] and [124] considered the detectability of radio afterglows from on-
axis and orphan long GRBs respectively over a wide range of frequencies. Their
results are more pessimistic than ours for the following reasons: the rate of long
GRBs that they used is roughly a factor of 10 lower than the realistic CBC rate;
the circumburst densities that they explored are much higher than the densities we
explored (1-30 cm™3 compared to 1075-1cm~3), which is appropriate for long GRBs
but synchrotron self-absorption is stronger at higher densities; the microphysics pa-
ramcters ¢, and eg that they used have lower values and would thus reduce the radio
flux. This shows the sensitivity of the results on the choice of model parameters,

which are motivated by and consistent with observations but remain highly uncer-
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tain. Consequently, orphan afterglow searches with radio instruments might also be
able to constrain some of these parameters, such as 6j¢. Furthermore, long GRBs
could be a background to future GW follow-ups for the pessimistic and realistic rate
predictions of BNS coalescence. Well-sampled radio light curves with afterglow mod-
eling or observations at other wavelengths would be necessary to distinguish the two

populations.
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Chapter 7

Conclusion

In this thesis we have developed a tramsient detection technique based on matched
filters to search for transients in the presence of classical confusion noise. It searches
for the light curve template that best matches the flux variation above a constant
signal in an individual pixel. The criterion for identifying transient candidates is set
by the transient detection statistic p, which follows a well-defined distribution char-
acterized by o,. The empirical background distribution of § = max(p/0,) determines
the probability of false alarm Ppy (reliability), which establishes the threshold p*
above which an event is classified as a transient candidate.

For every pixel, §* can be converted to a flux sensitivity according to A* = 5*/o,.
As different pixels have different noise properties, A* varies across the image, but
the significance of the detection remains the same. The median flux sensitivity, as
computed from all the pixels, provides an estimate of the flux sensitivity of the search
but is not a strict threshold below which nothing is detectable. The efliciency (com-
pleteness) is determined by recovering injected transients with fluxes and light curve
parameters drawn from known or expected astrophysical distributions.

We have applied our technique for the first time to rcal data and demonstrated
that our technique performs well despite the presence of residual sidelobe confusion
noise and calibration errors. We have performed an example scarch, using the MWA|
for transients that have light curves resembling top-hats with a duration of 15 days.

For this type of transients, our technique is capable of detecting transients with fluxes
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~ 25.0mJy at Pps < 1072 for the experiment. As our technique identifies transient
candidates by applying a cut on p and not ﬂui, it remains sensitive to fainter transient
sources at the same significance level but a lower efficiency. This is in contrast to flux-
limited source detection techniques, such as the ~ 210 mJy limit from one of the most

constraining transient searches to date at 182 MHz [110).

Our technique also accurately recovers the injected transient light curve parame-
ters. However, as mismatch between the template and the data increases, the accuracy
and the significance decrcase; one needs to expand the search to include additional
templates. The search, however, will be sensitive to different templates in different
ways, depending on the properties of the data, e.g. there might be more system-
atic effects on certain timescales, thus reducing the sensitivity to transients on those
timescales. Nonetheless, our technique characterizes the complexity of the search and

works for any kind of template.

The ability to detect fainter transients in the presence of classical confusion noise
increases the transient parameter space that a particular instrument can explore. As
calibration techniques and primary beam modeling improve, one could push the limits
of an instrument even further to study astrophysical transient sources that might
be missed by source-finding algorithms. Our technique is also applicable to non-
confusion-limited instruments and provides a way to study fainter source variations.

We used this technique to search for transients in 3 months of MWA data. We ran
three separate blind searches, using top-hat templates, to probe transients on different
timescales: minute, hour, and day-to-month. For each search, we first characterized
the background distribution of p, which allowed us to set the threshold p* above which
events were considered to be transient candidates. This threshold corresponded to a
false alarm probability of 1072, i.c. the probability that a candidate is a false positive
(reliability) in the entire search is < 1073, Then we chal‘acteriied the efficiency of
each séarch, or completeness, by running transient injections. The injections also
demonstrated that we were able to recover transient properties accurately, even if the
light curve profile of the injected transient differed qualitatively from the light curve

template used in the search.
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After processing the data, we initially found 4 candidates out of two searches.
However, closer inspection suggested that they were more likely to be sidelobe arti-
facts rather than astrophysical sources. They were within 510" of a bright source
(> 5Jy) in an image that had a synthesized beam of ~ 2’. This was caused by in-
adequate source masking, which we had introduced to flag known sources with fluxes
> 100 mJy because they were affected by primary beam systematics. In our initial
search, the masking size was identical for every source, but brighter sources have
larger sidelobes. We determined an empirical relation that scaled the masking size
to the source brightness and reran the search with the new source masks. This pro-
duced excellent agreement in the p distribution between the search region and the

background expectation. We found no transient candidates.

Given that we did not detect any transient candidates, we set an upper limit on
the transient surface density for each of our searches. We took into account the search
efficiency in our upper limit calculation, thus we were able to push to fainter fluxes
than would otherwise be available. We reported improved limits at fluxes between
~ 20-200 mJy for hour- and month-long transients. This is consistent with reported

transient detections in the literature, and it will easily improve with more data.

In the last part of this thesis, we used the matched filter technique we developed
for radio transient detection to characterize the detectability of late-time radio after-
glows from compact binary coalescence. These are predicted EM counterparts of GW
sources, the detection of which could break degeneracies in GW measurements and
test progenitor models for SGRBs. However, they are faint at low radio frequencies,
where the instruments have extremely wide fields of view suitable for GW follow-
up observations. The matched filter technique we developed is applicable to an EM
follow-up search as it is capable of probing below the classical confusion noise, which
affects many widefield radio instruments, and it can also make use of the simulated
light curve templates of SGRBs. We found that the detectability of afterglows de-
pended on the properties of the burst: the ones that are more energetic, more on-axis,
and occurring in more densc medium arc more detectable. We also concluded that

instruments such as CHIME and ASKAP would be able to detect many afterglows
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and therefore constrain the ratc of these events, which is still quite uncertain.

The matched filter technique is powerful, and we have successfully adapted it for
slow radio transient detection. Future transient searches will be able to probe a larger
phase space more efficiently and with well-characterized statistics. There is still much
to explore in the transient sky. Along with it is the great synergy between time domain
astfonomy and the new field of gravitational wave astronomy. More discoveries will

occur as we continue to expand our knowledge about the ever-changing universe.
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Appendix A

Simetra

Simetra is a transient search pipeline based on matched filter and written in Python,
available on GitHub!. Its main script is artemis.py but it includes custom de-
pendencies simetra.py, injection.py, and mfilter.py. It uses secondary scripts
join_tables.py,

join_tables_vmask.py, fit_false_alarm.py, and an optional mpix2tb.py, which
will all be described in detail below. It also requires Astropy, numpy, scipy, and

matplotlib. Here we outline the basic steps and options on how to run Simetra.

1. --template: Choose light curve template.
Simetra is based on matched filter, so the user needs to choose a light curve
template before running a search. At the time of this writing, the valid options
are the top-hat template and the power-law template. The user can define
additional templates in simetra.py and add the option to artemis.py. By
default, Simetra will iterate over all possible template parameters, e.g. all
possible durations for the top-hat template, but the user can choose to run
Simetra on a single template (--single) and also specify which template to

use (--which_template).

2. --section: Define image regions: background, injection, playground, search.

Duc to memory limitations, Simetra cannot load the pixel light curves of the

Thttps://github.com/lufeng5001 /simetra,
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entire image at once, e.g. 4096 x 4096 x 1251 flux measurements. Instead, it
processes sub-images and joins them together at the end. The user defines each
sub-image by specifying the bottom-left and top-right pixel coordinates; this

thesis defines each sub-image as 86 X 86 contiguous pixels.

. --ioconversion: Convert FITS images to time series.

Simetra reads the sub-images (--images, --beams) from both sky and primary
beam images (FITS format) and returns the data as a set of time series for every
pixel (Python npz format). The time series data are stored on-disk instead
of in-memory because of 1/O limitations that come with loading the FITS files
repeatedly. If no primary beam files are specified, the primary beam correction
is set to 1 for all pixels. In addition to the pixel light curves and the primary
beam values, the npz file contains the noise for each sub-image. Unless the image
noise is specified in the FITS header under the keyword NOISE, Simetra estimates
the image noise by computing the median absolute deviation (MAD) of each
sub-image and converting this quantity into the standard deviation according
to omm = 1.4826 x MAD. Note: --images must be specified if the user is
running ioconversion, but it is unnecessary after the npz files are created,;
artemis. py will look for the npz files (in the working directory) created during

ioconversion so do not rename them.

. (optional) --injection, --injnpz: Inject transient light curves into the data.
For an injection run, the user first needs to create an injection file (Python npz
format), which can be done by running injection.py. This file contains the
light curve template type, the amplitude(s), the start time(s), and the parame-
ters characterizing the template, e.g. duration(s) for the top-hat. The user may
specify the injection parameters directly or draw them randomly from a par-
ticular distribution. If there are multiple templates in this file, the sub-images
will be split into subsections to accommodate all of the injection templates.
Simetra generates an injected light curve for every pixel on the fly according to

the parameters in the injection file and stores these parameters in an istore
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file (FITS table), which lets the user easily match the injection parameters for

each pixel to its transient search results.

. Matched filter calculation: Calculate pyax and o, for every pixel.

This is the heart of Simetra. The scarch template can be different from the in-
jection template. If the search will iterate over multiple templates, the user can
specify the increment at which to probe the template phase space (--dtshift),
é.g. durations in steps of 10min instead of 2min; the finest .resolution gives
the best accuracy but is the most computationally intensive. The start time
is incremented by 10% of the duration or to the start of the next observation
window, whichever is smaller. Simetra generates the phase space of the input
light curve template type, e.g. a list of durations for the top-hat, as well as a
list of start times, and iterates over them. For each template and pixel, Simetra
calculates p and o, and saves the template with the most significant p/o, to a

FITS table, which also includes the start time and other template parameters.

. (optional) Create a FITS file to mask certain pixels.

This step is useful if there are particular pixels that the user would like to include
or exclude from the transient search. The user needs to create a FITS image
with the same dimensions as the full image processed through Simetra, and set
the included pixels to 0 and the excluded pixels to 1. Then the user converts
this FITS file into a FITS tables by running mpix2tb.py, which matches each
table row to the corresponding pixel output by Simetra; the user must give the

list of sub-image pixels in the same order as they have specified it for Simetra.

. Join sub-images.

As mentioned before, Simetra processes sub-images. It joins them together at
the end via join_tables.py. After this, the user may also choose to mask cer-
tain pixels by doing the previous step and then running join_tables_vmask.py.
This thesis uses the latter ability to flag pixels where the primary beam is poorly
modeled and where there arc bright (> 100mJy) sources; in addition, it also

uses this ability to define the injection and playground regions for easier book-
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keeping. The same scripts work on the istore files.

. Fit for the probability of false alarm Pp4.

The script fit_false_alarm.py fits a function to the tail of the cumulative
background distribution of pn.c and extrapolates the threshold p* from the
fitted function for a given value of Pr4. The user should run this script on the
Simetra output for the playground region. The user needs to choose a value
for Pra (the default 10~ corresponds to a significance of 3.30), set the number
of tail clements to include in the fit (recommended values are 100 to 500), and
specify the number of synthesized beams in the search region so that the code
correctly accounts for the trials factor; if each synthesized beam contains more
than 1 image pixel, the script allows for this correction as well. At the time of
this writing, the script only fits for an exponential function, but the user should
choose a more appropriate function if the exponential fit is inadequate; note,
however, that the threshold calculation may change if the fitted function form

is changed (see Equation 4.1).

. Post-processing: Characterize the efficiency and identify transient candidates.
This is not officially part of Simetra because users can define their own analysis
using the transient detection statistic p, but the user may follow the procedure

outlined in Chapters 4 and 5 to do a traditional transient search.

128



Appendix B
CASApipe

The image reduction pipeline is a shell script that outlines the work flow and calls
custom programs based on CASA! (v4.1.0) [99], Python, or other publicly available
software developed for radio astronomy, e.g. WSCLEAN [42] and AEGEAN (v951)
[52]. The flow is controlled by a configuration file that the user can modify. In this
configuration file, the user can choose which parts of the pipeline to run, e.g. calibrate
but do not image, and also set options for various CASA or WSCLEAN tasks, e.g. the
CASA task bandpass. This design makes it easy for the same program to be adapted
for different analysis goals without the need to change the underlying code.

Below, we outline the pipeline, marking the options that the user can change with
[square brackets] and listing the values that we have used for this thesis. Note that all
CASA task options are set by the user in the configuration file, and the options that
we have left as the CASA default will not be listed explicitly. Each numbered step
can be turned on or off, depending on what the user wants to do, but the lettered
steps run together as a block. While Step 0 is not part of the pipeline, it provides

the starting point and is included in the outline. The code is available on GitHub?2.

0. Cotter [95]: Convert the raw interferometric data from the MWA format to the

more standard UVFITS format phased to the pointing center.

http://casa.nrao.edu/
2https://github.com/lufeng5001 /casapipe
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(a) Flag bad data: RFI (AOFlagger (96, 97]), first 4s, 80-kHz edge channels,

center DC channels.

(b) Average data: 0.5-s to 1-s time integration, 40-kHz to 80-kHz frequency

resolution.

—

. CASA importuvfits: Convert the UVFITS filc into a measurement set.
2. Update the measurement set.

(a) fixmwams: Add MWA-specific keywords.

(b) Update the ANTENNA table with the correct antenna locations, which are

not parsed correctly by importuvfits for unknown reasons.

3. chgcentre: Rotate the phase center® from the pointing center to [the EORO
ficld center].

4. CASA flagdata: Flag additional edge channels (80kHz to [240kHz]) affected
by aliasing.

o

. delaycal: Build a point source calibration model.

(a) Apply the (analytical) primary beam model to [the MWA Commissioning
Survey Catalog] to get the apparent fluxes.

(b) Build a CASA component list with the [11] brightest sources with XX and
YY fluxes converted to Stokes I and Q.

(c) CASA ft: Transform the component list into model visibilities.
6. CASA bandpass: Generate a bandpass calibration solution.
7. CASA applycal: Apply the calibration solution.
8. Perform [1] round of sclf-calibration.

(a) WSCLEAN: Generate model visibilities based on clean components for each

polarization.

SFHD [104] uses the same UVFITS files with the pointing center, so we have an extra step.
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(b) CASA bandpass: Generate the selfcal solution.
(c) CASA applycal: Apply the selfcal solution.

9. WSCLEAN: Image [4096x4096] pixels in XX and Y'Y polarizations with [uniform|

weighting, [0.5'] pixel size, [10%] iterations.
10. Apply the [Curtin] primary beam correction.

(a) make_beam.py: Generate the XX and YY primary bcam models for the

middle of the observation.

(b) Generate Stokes I and Q images.
11. Run the AEGEAN source finder.

(a) Determine the image RMS with AEGEAN.

(b) Mask the pixels with RMS > [20 Jy] to prevent AEGEAN from finding false

sources toward the null of the primary beam.

(c) Rerun AEGEAN with the default settings to generate a source list.

To apply the average calibration solution, replace Steps 5-8 with Step 7. Steps 10
and 11 can be turned off if we are only interested in the empirical beam and not the

Curtin beam.
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Appendix C

Thermal Sensitivities of CHIME and
HERA

CHIME is a drift-scan telescope with cylindrical reflectors oriented in the north-
south direction without any moving parts. Its instantaneous field of view can be
approximated as a 2.5° narrow band spanning the whole sky from north to south.
As the Earth rotates, the telescope observes effectively half of the sky every day.
The integration time of a source is a function of its declination. As a result, the
instrument sensitivity will vary with source declination. In order to account for this,
we computed the integration time as a function of declination t;,,(6).

The instantaneous field of view of CHIME is modeled by two intersecting planes
with the angle between their normal directions A = 2.5° defining the aperture in the
cast-west direction. The slice of the celestial sphere between the two planes defines
the instantaneous field of view of the telescope. Figure C-1 shows the visualization
of the field of view of CHIME, which we assumed to be located at a latitude ¢ = 45°.

The integration time during a single pass of the source across the field of view
is proportional to the angle 3 subtended by the arc between the planes, designated
as B = ZCBD on Figure C-1. When expressed as a fraction of the full 24-h day

(corresponding to a single complete revolution), the integration time is given by

B
tint = o day (C1)
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dec = )

dec =0°

Figure C-1: Visualization of CHIME observations. The CHIME ficld of view is defined
by two planes intersecting at an angle A = 2.5°, where the line of intersection, shown
as axis 7, is oriented in the north-south direction and makes an angle ¢ = 45° with
the z-axis. The intersections of these planes with the celestial sphere, indicated by
the thick solid arcs, defines the instantancous field of view. As the Earth rotates,
sources come in and out of the field of view, and the typical daily trajectory of a
source at Dec = 4§ is shown as the circle through points C' and D. This source is
observable only when it is located on the short arc between points €' and D, and the
ratio of the angle subtended by this arc, § = ZCBD, to 2r gives the fraction of the
day during which this source is observable. The total integration time thus increases
with § in the northern hemisphere; the sources in the southern hemisphere are cither
observable for only a very short time or inaccessible. The sources with § > 45° are
observed twice a day, and the sources with 0 2 88.75° are always in the ficld of view.
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Using the fact that triangles CBD and CAD share the same side, CD, one can
express 8 = ZCBD in terms of the angle « = ZCAD and the source declination 4:

1—-cosa

=1-
cos cos2d

(C.2)

In deriving this expression, we used BD = BC, AC = AD, and BC = AC cosd.
Next, we found cos a by computing the scalar product between the two unit vectors
a; = AC/|AC]| and a; = AD/|AD|. These vectors lic in the planes defining the field
of view. The angle between the planes is A. Vectors a; and as are identical up to a
rotation by A around the axis defined as the line of intersection of the planes, axis J

in Figure C-1. Thus
cosa = (a3, ay) = sin®(¢p — 6) + cos A cos?(¢ — 8) (C.3)

Using Equations C.3 and C.2 in C.1, we arrived at the final expression for the inte-

gration time in a single transit:

—win? 204 2
arccos | S0 d + sin’(¢ — d) + cos A cos*(¢ (5)] (C.A)

1
2w cos? §

tint (6) =

The problem of calculating the integration time for a cylindrical telescope with an
arbitrary location and orientation was treated in [145]. Our derivation is different from
the approach used in [145]. As a result, our formula for t;,, given by Equation C.4
does not match in its functional form the formula given in [145]. However, we verified

numerically that both formulas, ours and [145], lead to identical results.

The sources with § < ¢ are observed once a day. The sources with § > ¢ transit
twice a day through the field of view of the telescope. The second pass occurs on the
.opposite side of the northern hemisphere as shown in Figure C-1, so its integration
time is not the same as the one for the first transit. The integration time for the
second pass can be computed by replacing ¢ — & with ¢ + 6 in Equation C.4. The
total integration time for such a sourcc is the sum of the two integration times.

Finally, the sources that are very near the north pole (6 2 88.75°) are always in the
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field of view of the telescope.

Substituting Equation C.4 into Equation 6.1, we can now compute the thermal

noise as a function of é:

_ 2]fBTsys 1
UCHIME((S) a (AeffNantec) NpolB tint(a) ’ (05)

where we set Tyys = 100K, €. = 1.0, Npoi = 2.0, B = 400 MHz, and Acg Napy = 1500 m?
for the CHIME pathfinder and AegNane = 10000 m? for the full CHIME. The latitude
is set to ¢ = 45° and the opening angle A = 2.5°. When averaged over all declinations
in the northern hemisphere 0° < § < 90°, the average thermal noise in a 1-day

observation is

(UCHIME path> = 0.240mJy (C.6)
<UCHIME> = 0.036mJy (C7)

for the CHIME pathfinder and the full CHIME respectively.
When estimating the expected number of detections for CHIME, we needed to
average the horizon distance in Equation 6.8 over all declinations. Since dy o o‘i;il / 2,

one should average the noise taken in the power of —3/2, <JE§{§4E>, which differs

from the average noise taken in the same power by a factor of 1.19,

(ortine) = 119(ocme) " (C3)

In calculating the expected number of detections for CHIME, we used Equation C.6
for the CHIME pathfinder and Equation C.7 for the full CHIME in Equation 6.8, and
then corrected the results by multiply them by the factor of 1.19.

HERA is a drift-scan telescope with a 8.7° primary beam full-width at half-
maximum. As it will be located in South Africa, we assumed the telescope to be
at the latitude ¢ = —30°. Setting A = 8.7°, we estimated t;; for a source at zenith
(6 = ¢) using Equation C.4. We neglected the effects related to the circular shape of

the field of view, which should be small. Because the arca surveyed by the telescope
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is relatively narrow in the north-south direction, we can neglect the dependence of
tint o0 0. The resulting ¢, for the sources observed by HERA in a single drift-scan
observation is ¢, = 0.67h. We computed the survey area accessible to the tele-
scope by approximating it as a strip of sky centered on § = —30° with width 8.7°:
Quera = 2712.4deg?. Lastly, when computing the thermal noise for HERA, we set
Tiys = 351K, €. = 1.0, Npo = 2.0, B = 100MHz, and Aiotal = Nane7r2,, = 84204 m?
where the antenna radius is .y, = 7 m. Using all of this in Equation C.5, we estimated

the thermal noise for HERA in a 1-day drift scan observation to be

OHERA — 0.017mJy (Cg)
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Appendix D

Fraction of GW Events Detectable in

Radio Follow-up Observations

The necessary condition for both the GW and the afterglow radio emission to be
detectable is for the CBC to be within the detectability range of both instruments.
The reach of the GW detectors can be expressed in terms of the horizon distance

DGW

honizons 1-€. the distance at which the signal from an optimally located and oriented

CBC produces an event with the matched filter signal-to-noise ratio (SNR) of 8 in
the detector. In the nominal regime, this condition corresponds to a 50 detection.
The SNR of a GW signal from the CBC is proportional to its amplitude, which in
turn is inversely proportional to the physical distance to the CBC and depends on
the location and the orientation of the binary relative to the detector. All of thesc

parameters can be combined into a single factor called the effective distance, Dg:

—1/2

) + F2(0, ¢, 1) cos? L} (D.1)

1+ cos?¢

Deg=d >

F2(0, <z>,w>(

where d is the physical distance to the CBC, the polar angles (8, ¢) define the position
of the source on the sky in the detector coordinate system (for a detector with orthog-
onal arms, the z- and y-axcs arc aligned with the arms of the detector and the z-axis
is perpendicular to the plane of the detector), 0 < % < 27 is the angle describing the

polarization of the GW event, the inclination angle ¢ is the angle between the normal
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vector to the binary disk and the vector pointing to the detector (the disk is face-on
when ¢ = 0° and edge-on when ¢ = 90°), and F (0, ¢, ) and F\ (0, ¢,) are the GW
detector antenna beam patterns given by

1 2 . .
-3 (1 4 cos*8) cos 2¢ cos 2¢) — cos O sin 2¢p sin 29 (D.2)

1 .
Fy(0,0,9) = +~2-(1 + cos® @) cos 2¢ sin 2 — cos B sin 2¢ cos 21 (D.3)

F+(07 (ba ¢') =

For an optimally located and oriented binary, ¢ = 0° and F? + F2 = 1, in which case
D = d. In all other cases, Deg > d. Given that SNR o 1/D.g, the cffective distance
determines the strength of the GW signal from a CBC with an arbitrary location
and orientation relative to the optimally located and oriented CBC. Applying the

condition used to define DEY ~ to a generic CBC

Deﬁ S Dl?cz"i/zon <D4)

and solving for d, we find the reach of a GW detector as a function of the CBC

location and orientation:

1+ cos?e

dow(8,9,¢,1) = DEW _ x 5

horizon

5 1/2
20,0, o) +Fz(e,¢,w>cos%} (D5)

From the definition of the effective distance, dgw is always less than or equal to
DEY .. Another often quoted measure of sensitivity of GW detectors is the inspiral
range distance drange defined by d3,.. = (d&yw), where the averaging is done over
all possible locations and orientations. The inspiral range distance is related to the
horizon distance by drange = DEW _ /2.26. The inspiral range is used to compute the

horizon

average sensitive volume of the GW detector and the expected rate of detections.

For a given circumburst density, the reach of a radio telescope is characterized by
du(Bobs, Fiso), which depends on the orientation of the jet and the energy. For a CBC
to be detected by a GW detector and a radio telescope, it must be within the reach of

both instruments. FEjs, should not be correlated with any of the extrinsic parameters
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of the binary (6, ¢,1,¢). Depending on the formation mechanism, the jet orientation
O,ps may or may not be correlated with the inclination of the binary ¢. In order to
encompass all poésibilities, we considered two limiting cases: (1) Oobs = ¢, (ii) Gobs and
¢ are completely uncorrelated. Averaging over all parameters describing the CBC and
the SGRB jet, we found that the average fraction of the GW events that could also

be detected by a radio telescope in case (i) is

<Nradio> _ < dil(l', Eiso) o (1 _ dH(l-, Eiso) )
NGW (i) d%w(e, ¢7 'lpy L) dGW(ea ¢a ¢’a L)

D.
ol )) oo
daw(0,,%,1) (Biao:0,6,1,0)
and in case (ii) is
<Nradio> — < d?{(eobs’ E'SO) [=} (1 _ M)
NGW (ii) déW(a’ d’y d"a L) dGW(07 ¢’ w? [') (D H)
J

d sy 4iso ‘
+ 0 (M - 1>>
dGW(ey ¢7 ’Lp, L) (Bobs,Fise 0,0,%,t)

Note that in case (i), we explicitly imposed the condition f,,s = ¢ and performed
the averaging over a reduced set of parameters. The Heaviside step functions in
Equations D.6 and D.7 impose the condition for the ratio of the reach of the radio
telescope and the GW detector not to exceed one. The CBC with dew < d < dy
can be detected only as a radio afterglow. Thus, in Equations D.6 and D.7, we set

du/dew = 1 whenever dy exceeds dgw-

Setting DSW = 450 Mpc, which is the design scnsitivity of aLIGO for BNS, in
Equation D.5 and substituting the result into Equations D.6 and D.7, we computed

the expected fraction of aLLIGO events detectable by various radio telescopes.

For each telescope that we considered, we allowed a full year of observation that
is split evenly between aLIGO events. The total number of independent observations
required to follow up all accessible GW events is determined by two factors: the
rate of GW events and the number of pointings necessary to cover the region of the

sky localization uncertainty of GW detectors. When computing the total number of
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observations, we accounted for the fact that the radio telescopes can typically access
only half of the sky, which reduces the number of the GW events that can be followed
up by half. We took a typical uncertainty in the localization of a CBC signal with
the LIGO-Virgo network to be 100 deg?. If a telescope required multiple pointings
to cover such a region, we increased the number of observations for that telescope
accordingly. Most of the low frequency radio telescopes have a sufficiently large
field of view to cover the localization region of a GW source with a single pointing.
Knowing the approximate locations of GW sources allows one to reduce the total arca
of the sky that needs to be observed. This gives advantage to the targeted follow-
up observations over a blind, all-sky survey. However, if the density of GW events
is high, a widefield telescope might end up covering the entire accessible sky in the
process of the follow-up observations. It would be equivalent to performing the blind,
all-sky survey. Thus, we set the total number of observations to be either the number
of pointings required to follow up all GW events or the total of number of pointings
necessary to cover 27 of the sky, whichever is smaller. The total observation time of
1yr is divided evenly between the follow-up observations. In calculating o, we set tj,;
to be half of the time allocated for each follow-up observation. As before, we allocated
half of the single observation time for reference imaging, which is required to detect
transients. We calculated dy following the same procedure as in the case of a blind
survey in Section 6.4.1. Evaluating the multi-dimensional integrals in Equations D.6
and D.7 numerically, we computed the average fraction of aLIGO events detectable
in the radio follow-up observations for each telescope and three different circumburst

densities: n = 107°,1073,1.0 cm™3. The results are shown in Table 6.5.
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