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Abstract

In this thesis, we will introduce a notion of index of shrinkers of the mean curvature
flow. We will then prove a gap theorem for the index of rotationally symmetric
immersed shrinkers in $\mathbb{R}^3$, namely, that such shrinkers have index at least 3, unless
they are one of the stable ones: the sphere, the cylinder, or the plane. We also provide
a generalization of the result to higher dimensions.
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Chapter 1

Introduction

1.1 Background on the Mean Curvature Flow

The mean curvature flow is a geometric evolution equation describing the motion of an immersed submanifold of a Riemannian manifold. Suppose that \(\Sigma\) is a \(n\)-dimensional manifold and \(M\) is a fixed \(N\)-dimensional Riemannian manifold, with \(n < N\). If \(G_t : \Sigma \rightarrow M\) is a family of immersions of \(\Sigma\) into \(M\), we say that \(G_t(\Sigma)\) evolves according to the mean curvature flow if

\[
\frac{\partial G_t(p)}{\partial t} = \nabla_{G_t(p)}(p),
\]

where \(\nabla(G_t(p))\) denotes the mean curvature vector of the immersed submanifold \(G_t(\Sigma_t)\) at the point \(G_t(p)\).

The mean curvature flow is intimately related to the \(n\)-dimensional area of immersed submanifolds. In fact, if we let \(A(G_s(\Sigma))\) denote the \(n\)-dimensional areas of a family of immersed submanifolds \(G_s : \Sigma \rightarrow M\), then the first variation of \(A\) is given by

\[
\frac{\partial}{\partial s} A(G_s(\Sigma)) = \int_\Sigma \nabla \cdot \frac{\partial G_s}{\partial s} G_s^n d\text{vol}^n(M),
\]

and thus, the mean curvature flow is in fact the negative \(L^2\)-gradient flow for the area functional. This has a simple physical interpretation: If \(G_t(\Sigma)\) describes an elastic
membrane whose potential energy is proportional to its area, then the mean curvature flow models the motion of the membrane over time. Indeed, this is the context in which the mean curvature flow was first studied.

1.2 Singularity formation

The mean curvature flow equation, in the form (1.1), defines a quasilinear (degenerate) parabolic system of partial differential equations, and there are several well-known techniques that can be used to show the short-time existence of the mean curvature flow starting from some given initial data. See for example [12], [17], [10] (for the situation where the initial surface is closed) or [9] for a more general case.

Nevertheless, the mean curvature flow does not in general have solutions that exist for all time, even when the initial surface is smooth and closed. For example, suppose that $\Sigma$ is a sphere, and that the initial immersion $G_0 : \Sigma \to \mathbb{R}^N$ embeds $\Sigma$ as a round sphere of radius $R_0$. In this case, the mean curvature vector of the sphere points inwards, and as a result, the mean curvature flow will cause the sphere to shrink. In fact, we can solve the equations explicitly, and see that $G_t$ will be the immersion of $\Sigma$ as a sphere of radius $R(t) = \sqrt{R_0^2 - 2nt}$, where $n = \dim \Sigma$. In particular, at time $t = R_0^2/(2n)$, the radius reaches zero, the curvature becomes infinite, and the mean curvature flow develops a singularity.

Having established that the mean curvature flow does develop singularities in general, one may then wonder what these singularities look like. If the initial submanifold is a one-dimensional closed embedded curve in the Euclidean plane, Grayson showed in [14] that, under the resulting mean curvature flow (which in this one-dimensional context is usually called a curve shortening flow), the shape of the curve asymptotically approaches that of a round circle. In [15], Huisken shows a similar result in higher dimensions: If the initial submanifold is a convex hypersurface in Euclidean space, then the mean curvature flow becomes asymptotically close to a shrinking sphere before disappearing at a single point. This kind of singularity is illustrated in Figure 1-1.
In more general situations, other types of singularities can form. As an example, let us take as the starting surface the so-called "dumbbell example" depicted in Figure 1-2. In this example, the thin neck in the middle of the surface will contract to radius zero before either of the bulbs at the ends, leaving a singularity in the middle. As we approach the singularity time, the shape of the surface near the singularity point approaches that of a shrinking cylinder, as opposed to the shrinking spheres of the previous situations.
1.3 Huisken’s monotonicity formula

An important tool in understanding the asymptotic behavior of mean curvature flow is Huisken’s monotonicity formula from [16]. One way of formulating it is in terms of the rescaled mean curvature flow, which we will define below:

Suppose that $G_t : \Sigma \rightarrow \mathbb{R}^N$ is a family of immersions of $\Sigma$, evolving by mean curvature flow. Fix a point $x_0 \in \mathbb{R}^N$ and a time $T$. We will define a rescaled time coordinate $s$ by

$$t = T - e^{-2s},$$

and then define a rescaled version of the immersion which "zooms in" around $x_0$, with zooming factor $(T - t)^{-1/2}$:

$$\tilde{G}_s(p) = e^s(G_T - e^{-2s}(p) - x_0) + x_0.$$

Huisken’s monotonicity formula then says that the $F$-functional, defined by

$$F(G_s) = \frac{1}{2\pi} \int_{\Sigma} e^{-|G_s(p)|^2/4} G_s^* d\text{vol}^n$$

is monotone decreasing in $s$. In fact, more is true: the rescaled mean curvature flow is the negative gradient flow for this $F$-functional.

This means that one may expect the immersed submanifold to approach a stationary point of the $F$-functional as $s \rightarrow \infty$. Such a stationary point is called a self-similar shrinker, and indeed, under an additional so-called “type I condition,” Huisken showed in [16] that at a singularity point (in space and time) of the original mean curvature flow, the rescaled mean curvature flow converges to a shrinker. In this sense, self-similar shrinkers can be thought of as models of the infinitesimal behavior of the flow just before hitting a singularity.
1.4 Self-similar shrinkers

There are three equivalent ways of defining self-similar shrinkers, or shrinkers for short:

(i) (Immersed) submanifolds of Euclidean space which are stationary points of $F$-functional (1.2) (with respect to compactly supported variations).

(ii) (Immersed) submanifolds of $\mathbb{R}^N$ satisfying the equation

$$\vec{H} + \frac{1}{2} x^\perp,$$

where $\vec{H}$ is the mean curvature vector of the submanifold, and $x^\perp$ denotes component of the position vector $\vec{x}$ that is normal to the submanifold.

(iii) (Immersed) submanifolds of $\mathbb{R}^N$ which, when evolved according to the mean curvature flow, gradually shrink in a homothetic manner, until they disappear after one unit of time has passed.

The equivalence between (i) and (ii) can be seen by computing the Euler-Lagrange equations for the $F$-functional, and the equivalence between (i) and (iii) follows from the fact that stationary points of the $F$-functional are precisely the static solutions of rescaled mean curvature flow.\(^1\) Of course, (iii) is the reason for the name “self-similar shrinkers.”

There are many different shrinkers known. The simplest are the plane (which is a somewhat degenerate example), the round sphere $S^n$, and the cylinder $S^k \times \mathbb{R}^{n-k}$; for all of these, it is elementary to verify that they are indeed shrinkers. Many others have been constructed; see [3], [19], [24], [7], [8], [25], [26], [27], [23], and [20].

\(^1\)A simple scaling argument shows that any submanifold which shrinks to a point by time $t = 0$ must do so at a rate given by $\sqrt{-t}$, and thus be a static solution of the rescaled mean curvature flow.
1.5 **Background on the stability of singularities**

We are interested investigating how stable singularities of the mean curvature flow are. To illustrate the kind of stability notion that we hope to capture we will consider the following construction of a mean curvature flow developing a singularity different from those of Figures 1-1 and 1-2:

Suppose that the starting surface $\Sigma_0$ is a rotationally symmetric torus embedded in $\mathbb{R}^3$. More precisely, it is the surface of revolution obtained by rotating the circle of Figure 1-3 around the $z$-axis. Qualitatively, the mean curvature flow resulting from this starting surface can be described as a combination of two effects:

(i) The inside of the torus (represented by the shaded area in Figure 1-3) will shrink, eventually collapsing into a circle

(ii) The "hole" in the middle of the torus, whose radius is represented by the bold dashed line in Figure 1-3, will shrink too (provided that it is small enough compared to the shaded area) and eventually collapse.

Depending on the relative size of the circular cross-section compared to the hole, either of the two effects may dominate. If (i) happens faster, then the end result
is a ring of cylindrical singularities; if (ii) happens faster, it will instead be a single cylindrical singularity at the origin (with the cylinder oriented vertically). However, it stands to reason that there is a midpoint where the two effects balances out, and the two different collapses happen simultaneously. Indeed, this leads to a different kind of singularity, modeled by the shrinker known as Angenent's torus, constructed in [3]. The situation is illustrated in Figure 1-4.

Qualitatively, there is one big difference between the spherical and cylindrical singularities of Figures 1-1 and 1-2 on one hand, and the singularity modeled by Angenent's torus in Figure 1-4 on the other. In the latter case, there is a delicate balance going on; if the relative sizes of the “hole” and “tube” of the torus change, chances are that one of them will collapse before the other, resulting in a cylindrical singularity instead. The situations in Figures 1-1 and 1-2, on the other hand, are different: if we perturb the starting surfaces slightly, the end result will be singularities of the same type, even if their locations in time and space may change slightly. This illustrates the difference in the stability of the various singularities. Singularities modeled on the sphere and the cylinder are stable, whereas those modeled on Angenent's torus are not.

The rescaled mean curvature flow is a negative gradient flow for the $F$-functional, and self-similar shrinkers are the stationary points. Therefore, one may be tempted to guess that whether or not a singularity is stable depends on whether or not the
corresponding shrinker is stable with respect to the $F$-functional. However, it turns out that all shrinkers are unstable with this definition. Indeed, if $\Sigma_s$ is a one-parameter family of translations or dilations of $\Sigma$, with $\Sigma_0 = \Sigma$, then $s \mapsto F(\Sigma_s)$ has a local maximum at $s = 0$; see [4] or [28]. The key issue is that in order to define the rescaled mean curvature flow, we have to pick a preferred spacetime point as the center for rescaling; the rescaled mean curvature flow will then only really capture singularities happening at that point. While translations and dilations may seem like unstable perturbations of a self-shrinker from the point of view of the rescaled mean curvature flow, they will only move the singularity around in the original, non-rescaled flow, and as such, they do not represent true instability modes.

Instead, in [4], Colding and Minicozzi introduced an entropy functional, obtained by taking the supremum of the $F$-functional centered at different spacetime points. This entropy is monotonically decreasing under the mean curvature flow. Based on this, they introduce the notion of entropy-stability for shrinkers, which better captures what it means for the corresponding singularity to be stable. They then show that the only entropy-stable self-shrinking hypersurfaces are the sphere, the cylinders, and the plane.

To do so, they define an auxiliary stability notion for shrinkers, which they call $F$-stability. Essentially, this is the same as linear stability of the shrinker with respect to the $F$-functional, except that one "quotients out" by the linear subspace generated by translations and dilatations of the shrinker. Colding and Minicozzi show that entropy-stability and $F$-stability are closely related, and in fact equivalent except when the shrinker is the isometric product of a line with a lower-dimensional submanifold.

1.6 Summary of this thesis

This thesis will focus on the (Morse) index of a singularity. This measures, roughly speaking, the number of independent unstable perturbation for the singularity. In the example of Angenent's torus, we have already discussed the unstable perturbation corresponding varying the relative sizes of the two shrinking parts. In fact, as we
shall see later, Angenent's torus has at least two other unstable perturbations that arise from breaking the rotational symmetry in particular ways.

In the next chapter, we will establish more precise notation and give precise definitions. We will then prove the main result of this thesis, that under certain conditions, rotationally symmetric self-shrinkers other than the sphere and the torus have index at least 3.
Chapter 2

The index of self-shrinkers

2.1 Statement of main results

In this chapter, we will introduce the notions of entropy index and $F$-index of a shrinker. Simply put, these count the number of linearly independent variations that demonstrate entropy-instability and $F$-instability in Colding's and Minicozzi's sense. A more precise definition of $F$-index will be given as Definition 2.2.13, and a more precise definition of entropy index as Definition 2.5.7. We will first prove results for the $F$-index, and then in Section 2.5.4, we will relate these results to the entropy index.

We will focus on smooth self-shrinking hypersurfaces with a rotational symmetry. The results are easiest to state in dimension 3, where we can give the following as a special case of corollaries to our main theorem:

**Theorem 2.1.1.** Let $\Sigma^2 \subset \mathbb{R}^3$ be an immersed, oriented shrinker with polynomial volume growth. Suppose that it is rotationally symmetric, but not isometric to the sphere, the cylinder, or the plane. Then it has $F$-index and entropy index at least 3.

The main theorem itself is valid in any dimension, and we will only need one degree of rotational symmetry. The price is that we need to assume an extra geometric condition:
Theorem 2.1.2. Let $\Sigma^n \subseteq \mathbb{R}^{n+1}$ be an immersed, oriented shrinker with polynomial volume growth, and assume that $\Sigma$ is invariant under a subgroup $SO(2) \subset SO(n + 1)$ of rotations of the ambient $\mathbb{R}^{n+1}$. Assume that $e_r \cdot n$ takes on both positive and negative values on $\Sigma$, where $n$ is the unit normal to $\Sigma$, and $e_r$ is the vector field in $\mathbb{R}^{n+1}$ consisting of unit vector pointing away from the “rotational axis”, i.e. the fixed-point set of the symmetry group $SO(2)$. Then $\Sigma$ has $F$-index at least 3.

The additional geometric condition can be understood as ruling out immersed shrinkers which are locally “radial graphs” over the fixed-point set of the $SO(2)$ actions. If we have a full $SO(n)$ worth of rotational symmetry, then this condition automatically holds:

Corollary 2.1.3. Let $\Sigma^n \subseteq \mathbb{R}^{n+1}$ be an immersed, oriented shrinker with polynomial volume growth. Assume that $\Sigma$ is invariant under a subgroup $SO(n) \subset SO(n + 1)$ of the rotations of the ambient $\mathbb{R}^{n+1}$, and that $\Sigma$ is not isometric to either the plane, the cylinder $S^{n-1}((\sqrt{2(n-1)}) \times \mathbb{R}$, or the sphere $S^n(\sqrt{2n})$. Then $\Sigma$ has $F$-index at least 3.

Theorem 2.1.2 and Corollary 2.1.3 only give results for the $F$-index. With a little more work, it will follow that the shrinkers we consider also have entropy index at least 3:

Corollary 2.1.4. Suppose that $\Sigma$ is a shrinker which satisfies the hypotheses of either Theorem 2.1.2 or Corollary 2.1.3. Then $\Sigma$ has entropy index at least 3.

Theorem 2.1.2 and Corollary 2.1.3 will be proved in section 2.5.3, Corollary 2.1.4 will be proved in section 2.5.4. Theorem 2.1.1 is just the special case $n = 2$ in Corollaries 2.1.3 and 2.1.4.

In terms of a “generic mean curvature flow” suggested in [4] (see also [5]), this means that singularities corresponding to those shrinkers are expected to be easier to “perturb away.” That is, it should be possible to do so even if one adds up to two dimensions worth of restrictions on what perturbations are permissible. Note, however, that the results here only concern stability in a linearized sense; more work
is needed to turn this into a statement about the dynamical stability of singularities of the nonlinear mean curvature flow.

There are many examples of shrinkers satisfying the hypotheses of Corollary 2.1.3. The earliest rigorously constructed ones are the “Angenent tori,” embedded surfaces diffeomorphic to $S^1 \times S^{n-1}$, found in [3]. In that work, Angenent also gives numerical examples for several other immersed shrinkers with the same rotational symmetry. In [7], Drugan and Kleene construct infinitely many immersed shrinkers in $\mathbb{R}^{n+1}$ with an $SO(n)$ rotational symmetry, and in [8], Drugan constructs a non-embedded rotationally symmetric shrinker homeomorphic to $S^2$ (different from the numerical examples of Angenent). More recently, in [23], McGrath constructs embedded self-shrinkers in $\mathbb{R}^{2n}$ with an $SO(n) \times SO(n)$ symmetry. Corollary 2.1.3 and Corollary 2.1.4 apply to all of the above examples, and show that they have entropy index at least 3.

In [21], Møller and Kleene studied shrinkers satisfying the symmetry condition in Corollary 2.1.3, and classify the embedded ones. In fact, the proof of Corollary 2.1.3 will be based on this classification.

The main idea behind the proof of Theorem 2.1.2 is the following simple observation: Under the $SO(2)$ symmetry hypothesis, the stability operator $L$ turns out to be a separable partial differential operator. We can find a complete set of eigenfunctions of the form $ue^{ik\theta}$, where $\theta$ is the angular variable, and $u$ is independent of $\theta$. This way, we divide the spectrum of $L$ into parts corresponding to different values of $k$, and analyze these “restricted spectra” separately. All shrinkers have certain eigenfunctions in the $k = 0$ and $k = 1$ parts, and when these change sign, we can construct unstable variations in both of the corresponding subspaces.

When $\Sigma$ is compact and does not intersect the fixed-point set of the $SO(2)$ symmetry group, the above outline easily translates into a complete proof. When $\Sigma$ is non-compact, or when $\Sigma$ contains fixed points of the $SO(2)$, there are more technical difficulties to overcome, a task which takes up the bulk of this chapter.

The results in this chapter can be compared [29], in which Urbano shows that the index of a minimal surface in $S^3$ is at least five, unless it is totally geodesic, with equality only for the Clifford torus.
2.2 Self-shrinkers

2.2.1 Definition and notation

Definition 2.2.1. A shrinker is a smooth, complete, immersed hypersurface $\Sigma^n$ in $\mathbb{R}^{n+1}$ whose mean curvature vector satisfies $\vec{H} + \frac{1}{2} x' = 0$, where $x$ is the position vector in $\mathbb{R}^{n+1}$, and $\perp$ denotes orthogonal projection onto the normal bundle of $\Sigma$. Furthermore, we require that $\Sigma$ have polynomial volume growth, i.e. that $\text{vol}^n(\Sigma \cap B_R(0)) \leq p(R)$ for some polynomial $p$ (which may depend on $\Sigma$).

Remark 2.2.2. In general, one can also consider shrinkers with higher codimension. However, less is known about the stability of these (see e.g. [2] and [22]), and we will assume that all of our shrinkers have codimension 1.

Remark 2.2.3. In this thesis, we will only consider shrinkers with polynomial volume growth. In practice, this is not very restrictive. For example, Colding and Minicozzi have shown that any time slice of limit flow of a mean curvature flow starting from a smooth, closed, embedded hypersurface has polynomial (in fact Euclidean) volume growth; see Corollary 2.13 in [4]. Furthermore, Ding and Xin have shown that any properly immersed hypersurface satisfying the shrinker equation has Euclidean volume growth [6].

Remark 2.2.4. All the results in this chapter apply to both immersed and embedded shrinkers. However, in terms of notation, we will often pretend that $\Sigma$ is embedded. For example, we may write $\Sigma \cap B_R(0)$ in a situation where $i^{-1}(B_R(0))$ would be more correct, with $i : \Sigma \to \mathbb{R}^{n+1}$ being the immersion map. This will not alter the substance of the statements made; it will always be possible to translate them into the more cumbersome but technically correct notation.

Definition 2.2.5. If $x_0 \in \mathbb{R}^{n+1}$ and $t_0 \in \mathbb{R}$, we use $F_{x_0,t_0}$ to denote the $F$-functional centered at $x_0$ with timescale $t_0$. It is defined by

$$F_{x_0,t_0}(\Sigma) = (4\pi t_0)^{-n/2} \int_{\Sigma} e^{-|x-x_0|^2/(4t_0)} \, d\text{vol}^n.$$
Here, $\Sigma$ is any immersed hypersurface in $\mathbb{R}^{n+1}$.

**Remark 2.2.6.** Shrinkers are precisely the stationary points of the functional $F_{0,1}$. In fact, more is true: a suitably rescaled version of mean curvature flow is actually the negative gradient flow for the $F$-functional. For more details, see e.g. [16].

Colding and Minicozzi also define the entropy of a hypersurface:

**Definition 2.2.7.** Suppose that $\Sigma$ is an immersed hypersurface in $\mathbb{R}^{n+1}$. Then its entropy is

$$\lambda(\Sigma) = \sup_{x_0 \in \mathbb{R}^{n+1}, t_0 > 0} F_{x_0, t_0}(\Sigma).$$

As a consequence of Huisken’s monotonicity formula [16], the entropy is non-increasing under mean curvature flow. In particular, a mean curvature flow starting from a hypersurface of a certain entropy cannot develop singularities represented by shrinkers of higher entropy.

A shrinker can be seen as a minimal surface in the Euclidean space $\mathbb{R}^{n+1}$ where the area measure is weighted by a factor $e^{-|x|^2/4}$. It will be convenient to view the shrinker itself as a weighted manifold with the same weight, and use special notation for weighted integrals:

**Notation.**

- We will use the following notation for weighted integrals:

$$[f]_D = (4\pi)^{-n/2} \int_D f e^{-|x|^2/4} d\text{vol}^n,$$

where $D$ is a subset of $\Sigma$ (possibly $\Sigma$ itself) and $f$ is a function on $D$.

- $L^2_w(D)$ will denote the corresponding weighted $L^2$-space, i.e. the completion of $C_c^\infty(D)$ with respect to the norm given by $\|f\|^2 = [f]^2_D$.

- If $D$ is open and bounded, we will also use $H^1_{0,w}(D)$ to denote the completion of $C_c^\infty(D)$ with respect to the weighted $H^1$-norm given by $\|f\|^2 = [\nabla f]^2 + f^2_D$.  
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• $\mathcal{L}$ will denote the corresponding drift Laplacian, defined by

$$
\mathcal{L}f = \Delta_{\Sigma}f - \frac{1}{2} x^T \cdot \nabla f,
$$

for $f$ a function on $\Sigma$. Here, $(\cdot)^T$ denotes orthogonal projection onto the tangent space of $\Sigma$, and $\cdot$ denotes the inner product in $\mathbb{R}^{n+1}$.

The operator $\mathcal{L}$ is formally self-adjoint with respect to the weighted inner product:

**Proposition 2.2.8.** Suppose that $f, g \in C_0^\infty(\Sigma)$, where $\Sigma$ is a complete immersed hypersurface in $\mathbb{R}^{n+1}$. Then $[-f \mathcal{L}g]_\Sigma = [\nabla f \cdot \nabla g]_\Sigma = [-g \mathcal{L}f]_\Sigma$.

**Proof.** This is a simple consequence of the divergence theorem, using the fact that $\nabla e^{-|x|^2/4} = -\frac{1}{2} x^T e^{-|x|^2/4}$.

2.2.2 Second variation and F-stability

In studying the stability of shrinkers, Colding and Minicozzi introduced the notion of F-stability. We will repeat the essentials of this definition below, for easy reference.

We will also define the F-index, which, roughly speaking, is the dimension of the space of unstable variations, modulo translations and dilatations.

Since the rescaled mean curvature is a negative gradient flow for the F-functional, stability of shrinkers should be related to the second variation of this functional. We will begin by stating the second variation formula.

**Definition 2.2.9.** Suppose that $i_s : \Sigma \to \mathbb{R}^{n+1}$ is a family of immersions of a hypersurface. We say that $i_s$ is a variation of the immersed hypersurface $i_0(\Sigma)$. The variation vector field $X$ is given by $X = \partial i_s / \partial s|_{s=0}$. If we can write $X = fn$, where $f$ is a scalar function on $\Sigma$ and $n$ is the unit normal to $i_0(\Sigma)$, then we call $f$ the corresponding variation function.

**Remark 2.2.10.** We will often use the notation $\Sigma_s = i_s(\Sigma)$ for the variation, and ignore the questions of how the hypersurface $\Sigma_s$ is parametrized. It will then be understood that we make the parametrization in such a way that the variation vector
field is normal to $\Sigma_0$, something which can always be achieved. The properties we study will be independent of parametrization, so this represents no loss of generality.

**Proposition 2.2.11.** Let $\Sigma$ be an immersed shrinker of polynomial volume growth. Suppose that $\Sigma_s$ is a compactly supported variation of $\Sigma$ with variation function $f$, and that $x_s \in \mathbb{R}^{n+1}$ and $t_s \in \mathbb{R}^+$ are smooth variations around $x_0 = 0$ and $t_0 = 1$, where $\frac{dx_s}{ds}|_{s=0} = y$, $\frac{dt_s}{ds}|_{s=0} = h$. Then

$$
\frac{d^2}{ds^2} F_{x_s,t_s}(\Sigma_s) = \left[-fL f + 2 fh H - h^2 H^2 + f y \cdot n - \frac{1}{2}(y \cdot n)^2\right] \Sigma,
$$

Here, the stability operator $L$, acting on functions on $\Sigma$, is given by

$$
Lf = Lf + |A|^2 f + \frac{1}{2} f
= \Delta f - \frac{1}{2} x^T \nabla f + |A|^2 f + \frac{1}{2} f;
$$

$n$ denotes the normal vector to $\Sigma$; and $\cdot$ denotes the inner product in $\mathbb{R}^{n+1}$.

**Proof.** See Theorem 4.14 in [4].

It turns out that the stability operator $L$ always has certain negative eigenvalues (here and in the rest of the article, we will use the convention that $\lambda$ is an eigenvalue for $L$ if $Lu + \lambda u = 0$ for some function $u$).

**Proposition 2.2.12.** Let $\Sigma$ be an oriented shrinker in $\mathbb{R}^{n+1}$, let $H$ denote its mean curvature, and let $n$ denote its (consistently oriented) unit normal. Then

(i) $LH = H$, and

(ii) $L(y \cdot n) = \frac{1}{2} y \cdot n$, for any fixed vector $y \in \mathbb{R}^{n+1}$.

**Proof.** See Theorem 5.2 in [4].

These variations correspond to translating and scaling the shrinker. Doing so does lower the value of the $F$-functional. However, as mentioned in the introduction, these variations correspond to just moving a singularity around, so we do not want to
consider them true instabilities. A better stability definition, Colding and Minicozzi’s $F$-stability from [4], “quotients out” by these variations.

**Definition 2.2.13.** Let $\Sigma^n \subset \mathbb{R}^{n+1}$ be an immersed shrinker of polynomial volume growth.

(i) Let $\Sigma_s$ be a compactly supported variation of $\Sigma = \Sigma_0$ with variation function $f$. We say that the variation is *stable* if there exists some variations $x_s \in \mathbb{R}^{n+1}, t_s \in \mathbb{R}$ with $x_s = 0, t_s = 1$ such that

$$\frac{d^2}{ds^2} |_{s=0} F_{x_s, t_s}(\Sigma_s) \geq 0;$$

otherwise we say it is *unstable*.

From Proposition 2.2.11 we see that this property only depends on the variation function $f$, so we will also say that $f$ is stable or unstable.

(ii) $\Sigma$ is *$F$-stable* if every compactly supported variation is stable. Otherwise it is *$F$-unstable*.

(iii) The *$F$-index* of $\Sigma$ is the maximal dimension of a linear subspace consisting entirely of compactly supported unstable variation functions.

**Remark 2.2.14.** With these definitions, being $F$-stable is equivalent to having $F$-index 0.

### 2.3 Rotationally symmetric shrinkers

#### 2.3.1 Definition and notation

Fix a one-parameter subgroup $G \simeq SO(2)$ of $SO(n + 1)$, the group of rotations of $\mathbb{R}^{n+1}$.

**Definition 2.3.1.** Let $S$ be any subset of $\mathbb{R}^{n+1}$. We say that $S$ is *rotationally symmetric* if it is invariant under $G$. 
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If $\Sigma$ is an immersed hypersurface in $\mathbb{R}^{n+1}$, we say that $\Sigma$ is *rotationally symmetric* if its image is rotationally symmetric as a subset of $\mathbb{R}^{n+1}$.

**Notation.**

- $Q$ will denote the quotient $\mathbb{R}^{n+1}/G$. We will identify $Q$ with a half-space $\mathbb{R}^{n-1} \times \mathbb{R}_{\geq 0}$.

- $A$ will denote the fixed-point set of $\mathbb{R}^{n+1}$ under the action of $G$, i.e. $A = \{ x \in \mathbb{R}^{n+1} \mid gx = x \ \forall g \in G \}$. We will sometimes call this the *symmetry axis*.

- $(x_1, \ldots, x_{n+1})$ will be used as Cartesian coordinates on $\mathbb{R}^{n+1}$. These are arranged so that $G$ acts by changing only $x_n$ and $x_{n+1}$. $x$ will denote the position vector on $\mathbb{R}^{n+1}$.

- $(x_1, \ldots, x_{n-1}; r, \theta)$ will be used as cylindrical coordinates on $\mathbb{R}^{n+1}$, defined by $x_n = r \cos \theta$ and $x_{n+1} = r \sin \theta$. Thus, for example, $A = \{ r = 0 \}$.

- $(x'_1, \ldots, x'_n)$ will be used as coordinates on $Q = \mathbb{R}^{n-1} \times \mathbb{R}_{\geq 0}$. Sometimes we will write $r = x'_n$, to emphasize the connections with the cylindrical coordinates on $\mathbb{R}^{n+1}$. $x'$ will denote the position vector in $Q$.

- $\Sigma'$ will denote the image of $\Sigma$ in $Q$, assuming that $\Sigma$ is rotationally symmetric. Similarly, if $S$ is any rotationally symmetric subset of $\mathbb{R}^{n+1}$, then $S'$ will denote its image in $Q$.

In studying a rotationally symmetric shrinker $\Sigma$, it will be helpful to pass to the quotient $\Sigma'$. We will establish some basic properties of this quotient.

An immersed submanifold will be called *connected* if the domain of the immersion is connected, i.e. if it cannot be decomposed non-trivially as two immersed submanifolds.

**Lemma 2.3.2.** Suppose that $\Sigma$ is a smooth, complete, connected and rotationally symmetric immersed hypersurface in $\mathbb{R}^{n+1}$. Then $\Sigma'$ is a smooth immersed hypersurface-with-boundary in $Q$, whose boundary lies on $\partial Q$. Furthermore, the interior of $\Sigma'$ is connected.
Proof. Let $i : \Sigma \to \mathbb{R}^{n+1}$ denote the immersion and let $H$ be some hyperplane in $\mathbb{R}^{n+1}$ containing $A$. Note that $i(\Sigma)$ cannot be tangent to $H$ anywhere; if it were, then, by rotational symmetry, the image of $i$ would contain an open subset of $\mathbb{R}^{n+1}$ b, contradicting Sard’s theorem. It follows that $i$ intersects $H$ transversely, and thus $i(\Sigma) \cap H$ is a smooth, complete, immersed hypersurface in $H$.

Since $\Sigma'$ can be viewed as the intersection of $i(\Sigma)$ with one half of $H$, it follows that $\Sigma'$ is (the image of) a smooth, immersed hypersurface in $Q$, with boundary lying in $\partial Q$.

It remains to show that the interior of $\Sigma'$ is connected. First, we will show that $i$ also intersects $A$ transversely. Suppose not. Then there must be a point $x \in i^{-1}(A)$ where $i_\ast(T_x \Sigma)$ is hyperplane $H$ containing $A$. This leads to a contradiction by the same reasoning as in the first paragraph. Thus, $i^{-1}(A)$ is a submanifold of codimension two in $\Sigma$.

Since $\Sigma$ is connected, $\Sigma \setminus i^{-1}(A)$ is connected too, so any two points $p, q \in \Sigma \setminus i^{-1}(A)$ can be joined by a path which avoids $i^{-1}(A)$. Since this path can be pushed down to $\Sigma'$, this shows that $\Sigma' \setminus \partial \Sigma'$ is connected as well. \hfill $\Box$

Just as $\Sigma$ is a minimal surface in Euclidean space weighted by $e^{-|x|^2/4}$, $\Sigma'$ is a minimal surface in $Q$ with the weight $2\pi re^{-|x'|^2/4}$, and it will be helpful to define notation for the corresponding weighted integrals.

**Notation.** Suppose that $\Sigma$ is a rotationally symmetric shrinker.

- We will use the following notation for weighted integrals:

\[
[u]'_D = (4\pi)^{-n/2} \int_{D'} 2\pi re^{-|x'|^2/4} d\text{vol}^n,
\]

where $D'$ is a subset of $\Sigma'$ and $u$ is a function on $D'$.

- $L'$ will denote the corresponding drift Laplacian, defined by

\[
L'u = \Delta_\Sigma u + \left(\frac{1}{r}e^r + \frac{1}{2}(x')^\gamma\right) \cdot \nabla u,
\]
where \( u \) is a function on \( \Sigma' \). Here \((\cdot)^T\) denotes the orthogonal projection onto the tangent space of \( \Sigma' \), and \( \cdot \) denotes the Euclidean inner product in \( Q \).

As with \( \mathcal{L} \), this operator is formally self-adjoint:

**Proposition 2.3.3.** Let \( \Sigma' \) be an immersed hypersurface in \( Q \) with \( \partial \Sigma' \subset \partial Q \). Suppose that \( f, g \in C^\infty_c(\Sigma') \) (where we allow the possibility that \( f \) and \( g \) are non-zero on \( \partial \Sigma' \)). Then \([ -f \mathcal{L}' g ]_\Sigma' = [ \nabla f \cdot \nabla g ]_\Sigma' = [ -g \mathcal{L}' f ]_\Sigma' \).

**Proof.** The key here is to note that \( \nabla (re^{-|x'|^2/4}) = (e_T/r + (x')^T/2)re^{-|x'|^2/4} \). Therefore,
\[
(\mathcal{L}' g)re^{-|x'|^2/4} = \Delta (g e^{-|x'|^2/4}),
\]
and by the divergence theorem, we have
\[
[ f \mathcal{L}' g ]_\Sigma' + [ \nabla f \cdot \nabla g ]_\Sigma' = \int_{\partial \Sigma'} f \frac{\partial g}{\partial n} 2\pi r e^{-|x'|^2/4} d\text{vol}^{n-1}.
\]
The right-hand side vanishes because \( r = 0 \) on \( \partial \Sigma' \), and it follows that \([ -f \mathcal{L}' g ]_\Sigma' = [ \nabla f \cdot \nabla g ]_\Sigma' \). By symmetry, we also have \([ -g \mathcal{L}' f ]_\Sigma' = [ \nabla f \cdot \nabla g ]_\Sigma' \). \( \square \)

### 2.3.2 Fourier modes

Suppose that \( \Sigma \) is a rotationally symmetric immersed hypersurface in \( \mathbb{R}^{n+1} \), that \( D \) is a rotationally symmetric open subset of \( \Sigma \) (possibly \( \Sigma \) itself), and that \( k \geq 0 \) is an integer. We will be paying special attention to functions \( f : D \to \mathbb{R} \) of the forms
\[
f(x) = u(x') \cos(k\theta), \quad \text{and} \quad \tag{2.1}
\]
\[
f(x) = u(x') \sin(k\theta), \quad \tag{2.2}
\]
where \( u \) is a function on \( \Sigma' \) only. We will introduce some spaces of functions of this form:

**Notation.**

- \( C^\infty(k, D) \) consists of smooth functions on \( D \) of the form (2.1).
Similarly, $C^\infty_c(k, D)$ and $C^\infty_0(k, D)$ consist of smooth functions of the form (2.1) which are compactly supported or which vanish on the boundary of $D$, respectively.

$L^2_w(k, D)$ will denote the completion of $C^\infty_c(k, D)$ with respect to the weighted $L^2$-norm given by $\|f\|^2 = [f^2]_D$. When $D$ is open and bounded, we will also use $H^1_{0,w}(k, D)$ to denote the completion of $C^\infty_c(D)$ with respect to the weighted $H^1$-norm given by $\|f\|^2 = [\nabla f]^2 + [f^2]_D$.

We define $C^\infty_{\text{sin}}(k, D), C^\infty_{c,\text{sin}}(k, D), C^\infty_{0,\text{sin}}(k, D), L^2_{w,\text{sin}}(k, D)$, and $H^1_{0,w,\text{sin}}(k, D)$ in the same way, but for functions of the form (2.2) instead.

**Remark 2.3.4.** Because of the rotational symmetry, the spaces defined using the sines behave in the same way as the ones using cosines. We will focus on the latter, with the tacit understanding that corresponding results hold for the former as well.

Given a function $f$ on $\Sigma$, we can decompose it as a Fourier series:

**Proposition 2.3.5.** Let $\Sigma$ be a rotationally symmetric immersed hypersurface in $\mathbb{R}^{n+1}$ and let $D$ be a rotationally symmetric subset of $\Sigma$. Then we can decompose $L^2_w(D)$ as an orthogonal direct sum of Hilbert spaces

$$L^2_w(D) = \bigoplus_{k=0}^{\infty} L^2_w(k, D) \oplus \bigoplus_{k=1}^{\infty} L^2_{w,\text{sin}}(k, D).$$

**Proof.** If $f \in L^2_w(D)$, we can view it as a function on $D' \times S^1$, and decompose it as a Fourier series in the variable $\theta$. Let

$$a_k(x') = \frac{1}{\pi} \int_{\theta=0}^{2\pi} f(x', \theta) \cos(k\theta) d\theta \quad (k \geq 0)$$

$$b_k(x') = \frac{1}{\pi} \int_{\theta=0}^{2\pi} f(x', \theta) \sin(k\theta) d\theta \quad (k \geq 1).$$

By Fourier theory, we can write

$$f(x', \theta) = 2a_0(x') + \sum_{k \geq 1} (a_k(x') \cos(k\theta) + b_k(x') \sin(k\theta))$$
with the convergence in $L^2_w(\Sigma)$. This gives the desired decomposition.

The fact that the decomposition is orthogonal simply follows from the orthogonality of the basis functions $\cos(k\theta)$ and $\sin(l\theta)$ in $L^2(S^1)$. For example, suppose that $f = u(x') \cos(k\theta)$ and $g = v(x') \cos(l\theta)$, with $k \neq l$. Then

$$[fg]_D = \int_{\theta=0}^{2\pi} [uv]'_\theta \cos(k\theta) \cos(l\theta) d\theta = 0.$$ 

because $\cos(l\theta)$ and $\cos(k\theta)$ are orthogonal in $L^2(S^1)$.

The decomposition of the previous lemma preserves $H^1$-regularity, a fact that will be helpful for later analysis:

**Lemma 2.3.6.** Let $\Sigma$ be a rotationally symmetric immersed hypersurface in $\mathbb{R}^{n+1}$, and let $D$ be a rotationally symmetric open subset of $\Sigma$. If $f$ is any function in $L^2_w(D)$, we let $f_k$ denote the orthogonal projection of $f$ onto $L^2_w(k, D)$.

(i) If $f \in C^\infty(D)$, then $\|f_k\|_{H^1_w(D)} \leq \|f\|_{H^1_w(D)}$.

(ii) If $f \in H^1_{0,w}(D)$, then $f_k \in H^1_{0,w}(D)$.

**Proof.**

(i) We can view any function $f(x)$ on $\Sigma$ as a function $f(x', \theta)$ on $\Sigma' \times S^1$. Under this framework, we have $|\nabla f|^2 = \frac{1}{2} |\partial f/\partial \theta|^2 + |\nabla_{x'} f|^2$.

$f_k$ is given by

$$f_k(x', \theta) = \frac{1}{\pi} \int_{\theta'=-\pi}^{\theta=\pi} f(x', \theta') \cos(k\theta') d\theta' \cos(k\theta).$$

(In the case $k = 0$, the above formula is wrong by a factor of 2. To avoid cumbersome notation, we will assume $k \neq 0$, but the same proof works for that case as well.)
Using this formula, we will estimate \(|\nabla f_k|^2\) by decomposing it as \(\frac{1}{r^2} |\partial_\theta f_k|^2 + |\nabla_x f_k|^2\). For the first term, we have

\[
\partial_\theta f_k = -\frac{1}{\pi} k \sin(k\theta) \int_{\theta' = 0}^{2\pi} f(x', \theta') \cos(k\theta') d\theta' \\
= \frac{1}{\pi} \sin(k\theta) \int_{\theta' = 0}^{2\pi} f(x', \theta') \frac{d}{d\theta'} \sin(k\theta') d\theta' \\
= -\frac{1}{\pi} \sin(k\theta) \int_{\theta' = 0}^{2\pi} \frac{\partial}{\partial \theta'} f(x', \theta') \sin(k\theta') d\theta'.
\]

By Cauchy-Schwarz, it follows that

\[
\frac{1}{r^2} |\partial_\theta f_k|^2 \leq \frac{1}{\pi r^2} \sin^2(k\theta) \int_{\theta' = 0}^{2\pi} |\partial_{\theta'} f(x', \theta')|^2 d\theta' \int_{\theta' = 0}^{2\pi} \sin^2(k\theta') d\theta' \\
= \frac{1}{\pi r^2} \sin^2(k\theta) \int_{\theta' = 0}^{2\pi} |\partial_{\theta'} f(x', \theta')|^2 d\theta'
\]

and after integrating with respect to \(\theta\), with \(x'\) fixed, we get

\[
\frac{1}{r^2} \int_{\theta = 0}^{2\pi} |\partial_\theta f_k|^2 d\theta \leq \frac{1}{r^2} \int_{\theta = 0}^{2\pi} |\partial_\theta f|^2 d\theta. \tag{2.4}
\]

As for the term \(|\nabla_x f_k|^2\), we use Cauchy-Schwarz directly:

\[
|\nabla_x f_k|^2 = \frac{1}{\pi^2} \int_{\theta' = 0}^{2\pi} |\nabla_x f(x', \theta')|^2 d\theta' \cos^2(k\theta) \\
\leq \frac{1}{\pi^2} \int_{\theta' = 0}^{2\pi} |\nabla_x f(x', \theta')|^2 d\theta' \int_{\theta' = 0}^{2\pi} \cos^2(k\theta') d\theta' \cos^2(k\theta) \\
= \frac{1}{\pi} \int_{\theta' = 0}^{2\pi} |\nabla_x f(x', \theta')|^2 d\theta' \cos^2(k\theta).
\]

We integrate with respect to \(\theta\), to get

\[
\int_{\theta = 0}^{2\pi} |\nabla_x f_k|^2 d\theta \leq \int_{\theta = 0}^{2\pi} |\nabla_x f|^2 d\theta \tag{2.5}
\]

By adding (2.4) and (2.5), and integrating with respect to \(x'\) (with weight \(re^{-|x'|^2/4}\), we get \(||\nabla f_k||_D \leq ||\nabla f||_D\), and the result follows.
(ii) This follows from part (i) by an approximation argument.

Due to smoothness, functions in $C^\infty(k, D)$ are restricted in their possible behavior near the symmetry axis $A = \{r = 0\}$, as the following lemma shows. This will be useful later in dealing boundary terms at $A$.

**Lemma 2.3.7.** Suppose that $\Sigma'$ is a rotationally symmetric, smooth, immersed hypersurface in $\mathbb{R}^{n+1}$. Take a function $f \in C^\infty(k, D)$, and write $f = u(x') \cos(k\theta)$. Let $p' \in \partial \Sigma'$, and let $X' \in T_{p'} \Sigma'$ be the unit normal to $\partial \Sigma'$.

(i) If $k \neq 1$, then $X' \cdot \nabla u$ vanishes at $p'$.

(ii) If $k \geq 1$, then $u = 0$ at $p'$.

**Proof.**

(i) Let $p \in A \subseteq \mathbb{R}^{n+1}$ denote the unique preimage of $p'$ under the quotient map $\mathbb{R}^{n+1} \to Q$. Given an angle $\phi$, let $X_\phi \in T_p \Sigma$ denote the unit vector pointing in the direction given by $\theta = \phi$. Then

$$X_\phi \cdot \nabla f = \cos(k\theta)X' \cdot \nabla u. \quad (2.6)$$

When $k \geq 2$, let $\phi_j = 2\pi j/k$ for $1 \leq j \leq k$. We note that $\cos(k\phi_j) = 1$ for all $j$, and that $\sum_{j=1}^k X_{\phi_j} = 0$. Therefore, we obtain the desired result by taking the sum of $k$ instances of (2.6) for these values of $\phi$.

When $k = 0$, any angle $\phi$ has $\cos(k\phi) = 1$, so we can get the same result by taking the same sum with, for example, $X_0$ and $X_\pi$.

(ii) If $k \geq 1$, then the function $\cos(k\theta)$ takes the value 0 for some $\theta$. In other words, $f$ vanishes on certain half-spaces with boundary $A$, and by continuity must vanish on $\Sigma \cap A$ as well.
2.3.3 Stability operator

It turns out that the stability operator \( L \) maps the subsets \( C^\infty(k, \Sigma) \) into themselves. This will be a key point in the analysis of the spectrum of \( L \).

**Proposition 2.3.8.** Suppose that \( \Sigma \) is a rotationally symmetric shrinker, and that \( f \in C^\infty(k, \Sigma) \), with \( f(x) = u(x') \cos(k \theta) \). Then

\[
Lf = L_k u \cos(k \theta)
\]

where the operator \( L_k \), acting on functions on \( \Sigma' \), is given by

\[
L_k u = \mathcal{L}'u + \left( |A|^2 + \frac{1}{r^2} |e_r^\perp|^2 + \frac{1}{2} - \frac{k^2}{r^2} \right) u,
\]

where \( \perp \) denotes orthogonal projection onto the normal bundle of \( \Sigma' \).

In particular, if \( f \in C^\infty(k, \Sigma) \), then \( Lf \in C^\infty(k, \Sigma) \).

**Proof.** We can view \( f \) as a function \( f(x', \theta) \) on \( \Sigma' \times S^1 \). The result will follow from the following three identities:

(i) \( x^T \cdot \nabla \Sigma f = (x')^T \cdot \nabla \Sigma' f \), where \( x \) is the position vector in \( \mathbb{R}^{n+1} \);

(ii) \( |A_{x'}|^2 = |A_{x'}|^2 + r^{-2} |e_r^\perp|^2 \); and

(iii) \( \Delta \Sigma f = \Delta \Sigma' f + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} f + \frac{1}{r} e_r^T \cdot \nabla \Sigma' f \).

To establish some notation, pick an arbitrary point \( x \in \Sigma \). Thinking of \( \Sigma \) as \( \Sigma' \times S^1 \) (with a warped metric), we write \( x = (x', \theta) \), and let \( \Sigma_x' = \Sigma' \times \{ \theta \} \) and \( \Gamma = \{ x' \} \times S^1 \) denote the copies of \( \Sigma' \) and \( S^1 \), respectively, that pass through \( x \). We will think of these as submanifolds of \( \Sigma \), and hence immersed submanifolds of \( \mathbb{R}^{n+1} \); \( \Gamma \) is then just a circle around \( A \) and \( \Sigma_x' \) an isometric copy of \( \Sigma' \) which is contained in a half-space with boundary \( A \).

We will show identities (i) to (iii) in turn:

(i) This is immediate, the key point being that the position vector \( x \) does not have any component in the \( \theta \)-direction.
(ii) Consider the unit vector $e_\theta = \frac{1}{r} \frac{\partial}{\partial \theta}$. Then $e_\theta$, thought of as a vector in $\mathbb{R}^{n+1}$, depends only on $\theta$, and it follows that $A_\Sigma(e_\theta, X) = (\nabla^\Sigma_{e_\theta} e_\theta)^\perp = 0$ for any vector $X \in T_p\Sigma_x$. From this, and the fact that $\Sigma_x$ is totally geodesic in $\Sigma$, we conclude that $|A_\Sigma|^2 = |A_{\Sigma'}|^2 + |A_\Sigma(e_\theta, e_\theta)|^2$.

On the other hand, we can easily calculate $A_\Sigma(e_\theta, e_\theta) = (\nabla^\Sigma_{e_\theta} e_\theta)^\perp = \frac{1}{r} e_r^\perp$, and identity (ii) follows.

(iii) $\Sigma_x'$ is totally geodesic in $\Sigma$, and it follows that

$$\Delta_\Sigma u = \Delta_{\Sigma'} u + \Delta_\Gamma u - \kappa \cdot \nabla^\Sigma u$$

at $x$, where $\kappa$ is the geodesic curvature of $\Gamma$ in $\Sigma$.

The geodesic curvature vector $\kappa$ of $\Gamma$ in $\Sigma$ is just the orthogonal projection of the curvature vector of $\Gamma$ in the ambient space $\mathbb{R}^{n+1}$ onto the tangent space of $\Sigma$.

It follows that $\kappa = -e^\Gamma_r/r$. Furthermore, on the circle $\Gamma$, the Laplacian is given by $\Delta_\Gamma = \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2}$, and (iii) follows.

Substituting in the identities (i), (ii), and (iii) into the formula for $L$, given in Proposition 2.2.11, we get the result. $\square$

As the above proposition suggests, the known eigenfunctions of $L$ from Proposition 2.2.12 fit in well in the framework of $C^\infty(0, \Sigma)$ functions:

**Proposition 2.3.9.** Suppose that $\Sigma$ is a rotationally symmetric shrinker with mean curvature $H$ and normal vector $n$.

(i) The function $H$ belongs to $C^\infty(0, \Sigma)$.

(ii) For $i = 1, \ldots, n - 1$, the functions $e_i \cdot n$ also belong to $C^\infty(0, \Sigma)$.

(iii) The function $e_n \cdot n$ belongs to $C^\infty(1, \Sigma)$, and the function $e_{n+1} \cdot n$ belongs to $C^\infty_{\sin}(1, \Sigma)$.

**Proof.** (i) and (ii) are easy consequences of rotational symmetry. To see that (iii) is true, note that the projection of $n$ onto the $x_n x_{n+1}$-plane is a vector of magnitude $n_{\Sigma'}$.  
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and direction parallel to $e_r = e_n \cos \theta + e_{n+1} \sin \theta$. In other words, $n \cdot e_n = (n_{\Sigma} \cdot e_r) \cos \theta$, and similarly $n_{\Sigma} \cdot e_{n+1} = (n_{\Sigma} \cdot e_r) \sin \theta.$

### 2.4 Spectrum of the stability operator

#### 2.4.1 Restricted spectra on compact domains

In this section, we will study the spectrum of the operator $L$. In light of Propositions 2.3.5 and 2.3.8, it is natural to do so by decomposing the spectrum into separate parts corresponding to each $C^\infty(k, \Sigma)$.

We will develop this spectral theory in the compact setting first. Let $D$ be a bounded, rotationally symmetric subdomain of $\Sigma$.

**Definition 2.4.1.** By the $k$-th restricted (Dirichlet) eigenvalue spectrum of $L$ on $D$, we mean the set of $\mu \in \mathbb{R}$ for which there exists a nonzero function $f \in C^\infty_0(k, D)$ such that $Lu + \mu u = 0$.

**Remark 2.4.2.** If $\Sigma \cap A = \emptyset$, then the restricted spectrum is just the spectrum of the operator $L_k$, and the results of this section are standard consequences of the spectral theory of self-adjoint elliptic operators.

When $\Sigma$ does intersect $A$, we need to work harder. On one hand, the coefficients of $L_k$ are unbounded near $A$, and the standard elliptic theory of $L_k$ does not immediately give enough control on the behavior of the solutions near this boundary. On the other hand, functions in $C^\infty(D')$ coming from $C^\infty(k, D)$ have restrictions on their behavior near $\partial \Sigma'$ (see Lemma 2.3.7), and this will help us finish the proof.

We will work in a (weighted) Sobolev setting, and it will be convenient to define a bilinear form corresponding to $L$. If $f, g \in C^\infty_0(D)$, we let

$$B_L(f, g) = \left[ -fLg \right]_D = \left[ \nabla f \cdot \nabla g - \left( |A|^2 + \frac{1}{2} \right) fg \right]_D.$$ 

In light of the second expression, $B_L$ extends to a bounded bilinear form on $H^{1, w}_0(D)$. 
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The restricted spectra satisfy all the usual properties we expect from spectra of second-order elliptic operators:

**Theorem 2.4.3.** Fix $k$, and let $D$ be a rotationally symmetric, bounded, open subset of the rotationally symmetric shrinker $\Sigma$.

(i) The $k$-th restricted eigenvalue spectrum of $L$ consists of real eigenvalues $\mu_1 < \mu_2 \leq \mu_3 \leq \cdots$, where the corresponding eigenfunctions $f_1, f_2, \ldots$ form an orthonormal basis for $L^2_w(k, D)$.

(ii) $\mu_1$ can be characterized by

$$\mu_1 = \inf_f B_L(f, f)$$

where the infimum is taken over functions $f \in H^1_{0,w}(k, D)$ with $\|f\|_{L^2_w(D)} = 1$.

(iii) If some $f \in H^1_{0,w}(k, D)$ with $\|f\|_{L^2_w(D)} = 1$ satisfies $\mu_1 = B_L(f, f)$, then $Lf + \mu_1 f = 0$.

(iv) The lowest eigenfunction $f_1$ can be written as $f_1(x) = u(x') \cos(k\theta)$, where $u > 0$ in the interior of $D' \setminus \partial \Sigma'$.

(v) If $k = 0$, then the lowest eigenfunction $f$ in $C^\infty_0(0, D)$ is in fact also the lowest eigenfunction for $L$ acting on $C^\infty_0(D)$ (i.e. in the unrestricted spectrum), and $f$ is in fact positive in the whole interior of $D$.

**Remark 2.4.4.** For unrestricted spectra, these results are standard; see e.g. Section 6.5 of [11], where the results are proved in a slightly simpler setting. The proof here uses the same ideas, with the next lemma being the only new ingredient. The lemma can be thought of as a weak version of the statement that $L$ acts on the spaces $C^\infty(k, D)$.

**Lemma 2.4.5.** Let $D$ be a rotationally symmetric, bounded, open subset of the rotationally symmetric shrinker $\Sigma$, and fix an integer $k \geq 0$.

(i) Suppose that $f \in H^1_{0,w}(k, D)$ and $g \in H^1_{0,w}(D)$. Let $g_k$ denote the $L^2_w$-orthogonal projection of $g$ onto the subspace $L^2_w(k, D)$. Then $B_L(f, g) = B_L(f, g_k)$. 
(ii) Let \( f \in H^{1}_{0,w}(k,D) \) and let \( \alpha \in \mathbb{R} \). Suppose that the equation

\[
B_L(f,h) + \alpha[fh]_D = 0
\]

holds for all \( h \in H^{1}_{0,w}(k,D) \). Then in fact \( B_L(f,g) + \alpha[fg]_D = 0 \) holds for any \( g \in H^{1}_{0,w}(D) \).

Proof.

(i) Suppose first that \( f \) and \( g \) are smooth. Proposition 2.3.8 gives \( Lf \in C^\infty(k,D) \), and by orthogonality of the spaces \( L^2_w(k,D) \), we have

\[
B_L(f,g) = -[(Lf)g]_D = -[(Lf)g_k]_D
\]

which is the desired identity.

In the general case, Lemma 2.3.6 implies that \( g \mapsto g_k \) is continuous as a map \( H^1_{0,w}(D) \to H^{1}_{0,w}(k,D) \), and the result follows from a continuity argument.

(ii) Decompose \( g \) as \( g = g_k + g' \). By part (i), \( B_L(f,g) = B_L(f,g_k) \), and by simple orthogonality \( \alpha[fg]_D = \alpha[fg_k]_D \). Thus

\[
B_L(f,g) + \alpha[fg]_D = B_L(f,g_k) + \alpha[fg_k]_D,
\]

which is zero by assumption.

Proof of Theorem 2.4.3.

(i) We can pick \( \gamma > \sup_D |A|^2 + \frac{1}{2} \) and define \( B_\gamma(f,g) = B_L(f,g) + [fg]_D \). Then \( B_\gamma \) defines an inner product on \( H^{1}_{0,w}(k,D) \), which satisfies \( \|f\|_{H^\gamma} \leq CB_\gamma(f,f) \) for some \( C \).

We now define an operator \( R : L^2_w(k,D) \to H^{1}_{0,w}(k,D) \) as follows. Let \( h \in L^2_w(k,D) \). By the Riesz representation theorem, applied to the Hilbert space
we can find a unique \( f \in H^1_{0,w}(k, D) \) such that \( B_\gamma(f, g) = [hg]_D \) for all \( g \in H^1_{0,w}(k, D) \). We then set \( Rh = f \); it is easy to see that \( R \) is bounded.

By the Rellich-Kondrachov theorem, \( R \) is compact when thought of as a operator \( L^2_w(k, D) \to L^2_w(k, D) \). It is also self-adjoint and positive definite, and it follows that it has a discrete spectrum of eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots > 0 \), with \( \lambda_i \to 0 \), and with the corresponding eigenfunctions \( f_i \) forming an orthonormal basis of \( L^2_w(k, D) \).

By the definition of \( R \), the eigenfunctions \( f_i \) satisfy

\[
B_\gamma(f_i, g) = \lambda_i^{-1} [f_i g]_D
\]

for all \( g \in H^1_{0,w}(k, D) \). By Lemma 2.4.5(ii), the equation (2.10) in fact holds for all \( g \in H^1_{0,w}(D) \). In other words, \( f_i \) is a weak solution of \((-L + \gamma)f_i = \lambda_i^{-1} f_i \).

By standard elliptic regularity, it follows that the \( f_i \) are smooth, and that the relation \((L + \gamma)f_i = \lambda_i^{-1} f_i \) holds in the classical sense.

Setting \( \mu_i = \lambda_i^{-1} - \gamma \), this proves (i), except for the assertion that \( \mu_1 < \mu_2 \), which we will leave for later.

(ii) On one hand, \( B_L(f_1, f_1) = \mu_1 \), so the infimum is at most \( \mu_1 \).

On the other hand, suppose \( f \in H^1_{0,w}(k, D) \), with \( \|f\|_{L^2_w(D)} = 1 \). We need to show that \( B_L(f, f) \geq \mu_1 \), or equivalently, that \( B_\gamma(f, f) \geq \mu_1 + \gamma = \lambda_1^{-1} \).

Since the eigenfunctions form an orthonormal basis for \( L^2_w(k, D) \), we can write \( f = \sum_{i=1}^{\infty} a_i f_i \), with the convergence in \( L^2_w \). The coefficients \( a_i \) satisfy \( \sum_{i=1}^{\infty} a_i^2 = 1 \).

We also have the orthogonality relations

\[
B_\gamma(f_i, f_j) = [-f_j L f_i]_D = \begin{cases} 
\mu_i + \gamma & \text{if } k = l \\
0 & \text{otherwise}.
\end{cases}
\]

By Bessel’s inequality, applied to the Hilbert space \((H^1_{0,w}(k, D), B_\gamma)\), it follows
that \( B_\gamma(f, f) \geq \sum_{i=1}^{N} |B_\gamma(f, f_i)|^2 (\mu_i + \gamma)^{-1} \) for all \( N \). Furthermore, \( B_\gamma(f, f_i) = \left[ -f L f_i \right]_D = (\mu_i + \gamma)|f f_i|_D = (\mu_i + \gamma)a_i \), so we get \( B_\gamma(f, f) \geq \sum_{i=1}^{N} (\mu_i + \gamma)a_i^2 \geq (\mu_1 + \gamma) \sum_{i=1}^{N} a_i^2 \). This holds for all \( N \), so we conclude that \( B_\gamma(f, f) \geq \mu_1 + \gamma \), which proves (ii).

(iii) Let \( g \in H^1_{0,w}(k, D) \). I claim that

\[
B_L(f, g) = \mu_1 |fg|_D. \tag{2.11}
\]

By decomposing \( g \) as \( g = [fg]_D f + g' \), we see that it is sufficient to prove (2.11) for \( g \) orthogonal to \( f \) in \( L^2_k(D) \). For such \( g \), we have \( \frac{d}{d\alpha} \|f + sg\|_{L^2_k} |_{\alpha=0} = 0 \), and since \( f \) minimizes \( B_L(f, f) \), it follows that \( \frac{d}{d\alpha} B_L(f + sg, f + sg) = 0 \), or in other words, \( B_L(f, g) = 0 \). This proves (2.11) for \( g \in H^1_{0,w}(k, D) \).

By Lemma 2.4.5(ii), the equation (2.11) is in fact valid for all \( g \in H^1_{0,w}(D) \). In other words, \( Lf + \mu_1 f = 0 \) in the weak sense, and by elliptic regularity this holds in the classical sense as well.

(iv) Suppose that \( f_1 \in C^\infty_0(k, D) \) satisfies \( Lf_1 + \mu_1 f_1 = 0 \). Without loss of generality, assume that \( \|f_1\|_D = 1 \). Write \( f_1 = u(x') \cos(k\theta) \), for some function \( u \) on \( D' \subset \Sigma' \). Consider the function \( \tilde{f}_1 = |u| \cos(k\theta) \). Since \( B_L(\tilde{f}_1, \tilde{f}_1) = B_L(f_1, f_1) = \mu_1 \) and \( \left\| \tilde{f}_1 \right\|_D = 1 \), it follows from part (iii) that \( L\tilde{f}_1 + \mu_1 \tilde{f}_1 = 0 \), and by Proposition 2.3.8, we get \( L_k |u| + \mu_1 |u| = 0 \).

In any compact region away from the boundary of \( D' \), \( L_k \) is a uniformly elliptic operator with bounded coefficients. By applying the Harnack inequality (see e.g. Theorem 8.20 of [13]), we conclude that \( |u| > 0 \) away from \( \partial D' \). In other words, \( u \) does not vanish anywhere except possibly on \( \partial \Sigma' \). By Lemma 2.3.2, \( \Sigma' \setminus \partial \Sigma' \) is connected, and by changing the sign of \( u \) if necessary, we have shown that \( u > 0 \) in the interior of \( D' \).

This also shows that \( \mu_1 < \mu_2 \). Assume otherwise. Then there are two linearly independent eigenfunctions of eigenvalue \( \mu_1 \). By taking linear combinations of those, we can construct an eigenfunction of the form \( f_1 = u \cos(k\theta) \) where \( u \)
changes sign. However, such an eigenfunction cannot exist by the preceding argument. This finishes the proof of part (i).

(v) By standard spectral theory, $L^2_\Sigma(D)$ has an orthonormal basis consisting of Dirichlet eigenfunctions of $L$. Furthermore, the lowest eigenfunction $g$ is unique, and positive in the interior of $D$. Since it is unique, it must be rotationally invariant, i.e. $g \in C^\infty(0, \Sigma)$. Thus, the eigenvalue corresponding to $g$ is $\mu_1$, and by the uniqueness of the lowest eigenvalue (i.e. the fact that $\mu_1 < \mu_2$), we conclude that $g = cf$ for some constant $c$. The claimed properties then follow.

\[ \square \]

2.4.2 Non-compact domains

When $\Sigma$ is non-compact, we will analyze the spectrum of $L$ by taking a exhaustion of $\Sigma$ by compact (rotationally symmetric) domains. The actual choice of domains will not matter, but for definiteness, we will define

\[ D_R = \Sigma \cap B_{R}^{\mathbb{R}^{n+1}}(0) \quad (R \geq 0), \]

where $B_{R}^{\mathbb{R}^{n+1}}(0)$ denotes the ball of radius $R$ centered at the origin in $\mathbb{R}^{n+1}$.

Let $\mu_1(k, D_R)$ denote the lowest eigenvalue in the $k$-th restricted Dirichlet eigenvalue spectrum of $L$ on the domain $D_R$. From the characterization in part (ii) of Theorem 2.4.3, we see that $\mu_1(k, D_S) \leq \mu_1(k, D_R)$ whenever $S \geq R$. So we can make the following definition:

**Definition 2.4.6.** Given a smooth immersed hypersurface $\Sigma$, we define the *bottom* of the $k$-th restricted spectrum of $L$, denoted $\mu_1(k, \Sigma)$, by

\[ \mu_1(k, \Sigma) = \lim_{R \to \infty} \mu_1(k, D_R). \]

We allow the value $\mu_1(k, \Sigma) = -\infty$.

We can also take a limit of the corresponding eigenfunctions:
Lemma 2.4.7. Let $\Sigma$ be a rotationally symmetric shrinker. Fix a compact subset $K'$ of $\Sigma \setminus \partial \Sigma'$, a point $x' \in K'$, and an integer $k \geq 0$. For each $R > 0$, let $f_R$ denote (some multiple of) the eigenfunction of $L$ corresponding to the eigenvalue $\mu_1(k, D_R)$. We write it as $f_R = v_R \cos(k \theta)$, where $v_R$ is a function on $D'_R$ which is positive in the interior of $D'_R$. (This is possible by Theorem 2.4.3(iv).) We scale $f_R$ so that $v_R(x') = 1$.

Assume that $\mu_1(k, \Sigma) > -\infty$. Then the following hold:

(i) The bounds $0 < c \leq v_R \leq C$ hold inside $K'$, where the constants $c$ and $C$ do not depend on $R$ (but do depend on $K'$).

(ii) We can find a sequence $R_i \to \infty$ such that $v_{R_i}|_{K'}$ converges in $C^1(K')$.

(iii) Let $w_R = \log v_R$. Then $w_{R_i}$ also converges in $C^1(K')$ to some $w_\infty \in C^1(K')$.

Proof.

(i) $v_R$ satisfies the elliptic equation $L_kv_R + \mu_1(k, D_R)v_R = 0$. Since $\mu_1(k, \Sigma) > -\infty$, this equation has bounded coefficients, with the bound not depending on $R$. Since we normalized the solution to have $v_R(x') = 1$, a standard Harnack inequality (see e.g. Theorem 8.20 of [13]) now gives the estimate $0 < c \leq v_R \leq C$ in the compact domain $K'$.

(ii) Let $E'$ be a slightly larger compact domain, such that $K'$ is contained in the interior of $E'$. Applying part (i) to the domain $E'$, we have $|v_R| \leq C$ in $E'$, for some different constant $C$.

We can now apply a standard interior $C^{1,\alpha}$-estimate for elliptic equations, Theorem 8.32 of [13], in the domain $E'$ to show that that the $C^{1,\alpha}$-norm of $v_R$ in $K'$ is bounded.

Finally, the Arzelà-Ascoli theorem then gives a subsequence $v_{R_i}$ which converges in the $C^1$-norm on $K'$.

(iii) This is an immediate consequence of parts (i) and (ii). Note that the lower bound $0 < c \leq v_R$ is needed to control the denominator of $|\nabla \log u_R| = |\nabla v_R|/|w_R|$. 
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Before we state the main result of this section, we need another lemma, containing a calculation that will be helpful later:

**Lemma 2.4.8.** Let \( \Sigma \) be a rotationally symmetric immersed hypersurface in \( \mathbb{R}^{n+1} \).

(i) Suppose that \( f, \phi \in C^\infty(\Sigma) \) and that \( \phi \) has compact support. Then

\[
\[ |\nabla (\phi f)|^2 \]_\Sigma = [\|\nabla \phi\|^2 f^2 - \phi^2 f \mathcal{L} f]_\Sigma .
\]

(ii) Suppose that \( u, \phi \in C^\infty(\Sigma') \) (up to the boundary), and that \( \phi \) has compact support. Then

\[
\[ |\nabla (\phi u)|^2 \]_{\Sigma'} = [\|\nabla \phi\|^2 u^2 - \phi^2 u \mathcal{L}' u]_{\Sigma'} .
\]

*Proof.*

(i) Using the Leibniz rule and expanding, we get

\[
\[ |\nabla (\phi f)|^2 \]_\Sigma = [\|\nabla \phi\|^2 f^2 + 2\phi f \nabla \phi \cdot \nabla f + \phi^2 |\nabla f|^2]_\Sigma .
\]

By integrating by parts (see Proposition 2.2.8), we have

\[
- [\phi^2 f \mathcal{L} f]_\Sigma = [\nabla (\phi^2 f) \cdot \nabla f]_\Sigma \\
= [2\phi f \nabla \phi \cdot \nabla f + \phi^2 |\nabla f|^2]_\Sigma 
\]

Substituting this into (2.12) gives the result.

(ii) The proof follows the same steps as in case (i). First, we expand to get

\[
\[ |\nabla (\phi u)|^2 \]_{\Sigma'} = [\|\nabla \phi\|^2 u^2 + 2\phi u \nabla \phi \cdot \nabla u + \phi^2 |\nabla u|^2]_{\Sigma'} .
\]
By Proposition 2.3.3, we have

\[-[\phi^2 u \mathcal{L} u]'_{\Sigma'} = [\nabla (\phi^2 u) \cdot \nabla u]'_{\Sigma'} \]
\[= [2\phi u \nabla \phi \cdot \nabla u + \phi^2 |\nabla u|^2]'_{\Sigma'} \]

and substitution into (ii) gives the result.

We now come to the main result of this section, which allows us to use global eigenfunctions to gain spectral information, even in the non-compact case.

**Theorem 2.4.9.** Let $\Sigma$ be a rotationally symmetric shrinker with polynomial volume growth, and suppose that $f \in C^\infty(k, \Sigma)$ satisfies $Lf + \lambda f = 0$. Assume also that $f$ has polynomial growth, i.e. that $|f| \leq p(|x|)$ for some polynomial $p$.

(i) Then $\mu_1(k, \Sigma) \leq \lambda$.

(ii) We can write $f(x) = u(x') \cos(k\theta)$. If, in addition, $u$ changes sign in $\Sigma' \setminus \partial \Sigma'$, then $\mu_1(k, \Sigma) < \lambda$.

**Proof.**

(i) Let $\phi_R \in C^\infty(\Sigma)$ be a cut-off function which depends only on $|x|$, takes the value 0 outside of $D_R$, takes the value 1 inside $D_{R/2}$, and which is approximately linear in $|x|$ in between. We will use $\phi_R f$ as a test function in the definition of $\mu_1(k, D_R)$.

Using Lemma 2.4.8(i), we have

$$[[\nabla (\phi_R f)]^2]_{\Sigma} = [[\nabla \phi_R]^2 f^2 - \phi_R f \mathcal{L} f]_{\Sigma}.$$
This means that

\[
[-\phi_R f L(\phi_R f)]_\Sigma = \left[|\nabla(\phi_R f)|^2 - \left(|A|^2 + \frac{1}{2}\right) \phi_R^2 f^2\right]_\Sigma
\]

\[
= \left[|\nabla\phi_R|^2 f^2 - \phi_R f L f - \left(|A|^2 + \frac{1}{2}\right) \phi_R^2 f^2\right]_\Sigma
\]

\[
= \left[|\nabla\phi_R|^2 f^2 - \phi_R^2 f L f\right]_\Sigma
\]

\[
= \left[|\nabla\phi_R|^2 f^2\right]_\Sigma + \lambda |\phi_R^2 f^2|_\Sigma.
\]

We now take the limit \( R \to \infty \). Note that the term \(|\nabla\phi_R|^2 f^2\right]_\Sigma\) is a weighted integral with weight \( e^{-|x|^2/4}\) and integrand supported only in \( \Sigma \setminus D_R \). From the polynomial growth of \( f \), the fact that \(|\nabla\phi_R| \leq C/R\) for some constant \( C \), and the fact that \( \Sigma \) has polynomial volume growth, it follows that this term vanishes in the limit. In other words,

\[
[-\phi_R f L(\phi_R f)]_\Sigma - \lambda |\phi_R^2 f^2|_\Sigma \to 0
\]

as \( R \to \infty \). Since \([\phi_R^2 f^2]\right]_\Sigma\) is increasing in \( R \), we can divide through to obtain

\[
\lim_{R \to \infty} \frac{[-\phi_R f L(\phi_R f)]_\Sigma}{[\phi_R^2 f^2]_\Sigma} = \lambda.
\]

For any fixed large \( R \), \( \phi_R f \) is a member of \( C^\infty_0(k, D_S) \) for \( S \) sufficiently large. Then the definition of \( \mu_1(k, D_S) \) gives \( \mu_1(k, D_S) \leq \frac{[-\phi_R f L(\phi_R f)]_\Sigma}{[\phi_R^2 f^2]_\Sigma} \), and it follows that \( \mu_1(k, \Sigma) \leq \lambda \).

(ii) Assume, for contradiction, that \( \lambda = \mu_1(k, \Sigma) \). Let \( g_R \) denote the lowest eigenfunction for \( L \) in the \( k \)-th restricted spectrum, i.e. corresponding to the eigenvalue \( \mu_1(k, D_R) \). By Theorem 2.4.3(iv), we can write \( g_R(x) = v_R(x') \cos(k \theta) \), where \( v_R > 0 \) in the interior of \( D'_R \setminus \{r = 0\} \). We can then define \( w_R : D'_R \setminus \{r = 0\} \to \mathbb{R} \) by \( w_R(x') = \log v_R(x') \). A simple calculation shows that

\[
\mathcal{L}' w_R = -\mu_1(k, D_R) - c - |\nabla w_R|^2,
\]

\( (2.13) \)
where the function \( c \) is the degree-zero coefficient of \( L_k \): \( c = |A|^2 + |e_r^1|^2 / r^2 + \frac{1}{2} - k^2 / r^2 \).

We split into two cases.

**Case 1: \( k \geq 1 \).** Assume first that \( k \geq 1 \). Note that \( L_k u + \lambda u = 0 \).

We will use two different cut-off functions, one to change \( u \) to have compact support, and one to move the support away from the boundary \( \partial \Sigma' \):

- \( \phi_R \in C^\infty(\Sigma') \) has compact support inside \( D'_R \), takes the value 1 inside \( D'_R / 2 \), and is approximately linear in \( |x'| \) in between.
- \( \psi_\rho \in C^\infty(\Sigma') \) takes the value 0 in the region \( \Sigma' \cap \{ r < \rho \} \), takes the value 1 in the region \( \Sigma' \cap \{ r > 2\rho \} \), and is approximately linear in \( r \) in between.

We can choose these functions so that \( |\nabla \phi_R| \leq C / R \), and \( |\nabla \psi_\rho| \leq C / \rho \), for some universal constant \( C \).

Now define \( u^R_\rho = \phi_R \psi_\rho u \). We will compute the integral

\[
I^R_\rho = \left[ |\nabla u^R_\rho - u^R_\rho \nabla w_R|^2 \right]'_{\partial D'_R}.
\] (2.14)

By expanding, we get

\[
I^R_\rho = \left[ |\nabla u^R_\rho|^2 \right]'_{\partial D'_R} - \left[ 2 u^R_\rho \nabla u^R_\rho \cdot \nabla w_R \right]'_{\partial D'_R} + \left[ (u^R_\rho)^2 |\nabla w_R|^2 \right]'_{\partial D'_R}
\] =: A + B + C

where \( A, B, \) and \( C \) are defined by this last equality.

By Lemma 2.4.8(ii), we have

\[
A = \left[ |\nabla u^R_\rho|^2 \right]'_{\partial D'_R}
\]

\[
= \left[ |\nabla (\psi_\rho \phi_R)|^2 u^2 - \psi_\rho^2 \phi_R^2 u \mathcal{L} u \right]'_{\partial D'_R}.
\]
By using the divergence theorem (i.e. Proposition 2.3.3), we have

\[ B = \left[ -\nabla (u_R^p)^2 \cdot \nabla w_R \right]_{D_R^p} \]

\[ = \left[ (u_R^p)^2 \mathcal{L}_R w_R \right]_{D_R^p}. \]

Combining this with (2.13), we get

\[ B + C = \left[ (u_R^p)^2 (-\mu_1 (k, D_R) - c) \right]_{D_R^p} \]

and finally

\[ I_R^p = A + B + C \]

\[ = \left[ \left| \nabla (\psi \phi_R) \right|^2 u^2 - \psi^2 \phi_R^2 u (L_k u + \mu_1 (k, D_R) u) \right]_{D_R^p} \]

\[ = \left[ \left| \left( \nabla (\psi \phi_R) \right|^2 + \psi^2 \phi_R^2 (\lambda - \mu_1 (k, D_R)) \right) u^2 \right]_{D_R^p}. \]

Assume furthermore that \( 2\rho < R/2 \), so that \( \nabla \psi \cdot \nabla \phi_R \equiv 0 \). We get

\[ I_R^p = \left[ \left| \nabla \psi_R \right|^2 + \left| \phi_R \right|^2 + \psi^2 \phi_R^2 (\lambda - \mu_1 (k, D_R)) \right] u^2 \left]_{D_R^p}. \] \hspace{1cm} (2.15)

We will first take the limit \( \rho \to 0^+ \). First of all, I claim that

\[ \lim_{\rho \to 0^+} \left[ \left| \nabla \psi_R \right|^2 u^2 \right]_{D_R^p} = 0. \] \hspace{1cm} (2.16)

To see this, note that for \( R \) fixed, we have

\[ [1]_{r < 2\rho} \] \hspace{0.5cm} \( = O(\rho^2) \) \hspace{1cm} as \( \rho \to 0^+ \). Since \( \nabla \psi \) is only supported in \( \{ r < 2\rho \} \), and \( |\nabla \psi| \leq C/\rho \), we get

\[ \left[ \left| \nabla \psi_R \right|^2 \right]_{D_R^p} \leq C' \]

for some constant \( C' \) that depends on \( R \) but not on \( \rho \). Furthermore, \( u \to 0 \)
as \( r \to 0 \) by Lemma 2.3.7(ii), and since \( D'_R \) is compact, this convergence is uniform inside \( D'_R \). Now (2.16) follows.

Combining (2.15) and (2.16), we get

\[
\lim_{\rho \to 0^+} I^R_{\rho} = \lim_{\rho \to 0^+} \left( \left[ \left( |\nabla \phi_{\rho}|^2 + \phi_{\rho}^2(\lambda - \mu_1(k, D_R)) \right) u^2 \right]^{\prime}_{D'_R} \right),
\]

and the dominated convergence theorem gives

\[
\lim_{\rho \to 0^+} I^R_{\rho} = \left[ \left( |\nabla \phi_R|^2 + \phi_R^2(\lambda - \mu_1(k, D_R)) \right) u^2 \right]^{\prime}_{D'_R} = (2.17)
\]

On the other hand, we can let \( u^R = \phi_R u \), and define

\[
I^R = \left[ \left( |\nabla u^R - u^R \nabla w_R|^2 \right)^{\prime}_{D'_R} \right].
\]

By taking the limit \( \rho \to 0^+ \) directly in the definition (2.14) of \( I^R_{\rho} \), Fatou’s lemma gives \( I^R \leq \liminf_{\rho \to 0^+} I^R_{\rho} \), and combining with (2.17) gives

\[
I^R \leq \left[ \left( |\nabla \phi_R|^2 + \phi_R^2(\lambda - \mu_1(k, D_R)) \right) u^2 \right]^{\prime}_{D'_R} = (2.18)
\]

Now we take the limit \( R \to \infty \). This is simpler: \( \mu_1(k, D_R) \to \lambda \) by assumption, and \( \left[ \left( |\nabla \phi_R|^2 u^2 \right)^{\prime}_{D'_R} \to 0 \) by the bounds on \( |\nabla \phi_R| \) and because \( u \) has polynomial growth. We thus get \( \limsup_{R \to \infty} I^R \leq 0 \).

On the other hand, we can take the limit directly in the definition of \( I^R \). Let \( K' \) be a fixed connected compact subset of \( \Sigma' \setminus \partial \Sigma' \). By Lemma 2.4.7(iii), we can find radii \( R_i \to \infty \) and a function \( w_\infty \) such that \( w_{R_i} \to w_\infty \) in \( C^1(K') \). Fatou’s lemma then gives

\[
\left[ \left( |\nabla u - u^R \nabla w_\infty|^2 \right)^{\prime}_{K'} \right] \leq \liminf_{i \to \infty} \left[ \left( |\nabla u^{R_i} - u^{R_i} \nabla w_{R_i}|^2 \right)^{\prime}_{K'} \right].
\]
For $R$ sufficiently large, $K' \subseteq D_R$, and so

$$[[\nabla u - u\nabla w_\infty]^2]'_{K'} \leq \liminf_{R \to \infty} I^R.$$ 

Combining with $\limsup_{R \to \infty} I^R \leq 0$, we conclude that

$$[[\nabla u - u\nabla w_\infty]^2]'_{K'}.$$ 

This means that $\nabla u = u\nabla w_\infty$ everywhere in $K'$. Since $K'$ is connected, it follows that $u = De^{w_\infty}$ for some constant $D$, and in particular, $u$ does not change sign on $K'$. Since $K'$ is an arbitrary connected compact subset of the interior of $\Sigma'$, and $\Sigma'$ is connected, this contradicts the assumption that $u$ changes sign, and finishes the proof.

**Case 2:** $k = 0$. In this case, we do not have the result that $u \to 0$ near the boundary $\partial \Sigma'$. On the other hand, Theorem 2.4.3(v) ensures that $w_R$ can be defined on the boundary $\partial \Sigma'$, which removes the need for the cutoff function $\psi_\rho$ altogether, and we end up with a simpler proof.

Let $u^R = \phi_R u$, and consider the integral

$$I^R := [[\nabla u^R - u^R\nabla w_R]^2]'_{D'_R}.$$ 

Expanding this, we get

$$I^R = [[\nabla u^R]^2]'_{D'_R} - [2u^R\nabla u^R \cdot \nabla w_R]'_{D'_R} + [(u^R)^2 |\nabla w_R|^2]'_{D'_R}$$

$$= A + B + C,$$

where the last equality defines the terms $A$, $B$, and $C$.

We use Lemma 2.4.8(ii) for the term $A$:

$$A = [[\nabla \phi_R]^2 u^2 - \phi_R^2 u L^u]'_{D'_R}.$$
Because $k = 0$, Theorem 2.4.3(v) guarantees that $w_R$ is smooth up to the boundary $\partial \Sigma'$. We can apply Proposition 2.3.3, to get

$$B = -[\nabla (u^R)^2 \cdot \nabla w_R]_{D_R'}$$

$$= [(u^R)^2 \mathcal{L} w_R]_{D_R'}.$$

Equation (2.13) then gives

$$B + C = [(u^R)^2 (-\mu_1(k, D_R) - c)]''_{\Sigma'}$$

and finally

$$I^R = A + B + C$$

$$= [|
abla \phi_R|^2 u^2 - \phi_R^2 u (L_k u + \mu_1(k, D_R) u)]_{D_R'}$$

$$= [(|\nabla \phi_R|^2 + \phi_R^2 (\lambda - \mu_1(k, D_R))) u^2]_{D_R'}.$$

This is now the same expression as (2.18) (except with equality), and we finish the proof in exactly the same way as in Case 1.

\[\square\]

2.5 \textit{F}-unstable variations

2.5.1 Almost orthogonality of spacetime translations

The proof of our main result, Theorem 2.1.2, will depend on the spectral theory developed in the previous section, combined with an analysis of the two classes of eigenfunctions of $L$ we already know, namely $H$ and $y \cdot n$ from Proposition 2.2.12.

Throughout this section, $\Sigma$ will be an immersed shrinker of polynomial volume growth, and like in the previous section, $D_R$ will be used to denote the subdomain $\Sigma \cap B_R^{n+1}(0)$. 
First of all, we show that the eigenfunctions from Proposition 2.2.12 are almost orthogonal:

**Lemma 2.5.1.** Suppose that the rotationally symmetric shrinker $\Sigma$, with polynomial volume growth, satisfies $\mu_1(0, \Sigma) > -\infty$. Let $y \in \mathbb{R}^{n+1}$ be a constant vector. Then

$$[H(y \cdot n)]_{D_R} \to 0$$

as $R \to \infty$.

**Proof.** Let $\phi$ be a cutoff function which takes the values 1 inside $D_R$ and 0 outside $D_{R+1}$, and which is approximately linear in $|x|$ in between. We can choose $\phi$ such that $|\nabla \phi| \leq C$ for some universal constant $C$.

Using Proposition 2.2.12, we have

$$\frac{1}{2} [\phi H y \cdot n]_\Sigma = [\phi (HL(y \cdot n) - LH y \cdot n)]_\Sigma$$

$$= [\phi (HL(y \cdot n) - LH y \cdot n)]_\Sigma$$

$$= [\nabla(\phi y \cdot n) \cdot \nabla H - \nabla(\phi H) \cdot \nabla(y \cdot n)]_\Sigma$$

$$= [\nabla \phi \cdot (H H y \cdot n - H \nabla(y \cdot n))]_\Sigma.$$

By the shrinker equation, we have $H = \frac{1}{2} x \cdot n$. Therefore $\nabla_x H = \frac{1}{2} A(x^T, X)$, and so $|\nabla H| \leq |A| |x|$. Similarly, $|\nabla(y \cdot n)| \leq |A| |y|$. We get

$$\frac{1}{2} ||\phi H y \cdot n||_\Sigma \leq 2 ||\nabla \phi||_\Sigma |A| |x| |y||_\Sigma.$$

Applying Cauchy-Schwarz, we get

$$||\phi H y \cdot n||_\Sigma \leq C |y| [||A||^2 |x|^2]_\Sigma [1]_{D_{R+1} \setminus D_R}.$$

Since $\mu_1(0, \Sigma) > -\infty$, we know that $[||A||^2 |x|^2]_\Sigma < \infty$ from [4] (see Step 1 in the proof of Theorem 9.36, and in particular formula (9.39)). By polynomial volume growth,
we have that \( [1]_{DR+1 \setminus DR} \leq \text{vol}(D_{R+1})e^{-R^2/4} \to 0 \), and it follows that

\[
[\phi H y \cdot n]_\Sigma \to 0.
\]

On the other hand, we have

\[
|\phi H y \cdot n|_{\Sigma \setminus DR} \leq |x| |y|_{DR+1 \setminus DR} \leq \text{vol}(D_{R+1})(R + 1) |y| e^{-R^2/4}
\]

which tends to zero by polynomial volume growth. Since \( [H(y \cdot n)]_{DR} = [\phi H y \cdot n]_\Sigma - [\phi H y \cdot n]_{\Sigma \setminus DR} \), the result follows.

In fact, we need a slightly stronger result, showing that Lemma 2.5.1 holds as a uniform limit in a certain sense:

**Lemma 2.5.2.** Suppose that the rotationally symmetric shrinker \( \Sigma \), with polynomial volume growth, satisfies \( \mu_1(0, \Sigma) > -\infty \). Let \( \mathbb{R}^{n+1} \) be a constant vector and let \( \varepsilon > 0 \) be arbitrary. Then there exists an \( R_0 \), depending on \( \varepsilon \) and \( \Sigma \) but not on \( y \), such that

\[
[H(y \cdot n)]_{DR} \leq \varepsilon [H^2]^{1/2}_{DR} [(y \cdot n)^2]^{1/2}_{DR}
\]

holds whenever \( R \geq R_0 \).

**Proof.** The main idea of the proof is a simple compactness argument, but the possibility of \( y \cdot n \equiv 0 \) gives rise to some technical complications.

If \( [H^2]_{\Sigma} = 0 \), then \( H \equiv 0 \) and so \( [H(y \cdot n)]_{DR} = 0 \) for all \( R \), and so the result is trivially true. Thus, we can assume that \( [H^2]_{\Sigma} \neq 0 \), and we let \( R_1 \) be such that \( [H^2]_{DR_1} > 0 \).

For any \( R \), we let \( A_R \) be the set of all \( y \in \mathbb{R}^{n+1} \) such that \( [(y \cdot n)^2]_{DR} = 0 \). Since this condition is equivalent to \( y \cdot n \) being zero everywhere in \( DR \), \( A_R \) is a linear subspace of \( \mathbb{R}^{n+1} \). Since \( R \mapsto A_R \) is monotonic, we can let \( A = \lim_{R \to \infty} A_R \). Because \( \mathbb{R}^{n+1} \) is finite-dimensional, there is some \( R_2 \) such that \( A_R = A \) for all \( R \geq R_2 \). We then let \( B \) be the orthogonal complement of \( A \) in \( \mathbb{R}^{n+1} \).
Consider the family of functions

\[ f_R(y) = \frac{[H(y \cdot n)]_{D_R}}{[H^2]_{D_R}^{1/2} [(y \cdot n)^2]_{D_R}^{1/2}}. \]

which we define for \( y \in B \setminus \{0\} \) and \( R \geq \max\{R_1, R_2\} \). Since the denominator is positive and increasing in \( R \), Lemma 2.5.1 shows that \( f_R(y) \to 0 \) as \( R \to \infty \), for each fixed \( y \in B \setminus \{0\} \). Furthermore, note that \( f \) is homogeneous of degree 0 in \( y \). From the fact that each \( f_R \) is continuous in \( y \), and the fact that the unit sphere in \( B \) is compact, it then follows that \( f_R \to 0 \) as \( R \to \infty \), with the convergence being uniform in \( y \). This means that we can choose an \( R_0 \geq \max\{R_1, R_2\} \) such that

\[ f_R(y) \leq \epsilon \quad (2.20) \]

for all \( y \in B \).

Suppose now that \( R \geq R_0 \), and that \( y \in \mathbb{R}^{n+1} \) is arbitrary. We decompose \( y \) as \( y = y_1 + y_2 \) with \( y_1 \in A \) and \( y_2 \in B \). Since \( y_1 \cdot n \equiv 0 \), we get

\[ [H(y \cdot n)]_{D_R} = [H(y_2 \cdot n)]_{D_R}, \quad \text{and} \]
\[ [(y \cdot n)^2]_{D_R} = [(y_2 \cdot n)^2]_{D_R}. \]

Thus (2.19) reduces to

\[ [H(y_2 \cdot n)]_{D_R} \leq \epsilon [H^2]_{D_R}^{1/2} [(y_2 \cdot n)^2]_{D_R}^{1/2}. \]

If \( y_2 = 0 \), then this is trivial; otherwise it follows from (2.20).

\[ \square \]

2.5.2 Bounds for the second variation

To prove Theorem 2.1.2, we will construct some unstable variations. To show that they are actually \( F \)-unstable, the strategy is to split the terms of the second variation formula (Proposition 2.2.11) up into different parts, corresponding to the different restricted spectra, and deal with each separately.
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For one step, we will need the following elementary "almost Bessel inequality":

**Lemma 2.5.3.** Suppose that $V$ is a real vector space equipped with an inner product $\langle \cdot, \cdot \rangle$ and corresponding norm $\| \cdot \|$. Let $a, b, v \in V$, with $a$ and $b$ nonzero and $|\langle a, b \rangle| \leq \epsilon \|a\| \|b\|$, for some small $\epsilon$. Then

$$\frac{\langle v, a \rangle^2}{\|a\|^2} + \frac{\langle v, b \rangle^2}{\|b\|^2} \leq \frac{1}{1-\epsilon} \|v\|^2.$$ 

**Proof.** Define $\hat{a} = a/\|a\|$ and $\hat{b} = b/\|b\|$. Then $|\langle \hat{a}, \hat{b} \rangle| \leq \epsilon$.

We have

$$0 \leq \left\| v - \langle v, \hat{a} \rangle - \langle v, \hat{b} \rangle b \right\|^2$$
$$= \|v\|^2 - \langle v, \hat{a} \rangle^2 - \langle v, \hat{b} \rangle^2 + 2 \langle \hat{a}, \hat{b} \rangle \langle v, \hat{a} \rangle \langle v, \hat{b} \rangle$$
$$\leq \|v\|^2 - \langle v, \hat{a} \rangle^2 - \langle v, \hat{b} \rangle^2 + 2\epsilon \left| \langle v, \hat{a} \rangle \langle v, \hat{b} \rangle \right|$$
$$\leq \|v\|^2 - \langle v, \hat{a} \rangle^2 - \langle v, \hat{b} \rangle^2 + \epsilon (\langle v, \hat{a} \rangle^2 + \langle v, \hat{b} \rangle^2).$$

By rearranging, we get

$$(1-\epsilon) \left( \langle v, \hat{a} \rangle^2 + \langle v, \hat{b} \rangle^2 \right) \leq \|v\|^2,$$

and the desired result follows. \(\Box\)

**Lemma 2.5.4.** Let $f \in C_0^\infty(D_R)$, let $y \in \mathbb{R}^{n+1}$ be a fixed vector, and let $h \in \mathbb{R}$. Then

(i) \[
\left[ -\frac{1}{2} f^2 + fy \cdot n - \frac{1}{2} (y \cdot n)^2 \right]_{D_R} \leq 0.
\]

(ii) \[
\left[ -\frac{3}{2} f^2 + fy \cdot n - \frac{1}{2} (y \cdot n)^2 + 2fhH - h^2 H^2 \right]_{D_R} \leq 0.
\]

(iii) If, in addition, we have

$$|[H(y \cdot n)]_{D_R}| \leq \epsilon [H_{D_R}^{1/2} (y \cdot n)^2]_{D_R}^{1/2}$$
for some $\epsilon$ with $0 < \epsilon < 1$, then

$$
\left[ -\frac{1}{1 - \epsilon} f^2 + f y \cdot n - \frac{1}{2} (y \cdot n)^2 + 2 f h H - h^2 H^2 \right]_{D_R} \leq 0.
$$

Proof.

(i) This is just an expanded version of the inequality

$$
-\frac{1}{2} [(f - y \cdot n)^2]_{D_R} \leq 0.
$$

(ii) This is obtained by taking the sum of (i) with the similar inequality

$$
- [(f - h H)^2]_{D_R} \leq 0.
$$

(iii) If either $h H$ or $y \cdot n$ is identically zero on $D_R$, we can easily prove this using the same technique as in parts (i) and (ii). So we may assume that they are not. We note that $0 \leq (|h^2 H^2|_{D_R} - |f h H|_{D_R})^2$, from which it follows that

$$
[2 f h H - h^2 H^2]_{D_R} \leq \frac{|f h H|_{D_R}^2}{|h^2 H^2|_{D_R}}.
$$

Similarly, we have

$$
\left[ f y \cdot n - \frac{1}{2} (y \cdot n)^2 \right]_{D_R} \leq \frac{1}{2} \frac{|f (y \cdot n)|_{D_R}^2}{(|y \cdot n|_{D_R}^2)}.
$$

Adding these together, we get

$$
\left[ f y \cdot n - \frac{1}{2} (y \cdot n)^2 + 2 f h H - h^2 H^2 \right]_{D_R} \leq \frac{|f h H|_{D_R}^2}{|h^2 H^2|_{D_R}} + \frac{1}{2} \frac{|f (y \cdot n)|_{D_R}^2}{(|y \cdot n|_{D_R}^2)} \quad (2.21)
$$

Applying Lemma 2.5.3 with $V = L^2_w(D_R)$, $\langle f, g \rangle = [f g]_{D_R}$, $v = f$, $a = h H$, and $b = y \cdot n$, we get

$$
\frac{|f h H|_{D_R}^2}{|h^2 H^2|_{D_R}} + \frac{|f (y \cdot n)|_{D_R}^2}{(|y \cdot n|_{D_R}^2)} \leq \frac{1}{1 - \epsilon} |f^2|_{D_R}. \quad (2.22)
$$
By combining (2.21) and (2.22) and rearranging, we obtain the desired result.

\[ \square \]

### 2.5.3 Proof of the main theorem

The main new content of this section is the following lemma, which constructs unstable variations assuming spectral information about \( L \).

**Lemma 2.5.5.** Let \( \Sigma \) be an immersed, rotationally symmetric, self-shrinking hypersurface in \( \mathbb{R}^{n+1} \) with polynomial volume growth, satisfying \( \mu_1(0, \Sigma) < -1 \) and \( \mu_1(1, \Sigma) < -1/2 \). For \( R \) sufficiently large (depending on \( \Sigma \)), the following holds:

Let \( f_0 \in C^\infty_0(0, D_R) \) and \( f_1 \in C^\infty_0(1, D_R) \) be eigenfunctions corresponding to \( \mu_1(0, D_R) \) and \( \mu_1(1, D_R) \), respectively. Let also \( g_1 \in C^\infty_0(1, D_R) \) be the lowest eigenfunction of \( L \) in \( C^\infty_0(1, D_R) \) (i.e. \( g_1 = f_1 \tan \theta \)). Then any nonzero linear combination \( f = \alpha f_0 + \beta f_1 + \gamma g_1 \) represents an unstable variation of \( \Sigma \) in the sense of Definition 2.2.13.

**Proof.** Fix an \( R \geq R_0 \), with \( R_0 \) to be chosen later, and let \( y \in \mathbb{R}^{n+1} \) and \( h, \alpha, \beta, \gamma \in \mathbb{R} \) be arbitrary, with the restriction that \( \alpha, \beta, \) and \( \gamma \) not all be zero.

We take \( f = \alpha f_0 + \beta f_1 + \gamma f_{1,s} \) as in the statement. By Proposition 2.2.11, our task is to show that

\[
\left[ -fLg + 2fhH - h^2H^2 + fy \cdot n - \frac{1}{2} (y \cdot n)^2 \right]_{D_R} < 0. \tag{2.23}
\]

Note that \( f_0, f_1, f_{1,s} \) depend on \( R \), so we will need to take care to ensure that the conditions we impose on \( R \) do not depend on \( f \), nor on \( y, h, \alpha, \beta, \) or \( \gamma \).

Write \( y = y_0 + y_1 + y_{1,s} \), where \( y_1 \) is parallel to \( e_n \), \( y_{1,s} \) is parallel to \( e_{n+1} \), and \( y_0 \) is orthogonal to both \( e_n \) and \( e_{n+1} \). By Proposition 2.3.9, it follows that \( y_0 \cdot n \in C^\infty(0, \Sigma) \), \( y_1 \cdot n \in C^\infty(1, \Sigma) \) and \( y_{1,s} \cdot n \in C^\infty_{\sin}(1, \Sigma) \). Furthermore, we also have \( H \in C^\infty(0, \Sigma) \).

We thus have decompositions of \( f \) and \( y \cdot n \) into components corresponding to the
three spaces \( C^\infty(0, \Sigma), C^\infty(1, \Sigma), \) and \( C^\infty_{\text{min}}(1, \Sigma) \):

\[
f = \alpha f_0 + \beta f_1 + \gamma g_1
\]

\[
y \cdot n = y_0 \cdot n + y_1 \cdot n + y_{1, s} \cdot n.
\]

By substituting these formulas for \( f \) and \( y \cdot n \), the left-hand side of (2.23) can be split up into components corresponding to those three spaces:

\[
\left[ -fLf + 2fhH - h^2H^2 + fy \cdot n - \frac{1}{2}(y \cdot n)^2 \right]_{DR} = A + B + C
\]

where

\[
A = \left[ -\alpha^2f_0L_0 + 2\alpha f_0hH - h^2H^2 + \alpha f_0y_0 \cdot n - \frac{(y_0 \cdot n)^2}{2} \right]_{DR},
\]

\[
B = \left[ -\beta^2f_1L_1 + \beta f_1y_1 \cdot n - \frac{(y_1 \cdot n)^2}{2} \right]_{DR}, \quad \text{and}
\]

\[
C = \left[ -\gamma^2g_1Lg_1 + \gamma g_1y_{1, s} \cdot n - \frac{(y_{1, s} \cdot n)^2}{2} \right]_{DR},
\]

and where all the other cross terms vanish because of orthogonality between the spaces.

Note that \(-f_1Lf_1 = \mu_1(1, D_R)f_1^2\). Since \(\mu_1(1, \Sigma) < -1/2\), we can pick \(R_1\) such that \(\mu_1(1, D_{R_1}) < -1/2\). Assuming that \(R_0 \geq R_1\), we then have \(R \geq R_1\), and \(\mu_1(1, D_R) < -1/2\). Thus

\[
B \leq \left[ -\frac{1}{2}\beta^2f_1^2 + \beta f_1y_1 \cdot n - \frac{(y_1 \cdot n)}{2} \right]_{DR},
\]

and Lemma 2.5.4(i) now shows that \(B \leq 0\). Equality holds only when \(\beta = 0\).

The same argument shows that \(C \leq 0\), with equality only when \(\gamma = 0\).

As for \(A\), we have \(-f_0Lf_0 = \mu_0(1, D_R)f_0^2\), so

\[
A = \left[ \alpha^2\mu_0(1, D_R) + 2\alpha f_0hH - h^2H^2 + \alpha f_0y_0 \cdot n - \frac{(y_0 \cdot n)^2}{2} \right]_{DR}.
\]
To show that $A \leq 0$, we will split into two cases:

**Case 1:** $\mu_1(0, \Sigma) = -\infty$. In this case, we can choose $R_2$ such that $\mu_1(0, D_{R_2}) < -3/2$. Assuming that $R \geq R_2$, we get $\mu_0(1, D_R) \leq -3/2$, and Lemma 2.5.4(ii) then shows that $A \leq 0$, with equality only if $\alpha = 0$.

**Case 2:** $-\infty < \mu_1(0, \Sigma) < -1$. In this case, we first choose a large $R_3$ such that $\mu_1(0, D_{R_3}) < -1$, and then an $\epsilon > 0$ such that

$$\mu_1(0, D_{R_3}) < -\frac{1}{1 - \epsilon}.$$  \hfill (2.24)

Since $\mu_1(0, \Sigma) > -\infty$, Lemma 2.5.2 shows that we can find an $R_2 \geq R_3$, independent of $y$, such that

$$\left| [H(y \cdot n)]_{D_R} \right| \leq \epsilon \left[ H_{D_R} \left( (y \cdot n)^2 \right) \right]^{1/2},$$

whenever $R \geq R_2$. By monotonicity of $\mu_1(0, D_R)$, (2.24) also gives

$$\mu_1(0, D_R) < -\frac{1}{1 - \epsilon},$$  \hfill (2.25)

and we get

$$A \leq \left[ -\frac{1}{1 - \epsilon} f_0^2 + 2\alpha f_0 h H - h H^2 + \alpha f_0 y_0 \cdot n - \frac{(y_0 \cdot n)^2}{2} \right]_{D_R}.$$  

Now, we can apply Lemma 2.5.4(iii) to show that $A \leq 0$. Again, equality is only possible if $\alpha = 0$.

Assuming that we initially picked $R_0 = \max\{R_2, R_3\}$, we have shown that $A \leq 0$, $B \leq 0$, and $C \leq 0$, with simultaneous equality only happening when $\alpha = \beta = \gamma = 0$. Since $f$ is assumed non-zero, we in fact get $A + B + C < 0$. This holds for all possible $y$ and $h$, and thus $f$ represents an unstable variation. \hfill $\Box$

**Lemma 2.5.6.** Suppose $\Sigma$ is an immersed, rotationally symmetric self-shrinking hypersurface with polynomial volume growth. Write $e_n \cdot n = u(x') \cos(\theta)$, where $u$ is a
function on $\Sigma'$, and assume that $u$ changes sign in the interior of $\Sigma'$. Then $H$ changes sign on $\Sigma$.

Proof. Suppose not, i.e. that $H \geq 0$ for a suitable choice of normal direction. If $\Sigma$ is embedded, Theorem 10.1 of [4] gives that $\Sigma$ is a sphere, a cylinder, or a plane. For these shrinkers, $u$ does not change sign, which rules them out.

Since our $\Sigma$ is not necessarily embedded, we need to say a little more. The proof of Theorem 10.1 in [4] (see also the remarks below Theorem 0.17 in the same work) reveals that embeddedness is only used to rule out shrinkers of the form $\Sigma = C \times \mathbb{R}^{n-1}$, where $C$ is one of the non-embedded self-shrinking curves discovered by Abresch and Langer in [1]. However, these shrinkers are only rotationally symmetric if $n-1 \geq 2$ and the rotation axis is orthogonal to the $\mathbb{R}^{n-1}$ part. In that case, we have $e_n \cdot n \equiv 0$, and so $u$ does not change sign. This finishes the proof even in the immersed case. \hfill $\Box$

Finally, we are in a position to prove the main theorem:

Proof of Theorem 2.1.2. Consider the functions $H$ and $e_n \cdot n$ on $\Sigma$. By Proposition 2.2.12, they are eigenfunctions of $L$ of eigenvalues $-1$ and $-1/2$, respectively. By Proposition 2.3.9, we have $H \in C^\infty(0, \Sigma)$ and $e_n \cdot n \in C^\infty(1, \Sigma)$. Furthermore, since $|H| = |x \cdot n|/2 \leq |x|/2$ and $|e_n \cdot n| \leq 1$, both functions have polynomial growth. We can write $e_n \cdot n = u(x') \cos(\theta)$, where $u$ changes sign on $\Sigma'$ by assumption. By Lemma 2.5.6, $H = v \cos(0)$ changes sign too. Theorem 2.4.9 now tells us that $\mu_1(0, \Sigma) < -1$ and $\mu_1(0, \Sigma) < -1/2$, and Lemma 2.5.5 shows that the $F$-index of $\Sigma$ is at least 3. \hfill $\Box$

Proof of Corollary 2.1.3. Let $C \subset \mathbb{R}_{\geq 0} \times \mathbb{R}$ be the image of $\Sigma$ under the quotient map $\mathbb{R}^{n+1} \to \mathbb{R}^{n+1}/SO(n)$. By the same reasoning as in the proof of Lemma 2.3.2, $C$ is an immersed curve whose interior is connected.

Let $e_R$ denote the first standard basis vector in $\mathbb{R}_{\geq 0} \times \mathbb{R}$. We will first show that $e_R \cdot n$ changes sign on $C$. If $\Sigma$ is embedded, then by the classification in Theorem 2 of [21], $C$ is a closed curve, and thus $e_R \cdot n$ must change sign on $C$. On the other hand, if $\Sigma$ is not embedded, then $C$ is not embedded either. Since $C$ is connected,
one section of $C$ must be a closed loop, and again, it follows that $e_R \cdot n$ must change sign on $C$.

Now, $C$ can be identified with a particular one-dimensional slice of $\Sigma$, on which $e_r \cdot n$ is equal to the function $e_R \cdot n$ on $C$. Thus $e_r \cdot n$ changes sign on $\Sigma$, and we can apply Theorem 2.1.2.

\[\square\]

### 2.5.4 Entropy index

In this section, we will prove Corollary 2.1.4, which says that under the hypotheses of either Theorem 2.1.2 or Corollary 2.1.3, the entropy index is at least 3.

First of all, we specify what is meant by this conclusion. Being a supremum of $F$-functionals, the entropy is not twice differentiable even in a formal sense, so it is not immediately clear what the entropy index means. We make the following definition:

**Definition 2.5.7.** Suppose that $\Sigma$ is an immersed shrinker in $\mathbb{R}^{n+1}$. We say that $\Sigma$ has *entropy index at least $k$* if we can find a linear space $V$, consisting of smooth, normal vector fields to $\Sigma$, with $\dim V = k$, satisfying the following property: If $X$ is any nonzero vector field in $V$, and $\Sigma_s$ is any variation of $\Sigma$ with variation vector field $V$, then there is some $\epsilon > 0$ such that $\lambda(\Sigma_s) < \lambda(\Sigma)$ for all $s \in (-\epsilon, \epsilon) \setminus \{0\}$.

In the situation when the shrinker $\Sigma$ does not split off a line isometrically, results in [4] give Corollary 2.1.4 as a direct consequence of Theorem 2.1.2 and Corollary 2.1.3. In the case when $\Sigma$ does split off a line, we will supply a little more reasoning, in the form of the two following lemmas.

**Lemma 2.5.8.** Suppose that $\Sigma$ is an immersed, self-shrinking hypersurface in $\mathbb{R}^{n+1}$. Write $\Sigma$ as an isometric product $\tilde{\Sigma} \times \mathbb{R}^m$. If $\Sigma$ satisfies the hypotheses of either Theorem 2.1.2 or Corollary 2.1.3, then so does $\tilde{\Sigma}$.

**Proof.** We decompose $\mathbb{R}^{n+1}$ as $V_1 \oplus V_2$, where $\dim V_1 = m$, and $V_1$ consists of the same directions as the factor $\mathbb{R}^m$ in the decomposition $\Sigma = \tilde{\Sigma} \times \mathbb{R}^m$. In this way, we can view $\tilde{\Sigma}$ as an immersed hypersurface in $V_2$, and it is easy to see that $\tilde{\Sigma}$ is a shrinker.

We now split into two cases:
Case 1: \( \Sigma \) satisfies the hypotheses of Corollary 2.1.3. \( \Sigma \) is not a sphere, cylinder or a plane, and therefore, neither is \( \tilde{\Sigma} \). Furthermore, \( \Sigma \) is invariant under a subgroup \( SO(n) \subset SO(n + 1) \). Letting \( W \) denote the \( n \)-dimensional hyperplane in \( \mathbb{R}^{n+1} \) on which this \( SO(n) \) acts, a simple dimension count shows that \( \dim W \cap V_2 \geq \dim V_2 - 1 \). It follows that \( \tilde{\Sigma} \), as an immersed hypersurface in \( V_2 \), is invariant under a subgroup \( SO(n - m) \) of \( SO(n + 1 - m) \). Thus, \( \tilde{\Sigma} \) also satisfies the hypotheses of Corollary 2.1.3.

Case 2: \( \Sigma \) satisfies the hypotheses of Theorem 2.1.2. In particular, this implies that we can find a decomposition \( \mathbb{R}^{n+1} = W_1 \oplus W_2 \), where \( \dim W_1 = 2 \), and where \( \Sigma \) is invariant under the group \( SO(2) \) acting as rotations in \( W_1 \).

Assume, as a hypothesis for contradiction, that \( W_1 \) not perpendicular to \( V_1 \). Let \( \nu \in V_1 \) be a vector whose orthogonal projection onto \( W_1 \), which we will call \( \Pi \nu \), is non-zero. Let also \( R \) denote rotation by an angle \( \pi \) in \( W_1 \). By assumption, \( \Sigma \) is invariant under both \( R \) and translation by \( cv \), for any \( c \in \mathbb{R} \). Therefore, it must be invariant under the composition

\[
x \mapsto R^{-1} \left( R \left( x + \frac{1}{2}cv \right) - \frac{1}{2}cv \right).
\]

A little algebra reveals that the right-hand side simplifies to \( x + c\Pi \nu \); in other words, \( \Sigma \) is invariant under translations by \( c\Pi \nu \) as well. Since \( \Pi \nu \) is nonzero, we can show that \( \Sigma \) is invariant under translations by any vector in \( W_1 \) by considering conjugations of translations by \( c\Pi \nu \) and rotations in \( W_1 \). This means that the tangent plane \( T_x \Sigma \) of \( \Sigma \) must be parallel to \( W_1 \) for all \( x \in \Sigma \), which in turn implies that \( e_r \cdot n = 0 \) everywhere (where \( e_r \) is a vector parallel to \( W_1 \) which points radially outward), which contradicts the second hypothesis of Theorem 2.1.2. Thus we see that \( W_1 \) must be perpendicular to \( V_1 \), or in other words, contained in \( V_2 \).

From this, it now follows easily that \( \tilde{\Sigma} \) is invariant under this copy of \( SO(2) \), thought of as acting on \( V_2 \). Furthermore, \( e_r \cdot n \) must then change sign on \( \tilde{\Sigma} \),
because it does on \( \Sigma \). Thus, we conclude that \( \tilde{\Sigma} \) satisfies the hypotheses of Theorem 2.1.2.

\[ \square \]

**Lemma 2.5.9.** Suppose that \( \Sigma \) is an immersed, self-shrinking hypersurface in \( \mathbb{R}^{n+1} \). Write \( \Sigma \) as an isometric product \( \tilde{\Sigma} \times \mathbb{R}^m \). If \( \tilde{\Sigma} \) has entropy index at least \( k \), then so does \( \Sigma \).

**Proof.** Given a variation \( \tilde{\Sigma}_s \) of \( \tilde{\Sigma} \), we can extend it to a variation of \( \Sigma \) by taking \( \Sigma_s = \tilde{\Sigma}_s \times \mathbb{R}^m \). It is fairly easy to see that \( \lambda(\Sigma_s) = \lambda(\tilde{\Sigma}_s) \) (see the proof of Theorem 0.12 in Section 11.2 of [4]).

This way, any variation of \( \tilde{\Sigma} \) which is unstable for the entropy (in the sense of Definition 2.5.7) gives an unstable variation of \( \tilde{\Sigma} \). Since \( \tilde{\Sigma} \) has a \( k \)-dimensional vector space worth of such variations, so does \( \Sigma \). \[ \square \]

**Proof of Corollary 2.1.4.** Assume first that \( \Sigma \) does not split off a line isometrically. By Theorem 2.1.2 or Corollary 2.1.3, we can find a subspace \( V \), of dimension 3, consisting of \( F \)-unstable variation vector fields. Suppose that \( X \) is a vector field in \( V \), and that \( \Sigma_s \) is a variation with variation vector field \( X \). By Theorem 0.15 of [4] (or more precisely, by the proof, which is found in section 7.2 of that work), we have \( \lambda(\Sigma_s) < \lambda(\Sigma) \) for \( s \) nonzero and sufficiently small. Since this holds for any \( X \in V \), this shows that \( \Sigma \) has entropy index at least 3.

If \( \Sigma \) does split off a line, Theorem 0.15 of [4] does not apply. However, we can write \( \Sigma = \tilde{\Sigma} \times \mathbb{R}^m \), where \( \tilde{\Sigma} \) does not split off a further line. By Lemma 2.5.8, \( \tilde{\Sigma} \) also satisfies the hypotheses of either Theorem 2.1.2 or Corollary 2.1.3. By the previous reasoning, this means that \( \tilde{\Sigma} \) has entropy index at least 3, and by Lemma 2.5.9, \( \Sigma \) also has entropy index at least 3. \[ \square \]

### 2.6 Regularity

The analysis of the preceding sections assumes that the shrinker is smooth. In this section, we will make some remarks on the connection between index and regularity.
The main theorem is this:

**Theorem 2.6.1.** Let $\Sigma$ be an $n$-dimensional integral varifold in $\mathbb{R}^{n+1}$ which is stationary with respect to the functional $F_{0,1}$, and suppose that $\Sigma$ satisfies the volume bound $\text{vol}(B_r(x) \cap \Sigma) \leq Vr^n$ for all $0 < r < 1$. Assume that $n \leq 6$, and also that $\Sigma$ satisfies the $\alpha$-Structural Hypothesis of Wickramasekera[30] for some $\alpha \in (0,1)$. Then the $F$-index of the regular part of $\Sigma$ is greater than or equal to the number of singular points of $\Sigma$.

**Proof.** The proof is adapted from Section 12 of [4].

First of all, if $U$ is an open set in $\mathbb{R}^{n+1}$, we will call $\Sigma \cap U$ $F$-stable if any function $\phi$ which has compact support in $\text{reg} \Sigma \cap U$ is a stable variation in the sense of Definition 2.2.13.

Assume that $\Sigma \cap U$ is $F$-stable. Given $\epsilon > 0$, Lemma 12.7 of [4] shows that

- $\Sigma$ is a stationary varifold in the Riemannian manifold $U \subset \mathbb{R}^{n+1}$ with respect to the metric $g_{ij} = e^{-|x|^2/4}\delta_{ij}$.

- For $r_0$ small enough (depending on $\epsilon$), if $\phi$ is a function supported in some ball $B_{r_0}(x_0) \cap \text{reg} \Sigma$ satisfies

$$
\int_{\Sigma} |A_{g_{ij}}^2 \phi^2 d\text{vol}_g \leq (1 + \epsilon) \int_{\Sigma} |\nabla_g \phi|^2_g d\text{vol}_g.
$$

By the version of Wickramasekera's main regularity theorem [30] formulated as Proposition 12.25 in [4], in fact $\Sigma \cap U$ is smooth.

Suppose now that we have $k$ distinct singular points $x_1, \ldots, x_k$ in $\Sigma$. Let $U_1, \ldots, U_k$ be disjoint open neighborhoods of $x_1, \ldots, x_k$ in $\mathbb{R}^{n+1}$. For each $i$, since $\Sigma \cap U_i$ has a singularity, the preceding argument shows that we must have a function $\phi_i$ with support in $\text{reg} \Sigma \cap U_i$ such that $\phi_i$ represents an unstable variation of $\Sigma$. Since these $\phi_i$ have disjoint supports, any linear combination $\sum_{i=1}^k a_i \phi_i$ will also represent an unstable variation. It follows that $\Sigma$ has $F$-index at least $k$. \qed
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