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ACTION OF LONGEST ELEMENT ON
A HECKE ALGEBRA CELL MODULE

G. LuszTiG
Dedicated to the memory of Robert Steinberg

INTRODUCTION

0.1. The Hecke algebra H (over A = Z[v,v"!], v an indeterminate) of a finite
Coxeter group W has two bases as an A-module: the standard basis {T,;x € W}
and the basis {C,;z € W} introduced in [KL]. The second basis determines a
decomposition of W into two-sided cells and a partial order for the set of two-
sided cells, see [KL]. Let [ : W — N be the length function, let wy be the longest
element of W and let ¢ be a two-sided cell. Let a (resp. a’) be the value of the
a-function [L3, 13.4] on ¢ (resp. on wpc). The following result was proved by
Mathas in [MA].

(a) There exists a unique permutation u — u* of ¢ such that for any u € ¢ we
have Ty, (—1)'WC, = (=1)Hwo)ta’y—ata’ ) O L plus an A-linear combina-
tion of elements Cy with u' in a two-sided cell strictly smaller than c. Moreover,
for any u € ¢ we have (u*)* = u.

A related (but weaker) result appears in [L1, (5.12.2)].

A result similar to (a) which concerns canonical bases in representations of
quantum groups appears in [L2, Cor. 5.9]; now, in the case where W is of type
A, (a) can be deduced from loc.cit. using the fact that irreducible representations
of the Hecke algebra of type A (with their canonical bases) can be realized as 0-
weight spaces of certain irreducible representations of a quantum group with their
canonical bases.

As R. Bezrukavnikov pointed out to the author, (a) specialized for v =1 (in the
group algebra of W instead of ‘H) and assuming that W is crystallographic can
be deduced from [BFO, Prop. 4.1] (a statement about Harish-Chandra modules),
although it is not explicitly stated there.

In this paper we shall prove a generalization of (a) which applies to the Hecke
algebra associated to W and any weight function assumed to satisfy the properties
P1-P15 in [L3,514], see Theorem 2.3; (a) corresponds to the special case where the
weight function is equal to the length function. As an application we show that
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the image of T,,, in the asymptotic Hecke algebra is given by a simple formula
(see 2.8).

I thank Matthew Douglass for bringing the paper [MA] to my attention. I thank
the referee for helpful comments.

0.2. Notation. W is a finite Coxeter group; the set of simple reflections is denoted
by S. We shall adopt many notations of [L3]. Let < be the standard partial order
on W. Let I : W — N be the length function of W and let L : W — N be a weight
function (see [L3, 3.1]) that is, a function such that L(ww') = L(w) + L(w’) for
any w,w’ in W such that [(ww’) = l(w) + I(w'); we assume that L(s) > 0 for any
s € S. Let wp,. A be as in 0.1 and let H be the Hecke algebra over A associated
to W, L as in [L3, 3.2]; we shall assume that properties P1-P15 in [L3, §14] are
satisfied. (This holds automatically if L = [ by [L3,§15] using the results of [EW].
This also holds in the quasisplit case, see [L3,§16].) We have A C A’ C K where
A’ = Clv,v71],K = C(v). Let Hx = K ® 4 H (a K-algebra). Recall that H has
an A-basis {T,;x € W}, see [L3, 3.2] and an A-basis {c,;z € W}, see [L3, 5.2].
For x € W we have ¢, = Zyewpy,wTy and T, = Zyew(—l)l(”cy)pwom,woycy (see
[L3, 11.4]) where p,, = 1 and p, . € v Z[v™!] for y # x. We define preorders
<r,<r,<cr on W in terms of {c,;z € W} as in [L3, 8.1]. Let ~g,~g,~rr
be the corresponding equivalence relations on W, see [L3, 8.1] (the equivalence
classes are called left cells, right cells, two-sided cells). Let™: A — A be the ring
involution such that v = v=™ for n € Z. Let " : H — H be the ring involution
such that fT, = fo__ll for x € W, f € A. For x € W we have ¢; = ¢;. Let
h — h' be the algebra automorphism of H or of Hx given by T, — (—l)l(I)Ty;l1
for all x € W, see [L3, 3.5]. Then the basis {cl;z € W} of H is defined. (In the
case where L = [, for any 2 we have ¢ = (—=1)"*)C, where C, is as in 0.1.) Let
h — h® be the algebra antiautomorphism of H given by T, — T,-1 for all z € W,
see [L3, 3.5]; for x € W we have ¢, = c,-1, see [L3, 5.8]. For z,y € W we have
CoCy = D ew Pay,2Czs clc;; =D ew hx,y@ci, where hy, . € A. For any z € W
there is a unique number a(z) € N such that for any z,y in W we have

Ry = %’y’z_wa(z) + strictly smaller powers of v

where g, , .1 € Z and g, , .1 # 0 for some z,y in W. We have also
hay,» = 'ymvy’fw—a(z) + strictly larger powers of v.

Moreover z +— a(z) is constant on any two-sided cell. The free abelian group
J with basis {t,;w € W} has an associative ring structure given by t,t, =
ZZEW Va,y,2—11z; it has a unit element of the form ZdeD ngtq where D is a subset
of W consisting of certain elements with square 1 and ngy = +1. Moreover for
d € D we have ng = va,d,d4-

For any x € W there is a unique element d, € D such that x ~, d,. For a
commutative ring R with 1 we set Jp = R® J (an R-algebra).
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There is a unique A-algebra homomorphism ¢ : H — J4 such that ¢(cl) =
ZdeD,ZGW;dZ:d hy.d..nat. for any € W. After applying C® 4 to ¢ (we regard C
as an A-algebra via v + 1), ¢ becomes a C-algebra isomorphism ¢c : C[W] = Jc
(see [L3, 20.1(e)]). After applying K® 4 to ¢, ¢ becomes a K-algebra isomorphism
b : Hi — Ji (see [L3, 20.1(d)]).

For any two-sided cell ¢ let H=¢ (resp. H<¢) be the .A-submodule of H
spanned by {cl,x € W,z <;r 2 for some 2’ € c} (resp. {cl,z € W,z <,r
2’ for some 2’ € c}). Note that HS¢,H<¢ are two-sided ideals in H. Hence
HE := H=C/H<C is an H,H bimodule. It has an A-basis {cl,z € c}. Let J¢ be
the subgroup of J spanned by {t,;z € c}. This is a two-sided ideal of J. Similarly,
J& = C® JCis a two-sided ideal of Jc and Jg := K ® J€ is a two-sided ideal of
JK.

We write E € IrrW whenever E is a simple C[W]-module. We can view E as a
(simple) Jo-module Eg via the isomorphism ¢g'. Then the (simple) Jx-module
K ®c E4 can be viewed as a (simple) Hx-module F, via the isomorphism ¢y .
Let ET be the simple C[W]-module which coincides with E as a C-vector space
but with the w action on ET (for w € W) being (—1)"*) times the w-action on E.
Let ag € N be as in [L3, 20.6(a)].

1. PRELIMINARIES

1.1. Let 0 : W — W be the automorphism given by w +— wowwy; it satisfies
o(S) = S and it extends to a C-algebra isomorphism o : C[W] — C[W]. For s € S
we have [(wg) = l(wos)+1(s) = l(o(s))+I(o(s)wp) hence L(wg) = L(wgs)+L(s) =
L(o(s)) + L(o(s)wy) = L(o(s)) + L(wogs) so that L(c(s)) = L(s). It follows that
L(o(w)) = L(w) for all w € W and that we have an A4-algebra automorphism
o :H — H where 0(T,) = Ty for any w € W. This extends to a K-algebra
isomorphism o : Hxg — Hi. We have o(cy) = Co(w) for any w € W. For any

h € H we have o(ht) = (o(h))!. Hence we have o(cl) = ¢! | for any w € W.

We have ho(q),0(y),0(z) = ha,y,. for all z,y,2 € W. It follows t(ha?t a(o(w)) = a(w)
for all w € W and v, (2),0(y),0(z) = Va,y,- for all z,y, 2 € W so that we have a ring
isomorphism o : J — J where o(t,) = ty() for any w € W. This extends to an
A-algebra isomorphism o : J4 — J4, to a C-algebra isomorphism o : Jc — Jc
and to a K-algebra isomorphism o : Jgx — Ji. From the definitions we see that
¢ :H — Ja (see 0.2) satisfies o = g¢. Hence ¢ satisfies pco = ocpc and ¢k
satisfies pxo = 0o .

We show:

(a) For h € H we have o(h) = T,,,hT!.
It is enough to show this for A running through a set of algebra generators of H.
Thus we can assume that h = T, ! with s € S. We must show that Tg_é)TwO =

S

Tw,T:1: both sides are equal to T5(sywo = Twos-

Lemma 1.2. For any x € W we have o(x) ~rr .
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From 1.1(a) we deduce that Ty co T, = Cp(z)- In particular, o(z) <,z .

Wo

Replacing = by o(z) we obtain x <% o(x). The lemma follows.

1.3. Let £ € IrrW. We define o : E — E by og(e) = wpe for e € E. We
have 0% = 1. For e € E,w € W, we have og(we) = o(w)or(e). We can view
op as a vector space isomorphism E4 — Ea. For e € Eq,w € W we have
op(twe) = ty(w)oe(e). Now op : Eq — Eg defines by extension of scalars a
vector space isomorphism F,, — FE, denoted again by og. It satisfies 0123 = 1. For
e € Ey,w e W we have og(Tye) = Thoe(e).

Lemma 1.4. Let E € IerW. There is a unique (up to multiplication by a scalar
in K —{0}) vector space isomorphism g : E, — E, such that g(Twe) = T,()g(e)
forallw e W,e € E,. We can take for example g =T,, : E, = E, or g =o0p :
E, — E,. Hence T, = Agog : B, — E, where \g € K — {0}.

The existence of ¢ is clear from the second sentence of the lemma. If ¢ is another
isomorphism ¢’ : E, — E, such that ¢'(Twe) = Tow)g'(e) for all w € W,e € E,
then for any e € E, we have g~ 1¢'(T,,e) = g_ng(w)g’(e) =Twg 1g'(e) and using
Schur’s lemma we see that g~ 'g’ is a scalar. This proves the first sentence of the
lemma hence the third sentence of the lemma.

1.5. Let E € IrtWW. We have
(a) > tx(Ty, B)tr(Ty-1, Ey) = fg, dim(E)
zeW

where fg, € A’ is of the form
(b) fe, = fov ?*E 4+ strictly higher powers of v

and fop € C —{0}. (See [L3, 19.1(e), 20.1(c), 20.7].)
From Lemma 1.4 we see that A\;'T,,, acts on E, as ox. Using [L4, 34.14(e)]
with ¢ = A;'Ty, (an invertible element of H ) we see that

(c) > t(Twop, By)tr(og To-r, EBy) = fp, dim(E).
zeW

Lemma 1.6. Let E € IrrtW. We have A\g = v™E for some ng € Z.

For any x € W we have

tI‘(O‘ECl, Ev) = Z hx,d,zndtr(agtz, E‘) c .A/
deD,zeW;d=d,

since tr(ogt,, Ea) € C. It follows that tr(ogh, E,) € A for any h € H. In
particular, both tr(cgTy,, E,) and tr(TgolaE, E,) belong to A’. Thus A\gdim E
and A" dim E belong to A’ so that Ay = bv™ for some b € C — {0} and n € Z.
From the definitions we have Ag|,—=1 = 1 (for v =1, T,,,, becomes wy) hence b = 1.
The lemma is proved.
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Lemma 1.7. Let E € IrtW. There exists eg € {1,—1} such that for any v € W
we have

(a) tr(ogi Ty, (EY),) = ep(=1)@tr(opT Y, E,).

Let (Ev)T be the Hx-module with underlying vector space F, such that the
action of h € Hg on (EU)Jr is the same as the action of h' on E,. From the
proof in [L3, 20.9] we see that there exists an isomorphism of Hx-modules b :
(Bt = (E"),. Let v: (E,)" — (E,)! be the vector space isomorphism which
corresponds under b to og: : (ET), — (ET),. Then we have tr(cg: Ty, (EY),) =
tr(1T,, (E,)1). It is enough to prove that = £0 as a K-linear map of the vector
space E, = (E,)! into itself. From the definition we have ((Tye) = Tpy)i(e)
for all w € W,e € (E,)f. Hence (=1){® (T 1 e) = (—1)l(w)Tg_(1U_1)L(e) for all
w € W,e € E,. It follows that t(he) = (—1>l(w)Ta(h)L(€> for all h € H,e € E,.
Hence +(Twe) = Ty (wyt(e) for all w € W,e € E,. By the uniqueness in Lemma 1.4
we see that « = egop : B, — E, where eg € K —{0}. Since .* =1, 0% = 1, we
see that eg = £1. The lemma is proved.

Lemma 1.8. Let E € IrrtW. We have ng = —ag + ag:.
For x € W we have (using Lemma 1.4, 1.6)
(a) t1(Togws Bo) = tv(Tw T, 5, Ey) = 0" tr(opT, s, Ey).

Making a change of variable z — wox in 1.5(a) and using that T,-1,,, = T,
we obtain

oo(z)~!

fe, dm(E) = > tr(Twee: Bt (Tuwgo(m)-15 Bo)
zeW
= p?"E Z tr(UET;_ll,Ev)tr(UET;é),Ev).
zeW

Using now Lemma 1.7 and the equality I(z) = I(o(z™!)) we obtain

fE'u dlm(E) = v?"E Z tr<UETTx7 (ET)v)tr<UETTU(x—1)7 (ET)U)
zeW

= 2P Z tr(0 gt Ty (BN ) tr(Tg-10p1, (ET),)
zeW

= UZnE f(ET)U dim(ET).

(The last step uses 1.5(c) for ET instead of E.) Thus we have fg, = v2"& fED,-
The left hand side is as in 1.5(b) and similarly the right hand side of the form

!/ 2ng—2a

oV et 4+ strictly higher powers of v

where fo, fi € C—{0}. It follows that —2ap = 2ng —2ag:. The lemma is proved.
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Lemma 1.9. Let E € IrtW and let x €¢ W. We have

(a) tr(Ty, Ey) = (=1)!®v~28tr(t,, E4) mod v 22F1C[u],

b tr(opTy, Ey) = (—1)!@v™2E (0 pt,, E mod v~ 2T CJv].
[ )

For a proof of (a), see [L3, 20.6(b)]. We now give a proof of (b) along the same
lines as that of (a). There is a unique two sided cell ¢ such that t.|g, = 0 for
z €W —c. Let a = a(z) for all z € c. By [L3, 20.6(c)] we have a = ag. From the
definition of ¢, we see that T, = ZyEW fycy where f, =1 and f, € v 'Z[v™!]

for y # x. Applying iwe obtain (—l)l(m)T;_ll =D yew fngE; applying ~ we obtain
(- T, = > yew fycl. Thus we have

(=)' tr(opTe, By) = Y | fytr(oscl, E,)
yew

= Z fyhy,d7zndtl"(0Etz,E¢).
y,2eW,deD;d=d,

In the last sum we can assume that z € ¢ and d € ¢ so that hy 4. = 7, 4,107
mod v~ Z[v]. Since f, =1 and f, € vZ[v] for all y # = we see that

(=) @ tr(opTy, E,) = Z Yod o110 “tr(opt,, Ea) mod v~ *tClv].
z€c,deDNc

If x ¢ c then 7, 4 .—1 = 0 for all d, z in the sum so that tr(cgT., E,) = 0; we have
also tr(ogt,, Ea) = 0 and the desired formula follows. We now assume that z € c.
Then for d, z as above we have 7, 4 ,-1 = 0 unless z = z and d = d, in which case
Ya.d,z—1Md = 1. Thus (b) holds again. The lemma is proved.

Lemma 1.10. Let £ € IrtW. Let c be the unique two sided cell such that t,|g, =
0 for z € W —c. Let c’ be the unique two sided cell such that t.| gt = 0 for
ze€W —c. We have ¢’ = wgc.

Using 1.8(a) and 1.7(a) we have
(a)  tr(Twew, Ev) = U”Etr(aETm_,ll,Ev) = 0" e (—1) @tr(opi Ty, (ET),).
Using 1.9(a) for E and 1.9(b) for ET we obtain
tr(Twyz, By) = (=110 y=38¢r(t, . Ea) mod v 2+1Clu],

tr(opt Ty, (ET),) = (—1)l(m)v_aETtr(aE+tm,Ei) mod v~ 2=t T1C[v].
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Combining with (a) we obtain
(=1)!wom)y=asiy(¢, . Ea) + strictly higher powers of v
=v"Pepv 2Bt tr(ogit,, El) -+ strictly higher powers of v.
Using the equality np = —ap + ag: (see 1.8) we deduce
(1) 0Dt (ty 0, Ea) = eptr(opity, E}).

Now we can find x € W such that tr(ty,., Ea) # 0 and the previous equality
shows that t;|(gt), # 0. Moreover from the definition we have wor € c and x € ¢’
so that woc N ¢’ # 0. Since wopc is a two-sided cell (see [L3, 11.7(d)]) it follows
that woc = ¢’. The lemma is proved.

Lemma 1.11. Let ¢ be a two-sided cell of W. Let ¢’ be the two-sided cell woc =
cwg (see Lemma 1.2). Let a = a(x) for any x € c; let o’ = a(x’) for any 2’ € .
The K-linear map Jy, — J5 given by £ — (ZS(Ua_a/Two)f (left multiplication in
JK ) is obtained from a C-linear map J& — J& (with square 1) by extension of
scalars from C to K.

We can find a direct sum decomposition J& = @, E* where E’ are simple
left ideals of Jc contained in J&. We have J§ = &7, K ® E*. It is enough to
show that for any 4, the K-linear map K ® E* — K ® E’ given by the action of
$(v*~ Ty, ) in the left .Jx-module structure of K ® E? is obtained from a C-linear
map E' — E' (with square 1) by extension of scalars from C to K. We can find
E € IrtW such that E? is isomorphic to Eg as a Jo-module. It is then enough to
show that the action of va_a/Two in the left H g-module structure of E,, is obtained
from the map o : E — FE by extension of scalars from C to K. This follows
from the equality v“_alTwO =op: E, — E, (since o is obtained by extension of
scalars from a C-linear map E — FE with square 1) provided that we show that
—ngp = a—a'. Since ng = —ap + agr (see Lemma 1.8) it is enough to show
that @ = ag and o/ = agt. The equality a = ag follows from [L3, 20.6(c)]. The
equality a’ = ag+ also follows from [L3, 20.6(c)] applied to ET,c’ = wgc instead
of E,c (see Lemma 1.10). The lemma is proved.

Lemma 1.12. In the setup of Lemma 1.11 we have for any x € c:

(a) SV Ty )te = Y May ot
x’'Ec
(b) G222 N, =t

where my: 5 € 2.

Now (b) and the fact that (a) holds with m, , € C is just a restatement of
Lemma 1.11. Since ¢(v*~* Ty, ) € J4 we have also my , € A. We now use that
ANC =7Z and the lemma follows.
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Lemma 1.13. In the setup of Lemma 1.11 we have for any x € c the following
equalities in HE:

(a) v“_“ITwOC;ﬂ = Z mm’,mcl/,
x'Ec
® T2 ]

where mys , € Z are the same as in Lemma 1.12. Moreover, if my 5 # 0 then
/
Xr ~pr X.

The first sentence follows from Lemma 1.12 using [L3, 18.10(a)]. Clearly, if
My » # 0 then 2/ <,  which together with 2’ ~,% = implies 2’ ~, .

2. THE MAIN RESULTS
2.1. In this section we fix a two-sided cell ¢ of W; a,a’ are as in 1.11. We
define an A-linear map 6 : H=¢ — A by 0(cl) = 1ifz € DNc, (cl) = 0 if
x <rgr 2’ for some 2’ € ¢ and ¢ DN c. Note that 6 is zero on H<¢ hence it can
be viewed as an A-linear map H¢ — A.

Lemma 2.2. Let z,2’ € c. We have

(a) 9(01_101,) = ng, 0z V" + strictly lower powers of v.
The left hand side of (a) is

E hy-1 20 g = E Vo-1,2,a0" + strictly lower powers of v
deDNe deDnNe
= ng, 0, 0" + strictly lower powers of v.

The lemma is proved.
We now state one of the main results of this paper.

Theorem 2.3. There exists a unique permutation u — u* of ¢ (with square 1)
such that for any u € ¢ we have

(a) v Tyoch = eyl mod H<C

wo ~y u*
where €, = £1. For any u € ¢ we have €,-1 = €, = €5(y) = €y and o(u*) =

(o) = (™))",

Let u € c¢. We set Z = 0((v* % Tyl )P0~ T, ¢l). We compute Z in two

wo “u wo ~u
ways, using Lemma 2.2 and Lemma 1.13. We have

Z = 0(62,11}2&_2“/T2 cdy=0( _,ch) = ng,v® + strictly lower powers of v,

wo ~Uu uflcu
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b
Z = 0((2 my,uc;;) (Z my/,uc;)) = Z myvumy/,ﬁ(c;,lcz,)
yee y’'€c y,y'Ec
= Z My My wNd, 0y 0* + strictly lower powers of v
Yy’ €c
= Z ndymzvuva + strictly lower powers of v
yeC

= Z Ng, m;uv“ + strictly lower powers of v

yec

where my, ., € Z is zero unless y ~, u (see 1.13), in which case we have d, = d,,.
We deduce that Zyéc mz’u = 1, so that we have m, , = %1 for a unique y € c
(denoted by u*) and m, , = 0 for all y € ¢ — {u*}. Then (a) holds. Using (a) and
Lemma 1.13(b) we see that u — u* has square 1 and that €,€,~ = 1.

The automorphism o : H — H (see 1.1) satisfies the equality o(c) = ci(u) for

any u € W; note also that w € ¢ <» o(w) € ¢ (see Lemma 1.2). Applying o to (a)
we obtain /
VT Ty = i

in 7¢. By (a) we have also v®~ % T,, ¢/ ) = eg(u)czg(u))* in H¢. It follows that

Wo g (u
euci(u*) = eg(u)czg(u))* hence €, = €,(,) and o(u*) = (o(u))*.
Applying h +— h’ to (a) we obtain
a—a’ T

_ i
v cu_lTwO = €uCyr)-1

in #°. By (a) we have also

Ua_a/cl—lTwo = Ua_a/Twocjr(u—l) - GU(U_I)CIU(U—l))*
in ‘H®. It follows that euczu*),l = eg(ufl)czg(u,l))* hence €, = €(,~1) and
(u*)™t = (o(u™1))*. Since €,(,-1) = €,-1, we see that €, = €,-1. Replacing

u by v~ in (u*)™! = (o(u™!))* we obtain ((u=1)*)~! = (o(u))* as required. The
theorem is proved.

2.4. For u € ¢ we have

(a> u~r u*,

(b) o(u) ~g u*.

Indeed, (a) follows from 1.13. To prove (b) it is enough to show that
o(u)™! ~, (u*)~!. Using (a) for o(u)~! instead of u we see that it is enough
to show that (o(u~1))* = (u*)~!; this follows from 2.3.
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If we assume that

(c) any left cell in c intersects any right cell in ¢ in exactly one element
then by (a),(b), for any u € c,

(d) u* is the unique element of c in the intersection of the left cell of u with
right cell of o(u).
Note that condition (c) is satisfied for any c if W is of type A,, or if W is of type
B, (n > 2) with L(s) = 2 for all but one s € S and L(s) = 1 or 3 for the remaining
s € S. (In this last case we are in the quasisplit case and we have ¢ = 1 hence
u* = u for all u.)

Theorem 2.5. For any x € W we set 9(T) = Yuwgd,  _z,(z*)-1-
wox 7

(a) If d € D and x,y € ¢ satisfy Yuwed,zy 7 0 then y = (z*)~L.

(b) If x € c then there is a unique d € D N woc such that Vg2, @)1 7 0,
namely d = d,,—1. Moreover we have ¥(x) = £1.

(¢) For u € ¢ we have €, = (—1)" 0D n09(u) where d = d -1

Appplying h — h' to 2.3(a) we obtain for any u € c:

(d) v“_“/(—l)l(MO)T—wocu:Z@m*eucz mod Z Ac,:.

zZEc z'eW—c

We have T, = Zyew(—l)l(woy)pl,woycy hence T,,, = Zyew(—l)l(woy)pl,woycy.
Introducing this in (d) we obtain

v Z( 1) W) oo woyCyCu = Z(Sz w €uC, mod Z Ac,

yeW z€c z'eW—c
that is,
a—a’ 1)) 5 d A
v <_ ) P1,woy y u,zCz = z,u*€uCy 1O Cyr.
y,zeW zEc z'eW—c

Thus, for z € ¢ we have

(e) 0N () O Py e = s e
yeWw

Here we have hy ., . = vy,,.-1v~ ¢ mod v~2T1Z[v] and we can assume than z <
y so that woy <r woz and a(wey) > a(wpz) = a’.

For w € W we set s, = ny, if w € D and s, = 0 if w ¢ D. By [L3, 14.1] we have
Prw = Suv 2" mod v™2W1Z[v!] hence Pro = 5,02 mod v FT1Z[v)].
Hence for y in the sum above we have Plgy = Swey (0¥ mod v2(Woy)T1Z[y].
Thus (e) gives

va—a’ Z(_l)l(y)Swoy’yy,u,z—1va(woy)—a _ 5z,u*€u c UZ[U]
yee
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and using a(wgy) = a’ for y € ¢ we obtain

Z(_l)l(y)swoyﬁ)/y,u,zfl = 5z,u* €y -

yeC

Using the definition of s,,,, we obtain

(f) Z <_1)l(w0d)nd7w0d,u,z—1 = 52,u*€u'

deDNwge

Next we note that

(g) ifde D and x,y € ¢ satisfy Vwod,e,y 7 0 then d = dy,p—1.
Indeed from [L3,§14, P8] we deduce wod ~, x~!. Using [L3, 11.7] we deduce
d ~; wor~! so that d = dyy~1,-1- This proves (g).

Using (g) we can rewrite (f) as follows.

<h) (_1)l(w0)(_1)l(d)nd7w0d,u,z—1 = 5z,u*€u

where d = d,, 1.

We prove (a). Assume that d € D and z,y € ¢ satisfy Vyod,2,y 7 0, y # (%)L
Using (g) we have d = dy,,-1. Using (h) with v = x,2 = y~! we see that
Ywod,z,y = 0, a contradiction. This proves (a).

We prove (b). Using (h) with u =z, z = z* we see that

(1) (_1)l(w0d)nd’ywod,x,(x*)—1 = €y

where d = d,,,,—1. Hence the existence of d in (b) and the equality ¥(z) = *1
follow; the uniqueness of d follows from (g).
Now (c) follows from (i). This completes the proof of the theorem.

2.6. In the case where L = [, ¥(u) (in 2.5(c)) is > 0 and £1 hence 1; moreover,
ng =1, (=1)4 = (=1)%’ for any d € D Nwpc (by the definition of D). Hence we
have €, = (—1)"®0)+¢" for any u € c, a result of [MA].

Now Theorem 2.5 also gives a characterization of u* for u € c; it is the unique
element u’ € ¢ such that 7,44 .1 7 0 for some d € D Nwgc.

We will show:

(a) The subsets X = {d*;d € DNc} and X' = {wod';d" € DN wyc} of c
coincide.
Let d € DNc. By 2.5(b) we have v a/,4,(4+)-1 = £1 for some d’ € DNwgc. Hence
Y(d*)-1,wodr,a = £1. Using [L3, 14.2, P2] we deduce d* = wod’. Thus X C X'.
Let Y (resp. Y’) be the set of left cells contained in ¢ (resp. wpc). We have
$#(X) =#(Y) and #(X’) = #(Y”’). By [L3, 11.7(c)] we have #(Y) = #(Y”). It follows
that §(X) = #(X’). Since X C X', we must have X = X’. This proves (a).
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Theorem 2.7. We have

P(v*™ O”TwO Z I(d)egtqg~ mod Z At,.

deDNe ueW —c

We set ¢(v?~ % T, ) = > wew Pulu where p, € A. Combining 1.12(a), 1.13(a),
2.3(a) we see that for any = € ¢ we have

(ZS('Ua_a/TwQ)tx — EItI* )

€xlpr = Zpututm = Z PuYu,z,y—1ty-

uec u,yec

hence

It follows that for any =,y € ¢ we have

E PuVu,x,y—t = 6y,m*€m-

uec

Taking x = wod where d = d,,, € D N wpc we obtain

: :pu’ywodwoyay_l’u = 6ya(w0dw0y)*ew0dwoy

uece

which, by 2.5, can be rewritten as

p((y 1) ) 119( ) 5y7(w0dw0y) edewa

We see that for any y € ¢ we have

Po(y) = Oy (wodugy)* O U ) Ewodugy -

In particular we have p,(,+) = 0 unless y = (wody,y)* in which case

Po(y®) = Ploty)=) = V(Y ey

(We use that e« = ¢€,.) If y = (wody,y)* then y* € X’ hence by 2.6(a), y* = d*
that is y = d for some d € D. Conversely, if y € D then woy* € D (by 2.6(a)) and
woy* ~r woy (since y* ~, y) hence dyy = woy*. We see that y = (wody,yy)* if
and only if y € D. We see that

S0 Tug) = Y WA Neatoy + Y Putu:

deDNe ueW —c

Now d — o(d) is a permutation of DNc and 9(d~') = I(d) = V(o (d)), €x(a) = €a-
The theorem follows.
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Corollary 2.8. We have

O(Tuy) = 3 O(d)equa@+atmody, g,
deD

2.9. Weset T =) cpne V(d)eata- € J. We show:

(a) T2 = > depre Ndtd;

(b) t:%e = Tety(y) for any 2 € W.
By 2.7 we have gb(v“_”/TwO) = T+ & where € € JIV(V_c = wew—e Ktu. Since
I, JIV(V_c are two-sided ideals of Jx with intersection zero and ¢x : Hx — Ji
is an algebra homomorphism, it follows that

G PITE ) = (G0 Toy))? = (Te +€)° = T+

where ¢ € J;Y ~°. Hence, for any = € ¢ we have ¢(v2“_2”/T3)O)tm = T2t, so that
(using 1.12(b)): t, = T2t,. We see that T2 is the unit element of the ring J§.
Thus (a) holds.

We prove (b). For any y € W we have T}, Ty, = Tw,T5(,) hence, applying ¢,

A(Ty) (0" Tung) = d(v° ™ T ) (T ()

that is, ¢(Ty)(Te +£) = (Te +£)¢(Ta(y))' Thus, ¢(T,)%c = ‘IC¢(TU(y)) + &1 where
& € JIV{V_C. Since ¢ is an isomorphism, it follows that for any x € W we have
t:Te = Teto(y) mod JIV{V_C. Thus (b) holds.

2.10. In this subsection we assume that L = [. In this case 2.8 becomes

) = 3 (1) et e atwnly, ¢ 1,
deD

(We use that 9(d) = 1.)

For any left cell I' contained in c let npr be the number of fixed points of the
permutation u — u* of I'. Now I' carries a representation [['] of W and from
2.3 we see that tr(wg, [[']) = +np. Thus nr is the absolute value of the integer
tr(wo, [I']). From this the number np can be computed for any I'. In this way we
see for example that if W is of type E7 or Fg and c is not an exceptional two-sided
cell, then np > 0.

REFERENCES

[BFO] R.Bezrukavnikov, M.Finkelberg and V.Ostrik, Character D-modules via Drinfeld center
of Harish-Chandra bimodules, Invent.Math, 188 (2012), 589-620.

[EW] B.Elias and G.Williamson, The Hodge theory of Soergel bimodules, prXiv:1212.0791|.


http://arxiv.org/abs/1212.0791

14 G. LUSZTIG

[KL] D.Kazhdan and G.Lusztig, Representations of Coxeter groups and Hecke algebras, Invent.
Math. 53 (1979), 165-184.

[L1]  G.Lusztig, Characters of reductive groups over a finite field, Ann.of Math. Studies, Prince-
ton Univ.Press, 1984.

[L2]  G.Lusztig, Canonical bases arising from quantized enveloping algebras II, Common trends
in mathematics and quantum field theories, ed.T.Eguchi et al., Progr.of Theor. Phys.
Suppl., vol. 102, 1990, pp. 175-201.

[L3] G.Lusztig, Hecke algebras with unequal parameters, CRM Monograph Ser.18, Amer.
Math. Soc., 2003.

[L4]  G.Lusztig, Character sheaves on disconnected groups VII, Represent.Th. 9 (2005), 209-
266.

[MA] A.Mathas, On the left cell representations of Iwahori-Hecke algebras of finite Cozeter
groups, J.London Math.Soc. 54 (1996), 475-488.

DEPARTMENT OF MATHEMATICS, M.I.T., CAMBRIDGE, MA 02139



