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Abstract

Allocating limited resources in a fair and efficient manner is crucial to the functioning of the air transportation system. Limited arrival and departure capacity at airports is one of the major drivers of congestion. The Ground Holding Problem refers to the problem of efficiently allocating landing slots during periods of reduced capacity. In this thesis, we propose a new model of the Ground Holding Problem. This formulation accounts for fairness in slot allocation and operational constraints, while being robust to the duration and severity of the disruption. The performance of this new method is evaluated using operational flight data.
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Chapter 1

Introduction

Airports have a limited capacity in terms of how many aircraft can land or take off in a particular time interval. Estimating the capacity of the airport is non trivial because of several interacting factors [26, 16, 24]. The specific runway configuration being used, the weight of the landing aircraft, and the meteorological conditions (Visual or Instrument Flight Rules) all determine the minimum spacing required between aircraft. In addition, the landing and takeoff capacity of an airport is coupled because of the shared use of runways, taxiways and terminal regions. The above factors all constrain capacity. With growing air traffic, the number of operations is getting closer to this capacity limit.

During poor weather conditions, the capacity of the airport is further reduced. When such a capacity drop occurs, we have a demand-supply imbalance. A combination of several undesirable conditions may occur: departure queues getting built up, flights getting rerouted and the growth of airborne queues. In fact the effect of reduced capacity in a single airport can even cause delays at different airports because of passenger, crew and flight connectivity. Airlines, in coordination with the air traffic managers need to strategically respond in order to minimize disruptions.

Congestion management involves multiple time-scales. At the most fundamental level, demand forecasts (which occur up to a year in advance) helps airlines determine flight schedules. An estimate of capacity of the airport along with any existing slot restriction, yields the nominal airline flight schedules. Maximizing system and indi-
vidual airline efficiency are the primary drivers at this stage. On a more tactical level, which involves 2-10 hours into the future, a lot of new information becomes available. This includes details like weather forecasts, information regarding flight cancellations, mechanical faults and runway configurations. A revised demand and capacity estimate is generated. Traffic managers have several tools to manage congestion at this time-scale. On the airspace side, Traffic Flow Management programs may be put into place that restrict aircraft movements into an airspace. On the airport side, takeoffs destined for the congested airport may be restricted or completely stopped. These are known as Ground Delay Programs (GDP) and Ground Stops respectively. This thesis develops a methodology to model a GDP, accounting for fairness, efficiency and Collaborative Decision Making (CDM) among the stakeholders. Finally, at the shortest time scales of around 5-30 minutes, safety is the dominating factor in ATC decisions. Ensuring minimum separation and assigning a safe trajectory to each aircraft is the primary concern of Traffic Managers. They can hold arriving aircraft in the air, reroute them, divert them in case of emergencies, or assign different headings and altitudes to ensure separation.

To plan for a Ground Delay Program, traffic managers must first solve the Ground Holding Problem (GHP), which is a mathematical abstraction of the GDP. This is the focus of Chapter 2, in which the current methods to solve the GHP are described. The ideas behind CDM and its role in GDP planning is also illustrated. Chapter 3 describes a Receding Horizon Static (RHS) model which is the main contribution of this thesis. In Chapter 4, the proposed model is evaluated using operational data from LaGuardia airport in New York City, and comparisons are made with existing models. Chapter 5 summarizes RHS formulation, and also provides directions for further research.
Chapter 2

Ground Delay Programs

A GDP is initiated when the FAA's Enhanced Traffic Management System (ETMS) and Flight Schedule Monitor (FSM) projects a demand-capacity mismatch at a particular airport. When projected arrival traffic at an airport is greater than the number of aircraft that can land (Airport Arrival Rate or AAR), the Air Traffic Control System Command Center (ATCSCC) may issue a Ground Delay program. The aim is to reduce the number of arriving aircraft at the affected airport. Flights headed to the affected airport are given a revised departure time so that the aircraft arrival rate at the affected airport is reduced. This Traffic Management Initiative is called as a Ground Delay Program (GDP). In this chapter, we present an overview of GDPs, review the prior work in modeling GDPs, and discuss the importance of efficiency and fairness in GDP implementation.

2.1 Structure of a GDP

There are two steps in a Ground Delay Program (as described in Figure 2-1). They are:

1. Ground Holding Problem (GHP)

2. Collaborative Decision Making (CDM)

In the first step, the central planner (for instance, the FAA) uses flight schedules
and capacity forecasts to solve the Ground Holding Problem and allocate an initial slot assignment to flights. In the second step (Collaborative Decision Making), airlines, who are stakeholders in the system, can modify the slot allocation to suit their needs. In this section, we will discuss these two steps in greater detail.

2.1.1 Ground Holding Problem

The Ground Holding Problem (GHP) can be described in the simplest form as follows: Given an anticipated decrease in airport capacity, how do we recompute a flight schedule that minimizes delay. The delays can be absorbed on the ground if the departure time is postponed. Or the delay can be absorbed in flight, for example, when the aircraft is put on hold in an airborne queue. If an aircraft has a revised departure time, the extra amount of time it spends at the airport before taking off is called the ground delay. When there are not enough available landing slots at an airport, an aircraft arriving to land has to wait for the next available slot in a holding pattern, which is usually a First In First Out (FIFO) queue. The amount

Figure 2-1: Overview of a GDP.
of time between landing at the airport and joining the airborne queue is called the airborne delay of a flight. Typically airborne delays are more expensive than ground delays because of fuel and maintenance costs. The ground holding problem takes into account the cost of air and ground holding in order to compute a minimum cost flight schedule.

GHPs can be formulated for two different cases, depending on how many airports are considered. The Multi Airport Ground Holding Problem deals with rescheduling flights when there is a decrease in capacity at several airports [34, 12, 35]. The problem is formulated as an Integer Program, and often relies on heuristics to deal with computational intractability [12]. In this thesis, we focus on the Single Airport Ground Holding Problem (SAGHP), where there is a decrease in capacity is expected at only at one airport. Henceforth, when we use the term GHP, we mean the SAGHP.

If the capacity prediction is deterministic, the problem is relatively straightforward. For example, consider the arrival schedule at an airport given in Table 2.1. Under normal operations, the capacity of the airport is 6 arrivals/hour, or an arrival every 10 minutes. Suppose the capacity from 7-8 pm is predicted to be 3 arrivals/hour because of a storm, and will be restored at 8 pm to 6 arrivals/hour. If no action is taken, flights F2 – F6 will have to wait in the air until a slot becomes available. The solution is to spread the flight arrivals such that the new arrival rate does not exceed capacity. The result is shown in Table 2.1. The initial order of flights is maintained and some flights are assigned ground delays. Maintaining the initial order of flights in the reassignment is considered to be fair by stakeholders. Later, we will generalize this notion of fairness to the stochastic problem. Also note that the deterministic solution in Table 2.1 is also a minimum cost solution (assuming that air hold costs are greater than ground hold costs).

However, capacity estimates are not deterministic. Weather forecasts and consequent arrival capacity estimates have a probability distribution that assign likelihood values to different capacities. This introduces a stochastic element to the problem.

A GDP issued by the ATCSCC for a particular airport will prescribe the following:

- Duration of the GDP: This is the duration for which arrivals into the airport
<table>
<thead>
<tr>
<th>Flight Code</th>
<th>Scheduled Arrival</th>
<th>Rescheduled Arrival</th>
<th>Ground delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>7:00</td>
<td>7:00</td>
<td>0 min</td>
</tr>
<tr>
<td>F2</td>
<td>7:10</td>
<td>7:20</td>
<td>10 min</td>
</tr>
<tr>
<td>F3</td>
<td>7:20</td>
<td>7:40</td>
<td>20 min</td>
</tr>
<tr>
<td>F4</td>
<td>7:30</td>
<td>8:00</td>
<td>30 min</td>
</tr>
<tr>
<td>F5</td>
<td>8:00</td>
<td>8:10</td>
<td>10 min</td>
</tr>
<tr>
<td>F6</td>
<td>8:10</td>
<td>8:20</td>
<td>10 min</td>
</tr>
</tbody>
</table>

Table 2.1: Example of a deterministic Ground Holding Problem. The initial (left), and revised schedule (right) is shown.

will be controlled. It can range from one hour to several hours.

- Scope of the GDP: Every GDP will have a scope, or the set of affected flights. It is common practice to exclude flights already in the air or international flights (except from Canada) from the GDP. The scope of a GDP is usually limited to airports within a certain radius of the issuing airport.

- Controlled Time of Departures: For flights within the scope of the GDP, a revised departure time is assigned. There are two possible approaches to doing this. The flight times may be assigned irrespective of which capacity scenario materializes or the flight time assignment may vary based on partial observation of realized capacities. These are referred as the static and dynamic formulation respectively. They are described in more detail later.

2.1.2 Collaborative Decision Making

In 1993, the FAA initiated the Federal Data Exchange project and this was the first step in the CDM approach. The idea behind CDM is to involve all the stakeholders in the decision making process. By sharing information and understanding the impact of decisions made at every level, it is expected that decisions will be closer to optimal. In the context of the ground delay program, CDM involves two processes - Intra-airline substitutions and Slot Credit Substitutions (SCS).

*Intra-airline substitutions*: The slots assigned to flights belong to the airline. This rule allows the airline to swap slots among its flights. Consider an airline with two of
its flights affected by a GDP and one flight being more delay sensitive than the other. There could be several reasons for the higher delay sensitivity. The flight could have a lot of passengers who will miss their connections in case of a delay. The aircraft could be larger and hence impact more passengers. This kind of information (value of individual flights) is proprietary to the airline and the CDM framework should allow the airline to accommodate varying flight priorities.

*Slot Credit Substitution (SCS)*: This aspect of CDM deals with flight cancellations and slot forfeiting. If an airline cancels its flight because it is unable to use the slot assigned to it, the schedule is compressed so that other aircraft can be pushed forward and the system benefits. In order for the airlines to be incentivized to reveal slot forfeitures or cancellations, the SCS mechanism ensures that the airline gets some benefit. A possible incentive that we discuss in this thesis is that an airline can request for any later slot it desires.

To summarize, we outline the process by which a GDP is issued and implemented. When the FAA predicts a demand supply imbalance at an airport, it issues a GDP at the airport. Based on the anticipated imbalance, the duration and score of the GDP is issued. A centralized optimization problem is solved involving all the flights in the scope. The result is an allocation of Controlled Departure Time (CDT) for the aircraft. The optimization is done such that the sum of the ground delay and airborne delay experienced by an airline is minimized. Each airline owns proprietary information regarding the relative value of each flight. Under the CDM paradigm, the airline can now swap slots internally. Further incentives are provided so that flight cancellations and slot forfeitures are reported.

In the next section, an overview of the literature on GDP’s is presented.

### 2.2 Prior work on modeling GDPs

The deterministic ground holding problem is well studied [9, 30]. By deterministic, we mean that the estimates of future capacity are known exactly. Although this is a computationally tractable problem for a single airport case, it becomes intractable
when we do a multi-airport formulation [10], or include objectives such as minimizing passenger missed connections [5], and hubbing operations of airlines [18]. Heuristics have been proposed for the multi-airport GHP by Brunetta et al. and Vranas et al. [12, 34].

In the stochastic version of the ground holding problem, the airport capacities are described in the form of scenario trees. We describe scenario trees further in Section 2.3. In short, they assign a probability for each predicted AAR. Scenario free models [20] have not been widely implemented because of the computational difficulties. The earliest stochastic model was proposed by Richetta and Odoni [28]. It was a static model, wherein the GHP is solved and a Controlled Time of Departure (CTD) is assigned to every aircraft irrespective of how the capacity actually materializes. Thus, a fixed schedule is provided to the flights, that best accounts for the stochastic capacity, air hold and ground hold costs. In general, the static stochastic GHP formulation is not computationally tractable. However, when the ground holding costs are marginally non-decreasing, the LP relaxation has been shown to be integral [19]. Dynamic models, in contrast to static models, can make use of updated forecast information, and prescribe a more efficient ground hold. They do this by allocating a revised departure time for an aircraft at the latest possible moment, i.e., just before its scheduled departure. At this time, the maximum information regarding the state of the system would be available. Such a model was first proposed by Richetta and Odoni [29], and extended to the multi-airport case by Vranas et al. [35]. In the work by Richetta and Odoni [29], once a ground delay is assigned to a flight, it cannot be revised. Although this constraint results in more predictability, we can still re-plan the schedule of an aircraft until it takes off under the revised schedule. This observation was made by Mukherjee and Hansen [22], who also proposed an alternate dynamic formulation. The benefits of the Mukherjee and Hansen formulation over the Richetta Odoni model was shown to be the highest when either of the following occurred: Stringent ground holding, early cancellation of the GDP, or significantly reduced capacity. At this stage, a natural question that needs to be answered is: Why should the original static solution (that is computed before any scenario materi-
alizes), be followed even after new information is available? This question was partly answered by Mukherjee et al. [23] where the static solution was recomputed at every time interval in the GDP. This approach is called a Quasi Dynamic Stochastic Optimization (QDSO). There are several questions we need to still answer regarding such an approach. Is rerunning the static problem at every time instant the best strategy? What would happen if the static model was rerun a fewer number of times? How will these models integrate with the existing CDM paradigm? These questions motivate the development of the Receding Horizon Static (RHS) model that we will pursue.

Work has been done to address the challenges of fairness and equity in constrained resource allocation [6, 8, 7]. The centralized GHP problem has been reformulated such that the slot allocation can be subject to swaps or modifications by airlines. This could involve aggregate demand formulations [4], explicitly enforcing equality among flights of different duration [17], reducing exemption bias [32], incorporating a Ration By Distance formulation [2], or other rationing schemes [21]. From an implementaion perspective, the mediated bartering model [31, 33] and Top Trading Cycles Algorithm [1] address the intra-airline slot exchanges and compression step. Recent work by Cox and Kocenderfer [13, 14] proposes a CDM compliant Markov Decision Model. However the computational complexity of such an approach poses a challenge, even when simple cost functions are chosen.

2.3 Scenario trees

Scenario trees are one way to model stochastic capacity forecasts. Although scenario free methods for solving the GHP have been proposed [20], they present computational challenges. In this thesis, we use a similar structure of scenario trees as done by Ramanujam [27] (Figure 2-2).

The numbers in the circle denote the expected arrival capacity of the airport at that particular time. Every branch of the tree is a particular realization of the capacity. For example, the capacity estimate (10, 10, 20, 20, 20) occurs with a probability $P(S3) = 0.4$. This means that the probability that the capacity improves
Figure 2-2: Example scenario tree with a low capacity (10), and high capacity (20). The probability of occurrence ($p$) of each of the five scenarios is shown on the right.

at $t_3$ is 0.4. We assume that the time intervals between successive $t_i$'s is 1 hour. In general they can be of any duration. The capacity at the end of a GDP is assumed to be large enough that any flight still delayed at the entire of the GDP can land immediately once the GDP is over (capacity at $t_6 \sim \infty$).

Generating scenario trees may not be easy in practice. For example, we would require probabilistic forecasts of when a storm might clear. Also, translating a weather forecast to capacity estimates involves several factors such as intensity of the storm, runway configuration used and arrival-departure tradeoffs.

Now, we present the optimization formulations for the static, dynamic and hybrid models.

2.4 GHP formulations

2.4.1 Static model

The static GHP model with aggregate demands [3, 28] is presented.

**Input data:** The GHP is planned for time $t = 1, ..., T$. The stochastic capacity
forecast has \( Q = \{1, \ldots, T\} \) scenarios. \( M^t_q \) is the capacity of the airport at time \( t \) under scenario \( q \) and \( \pi_q \) is the probability that scenario \( q \) materializes. \( N_i \) is the total number of aircraft that are scheduled to land at \( t \). The average ground holding cost per aircraft for \( n \) time periods is \( C_{g,n} \) and the average air holding cost per aircraft for a unit time period is \( C_a \). \( F \) is the set of all flights in the GHP.

**Decision Variables:** \( X_{i,j} \) is the number of aircraft that were scheduled to land at time period \( i \) but are rescheduled to land at \( j \). \( W^t_q \) is the number of aircraft that are airborne at time \( t \) in scenario \( q \).

\[
\min \sum_{i=1}^{T} \sum_{j=i}^{T+1} C_{g,(j-i)} X_{i,j} + C_a \sum_{q=1}^{T} \pi_q \sum_{t=1}^{T} W^t_q \tag{2.1}
\]

subject to

\[
\sum_{j=i}^{T+1} X_{i,j} = N_i \quad \forall i = \{1, \ldots, T\} \tag{2.2}
\]

\[
W^t_q \geq \sum_{t=1}^{t} X_{i,t} + W^{t-1}_q - M^t_q \quad \forall t = \{1, \ldots, T\}, q \in Q \tag{2.3}
\]

\[
W^0_q = 0 \quad q \in Q \tag{2.4}
\]

\[
W^t_q \geq 0 \quad \forall t = \{1, \ldots, T\}, q \in Q \tag{2.5}
\]

\[
X_{i,j} \geq 0 \quad \forall i = \{1, \ldots, T\}, j = \{1, \ldots, T+1\} \tag{2.6}
\]

The objective function (2.1) has two terms. The first is the deterministic cost that will come from the ground hold. The second term is the expected air holding cost. The airborne queue is scenario dependent, making it a random variable. Constraint (2.2) accounts for all aircraft in the GDP. Constraint (2.3) updates the airborne queue. When \( C_{g,n} \) is a monotonically increasing function of \( n \), we obtain a solution that follows the Ration By Schedule (RBS) principle.
2.4.2 Dynamic model

We describe the dynamic model of Mukherjee and Hansen [22]. Some additional variables are used in this model and they are explained below.

**Notation:** The arrival time for every flight \( f \in F \) is \( arr_f \) and its flight duration is \( dur_f \). \( G_t \) is the set of all scenarios still indistinguishable at time period \( t \).

**Decision variable:** \( X^q_{f,t} \in \{0, 1\} \) is a binary decision variable. It is 1 when the flight \( f \) is rescheduled to land at time \( t \) under scenario \( q \) and 0 otherwise.

\[
\begin{align*}
\text{min} & \quad \sum_{q=1}^{T} \pi_q \left( \sum_{f \in F}^{T+1} C_{g,t-arr_f} X^q_{f,t} \right) + C_a \sum_{t=1}^{T} W^t_q \\
\text{such that} & \quad \sum_{t=arr_f}^{T+1} X^q_{f,t} = 1 \quad \forall q \in Q, \forall f \in F \\
& \quad W^t_q \geq W^{t-1}_q + \sum_{f \in F} X^q_{f,t} - M^t_q \quad \forall t = \{1, .., T\}, q \in Q \\
& \quad X^{q1}_{f,t} = X^{q2}_{f,t} \quad \forall q1, q2 \in G_{t-dur_f} \\
& \quad W^0_q = 0 \quad , \forall q \in Q \\
& \quad X^q_{f,t} \in \{0, 1\} \\
& \quad W^t_q \in Z^+ 
\end{align*}
\] (2.8)

By using flight specific decision variables that can assign revised schedules until the takeoff time (\( arr_f - dur_f \)), lower costs than the static model can be achieved. Constraint (2.9) requires that every scheduled flight gets a revised landing time, and Constraint (2.10) governs the queue dynamics for all scenarios. Decisions for any flight cannot be taken based on information not yet available (Constraint (2.11)). Constraints (2.12), (2.13) and (2.14) initialize the variables. The landing slots assigned by the dynamic model are dependent on flight-specific information, specifically the flight duration. We will see in Section 2.5 how this fact constrains the flight slot.
swaps in the CDM step.

### 2.4.3 Hybrid model

The hybrid model described by Ramanujam and Balakrishnan [27] is now presented.

**Notation:** In addition to all the terms defined for the static and dynamic formulation, \( \text{max\_dur} \) is the maximum flight duration among all flights that are considered for the GDP.

**Decision Variable:** \( X_{i,j}^q \) is the number of flights that were scheduled to land at \( i \), that are now rescheduled to land at \( j \) under scenario \( q \).

\[
\text{Minimize } \sum_{q \in Q} \left( \sum_{i=1}^{T} \sum_{j=i}^{T+1} C_{i,j} X_{i,j}^q + C_a \sum_{t=1}^{T} W^q_t \right) \quad (2.15)
\]

such that

\[
\sum_{j=1}^{T+1} X_{i,j}^q = N_t \quad \forall i \in \{1, \ldots, T\}, q \in Q \quad (2.16)
\]

\[
W^q_t \geq \sum_{i=1}^{t} X_{i,t} + W_{t-1}^q - M_q^t \quad \forall t \in \{1, \ldots, T\}, q \in Q \quad (2.17)
\]

\[
X_{f,t}^{q_1} = X_{f,t}^{q_2} \quad \forall q_1, q_2 \in G_{t-\text{max\_dur}} \quad (2.18)
\]

\[
W^0_q = 0 \quad \forall q \in Q \quad (2.19)
\]

\[
X_{i,j}^q \in \mathbb{Z}^+ \quad (2.20)
\]

\[
W^q_t \in \mathbb{Z}^+ \quad (2.21)
\]

The use of aggregate decision variables, along with consideration of \( \text{max\_dur} \) instead of \( \text{dur}_f \), makes the formulation independent of individual flight schedules. This gives the hybrid formulation greater flexibility in slot swaps.
<table>
<thead>
<tr>
<th>Flight Name</th>
<th>Departure Time</th>
<th>Arrival Time</th>
<th>Flight Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.2: Example flight schedule.

![Scenario tree](image)

Figure 2-3: Scenario tree for comparison of the three existing GHP models [25].

2.4.4 Example

Ramanujam [25] describes the three models with the help of this example. Consider the scenario tree given in Figure 2-3 and the flight schedule of two aircraft described in Table 2.2.

If there was no ground holding policy, flight A would arrive at its destination at $t = 3$. With a probability 0.51, the capacity will be 0. When this happens, the flight will be put on an air hold until a landing slot is available. Suppose the ground holding cost be 1/aircraft/hour and air holding cost be 5/aircraft/hour. It is preferable to delay the aircraft on the ground than wait in the air. The static solution to this problem is presented in Table 2.3. Both aircraft are given a deterministic ground hold of 1 time period each. The aircraft arrive at $t = 4$ and $t = 5$ now. It is certain that there will be a ground hold of 1 time period for both the flights. However, there will be an air hold only in scenarios S4 and S5 (with probabilities 0.02 and 0.01 respectively).

The dynamic solution is presented in Table 2.4 and 2.5. Flight B gets different...
<table>
<thead>
<tr>
<th>Flight</th>
<th>Original Arrival Time</th>
<th>Ground Hold</th>
<th>Revised Arrival Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>B</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2.3: Static slot reallocation.

<table>
<thead>
<tr>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2.4: Dynamic slot reallocation for Flight A.

<table>
<thead>
<tr>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2.5: Dynamic slot reallocation for Flight B.

amount of ground holds depending on the scenario. The scheduled takeoff time for B is 3. At this time, S1 and S2 would have resolved themselves. If the scenario is S1, then B takes off on time. Else, it is ground held. At $t = 4$, if the scenario is S2 or S3, the flight takes off or else it is ground held. At $t = 5$, if updated information indicated the realization of S4, then B takes off, else it takes off at $t = 6$. Note that we assume a very high capacity at $t = 7$, so that any remaining flights affected by the GDP can land at that time.

Let us look at how an airline would swap slots under both the static and dynamic allocation. Suppose that Flights A and B are operated by the same airline, and that Flight B has a higher delay cost because it has a lot of connecting passengers. Swapping is straightforward in the static assignment. Flight A and Flight B are allotted a landing slot at $t = 4$ and $t = 5$ respectively. We will interchange these two slots. Flight A will land at $t = 5$ after incurring a ground delay of 2 units, and Flight
Table 2.6: Hypothetical case where Flight A takes the slot assigned to B, through a dynamic model.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Departure</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Original Arrival</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Ground Hold</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Revised Departure</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Revised Arrival</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2.7: Hybrid slot reallocation for Flight A.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Hold</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Revised Departure</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Revised Arrival</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2.8: Hybrid slot reallocation for Flight B.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Hold</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Revised Departure</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Revised Arrival</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

B will land at $t = 4$, incurring a ground delay of 0. Thus, Flight B takes off on time and the airline can attain its objective.

On the other hand, we will not be able to perform this slot swap for the dynamic allocation. This is because of the unequal flight durations associated with the two slots. If Flight A was to take the slot assigned to B, the schedule would look as shown in Table 2.6. This is an infeasible assignment since Flight A cannot distinguish between Scenario S4 and S5 at departure time 4. The slot was meant to be for a flight of duration 1, and not for a flight of duration 2. Thus swaps can only be made between flights of same duration.

The hybrid formulation addresses this limitation of the dynamic model. The resulting solution is presented in Table 2.7 and 2.8. If flight A were to take the slot for B, there would be no ambiguity in resolving any scenario (as seen in Table 2.9).

The optimal pre-CDM costs in the static, hybrid, and dynamic allocations in this
<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Hold</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Revised Departure</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Revised Arrival</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2.9: Hypothetical case where Flight A takes the slot assigned to B, through a hybrid model.

example are found to be 2.4, 2.39, and 2.23, respectively. The pre-CDM cost is lowest for the dynamic model, followed by the hybrid and static model.

2.5 Collaborative Decision Making (CDM) formulation

The response of the airlines to the initial slot allocation is discussed. This was first presented by Ramanujam (2011) [25]. We formulate the intra-airline slot substitution as an assignment problem. Then we discuss the incentives required for truthful reporting of slot cancellations.

2.5.1 Intra-airline slot exchange

Once a GHP is solved by the FAA (using nominal values for $C_a$ and $C_{g,n}$), the following information is sent to airlines for each of their flights

1. Minimum ground holding time: The minimum ground hold that will be assigned to a slot $s$ across all scenarios is $grd_{min}(s)$.

2. Expected ground holding time: This is the average ground holding time that will be assigned to the slot. For a slot $s$, the expected time is $grd(s)$.

3. Expected air holding time: The airborne queue that a slot will experience is dependent on the scenario. The scenario probability weighted mean wait time for a slot $s$ is denoted as $air(s)$. 


The airlines have flight-specific delay costs. For each flight $f$, the air delay cost for each time period is $C'_{air}$, and the ground hold cost per time periods is $C'_{grd}$. In the original schedule, every flight also has a departure time $dep(f)$, along with a flight duration $dur(f)$. The aim is to find a minimum cost matching of flights to slots.

Let $F_a$ be the set of flights assigned to airline $a$. Denote the flight corresponding to slot $k$ as $f_k$. The cost of assigning a flight $f$ to slot associated with flight $k$ (with an associated lot $s_k$) is given by

$$C_{f,k} = C'_{g}grd(s_k) + C'_{a}air(s_k) \quad f, f_k \in F_a \quad (2.22)$$

We define a 0-1 indicator variable to determine the feasibility of a slot swap. $feas(f,k)$ is 1 if the flight $f$ can be allocated to slot $s_k$. A necessary condition for feasibility is that the flight cannot take off before its original published time. This is used as a surrogate for the earliest possible departure time of the flight. The necessary condition for feasibility of swaps ($feas(f,k) = 1$), is $dep(f) \geq dep(f_k) + grd_{min}(s_k)$. For the static and hybrid formulation, this is also a sufficient condition. For the dynamic formulation, we have an additional restriction on the flight duration, i.e., $dur(f) = dur(f_k)$.

The optimization problem finds the minimum cost, scenario-independent assignment of flights to slots.

$$\min \sum_{f \in F_a} \sum_{k : f_k \in F_a} C_{f,k} \quad (2.23)$$

subject to

$$\sum_{f \in F_a} X_{f,k} = 1 \quad \forall \{k : f_k \in F_a\} \quad (2.24)$$

$$\sum_{k : f_k \in F_a} X_{f,k} = 1 \quad \forall f \in F_a \quad (2.25)$$

$$X_{f,k} \leq feas(f,k) \quad \forall f \in F_a, \{k : f_k \in F_a\} \quad (2.26)$$

$$X_{f,k} \in \{0, 1\} \quad \forall f \in F_a, \{k : f_k \in F_a\} \quad (2.27)$$

30
Equations (2.24) and (2.25) are required so that a one-one mapping between flights and slots is maintained. Equation (2.26) ensures only feasible swaps.

### 2.5.2 Slot Credit Substitution

Airlines might also respond to GDPs by canceling flights. Sometimes, it may be cheaper to cancel a flight instead of delaying it by a lot. Since a flight has multiple legs in its journey, it is also possible that an aircraft might not be able to use a slot assigned to it. The Slot Credit Substitution (SCS) mechanism is triggered whenever an airline decides to forfeit a slot. This is in contrast to the earlier compression algorithms that were run in batches.

Ramanujam [25] describes three essential features of a SCS mechanism in the stochastic context:

1. An airline which forfeits a slot $c$ can request any later slot $k$.

2. All other flights see a decrease in air and ground delay (Pareto improvement for all other flights).

3. The benefit of a cancellations must be distributed to all the flights in a equitable manner.

The first two conditions ensure an incentive compatible mechanism for the airlines to report slot cancellations, since they are going to be strictly better off if they report a cancellation, or request a later slot. The last feature refers to the equitable manner in which the benefits of a slot forfeiture are distributed among other airlines. Pareto improvement requires that each flight has no increase in both the airborne queue and the ground hold. This is a strong requirement. Although not addressed in this thesis, it is possible to develop a broad definition of “improvement” in terms of airline benefits. In the simulations described in Chapter 4, we will compute the system wide benefits of implementing the SCS algorithm described in [25].

For the SCS optimization formulation in [25], the input data is the following:
• The flight that is forfeiting its current slot assignment, $c$, and the later time slot that it requests, $k$

• Information regarding all the other flights
  
  – $ETA(slots_f)$: The earliest arrival time of each aircraft assigned to slot $f$
  – $W_q$: The airborne queue length
  – $dur(slots_f)$: Duration of the slot assigned to flight $f$
  – $arr^q(slots_f)$: Arrival time of flight $f$ under scenario $q$

The SCS optimization will try to allot a slot at time $k$ or later to the airline that vacates $c$, and decrease the delay for all other feasible flights. The benefit (decrease in delay) for the canceled flight, the non-canceled flights, and the entire system, are computed in Chapter 4.
Chapter 3

Receding Horizon Static Ground Holding Problem

In this chapter, we introduce the Receding Horizon Static (RHS) formulation for the stochastic SAGHP. In the previous chapters, we studied the features of the static, dynamic and hybrid models. The static model was found to provide the least pre-CDM benefits. However, it is the most flexible in terms of slot exchanges, and gives the most benefit during the CDM step. By contrast, the dynamic model has the best pre-CDM performance because it takes advantage of the latest capacity forecasts. But the flight duration-specific slot assignment constrains slot swaps, resulting in the least CDM benefits. This tradeoff motivated the development of the hybrid formulation [27].

The hybrid formulation can make use of dynamic information available at every time step and also ensure that slot substitutions are not restricted. Like the dynamic model, there is a large communication overhead associated with it. At every time step, the capacity estimates need to be shared among all the stakeholders. The current branch of the scenario tree must also be common knowledge. Operationally, this can pose a challenge. Airlines cannot plan for future time steps because of the uncertainties involved.

We list the features that we would like to see in an ideal GDP algorithm:
• Minimum cost: The primary aim of the optimization is to try and transfer all the delay to the ground instead of the air, and balance it against the risk of starving the arrival runway. The Post-CDM cost is the primary metric for evaluation (as opposed to the pre-CDM cost).

• Fair allocation of resources: This is an important feature for airlines. The ideal allocation will not distinguish between flights of different duration, or airlines with different market shares. Ration-By-Schedule (RBS) is accepted as a fair allocation procedure by the airline industry.

• Robustness of algorithm: The length, severity (reduced capacity to nominal capacity ratio), and scope of GDPs vary widely. The algorithm must therefore show consistent performance in a wide range of scenarios.

• Predictability: Airlines would like to know the departure time of their flights well in advance. As per this consideration, static models are most preferable. Also, once assigned, the schedule should preferably not change (which supports the dynamic formulation of Richetta and Odoni [29] over that of Mukherjee and Hansen [22]).

• Computational tractability of the formulation: The problem should not scale exponentially with the number of flights involved.

3.1 RHS model

The RHS model is motivated by the following two favorable features of existing models:

• The static model gives a slot assignment well in advance of the GDP, and also provides maximum flexibility to make intra-airline slot substitutions. Further, the static solution will also be a fair RBS allocation if the ground holding costs are marginally non-decreasing [19].
The strength of the dynamic formulation comes from its ability to use updated capacity forecasts. We incorporate this feature into the RHS model by allowing for multiple runs of the static model. Whenever a static solution is obtained, it is implemented by airlines until the next run of the static optimization.

In this process, we hope to develop an alternative to the hybrid model which tries to achieve the same purpose: a low post-CDM cost.

### 3.1.1 Terminology

Let the length of the GDP be $T$. The discrete time-steps are $\{1, 2, ..., T\}$. The static optimization is re-solved with updated information at specific times, denoted as the "update times". Therefore, if we have $k$ update times, $t_1, ..., t_k$, with $1 < t_1 < ... < t_k < T$, then the static model will be run at times $1, t_1, t_2, ..., t_k$. Whenever the static model is run at time $t_i$, a schedule is planned for times $t_j$ through $T$. The period between two updates is denoted as a stage. The first stage is therefore from $t = 1$ to $t = t_1 - 1$, the second stage from $t = t_1$ to $t = t_2 - 1$, and the $(k + 1)^{th}$ stage is from $t = t_k$ to $t = T$.

Consider the scenario tree in Figure 3-1. Let the update times be $t_1 = 2$ and $t_2 = 4$. At $t_1 = 2$, the occurrence or non-occurrence of S1 is known. Scenario S1 is said to be resolved at time $t = 2$. Scenarios S2 to S6 are still indistinguishable and are said to be unresolved at that time. Now when the second update happens at $t_2 = 4$, S2 and S3 will get resolved (in addition to S1, which was already resolved). At $t_2$, scenarios S4 to S6 remain unresolved. In general, at any time $t$, scenarios S1,...,S($t$-1) would have been resolved.

We define a $k$-stage RHS formulation as one where the static model is run $k$ times. Since the model is always run at $t = 1$, there will be $k - 1$ update times. Specifically, a 2-stage RHS model has one update time.
3.1.2 Model

The RHS formulation is similar to the static model in many aspects. We however do not use the decision variable $X_{ij}$ as shown in Section 2.4.1. In RHS implementation, we need to keep track of flights across stages, and it is therefore important to know the flight duration. We will instead use the variable $X_{sij}$ (defined below). It is to be noted that this decision variable is not flight-specific. The formulation will not distinguish between flights of different durations, unlike the dynamic model. This variable is just needed for book-keeping purposes.

The RHS model is a generic framework based on rerunning the static model. However, we will only present the details for a 2-stage version. The basic ideas developed here can be generalized for any number of updates.

**Step 1**: Solve the static model at $t=1$
Minimize
\[ \sum_{s=1}^{T} \sum_{i=1}^{T} \sum_{j=i}^{T+1} C_{g,j-i} X_{s,i,j}^{I} + \sum_{q \in Q} \pi_q (C_a \sum_{t=1}^{T} W_t^{I,q}) \] (3.1)
subject to
\[ \sum_{j=i}^{T+1} X_{s,i,j}^{I} = N_{s,i}, \forall s \in \{1, ..., T\}, \forall i \in \{1, ..., T\} \] (3.2)
\[ W_t^{I,q} \geq \sum_{s=1}^{T} \sum_{i=1}^{t} X_{s,i,t}^{I} + W_{t-1}^{I,q} - M_t^q, \forall t \in \{1, ..., T\}, q \in Q \] (3.3)
\[ W_0^{I,q} = 0, \forall q \in Q \] (3.4)
\[ X_{s,i,j}^{I} \in \mathbb{Z}^+, W_t^{I,q} \in \mathbb{Z}^+, \forall t, s, i, j \in \{1, ..., T\}, \forall q \in Q \] (3.5)

Notation:
- \( X_{s,i,j}^{I} \): Number of flights scheduled to take off at \( s \) and land at \( i \), which are rescheduled to land at \( j \). This is the variable that contains the stage I solution of the GDP (decision variable).
- \( W_t^{I,q} \): Airborne queue at time \( t \) for scenario \( q \) (decision variable for stage I of the GDP).
- \( \bar{t} \): Update time for the 2-stage RHS model.
- \( N_{s,i} \): Number of flights scheduled to takeoff at time \( s \) and land at time \( i \) (given from the original schedule).
- \( Q \): Set of all scenarios \( \{1, ..., T\} \).

Equations (3.1)-(3.5) are similar to the static formulation in Section 2.4.1.

**Step 2:** Implement the solution until \( \bar{t} - 1 \)

\( X_{s,i,j}^{I} \) and \( W_t^{I,q} \) is the solution to the first optimization. All flights with a rescheduled take off time before \( \bar{t} \) will follow the static solution. At \( t = \bar{t} \), the optimization is going to be rerun.

**Step 3:** Run the second static optimization.

The second run of the static model needs to consider the following issues at \( \bar{t} \):

1. **Flights that have been ground held in stage I and have not yet departed:** A flight ground held through the first stage is reconsidered in the second stage optimization problem. They are considered as new flights scheduled to take
off at $\tilde{t}$. By revising their take off time to $\tilde{t}$, these flights will get preference over the other second stage flights and we retain the RBS property of the static formulation. It will get a revised takeoff time depending on capacity estimates. Define an auxiliary flight schedule matrix for stage II as $N_{s,i}^{II}$.

$$N_{s,i}^{II} = N_{s,i} \quad \forall s, i \geq \tilde{t}$$

(3.6)

$$N_{t,i-s}^{II} = N_{t,i-s}^{II} + X_{s,i,j}^{I} \quad \forall s < \tilde{t}, (s + j - i) \geq \tilde{t}$$

(3.7)

Equation (3.6) considers the original schedule and (3.7) accounts for flights which are ground held.

2. Flights that have taken off at stage I but are currently airborne: Let the variable $R_t \in \mathbb{Z}^+, t > \tilde{t}$ denote the number of airborne flights from stage I which will be landing in stage II. It is calculated according to (3.8)

$$R_t = R_t + X_{s,i,t} \quad t > \tilde{t}, \{(s, i) : (s + t - i) < \tilde{t} < t\}$$

(3.8)

3. The airborne queue from the first stage which gets handed over to the second stage solver: We add the constraint that the initial queue for the second stage is equal to that obtained form the first stage solution.

4. Scenario tree update: The second stage optimization ((3.11)-(3.15)) involves two possibilities: a specific scenario is realized, or scenarios are unresolved. When a specific scenario, say $q^*$ gets resolved, then $\tilde{Q} = \{q^*\}$ and $\tilde{\pi}_{q^*} = 1$ (because it reduces to a deterministic problem). The probability of a scenario being unresolved at $t = \tilde{t}$ is denoted by $p_{unres}$ and in this case, we have $\tilde{Q} = \{\tilde{t}, ..., T\}$. The probabilities being used in the formulation are then conditionally updated as described in (3.9)-(3.10).

$$p_{unres} = \sum_{q=\tilde{t}}^{T} \pi_q$$

(3.9)
5. Total cost of the two stage solution: This is evaluated after we have both the stage solutions.

The second stage of the static optimization is solved considering the updated inputs. The main difference in the second stage formulation are the use of the updated flight schedule (Constraint (3.12)) and explicit accounting of airborne flights (Constraint (3.13)).

\[
\tilde{\pi}_q = \frac{\pi_q}{p_{unres}} \quad \forall q \in \{\bar{t}, ..., T\} \quad (3.10)
\]

Minimize
\[
\sum_{s=\bar{t}}^{T} \sum_{t=\bar{t}}^{T} C_{g,j-i} X_{s,i,j}^{II} + \sum_{q=Q}^{T} \tilde{\pi}_q (C_a \sum_{t=\bar{t}}^{T} W_{t}^{II,q}) \quad (3.11)
\]
subject to
\[
\sum_{j=i}^{T} X_{s,i,j}^{II} = N_{s,i}^{II}, \quad \forall s, i \geq \bar{t} \quad (3.12)
\]
\[
W_{t}^{II,q} \geq \sum_{s=\bar{t}}^{t} \sum_{i=\bar{t}}^{t} X_{s,i,t}^{II} + W_{t-1}^{II,q} - M_{t}^{q} + R_{t}, \quad \forall t > \bar{t}, q \in \tilde{Q} \quad (3.13)
\]
\[
W_{t}^{II,q} = W_{t}^{**I,q}, \quad \forall q \in \tilde{Q} \quad (3.14)
\]
\[
X_{s,i,j}^{II} \in Z^+, \quad W_{t}^{II,q} \in Z^+, \quad \forall t, s, i, j \geq \bar{t}, \forall q \in \tilde{Q}, \quad (3.15)
\]

Notation:
\(X_{s,i,j}^{II}\): Flights scheduled to take off at \(s\) and land at \(i\), which are rescheduled to land at \(j\). This solution is in stage II of the GDP (decision variable).
\(W_{t}^{II,q}\): Airborne queue for stage II of the GDP planning at time \(t\) for scenario \(q\) (decision variable).
\(N_{s,i}^{II}\): Number of flights scheduled to takeoff at time \(s\) and land at time \(i\) in the second stage (from Equation (3.6) and (3.7)).
\(\tilde{Q}\): Denotes the set of scenarios that are considered for the second stage.
\(\tilde{\pi}_q\): Probabilities associated with the resolved or unresolved scenarios in set \(\tilde{Q}\).
\(W_{t}^{**I,q}\): Optimal solution of the first stage airborne queue in scenario \(q\).

The total delay cost for a 2-stage RHS is computed as the sum of the Stage I (given in Equation (3.16)) and Stage II costs. The optimal solutions from the two
stages are $X^*_{s,i,j}$, $X^*_{s,i,j}$, $W^*_{t,q}$, and $W^*_{t,q}$. The stage I cost is the ground holding costs from $t = 1$ to $t = i - 1$ and the expected air delay for the same time period.

$$\text{Cost}_I = \sum_{s<i} \sum_{t>s} \sum_{j>i} C_{g,\min(j-i,s)} X^*_{s,i,j} + \sum_{q\in Q} \pi_q(C_a \sum_{t=1}^{i-1} W^*_{t,q})$$  \hspace{1cm} (3.16)

The Stage II cost has two cases, one in which the scenario is resolved, and another in which the scenarios are unresolved. When a particular scenario $q$ is resolved in Stage II, the cost is given by:

$$\text{Cost}_{II,q} = \sum_{s\geq i} \sum_{t>s} \sum_{j>i} C_{g,j-i} X^*_{s,i,j} + C_a \sum_{t\geq i} W^*_{t,q} \quad \forall \text{ resolved } q$$  \hspace{1cm} (3.17)

When the scenarios are not resolved, we update the expected cost as:

$$\text{Cost}_{II,\text{unresolved}} = \sum_{s\geq i} \sum_{t>s} \sum_{j>i} C_{g,j-i} X^*_{s,i,j} + \sum_{q\in Q} \pi_q(C_a \sum_{t\geq i} W^*_{t,q})$$  \hspace{1cm} (3.18)

The total cost of stage II is therefore a probability-weighted sum of the resolved and unresolved scenarios:

$$\text{Cost}_{II} = p_{\text{unres}} \ast \text{Cost}_{II,\text{unresolved}} + \sum_{q=1}^{i-1} \pi_q \ast \text{Cost}_{II,q}$$  \hspace{1cm} (3.19)

The total cost of the solution is:

$$\text{Total Cost} = \text{Cost}_I + \text{Cost}_{II} \hspace{1cm} (3.20)$$

### 3.1.3 Number and time of updates

An important question regarding the RHS model is the choice of the update time. If the update time is $t = 1$, then we gain no additional information about scenario occurrences. Further, if the update time is $t = T$, then all flights have already followed the schedule decided by the first stage. Despite of the ability to identify the scenario precisely, there are no flights that can benefit. There is a tradeoff between
early updates, with which we can potentially control a lot of flights in stage II, and waiting for better capacity estimates. This optimal update time depends on the flight schedules, reduced capacity estimates, probability distribution among the scenarios, and the length of the GDP. We do not study theoretical estimates, or formulate this as an optimization problem in this thesis. Instead, we identify the optimal update times through simulations. We illustrate this process with an example in the next chapter.

The other important parameter is the number of updates. We described the 2-stage RHS model. If we increase the number of stages, we obtain better capacity forecasts, which will decrease the pre-CDM costs. Intuitively, if we have a static update at every time step, we will have the lowest cost. However, this solution still has a higher cost than the dynamic solution. When we have multiple updates to make, we need to search from all possible permutations to find the optimal update times. For example, if we decide to have $k$ updates for a GDP of time horizon $T$, we must find the update times from $\frac{T!}{k!(T-k)!}$ combinations. To summarize, the pre-CDM costs have the following order

\[
Cost[\text{dynamic GHP}] \leq Cost[T-\text{updates}] \leq \ldots \leq Cost[2-\text{updates}] \leq Cost[\text{static GHP}]
\]

### 3.2 Intra-airline substitution under the RHS formulation

We will first summarize how the 2-stage RHS formulation is implemented. Suppose a GDP of a certain duration and scope has been called due to a predicted supply-demand imbalance. Since the system operator does not have airline-specific costs for ground and air delays, for the sake of fairness, it assumes the same value for all flights. It then solves a 2-stage RHS model, and determines the minimum delay cost solution and the optimal update time. The system operator has the solution for the first stage, and a scenario-specific solution for the second stage. The following information is now conveyed to the airlines:
<table>
<thead>
<tr>
<th>Flight</th>
<th>Departure time</th>
<th>Duration</th>
<th>Arrival Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>5 or 6</td>
<td>1</td>
<td>6 or 7</td>
</tr>
<tr>
<td>F2</td>
<td>2</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3.1: Example of a RHS solution.

- The update time $i$.
- The flights which are scheduled to take off before $i$ and their actual takeoff times.
- The expected and earliest takeoff times for flights in the second stage.
- The expected air holding times for all flights.

Given this assignment and information on delays, flight swaps are done prior to the start of the GDP itself. We restrict ourselves to the case where airlines make only one round of intra-airline swaps. Technically, the swap algorithm can be rerun every time we use updated information but it is not practical from an operational perspective. An important difference between the RHS and the static model is the feasibility of swaps across stages. If two flights are taking off in the same stage, then we can do a swap independent of the flight duration. This is not possible across stages, in spite of both being static solutions.

Let us look at an example which illustrates this. Let the scenario tree structure be as before i.e at time $t$, scenarios 1, ..., $t - 1$ have been resolved (Figure 2-2). There are two flights, F1 and F2, with their RHS solution given in Table 3.1. The update time is $i = 4$, so flight F1 can take off at either $t = 5$ or at $t = 6$, depending on the scenarios that are resolved at $t = 4$. Suppose F2 is a delay-sensitive flight and we want to decrease its delay, and let it land earlier at $t = 6$ with a non-zero probability. If F1 and F2 swap slots, there is a conflict. F2 must now depart at $t = 1$ or $t = 2$ depending on a scenario that will only get resolved at $i = 4$. Hence the swap is infeasible.

A flight $f$ can feasibly take another slot assigned to flight $k$ if either of the following conditions are met:
1. Flights $f$ and $k$ are both rescheduled to take off in the first stage and the scheduled departure of flight $f$ is before the earliest departure time of slot $s_k$, i.e. $\text{dep}(f) \geq \text{dep}_{\min}(s_k)$

2. Flights $f$ and $k$ are both rescheduled to take off in the second stage and the departure time of $f$ is before the earliest slot time for $s_k$, i.e. $\max\{\text{dep}(f), \bar{t}\} \leq \text{dep}_{\min}(s_k)$. There is a max operator so that second stage flights do not take off before $\bar{t}$.

These conditions reinforce the inherent trade-off between getting an optimal solution (by using all available information in a dynamic setting) and the flexibility offered in swapping slots.

### 3.3 Integrated optimization formulation

The RHS formulation, as described in the previous section, does not account for updates in its planning. In other words, the first stage of the static solver does not know that it will not be implemented fully, and that a second solution will be obtained at $\bar{t}$. This feature is what fundamentally distinguishes even the $T$-stage RHS from a dynamic model. In this section, we present an integrated formulation for a 2-stage RHS.

The optimal solution for the original RHS model is a feasible solution to the integrated formulation as well. The integrated formulation will have a lower cost than the original RHS model. The drawback of the integrated formulation is that delay distribution among flights may not be fair. The first stage, accounting for the second update will tend to delay short haul flights when approaching the update time. Duration-based slots will reduce flexibility for slot swaps, and that will lead to lower CDM benefits.

A single optimization problem is set up for a known update time, $\bar{t}$. The input parameters for the optimization are $T$, $N_{s,t}$, $M_q$, $\pi_q$, $C_{g,n}$ and $C_a$.

The decision variables in this formulation are:
$X_{s,i,j}^{1}$ : Number of flights scheduled to take off at $s$ and land at $i$, which are now rescheduled to land at $j$ during the first stage.

$W_{q,t}^{1}$ : The airborne queue at time $t$ in scenario $q$ during the first stage.

$X_{s,i,j}^{2}$ : Number of flights scheduled to take off at $s$ and land at $i$, which are now rescheduled to land at $j$ during the second stage of unresolved scenarios.

$W_{q,t}^{2}$ : The airborne queue at time $t$ in scenario $q$ during the second stage of unresolved scenarios.

$X_{s,i,j}^{(q)}$ : Number of flights scheduled to take off at $s$ and land at $i$, which are now rescheduled to land at $j$ when solving for the $q^{th}$ resolved stage.

$W_{t}^{(q)}$ : The airborne queue at time $t$ in the $q^{th}$ resolved stage.

$r_{i}$ : The number of airborne flights at time $t^{*}$ which are scheduled to arrive at time $i$.

$max\_dur$ : It is the maximum duration of any flight in the GDP.

When the update time is $t^{*}$, the scenarios $Q_{res} = \{1, 2, ..., t^{*} - 1\}$ are resolved and $Q_{unres} = \{t^{*}, t^{*} + 1, ..., T\}$ are unresolved. $Q = \{1, 2, ..., T\}$ is the set of all possible scenarios. Also the total number of scenarios $\|Q\| = T$.

The objective function has three cost components coming from the first stage, the unresolved scenarios in the second stage and the resolved scenarios. We define

$$A = \sum_{s < t^{*}} \sum_{i = s + 1}^{T} \sum_{j = i}^{T+1} C_{g, \min((j-i),(t^{*}-s))} X_{s,i,j}^{1} + C_{a} \sum_{q=1}^{Q} \sum_{t=1}^{t^{*}-1} W_{q,t}^{1}$$  \hspace{1cm} (3.21)

$$B = \sum_{q=1}^{\pi_{q}} \left[ \sum_{s \geq t^{*}} \sum_{i = s + 1}^{T+1} \sum_{j = i}^{T+1} C_{g,(j-i)} X_{s,i,j}^{(q)} + C_{a} \sum_{t = t^{*}}^{T} W_{t}^{(q)} \right]$$ \hspace{1cm} (3.22)

$$C = \sum_{k=t^{*}}^{T} \sum_{s \geq t^{*}} \sum_{i = s + 1}^{T+1} \sum_{j = i}^{T+1} C_{g,(j-i)} X_{s,i,j}^{2} + C_{a} \sum_{q=1}^{\pi_{q}} \sum_{t = t^{*}}^{T} W_{q,t}^{2}$$ \hspace{1cm} (3.23)

$A$ is the cost of the first stage. The two terms correspond to the ground holding cost and the air holding cost respectively. $B$ is the scenario specific second stage cost, and $C$ is the cost of the unresolved scenarios. This objective is similar to the total cost expression in (3.16) - (3.20). The objective is to minimize $A + B + C$.

We describe the constraints for the dynamics of the first static stage. Equations (3.24)-(3.26) are the usual static equations that have the schedule, the queue length
evolution for different scenarios, and the initial conditions.

\[
\sum_{j=i}^{T+1} X_{s,i,j} = N_{s,i} \quad \forall s < t^*, i = \{s + 1, \ldots, T\} \tag{3.24}
\]

\[
W_{q,t}^1 \geq W_{q,t-1}^1 + \sum_{s < t} \sum_{i=(s+1)}^{t} X_{s,i,t} - M_{q,t} \quad \forall q \in Q, t = \{1, 2, \ldots, t^*\} \tag{3.25}
\]

\[
W_{q,0}^1 = 0 \quad \forall q \in Q \tag{3.26}
\]

The next set of constraints link this first stage solution to the second stage. There is a continuity in the queue length (Equation (3.27)) across stages, an account of the flights pushed from first stage to the second (Equations (3.28) and (3.29)), and a variable \( r_t \) that tracks airborne flights (Equation (3.30)).

\[
W_{q,t^*}^2 = W_{q,t^*}^1 \quad \forall q \in Q \tag{3.27}
\]

\[
N_{s,i}^2 = N_{s,i} \quad \forall s > t^*, i > t^* \tag{3.28}
\]

\[
N_{t^*,t^*+n}^{2} = N_{t^*,t^*+n} + \sum_{s < t^*} \sum_{j=t^*+1}^{T+1} X_{s,i,j} \quad \forall n \in \{1, \ldots, \text{max dur}\} \tag{3.29}
\]

\[
r_t = \sum_{(s,i):s<t^*,s+(t-i)<t^*} X_{s,i,t} \quad \forall t \in \{t^* + 1, \ldots, T + 1\} \tag{3.30}
\]

The second stage constraints depend on whether the scenarios are resolved or not. The set of constraints for the deterministic scenarios are given by Equations (3.31)-(3.33).

\[
\sum_{j=i}^{T+1} X_{s,i,j}^{(q)} = N_{s,i}^2 \quad \forall q \in Q_{\text{res}}, s \geq t^*, i > s \tag{3.31}
\]

\[
W_{t}^{(q)} \geq W_{t-1}^{(q)} + \sum_{s=t^*}^{t-1} \sum_{i=(s+1)}^{t} X_{s,i,t}^{(q)} - M_{q,t} + r_t \quad \forall q \in Q_{\text{res}}, t > t^* \tag{3.32}
\]

\[
W_{t^*}^{(q)} = W_{q,t^*}^1 \quad \forall q \in Q_{\text{res}} \tag{3.33}
\]
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The unresolved scenarios have the following constraints:

\[
\sum_{j=i}^{T+1} X_{s,i,j}^2 = N_{s,t}^2 \quad \forall s \geq t^*, i \in \{t^* + 1, ..., T + 1\} \quad (3.34)
\]

\[
W_{q,t}^2 \geq W_{q,t-1}^2 + \sum_{s=t^*}^{t} \sum_{i=s+1}^{t} X_{s,i,t}^2 - M_{q,t} + r_t \quad \forall q \in Q_{unres}, t > t^* \quad (3.35)
\]

\[
W_{q,t^*}^2 = W_{q,t^*}^1 \quad \forall q \in Q_{unres} \quad (3.36)
\]

Finally, we require that the variables are all non-negative integers.

\[
X_{s,i,j}^1, X_{s,i,j}^2, X_{s,i,j}^{(q)}, W_t, W_{q,t}^1, W_{q,t}^2, r_t \in \mathbb{Z}^+ \quad (3.37)
\]

The optimization problem is to maximize the objective \((A + B + C)\) subject to Constraints (3.24)-(3.37).

### 3.4 Discussions

The hypothesized performances of the four algorithms are compared in Table 3.2. The RHS model offers a simpler alternative to the hybrid formulation. However, it is not trivial to compare the hybrid and RHS models theoretically. The RHS solution is not even feasible to the hybrid optimization, because of scenario-specific decisions that are taken at the update time. Also the Hybrid solution is infeasible when plugged into the RHS optimization since it allows scenario based slots (if done \texttt{max\_dur} time steps before). In the next chapter, we present pre- and post-CDM comparisons of all four models. The performance of the RHS and Hybrid formulation will also be discussed.
Table 3.2: Comparison of the four GHP models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Pre-CDM cost</th>
<th>CDM Benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>RHS</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Dynamic</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>
Chapter 4

Results

In this chapter, we simulate GDPs to illustrate the different solution approaches, and their outcomes. First, we present the pre-CDM delay costs for all the models across a range of GDP conditions. The effect of choosing an optimal update time for the RHS model is highlighted. Next, intra-airline slot substitution is performed, and the post-swap costs are plotted. Finally, the slot credit substitution (SCS) process is explained in greater detail, and the benefits of the SCS procedure is compared across the different methods.

4.1 Preliminaries

4.1.1 Data set

We obtain flight schedules from the Aviation System Performance Metric (ASPM) for flights landing at LaGuardia International Airport (LGA), New York, on Feb 17, 2014 [15]. We use this to estimate the arrival demand at LGA on an hourly basis. A discrete time interval of 1 hour is chosen, and all flight times and durations are rounded off to the nearest hour. The arrival demand on Feb 17, 2014 is shown in Figure 4-1(a). The height of the bar is the number of flights that were scheduled to land between the two corresponding x-axis times. For example, between 7 am and 8 am, there were 24 flights scheduled to land. International flights are not considered.
This is because they are typically not in the scope of a GDP. The distribution of flight times for the 522 flights on that day is presented in Figure 4-1(b).

To summarize, we have the takeoff time, flight duration and landing times for all domestic flights landing at LGA on a particular day. Note that the ASPM database contains information only of carriers that handle at least 1% of domestic traffic[15].

4.1.2 GDP parameters

The following parameters characterize the GDPs we simulate:

- The length of the GDP: In our simulations, we analyze GDPs of 7, 10, and 15 hour durations. In practice, GDPs can be a few hours long, or can even last the entire day. Because so many of them are canceled early or are extended, there is a huge variability in the length of a GDP.

- The nominal and bad weather capacity: The nominal capacity of LGA is set to be 10 arrivals/15 min, or equivalently, 40 arrivals/hour. The peak capacity can be as high as 14 arrivals/15 min, but is not sustained for long. We set the reduced capacity to be half the nominal throughput, or 20 arrivals/hour. This is the target arrival rate that is chosen by the GDP planner for the duration of reduced capacity. Operationally, the target arrival rates are lower than what
Table 4.1: Expected duration of reduced capacity for all the nine probability distributions.

<table>
<thead>
<tr>
<th>Prob Index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean reduced cap</td>
<td>1.1</td>
<td>1.545</td>
<td>1.96</td>
<td>2.475</td>
<td>3</td>
<td>3.475</td>
<td>3.95</td>
<td>4.425</td>
<td>4.9</td>
</tr>
</tbody>
</table>

the airport can handle even during reduced capacity. This is done in order to provide buffer for flights that are exempted from GDPs and unscheduled arrivals.

- The probability of each scenario: We wish to test the GDP algorithms under a variety of probability distributions. We generate $(2T - 1)$ probability distributions for a GDP of length $T$. Denote $S = \{1, 2, ..., 2T - 1\}$ as the set of distributions. Corresponding to every test case $s \in S$, we have an associated probability $\pi_q^s$ for every branch $q$ in the scenario tree.

- Ground and air delay cost: We set $C_a = 2.5$ and $C_{g,1} = 1$.

4.1.3 Probability distributions

We will explain the distributions with the help of an example. Let $T = 5$ and the scenario tree be as shown earlier in Figure 2-2. The nine probability distributions (i.e. $2 \times 5 - 1$) are shown in Figure 4-2.

These $2T - 1$ scenarios are such that we get different expected times of capacity improvement. In scenario $i$, the reduced capacity exists until time $i$. The expected time of reduced capacity for each scenario is given in Table 4.1. In all subsequent plots in this chapter, we will use the probability scenario index as a surrogate for the expected duration of reduced capacity, for simplicity. A probability scenario of $(2s - 1)$ has an expected duration of reduced capacity $s$.

These distributions can be generalized using the following formula. Define $\pi_q^s$ as the probability of scenario $q$ happening when we have a probability distribution $s \in S$. 

Figure 4-2: The $2T - 1$ probability distributions, with $T = 5$. 
For $s = 1, ..., T$

$$
\pi^s_q = \begin{cases} 
\frac{1-0.01(T-s)}{s} & \forall q \in \{1, ..., s\} \\
0.01 & \forall q \in \{s+1, ..., T\}
\end{cases}
$$

(4.1)

For $s = T+1, ..., 2T-1$

$$
\pi^s_q = \begin{cases} 
0.01 & \forall q \in \{1, ..., s\} \\
\frac{1-0.01s}{T-s} & \forall q \in \{s+1, ..., T\}
\end{cases}
$$

(4.2)

### 4.2 Pre-CDM costs for existing models

The static, dynamic and hybrid models are compared in this section. This is the pre-CDM step. We simulate two cases, $T = 7$ and $T = 15$. For each probability distribution, the total cost (which is the sum of the ground hold and the air hold cost) is plotted. The total cost for any given scenario (or equivalently, the expected duration of reduced capacity) follows the order $\text{dynamic} \leq \text{hybrid} \leq \text{static}$.

In Figures 4-3, 4-4 and 4-5, the pre-CDM cost (ground + air hold cost) is plotted for varying durations of reduced capacity. The air holding cost has a negligible contribution to the total cost in a dynamic model. The dynamic model is able to transfer more air delay to the ground, which makes the total cost low. The static model has the greatest amount of air holding cost, because it is a non-adaptive solution.
Figure 4-4: Hybrid model costs for $T = 7$ (left), and $T = 15$ (right).

Figure 4-5: Dynamic model costs for $T = 7$, (left) and $T = 15$ (right).
an unlikely scenario with prolonged duration of reduced capacity materializes, then flights will be held in an airborne queue, and incur high costs. The hybrid model has higher cost than the dynamic, but is less expensive than the static.

### 4.3 RHS model

To implement the RHS model, we need to decide on the number of stages, and the update time of each stage. The greater the number of updates, the closer is the RHS model to a dynamic model. Consequently there is a cost decrease. The goal of this section is to quantify this benefit, and also highlight the need to choose an optimal update time.

First, we present the results for a 2-stage RHS formulation. The update time can be chosen from the set \{1, ..., T\}. If the update time is \(\tilde{t} = 1\) or \(\tilde{t} = T\), the RHS cost will be the same as the static cost. In the former case, no new information is obtained, while in the latter, there are no flights remaining that can make use of the updated information. The plots in Figure 4-6 show the cost as a function of update time. The optimal update time is the one which leads to minimum costs.

This evaluation of optimal update times can be extended to multiple updates as well. For a 3-stage RHS, there will be two update times. When the updates happen at \(t = 1\) or \(t = T\), or when both happen at the same time \((\tilde{t}_1 = \tilde{t}_2)\), there are no benefits of the updates. The cost for two updates \(\tilde{t}_1\) and \(\tilde{t}_2\) (with \(\tilde{t}_2 \geq \tilde{t}_1\)) gives us an optimal pair of update times (Figures 4-7 to 4-9).

The optimal update times are different for different probability distributions. Consider the case of \(T=7\), and one update. When the distribution is \(s = 1\), the static solution would have come up with an assignment assuming the capacity will improve after \(t = 1\). This is because the probability of the capacity improving after \(t = 1\) is 0.94. On the other hand, if the capacity does not improve, the static solution will lead to high air hold costs. An update time of \(t \geq 2\) is thus useful, and will give valuable capacity information. If the capacity did not clear at the update time, then the second stage can be adjusted accordingly. On the other hand, scenario \(s = 7\) will
benefit most from an update which comes later in the GDP, because the probability is spread out and it is hard to predict capacities well in advance. Henceforth, when we use the RHS model, we will always evaluate it using the optimal update times. By this process of enumeration, we can find the optimal update times for any number of stages.

A comparison of the costs for the models across different probability scenarios is summarized in Figure 4-10. As expected, for every probability scenario, having more RHS updates gives lower costs. However, the difference in costs is low, whenever the expected duration of reduced capacity is very low, or very high. They correspond to situations where the probability distributions have the least variance. The information gained through an update is low, and this leads to lower benefits over the static model.

In general, it is observed that there is a decreasing marginal utility to having more updates (Figure 4-11). More than 50% of the cost reduction is obtained with one update itself. Let us consider the case of $s = 1$. The static cost is 29.82, the cost with one update is 21.61, and the lowest achievable cost (with 7 updates) is 20.5. With one update we attain 73% of the benefits. Similarly, for $s = 7$ and $s = 13$, we attain 60.99% and 79.36% of the benefits, respectively. These results justify the use of only one update in the RHS model.

4.4 Intra-airline substitutions

In this section, we simulate the slot substitution process within an airline. Different flight-specific costs motivate airlines to solve an assignment problem where flights are paired with slots, so that the cost is minimized.

For the CDM analysis, we need data on flight specific costs of airlines. Although flight specific costs can be estimated (Ramanujam [25]), these are generally proprietary information and cannot be obtained from public sources. We therefore demonstrate the results qualitatively. We generate a hypothetical test case in which we distribute all the flights into 10 airlines, with equal market share, randomly. The flight-specific air and ground holding costs are derived from a normal distribution.
Figure 4-6: One update RHS for $T = 7$ (left), and $T = 15$ (right).
Figure 4-7: Two update RHS costs for $T = 7$ (left), and $T = 15$ (right) with $s = 1$.

Figure 4-8: Two update RHS costs for $T = 7$ (left), and $T = 15$ (right) with $s = T$.

Figure 4-9: Two update RHS costs for $T = 7$ (left), and $T = 15$ (right) with $s = 2T-1$. 


Figure 4-10: Cost of the RHS model in comparison to the static and dynamic model, for $T = 7$ (left), and $T = 15$ (right).

Figure 4-11: Optimal cost for different number of updates. Zero updates means that it is a static model. The different probability scenarios plotted are $s = 1$ (left), $s = 7$ (center), and $s = 13$ (right). $T = 7$ for all the three cases.
The mean ground holding cost is assumed to be 1 and the mean air holding cost is assumed to be 2.5. The coefficient of variation is 25% for both the air and ground hold costs.

For a GDP with $T=7$, the results after the swap are shown in Figure 4-12. When the expected duration of reduced capacity is low, the swaps do not change the rankings of the models. The static model has the highest cost and the dynamic model has the lowest. As the expected delay increases, intra-airline swaps start playing a greater effect. The number of flights getting rescheduled increases. There is greater opportunity to decrease costs due to swaps, and this benefits the static and RHS models more than the dynamic model. The dynamic model ultimately has the highest costs, and the static has the least. The performance of the RHS model is interesting: It is never the worst performing model. In Figure 4-12 (right), we show the percentage improvement of every model over the worst. The missing bars represent the worst model. The RHS model outperforms the worst model by 25% in some cases.

When $T=15$, the trends are similar (Figure 4-13). Due to the longer duration of the GDP, the differences in performance of the four models gets amplified. The hybrid model performs much better and is comparable to the RHS model, which is again the most consistent model. The difference between choosing an optimal and a non-optimal model can be as high as 50%. The choice of a GHP model is important, and we demonstrate that the RHS is consistent across a variety of probability distributions and GDP lengths. In the next section, we also show that the RHS model is robust to different levels of cost variations.

4.5 Effect of cost variation

It is to be expected that an airline with more variation in flight-specific costs will benefit more from the swap process. This is clear when comparing Figure 4-14 and Figure 4-15. The Coefficient of Variation (CV) in costs is a measure of dispersion, or spread, in the flight-specific costs across all the flights for a given airline. If the CV is higher, there is more variability in the flight-specific cost for an airline. If the CV
Figure 4-12: Post-CDM cost of all the four models for $T = 7$ (left), and the percentage improvement over the worst model (right). The missing bars correspond to the model with the highest cost.

Figure 4-13: Post-CDM cost of all the four models for $T = 15$ (left), and the percentage improvement over the worst model (right). The missing bars correspond to the model with the highest cost.
Figure 4-14: Actual costs (left), and percentage improvement over the worst model (right), for $T = 10$, coeff. of variation $= 10\%$.

Figure 4-15: Actual costs (left), and percentage improvement over the worst model (right), for $T=10$, coeff. of variation $= 30\%$.

is lower, all the flights will have a similar cost for getting delayed. As the coefficient of variation in costs increases, the static, hybrid and RHS models benefit greatly. Naturally, these differences are more prominent when the GDPs are longer, and a large number of flights get swapped.

### 4.6 Slot credit substitution

An airline is also allowed forfeit a slot ($slot_c$), and request an alternative slot at time $k$. We denote quantities pertaining to the canceled flight using a subscript $c$. Although
a slot is requested at time $k$, it is not always possible to accommodate the request. The objective of the SCS optimization is to minimize this deviation from $k$, while respecting the feasibility constraints. There are three indicators of the performance of the SCS mechanism:

1. **Cost of canceled flight**: When a flight cannot be granted a landing slot at time $k$, there is an additional ground holding cost. There could also be an airborne queue preventing the flight from landing at $k$. The term $B_c$ is the additional cost that a canceled flight has to incur. $B_c = G_c + A_c$, where $G_c$ is the ground holding cost and $A_c$ is the air holding cost.

2. **Benefit to other flights**: When a flight is rescheduled, others are compressed, and have a decrease in delay costs. The sum of this benefit for other non-canceled flights is $B_o$.

3. **System benefits**: The system-wide benefit from the SCS request is the difference between $B_o$ and $B_c$, i.e., $B_s = B_o - B_c$.

When different GHP models are used, there is a varying amount of flexibility to assigning a new slot for an aircraft. This causes variations in the cost $B_c$. Intuitively, the static model can assign any requested slot $k$ without any additional ground holds, but there might be airborne delays, which the static model cannot avoid. On the other hand, the dynamic model will have reduced flexibility in allotting the requested slot $k$ (since they are duration specific), but manages air hold costs better. In terms of $B_o$, a similar argument holds, and the static assignment can be compressed more easily in order to transfer the benefits of the cancellation to other flights. We will quantify these benefits through simulations.

We use a test data set, instead of operational data, to simulate SCS requests. We consider a GDP with $T=10$, and an arrival demand of $(16, 16, 15, 16, 15, 16, 16, 15, 8, 5)$. These 138 flights are randomly assigned a flight duration between 2 to 5 hours. The nominal and reduced capacity are 16 arrivals/hour and 8 arrivals/hour, respectively. The costs are averaged over 100 SCS triggers for each probability distribution. Flights
arriving between $t = 1$ and $t = 5$ are canceled randomly, and they request a slot that is 1 to 4 hours beyond the scheduled time. The ground and air holding costs are held the same for all flights, with $C_{g,1} = 1$ and $C_{a} = 5$.

The plots of $A_c$ and $G_c$ is shown in Figure 4-16. Note that the scales of the y-axis on both plots are different. Despite the differences in allocation flexibility, all four models are similar over a wide range of capacity disruptions. When $G_c$ is zero, it means that the requested slot $k$ is allotted to the aircraft. All models except the dynamic are able to achieve this. The dynamic model, because of limited swap flexibility, is unable to always allot the compensatory slot at time $k$. However, the
air holding cost is the least for the dynamic model. Finally, when the GDPs have a long duration of reduced capacity, there is no difference between the four models.

The flexibility to interchange slots determines the benefit to other flights ($B_0$). The simulations (Figure 4-17) indicate that there is no significant difference among the models in this regard.

The dynamic model, in a scenario where the capacity improves quickly (expected duration of reduced capacity close to 1), can lead to negative system benefits, $B_s$. The high $B_c$ ends up decreasing the system benefits. For all other cases, no model outperforms the other. The RHS model is therefore comparable to the existing models, in terms of the SCS performance.

### 4.7 Discussion

The RHS model, based on a simple idea of repeatedly running the static model, performs well under a variety of scenarios. The pre-CDM cost of the RHS model is more than that of the dynamic, but less than that of the static model. Furthermore, it is observed that even a single update is sufficient to capture most of the benefits of a multistage static model. This is important from an operational point of view, and also to maintain slot swap flexibility. In the pre-CDM step, the 2-stage RHS shows a comparable performance to the hybrid model, while eliminating the need for scenario specific slots. Consequently, the RHS is the most consistent performer in the intra-airline swap stage. It also shows favorable results in the SCS procedure.

To summarize, the RHS model is found to be a viable alternative to the hybrid model, as it incorporates CDM procedures while designing the optimization framework. In terms of implementation, it involves less information overhead, results in more predictable operations, and provides an equitable distribution of delays among airlines.
Chapter 5

Conclusions

With air traffic projected to grow significantly, congestion in airports is an increasing concern. A long-term solution to the problem of congestion is to increase the capacity at airports. This involves investments in airport infrastructure, and will take a long time to implement. At a more tactical level, significant improvements in system efficiency can be made through the better management of existing resources.

The Ground Delay Program (GDP) is a commonly used strategy to manage periods of significant congestion. Developing efficient and fair ground holding strategies will reduce costs, decrease fuel burn and improve safety. In this thesis, we draw ideas from two existing GHP solution strategies to develop a more robust alternative. The new receding horizon model is operationally easy to implement, more robust and considers the collaborative decision making step in its design.

The 2-step RHS model is tested using operational data, and is found to be a viable alternative to existing GDP models. As the RHS model is built on multiple runs of the static model, it also has favorable equity properties. The allocation follows the Ration By Schedule (RBS) principle where the order of the flights in the original schedule and the revised allotment are same. The RHS model thereby confirms to acceptable notions of fairness among the airlines.

There are two issues that must be kept in mind while implementing the proposed framework. The first is related to the scenario tree. Weather reports need to be made available in this particular probabilistic format for running the model. The second
assumption is regarding information exchange. The revised schedule is time-sensitive
information that should be made available to all stakeholders at the update time.
The revision might require airlines to make immediate decisions at the update time,
such as ensuring a particular flight departs in the next 1 hour. Maintaining appro-
priate ground support, crew availability, and adequate time for passenger boardings
is critical, and is not accounted for in our model. A possible alternative, if it is not
possible to share revised schedules at the update time, is to allow airlines to follow
the full results of the initial static solution.

There are several promising extensions to this work:

- Solving the GHP for finer time-intervals (15 min, for example) is important from
  an operational perspective. Preliminary simulations indicate that the results
  are similar to the 1-hour interval results. The computational complexity of the
  static, hybrid and RHS models do not grow exponentially with $|T|$. However,
  the dynamic model scales in a nonlinear fashion with the planning duration $T$,
  leading to greater computational expense.

- A more relaxed notion of fairness could be considered for the SCS mechanism.
  Currently we require every flight to experience lower air and ground holding
times after compression. Airlines might like to have benefits at an aggregate
  level that includes all their flights, rather than individual flights. This relaxation
  will lead to greater flexibility in slot compression, pushing the final solution
closer to a global optimum from the current Pareto-optimal solution.

- The benefits of having multiple rounds of intra-airline slot substitutions or sce-
  nario specific slot substitutions may also be explored. In practice, airlines can
  re-evaluate the delay sensitivity of flights, be impacted by another Traffic Man-
  agement Initiative elsewhere in the system, or learn new information (for ex-
  ample, regarding crew availability) only later during the GDP. The potential
  benefits of making another round of substitutions under such scenarios are not
  obvious. It is also not known how such a concept of multiple static updates will
  extend to the multi-airport ground holding problem.
The models described in this thesis have two steps. The first step is a central allocation by the FAA while the second step involves decentralized optimization by airlines. This two-step solution paradigm tries to incorporate two key features of the current system: First, the airlines have access to private cost information which they do not share. Second, it is important to be fair to different airlines and flights of different durations. Relaxing these two constraints has the potential to lower costs. Let us suppose that the airlines report the delay cost of each of their individual flights truthfully to the central planner. It is then possible to set up a single-step optimization that can incorporate flight-specific costs. Such an optimization may not necessarily result in a fair allocation across airlines. For example, larger aircraft with more passengers are likely to have larger delay cost and will receive priority over smaller aircraft. A single-step optimization can be formulated for the static, dynamic, RHS and hybrid formulations and it is expected that the single-step dynamic model will be the best performer. This extension will enable the computation of a globally optimal solution to the GDP. The ratio of the two-step cost to the globally optimal cost is a measure of the price of fairness in this system. It reflects the additional delay costs, or the price that the entire system pays for being fair. Studying single-step GHP formulations can help develop better ground holding policies. A related question pertains to the incentive compatibility of the mechanism. Would airlines benefit by reporting truthfully? Would certain airlines misreport their delay costs in order to avoid delays? Analyzing the cost-reporting process from a mechanism-design perspective will propel these one-step models closer to practical implementation.

The effect of unplanned aircraft arrivals during GDPs is an aspect that has received little attention in previous work [11]. Dynamic models can be reframed so that the current queue length is also incorporated at each update time in order to model random aircraft arrivals. It is worth investigating how the performance of the other three models, namely, the static, hybrid and RHS,
would deteriorate for different levels of unplanned arrivals.
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