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Abstract

In this thesis, I consider the general question: what new dynamics can be realized by engineering the coupling between a discrete state and a continuum of states?

In the first part of the thesis, we choose bound states in the continuum (BICs) as our starting point for answering this question. We construct a large class of BICs associated with separable Hamiltonians and show that by designing special perturbations of these systems, the dimensionality and propagation direction of waves can be controlled. We present potential realizations of this physics in potentials for ultracold atoms, optically induced potentials for photons, and lattice systems. Such resonances with easily reconfigurable radiation allows for applications such as the storage and release of waves at a controllable rate and direction and systems that switch between different dimensions of confinement.

In the second part of the thesis, we look at the same question in a different physical setting: the coupling of electrons to the electromagnetic fields of polaritons such as plasmon and phonon-polaritons. We consider the potential for 2D materials such as graphene, thin films of SiC, and hBN to enable atomic and molecular transitions that have, to this date been either very difficult to observe, or have not yet been observed.
Examples of such transitions include high-order multipolar transitions (as high as E5), multi-photon spontaneous emission, and intercombination processes such as spin-flip phosphorescence transitions. We find that plasmon polaritons in graphene can speed up spin-flip phosphorescence process by 7 orders of magnitude, that they can speed up two-photon spontaneous emission processes by 15 orders of magnitude, and that they can speed up multipolar transitions by over 20 orders of magnitude. This brings the lifetimes of all of these transitions to the nanosecond scale, comparable with the speed of the single-plasmon dipole transitions which have traditionally been thought to be the only transitions worth considering in most circumstances. The potential applications of this work include: spectroscopy for inferring electronic transitions which cannot be determined with photons, sensors based on forbidden transitions, organic-light sources arising from fast singlet-triplet transitions, fast entangled light generation, and fast generation of broadband light with tunable width in the visible or IR.

From there, we ask: is it possible to engineer couplings between an electron and its radiative continuum such that it prefers to spontaneously emit via a conventionally forbidden transition? We find an affirmative answer. In particular, we show that in these systems, it is possible to have an electron prefer to change its orbital angular momentum by more than one. Processes that normally take years to happen are typically considered negligible become dominant processes which happen on the scale of nanoseconds. Going beyond processes at first order, we find that it is also possible to have an electron prefer to decay by the emission of two near-field photons, even when it is possible for the electron to decay via the emission of a far-field photon. In the process of showing these results, we arrive at a general result connecting the enhancement of N-photon emission to the Purcell factor, which has been of fundamental importance in quantum nanophotonics. Our results have direct implications for the design of fundamentally new types of emitters in the mid and far IR: ones which
prefer to change their angular momentum by large amounts and also ones that prefer to emit a relatively broad spectrum of entangled photons. Our results may allow for the possibility of ushering in new classes of quantum emitters with tunable multipolarity and/or tunable emission spectra, in addition to new materials for broad-band absorption and emission, new capabilities for IR spectroscopy, sensing platforms, and many other applications.
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Chapter 1

Introduction

One of the most fundamental and general processes in quantum mechanics and in the physics of waves is one in which a state couples to a continuum of states through a perturbation. Abstract as it may sound, it underlies the description of a diverse set of scattering and decay processes such as Rayleigh scattering, Compton scattering, Bremsstrahlung, Cerenkov radiation, absorption, spontaneous emission, stimulated emission, radioactive decay, autoionization of atoms and many others. Because of this, the coupling of states to a continuum underlies the description of atomic spectra, the color of the sky, the production of X-ray sources, and the scattering experiments which reveal the fundamental nature of our universe.

From the examples above, it should be clear that a lot of physics comes out of states coupling to continua. It sounds plausible then that if we can engineer the coupling between a state and its continua, we can change the nature of seemingly fixed fundamental processes, like the rate at which an atom spontaneously emits light.

In fact, people as far back as Purcell knew this. In his 1946 paper, he showed that the decay rate of excited electrons due to spontaneous emission can be substantially (20 orders of magnitude!) be reduced by coupling the electrons to small metallic nanoparticles. Purcell claimed that this mechanism couple potentially allow for atoms to spontaneously emit light at radio frequencies. That is remarkable because in free
space, the spontaneous emission rate of a dipole scales as $\omega^3$, making it negligible compared to spontaneous emission at vis-UV frequencies. The modification of spontaneous emission rates due to photonic structures is known to this day as the Purcell effect. The Purcell effect, from a high level, can be seen as a consequence of modifying the continuum of electromagnetic modes (photons) that an excited electron can couple to. This modification can come from modifying the wavelength, polarization, or even phase profile of the photon.

Despite the significance of Purcell’s claim, it was a subject of comparatively little interest for roughly another 50 years. What happened in the 1990s? The rise of nanophotonics (and in particular, the discovery and development of nanophotonic platforms). Nanophotonics refers to the discipline that studies light (both classically and quantum mechanically) that is confined on the scale of nanometers (10 nm - 1000 nm). As we will now show, the recent developments of nanophotonics allow for the ability to modify light-matter interactions that even Purcell likely would not have expected.

In this thesis, we ask the question: what physics can be realized by engineering the coupling between a state and its degenerate continuum? We consider applications to the Schrodinger wave equation, Maxwell’s equations, and quantum electrodynamics as relevant to nanophotonics.

In chapter two, we ask this question in the context of wave equations such as the Schrodinger equation for a single particle, Maxwell’s equations, and in tight-binding models of coupled resonators. In order to get analytical insights into this problem, we focus on bound states in the continuum (infinite quality factor cavities) in systems with separable wave operators. We show for the first time that by applying tailored perturbations to these separable BICs, one can control not only the directionality of radiation but also the dimensionality of it. This may potentially lead to applications such as switches which trap waves and release them in controllable directions and
devices that can be switched between quantum dot, quantum well, and quantum wire modes of operation.

In the second part of this thesis (chapters three and four), we consider this question in the context of quantum electrodynamics, and in particular, the spontaneous emission of polaritons such as plasmon and phonon polaritons. In these parts of the thesis, the engineering of the coupling to the continuum is arising by swapping out coupling to free-space photons by coupling to polaritons (i.e; near-field photons), which are quanta of evanescent waves that can exist in dielectrics with negative permittivity.

In chapter three, we develop the general theory of light-matter interactions with 2D systems that support plasmons, exploring multipolar transitions, spin-flip transitions, and multi-photon emission processes for the first time. This theory reveals that conventionally forbidden light-matter interactions, such as extremely high-order multipolar transitions, two-plasmon spontaneous emission, and singlet-triplet phosphorescence processes can occur on very short time-scales - comparable to those of conventionally fast transitions. In fact, transitions whose normal lifetimes are on the order of the age of the universe can be made to happen in nanosecond time scales. This is the first report of such a drastic violation of the electronic selection rules (for the emission of light) over a broad range of frequencies and in atomic-scale emitters. Our findings enable new platforms for spectroscopy, sensing, broadband light generation, a potential testing ground for quantum electrodynamics in the ultrastrong coupling regime, and most generally the ability to take advantage of the full electronic spectrum of an emitter.

In the last part of the thesis (chapter four), we develop a general theory of the interactions between excited electrons and phonon-polaritons. Surface phonon polaritons are hybrid modes of photons and optical phonons that can propagate on the surface of a polar dielectric. These polaritons have generated significant excitement over the past couple of years due to their very high confinement, weak dissipation, and
narrow bandwidth. We show that the precise combination of confinement and bandwidth offered by surface phonon polaritons allows for the unprecedented ability to take forbidden transitions and turn them into dominating transitions. In particular, we show that high-order multipolar transitions, and two-photon emission processes can happen with quantum efficiencies above 90%, as opposed to a value in free-space of order $10^{-100}$. In the process of showing these results, we arrive at a general result connecting the enhancement of N-photon emission to the Purcell factor, which has been of fundamental importance in quantum nanophotonics. Our results have direct implications for the design of fundamentally new types of emitters in the mid and far IR: ones which prefer to change their angular momentum by large amounts and also ones that prefer to emit a relatively broad spectrum of entangled photons. This is the first report of a method by which to take a very wide range forbidden radiative transitions and turn them into dominant transitions.

The machinery by which we perform our analysis in chapter three and four is that of macroscopic quantum electrodynamics. Macroscopic QED is a formalism by which to quantize the fields in a dielectric medium which may be inhomogeneous, dissipative, dispersive, and anisotropic. The validity of this approach comes from experiments in cavity QED and verification of the Purcell effect in plasmonic cavities. We discuss field quantization in the general case, and in the low-loss case in Appendix A. The primary type of calculation that we perform in chapters three and four are decay rate calculations beyond the dipole approximation and at higher-order in quantum mechanical perturbation theory. These calculations are in general lengthy and not particularly illuminating, and so we relegate the detailed derivations to appendices (B and C, corresponding to chapters three and four). In chapters three and four, we focus on the intuition for the equations we derive, and the physical consequences of these equations.
Chapter 2

Separable Bound States in the Continuum: Controlling the Directionality and Dimensionality of Radiation

2.1 Introduction

In most wave systems which support bound states, the bound states do not exist at the same frequency as the delocalized waves. However, there exist special systems for which a bound state can be embedded inside a continuum of delocalized waves [1]. Such bound states in the continuum (BICs) do not forbid coexistence with propagating waves at the same frequency, unlike traditional methods of localizing waves such as conventional potential wells in quantum mechanics, conducting mirrors in optics, band-gaps in periodic systems, and Anderson localization. BICs were first shown to exist predicted theoretically in quantum mechanics by von Neumann and Wigner [2]. However, their BIC-supporting potential was highly oscillatory and
could not be implemented in reality. More recently, other examples of BICs have been proposed theoretically in quantum mechanics \cite{3, 4, 5, 6, 7, 8, 9, 10}, electromagnetism \cite{11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24}, acoustics \cite{17}, and water waves \cite{25}, with some experimentally realized \cite{26, 27, 28, 29, 30, 31}. A number of mechanisms explain most examples of BICs that have been discovered \cite{1}. One of the

Among them, BICs due to separability \cite{4, 5, 7, 12, 13, 14, 15, 6} remain relatively unexplored with a scattered literature. In this paper, we develop the most general properties of separable BICs - by providing the general criteria for the their existence of separable BICs and by characterizing the continuua of these BIC-supporting systems. By doing so, we reveal properties that may lead to novel applications. In particular, our key result is that separable BICs enable control over both the directionality and the dimensionality of resonantly emitted waves by exploiting symmetry, which is not possible in other classes of BICs. Our findings may lead to applications such as: a new class of tunable-Q directional resonators and quantum systems which can be switched between quantum dot (0D), quantum wire (1D), and quantum well (2D) modes of operation. We provide experimentally realizable examples of separable BICs in photonic systems with directionally resonant states, as well as examples in optical potentials for cold atoms. The construction of these examples has two purposes. The first is to show that it is possible to construct experimentally realistic examples of separable BICs. The second being to is experiments in the direction of realizing platforms to control the directionality and dimensionality of radiation.

### 2.2 General Condition for Separable BICs

For instructional purposes, we start by reviewing a simple example of a two-dimensional separable system - one where the Hamiltonian operator can be written as a sum of
Hamiltonians that each act on distinct variables \( x \) or \( y \), i.e;

\[
H = H_x(x) + H_y(y).
\]  

(2.1)

Denoting the eigenstates of \( H_x \) and \( H_y \) as \( \psi_x^i(x) \) and \( \psi_y^j(y) \), with energies \( E_x^i \) and \( E_y^j \), it follows that \( H \) is diagonalized by the basis of product states \( \psi_x^i(x)\psi_y^j(y) \) with energies \( E^{ij} = E_x^i + E_y^j \). If \( H_x \) and \( H_y \) each have a continuum of extended states starting at zero energy, and these Hamiltonians each have at least one bound state (with negative energy), \( \psi_x^0 \) and \( \psi_y^0 \), respectively, then the continuum of \( H \) starts at energy \( \min(E_x^0, E_y^0) \), where the 0 subscript denotes ground states. Therefore, if there exists a bound state satisfying \( E^{ij} > \min(E_x^0, E_y^0) \), then it is a bound state in the continuum. We schematically illustrate this condition being satisfied in Figure 1, where we illustrate a separable system in which \( H_x \) has two bound states, \( \psi_x^0 \) and \( \psi_x^1 \), and \( H_y \) has one bound state, \( \psi_y^0 \). The first excited state of \( H_x \) combined with the ground state of \( H_y \), \( \psi_x^1\psi_y^0 \), is spatially bounded in both \( x \) and \( y \) but has a larger energy, \( E_x^1 + E_y^0 \), than the lowest continuum energy, \( E_x^0 \), and is therefore a BIC.
Now, we extend separability to a Hamiltonian with a larger number of separable degrees of freedom. The Hamiltonian can be expressed in tensor product notation as \( H = \sum_{i=1}^{N} H_i \), where \( H_i \equiv I^{\otimes i-1} \otimes h_i \otimes I^{\otimes N-i} \). In this expression, \( N \) is the number of separated degrees of freedom, \( h_i \) is the operator acting on the \( i \)-th variable, and \( I \) is the identity operator. The degrees of freedom may refer to the particles degree of freedom in a non-interacting multi-particle system, or the spatial and polarization degrees of freedom of a single-particle system. Denote the \( n_j \)-th eigenstate of \( h_i \) by \( |\psi^{n_j}_i\rangle \) with energy \( E^{n_j}_i \). Then, the overall Hamiltonian \( H \) is trivially diagonalized by the product states \( |n_1, n_2, \ldots, n_N\rangle \equiv |\psi^{n_1}_1\rangle \otimes |\psi^{n_2}_2\rangle \otimes \cdots \otimes |\psi^{n_N}_N\rangle \) with corresponding energies \( E = E^{n_1}_1 + E^{n_2}_2 + \cdots + E^{n_N}_N \). Denoting the ground state of \( h_i \) by \( E^0_i \) and defining the zeros of the \( h_i \) such that their continuua of extended states start at energy zero, the continuum of the overall Hamiltonian starts at \( \min_{1 \leq j \leq N} \left( \sum_{i \neq j} E^0_i \right) \). Then, if the separated operators \( \{h_i\} \) are such that there exists a combination of separated bound states satisfying

\[
E = \sum_{i=1}^{N} E^{n_i}_i > \min_{1 \leq j \leq N} \left( \sum_{i \neq j} E^0_i \right),
\]

(2.2)

this combined bound state is a BIC of the overall Hamiltonian. For such separable BICs, coupling to the continuum is forbidden by the separability of the Hamiltonian. By writing the most general criteria for separable BICs, we can extend the handful of examples of separable BICs [4, 5, 7, 12, 13, 14, 15, 6] to systems in three dimensions, multi-particle systems, and systems described by the tight-binding approximation, allowing for a systematic way to generate realistic physical systems supporting BICs.

### 2.3 Properties of the Degenerate Continua

A unique property that holds for all separable BICs is that the delocalized modes degenerate to the BIC are always trapped in at least one direction. In many cases, there are
Figure 2-2: Controlling the Directionality of Radiation with Separable BICs. (a) A separable potential which is a sum of a purely x-dependent Gaussian well and a purely y-dependent Gaussian well. (b) The relevant states of the spectrum of the x-potential, y-potential, and total potential. (c) A BIC supported by this double well. (d,e) Continuum states degenerate in energy to the BIC. (f) A y-delocalized continuum state resulting from an even-y-parity perturbation of the BIC supporting potential. (g) An x-delocalized continuum state resulting from an odd-x-parity perturbation.

multiple degenerate delocalized modes that are guided in different directions. When a system supporting a BIC is perturbed, this BIC generally turns into a resonance with finite lifetime. For 2D separable BICs which are perturbed into resonances, we can associate partial widths $\Gamma_x$ and $\Gamma_y$ to these resonances. These partial widths are the rates of coupling of the BIC to the radiation continuum (i.e., far-field) in the $x$ and $y$ directions under perturbation, respectively. When separability is broken, we generally cannot decouple leakage in the $x$ and $y$ directions because the purely-$x$ and purely-$y$ delocalized continuum states mix. In this section, we show that one
can control the radiation to be towards the x (or y) directions only, by exploiting the symmetry of the perturbation. We emphasize that although symmetry is used to realize control over directionality of radiation, separability is still generally required because the effect that we demonstrate has as the prerequisite a BIC degenerate to guided modes in different (separable) directions. As mentioned above, this is a unique property that holds for all separable BICs.

In Fig. 2(a), we show a two-dimensional potential in a Schrodinger-like equation which supports a separable BIC. This potential is a sum of Gaussian wells in the x and y-directions, given by

\[ V(x, y) = -V_x e^{-\frac{x^2}{\sigma_x^2}} - V_y e^{-\frac{y^2}{\sigma_y^2}}. \] (2.3)

This type of potential may be realized as an optical potential for ultracold atoms or a refractive index contrast profile in photonic systems. In what follows in this section, we choose arbitrary values for the parameters in the potential in Equation (3). The effects that we report can of course be observed for many other parameter choices. Solving the time-independent Schrodinger equation for \( \{V_x, V_y\} = \{1.4, 2.2\} \) and \( \{\sigma_x, \sigma_y\} = \{5, 4\} \) (in arbitrary units) gives the energy spectra shown in Fig. 2(b). This system has several BICs. Due to the x and y mirror symmetries of the system, the modes have either even or odd parity in both the x and the y directions. Here we focus on the BIC \( |n_x, n_y\rangle = |2, 1\rangle \) at energy \( E^{2,1} = -1.04 \), with the mode profile shown in Fig. 2(c); being the second excited state in x and the first excited state in y, this BIC is even in x and odd in y. It is only degenerate to continuum modes \( |0, E^{2,1} - E_x^0\rangle \) extended in the y direction (Fig. 2(d)), and \( |E^{2,1} - E_y^0, 0\rangle \) extended in the x direction (Fig. 2(e)), where an E label inside a ket denotes an extended state with energy E.

If we choose a perturbation \( \delta V \) that preserves the mirror symmetry in the y-
direction, as shown in the inset of Fig. 2(f), then the perturbed system still exhibits mirror symmetry in $y$ but not in $x$. Since the BIC $|2, 1\rangle$ is odd in $y$ and yet the $x$-delocalized continuum states $|E_{x}^{2,1} - E_{y}^{0}, 0\rangle$ are even in $y$, there is no coupling between the two. As a result, the perturbed state radiates only in the $y$ direction, as shown in the calculated mode profile in Fig. 2(f). This directional coupling is a result of symmetry, and so it holds for arbitrary perturbation strengths.

On the other hand, if we apply a perturbation that is odd in $x$ but not even in $y$, as shown in the inset of Fig. 2(g), then there is radiation in the $x$ direction only to first-order in time-dependent perturbation theory. Specifically, for weak perturbations of the Hamiltonian, $\delta V$, the first-order leakage rate is given by Fermi's Golden Rule for bound-to-continuum coupling, $\Gamma \sim \sum_{c} |\langle 2, 1|\delta V|\psi_{c}\rangle|^{2} \rho_{c}(E_{x}^{2,1})$, where $\rho_{c}(E)$ is the density of states of continuum $c$, and $c$ labels the distinct continua which have states at the same energy as the BIC. Since the BIC and the $y$-delocalized continuum states $|0, E_{x}^{2,1} - E_{y}^{0}\rangle$ are both even in $x$, the odd-in-$x$ perturbation does not couple the two modes directly, and $\Gamma_{y}$ is zero to the first order. As a result, the perturbed state radiates only in the $x$ direction, as shown in Fig. 2(g). At the second order in time-dependent perturbation theory, the BIC can make transitions to intermediate states $k$ at any energy, and thus the second-order transition rate, proportional to $\sum_{c} |T_{cl}|^{2} = \sum_{c} \sum_{k} \left| \frac{\langle \psi|\delta V|k\rangle \langle k|\delta V|i\rangle}{E_{i} - E_{k} + i\gamma} \right|^{2}$, does not vanish because the intermediate state can have even parity in the $x$-direction. We note that although this argument relies on time-dependent perturbation theory, it is valid for any wave system provided that time evolution of the system is governed by a unitary operator and that the eigenstates of the unperturbed system form a complete basis. This is the case in the Schrödinger equation and in Maxwell's equations for lossless dielectrics.

Another unique aspect of separability that we report here is that by using separable BICs in 3D, the number of confined dimensions of a wave can be switched between one, two, and three by tailoring perturbations applied to a single BIC mode.
The ability to do this allows for a device which can simultaneously act as a quantum well, a quantum wire, and a quantum dot. We demonstrate this degree of control using a separable potential generated by the sum of three Gaussian wells (in $x$, $y$, and $z$ directions) of the form in Equation 2 with strengths $\{0.4, 0.4, 1\}$ and widths $\{12, 12, 3\}$, all in arbitrary units. The identical $x$ and $y$ potentials have four bound states at energies $E_x = E_y = -0.33, -0.20, -0.10$ and $- 0.029$. The $z$ potential has two bound states at energies $E_z = -0.61$ and $- 0.059$. The BIC state $|1, 1, 1\rangle$ at energy $E^{1,1,1} = -0.47$ is degenerate to twelve continuum channels: $|0, 0, E_z\rangle, |0, 1, E_z\rangle, |1, 0, E_z\rangle, |E_z, m, 0\rangle, |n, E_y, 0\rangle$, and $|E_x, E_y, 0\rangle$, where $E_i$ denotes an energy above zero, and $m \in \{0, 1, 2, 3\}$ and $n \in \{0, 1, 2, 3\}$ denote bound states of the $x$ and $y$ wells. For perturbations which are even in the $z$ direction, the BIC $|1, 1, 1\rangle$ does not couple to states delocalized in $x$ and $y$ ($|E_x, m, 0\rangle, |n, E_y, 0\rangle$, and $|E_x, E_y, 0\rangle$), because they have opposite parity in $z$, so the BIC radiates in the $z$-direction only. The resulting state is thus confined in two dimensions, as opposed to the BIC, which is confined in three. On the other hand, for perturbations which are even in the $x$ and $y$ directions, the coupling to states delocalized in $z$ ($|0, 0, E_z\rangle, |0, 1, E_z\rangle$, and $|1, 0, E_z\rangle$) vanishes, meaning that the BIC radiates in the $xy$-plane. This resulting state is confined in only one dimension. Therefore, by tailoring perturbations to the potential, the number of confined dimensions of a wave can be switched between three, two, and one.

2.4 Proposals for the experimental realizations of separable BICs

BICs are generally difficult to experimentally realize because they are fragile under perturbations of system parameters. On the other hand, separable BICs are straightforward to construct and also robust with respect to changes in parameters that
Figure 2-3: Proposals for Realizations of Separable BICs. (a) A photorefractive optical crystal whose index is weakly modified by two detuned intersecting light sheets with different intensities. (b) An optical potential formed by the intersection of three slightly detuned light sheets with different intensities. (c) A tight-binding lattice.

preserve the separability of the system. In the next two examples of BICs that we propose, we use detuned light sheets to generate separable potentials in photonic systems and for ultracold atoms.

Paraxial optical systems – As a first example of this, consider electromagnetic waves propagating paraxially along the z-direction, in an optical medium with spatially non-uniform index of refraction \( n(x, y) = n_0 + \delta n(x, y) \), where \( n_0 \) is the constant background index of refraction and \( \delta n \ll n_0 \). The slowly varying amplitude of the electric field \( \psi(x, y, z) \) satisfies the two-dimensional Schrödinger equation (see Ref. 34 and references therein),

\[
\frac{i}{\hbar} \frac{\partial \psi}{\partial z} = -\frac{1}{2k} \nabla_{\perp}^2 \psi - \frac{k\delta n}{n_0} \psi. \tag{2.4}
\]

Here, \( \nabla_{\perp}^2 = \partial^2 / \partial x^2 + \partial^2 / \partial y^2 \), and \( k = 2\pi n_0 / \lambda \), where \( \lambda \) is the wavelength in vacuum. The modes of the potential \( \delta n(x, y) \) are of the form \( \psi = A_j(x, y)e^{i\beta_j z} \), where \( A_j \) is the profile, and \( \beta_j \) the propagation constant of the \( j \)th mode. In the simulations we use \( n_0 = 2.3 \), and \( \lambda = 485 \text{ nm} \).
Experimentally, there are several ways of producing systems modeled by Equation (4) for some \( \delta n(x, y) \) (e.g., periodic\[32\], random\[33\], and quasicrystal\[34\], and others). One of the very useful techniques is the optical induction technique where the potential is generated in a photosensitive material (e.g., photorefractives) by laser writing \[35, 36, 37\]. We consider here a potential generated by laser writing using two perpendicular light sheets, which are slightly detuned in frequency, such that the time-averaged interference vanishes and the total intensity is the sum of the intensities of the individual light sheets. The light sheets are much narrower in one dimension \((x \ for \ one, \ y \ for \ the \ other)\) than the other two, and therefore each light sheet can be approximated as having an intensity that depends only on one coordinate, making the index contrast separable. This is schematically illustrated in Fig. 3(a). If the sheets are Gaussian along the narrow dimension, then the potential is of the form \( \delta n(x, y) = \delta n_0[\exp(-2(x/\sigma)^2) + \exp(-2(y/\sigma)^2)] \). It is reasonable to use \( \sigma = 30 \mu \text{m} \) and \( \delta n_0 = 5.7 \times 10^{-4} \). For these parameters, the one-dimensional Gaussian wells have four bound states, with \( \beta \) values of \((\text{in mm}^{-1})\): 2.1, 1.3, 0.55, and 0.11. There are eight BICs: \(|1, 2\rangle, |2, 1\rangle, |1, 3\rangle, |3, 1\rangle, |2, 3\rangle, |3, 2\rangle, |2, 2\rangle, \) and \(|3, 3\rangle\). Among them, \(|1, 3\rangle \) and \(|3, 1\rangle \) are symmetry protected. Additionally, the BICs \(|1, 3\rangle \) and \(|3, 1\rangle \) can be used to demonstrate directional resonance in the \( x \) or \( y \) directions, respectively, by applying perturbations even in \( x \) or \( y \), respectively. Therefore, this photonic system serves as a platform to demonstrate both separable BICs and directional resonances.

Optical potentials for ultracold atoms – The next example that we consider can serve as a platform for the first experimental realization of BICs in quantum mechanics. Consider a non-interacting neutral Bose gas in an optical potential. Optical potentials are created by employing light sufficiently detuned from the resonance frequencies of the atom, where the scattering due to spontaneous emission can be neglected, and the atoms are approximated as moving in a conservative potential. As is well known experimentally, macroscopic wavefunction of the system is then de-
terminated by solving the Schrödinger equation with a potential that is proportional to the intensity of the light [38]. As an explicit example, consider an ultracold Bose gas of $^{87}\text{Rb}$ atoms. An optical potential is produced similarly to our paraxial example by three Gaussian light sheets with equal intensity $I_1 = I_2 = I_3$, widths $20\, \mu\text{m}$, and wavelengths centered at $\lambda = 1064\, \text{nm}$ [39]. This is schematically illustrated in Fig. 3(b). The intensity is such that this potential has depth equal to ten times the recoil energy $E_r = \frac{\hbar^2}{2m\lambda^2}$. By solving the Schrödinger equation numerically, we find many BICs; the continuum energy starts at a reduced energy $\xi_c = \frac{2mE_x^2}{\hbar^2} = -296.24$, where $x_0$ is chosen to be $1\, \mu\text{m}$. The reduced depth of the trap is $-446.93$. Each one-dimensional Gaussian supports $138$ bound states. There are very many BICs in such a system. For concreteness, an example of one is $|30,96,96\rangle$, with reduced energy $-146.62$. We conclude this example by noting that in the previous section, we described a way to change the dimensionality of radiation through special perturbations in a sum of three Gaussian wells, just like the sum of three Gaussian wells considered in this example. Therefore, we propose that a shallow optical potential for ultracold atoms can be used as a platform to control the dimensionality of radiation of a macroscopic atomic wave.

**Tight Binding Models**— The final example that we consider here is an extension of the separable BIC formalism to systems which are well-approximated by a tight-binding Hamiltonian that is separable. Such systems can be experimentally achieved, as in [cite refs]. Consider the following one-dimensional tight-binding Hamiltonian, $H_i$, which models a one-dimensional lattice of non-identical sites:

$$H_i = \sum_k \varepsilon_i^k |k\rangle \langle k| + t_i \sum\limits_{\langle lm \rangle} (|l\rangle \langle m| + |m\rangle \langle l|), \tag{2.5}$$

where $\langle lm \rangle$ denotes nearest-neighbors, $\varepsilon_i^k$ is the on-site energy of site $k$, and $k, l, m$ run from $-\infty$ to $\infty$. Suppose $\varepsilon_i^k = -V$ for $|k| < N$, and zero otherwise. For two
Hamiltonians of this form, $H_1$ and $H_2$, $H = H_1 \otimes I + I \otimes H_2$ describes the lattice in Fig. 3(c). If we take $H_1 = H_2$ with $\{V, t, N\} = \{-1, -0.3, 2\}$, in arbitrary units, the bound state energies of the 1D-lattices are numerically determined to be $-0.93, -0.74, -0.46$, and $-0.16$. Therefore the states $|2, 2\rangle, |2, 3\rangle, |3, 2\rangle, |3, 3\rangle, |3, 1\rangle$ and $|1, 3\rangle$ are BICs. The last two of these are also symmetry-protected from the continuum as they are odd in $x$ and $y$ while the four degenerate continuum states are always even in at least one direction. Of course, many different physical systems can be adjusted to approximate the system from Eq. (4), so this opens a path for observing separable BICs in a wide variety of systems (coupled circuits, acoustic resonators, optical resonators, etc.)

2.5 Summary

We have demonstrated two new properties unique to separable BICs: the ability to control the direction of emitted radiation using perturbations, and also the ability to control the dimensionality of the emitted radiation. This may lead to two applications. In the first, perturbations are used as a switch which can couple waves into a cavity, store them, and release them in a fixed direction. In the second, the number of dimensions of confinement of a wave can be switched between one, two, and three by exploiting perturbation parity. The property of dimensional and directional control of resonant radiation serves as a new and additional potential advantage of BICs over traditional methods of localization. Also, with the general criterion for separable BICs, we have extended the existing handful of examples to a wide variety of wave systems including: three-dimensional quantum mechanics, paraxial optics, and lattice models which can describe 2D waveguide arrays, quantum dot arrays, optical lattices, and solids.
Chapter 3

2D Plasmonics: Shrinking the Wavelength of Light to Allow Forbidden Transitions

3.1 Introduction

A fundamental process of extraordinary interest in the field of light-matter interaction is spontaneous emission, in which an excited electron in an atom lowers its energy by emitting light [40, 41, 42]. Spontaneous emission is responsible for the characteristic emission spectrum of an emitter. In principle, an excited electron can fall into any unoccupied lower energy level via this process. In practice, the vast majority of radiative decay channels are too slow to be accessible, rendering most of the spectrum invisible and inaccessible. The wealth of forbidden light-matter interaction processes can be appreciated by considering three very general classes of forbidden transitions: multipolar processes, spin-flip processes, and multi-quanta emission processes.

Multipolar transitions are those in which the orbital angular momentum (OAM) of the electron changes by more than one unit. They are slow because the wavelength
of emitted light (around $10^3$ to $10^4\text{Å}$) is typically far larger than the size of the atomic or molecular orbitals participating in the transition (around 1 to 10 Å). As a result of this vast difference in scales, the rates of electronic transitions as a function of change in angular momentum (OAM) vary over many orders of magnitude: the difference in rates between changing OAM by 1 and changing OAM by 5 can be over twenty orders of magnitude, making high OAM changing transitions invisible in the absorption and emission spectrum of an emitter. The ability to access these transitions would allow a multiplex and broadband spectroscopy platform, in which much more of the electronic energy level structure of an emitter can be probed using light.

A spin-flip process is one in which the spin of the electron flips as a result of the emission. Common spin-flip processes includes those in which a single electron flips its spin and those in which a pair interconverts between a singlet and triplet state. Because these processes are very slow, spin-flip processes typically occur through phosphorescence, which is fast only when the electrons experience large spin-orbit coupling [43, 44]. In systems where spin-orbit coupling is weak, such as in light atoms or hydrocarbon molecules, the radiative quantum yield of phosphorescence is low, because the singlet-triplet transition is much slower than nonradiative recombination processes. This is undesirable for applications such as organic-based LEDs where high radiative quantum efficiency is desired.

Multi-quanta emission processes are those in which an electron lowers its energy by emitting two or more quanta of light. It is a higher-order process in quantum electrodynamics. While it is not forbidden by dipole selection rules, it is typically so slow that we group it with the other two processes above. Due to the small size of the atom relative to the light it emits, and the small value of the fine-structure constant, emission of even two quanta tends to be 8-10 orders of magnitude slower than the emission of a single quantum of light. This makes two-quanta spontaneous emission processes notoriously difficult to observe. In fact, while two-photon spon-
taneous emission was predicted in the early 1930s [45], the first direct observation of two-photon spontaneous emission in Hydrogen occurred in 1996 [46]. Going beyond atomic physics, two-quanta spontaneous emission processes are also of interest in semiconductors, where they were first observed in 2008 [47, 48]. Enabling two-quanta spontaneous emission processes at a fast rate would enable generation of entangled light, which is of great interest for implementing quantum protocols [49]. It would also enable a new generation of broadband light absorbers and novel broadband light sources using atoms and molecules.

Despite the fact that there is sufficient motivation to access all of these transitions, it is in practice very difficult. Conservation of energy and angular momentum dictates that in order to access the full spectrum of an emitter, it must couple to light, which, over a broad range of frequencies in the IR-VIS range, has wavelengths on the order of $1 - 5 \text{ nm}$ (once inside an optical material). The wavelength of light and its frequency are related by the phase velocity. It follows that in order to access forbidden transitions, phase velocities of light of order $0.001c$ are required. Recent theoretical and experimental breakthroughs have shown that systems such as graphene, silver monolayers, beryllium surfaces, and others can support precisely such strongly confined light in the form of plasmons. These 2D systems have the unique ability to squeeze the wavelength of light by over two orders of magnitude, which we now show forces us to recast the main assumptions for light-matter interactions.

Here, we report that with the recent discovery of 2D plasmons [50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62], we can overcome all of the mentioned conventional limitations of light-matter interactions. In particular, we show by means of a general theory of atom-plasmon interactions that the rates of high-order multipolar transitions, two-plasmon spontaneous emission, and spin-flip transitions become significantly enhanced to the point that they are comparable to dipole transition rates and thus become straightforwardly accessible. In fact, for achievable plasmon con-
Figure 3-1: **2D Plasmons Coupled to an Emitter.** A schematic of an emitter (not-necessarily dipolar) above a 2D material of conductivity $\sigma(\omega)$ supporting plasmons with wavelength, $\lambda_{pl}$ far shorter than the photon wavelength, $\lambda_0$ (by a factor of $\eta_0$) and approaching the atomic size, $a_0$.

Infinements in graphene and other 2D-plasmon-supporting materials, the lifetimes of all of the above types of transitions can fall in the range of $1 \mu s \text{ to } 1 \text{ ns}$.

### 3.2 2D Plasmons and Light-Matter Interaction: Model and Assumptions

Plasmons are understood in the framework of classical electrodynamics as being coherent propagation of surface charge associated with tightly confined electromagnetic fields. The dispersion relation of any plasmon can be most simply expressed as:

$$\omega = v_p q = \frac{cq}{\eta(q)},$$

where $q$ is the plasmon wavevector, $v_p$ is the phase-velocity and $\eta$ is the confinement factor, which is equal to both $c/v_p$ and $\lambda_0/\lambda_{pl}$. The fact peculiar to 2D plasmons is that
their wavelength, $\lambda_{pl}$, which is determined by the dispersion relation, can be 100-400 times shorter than the wavelength of a photon, $\lambda_0$, at the same frequency.

By far, the best known type of 2D plasmon is that in graphene, in which the confinement factor has been predicted to be as high as 300 [54], with values in excess of 200 being indirectly observed in the intraband regime [62], values of 150 being directly observed with low losses [60], and values of 240 being observed in the interband regime [52]. What is less well-known is that even more highly confined plasmons can exist in other 2D electron systems such as metallic monolayers. In other 2D plasmons such as mono-layer silver, confinement factors as high as 300 have been observed, corresponding to plasmon wavelengths of around 5 nm at photon wavelengths of 1.5 $\mu$m [50]. On the surface of beryllium, acoustic plasmons have been observed at visible frequencies (around 560 nm) with plasmon wavelengths of merely 1.5 nm [51]—corresponding to confinement factors near 370. In our study, we look at the emission of 2D plasmons by Hydrogen-like and Helium-like atomic emitters in the vicinity of a 2D conductor given by the minimally-coupled Hamiltonian:

$$H = H_a + H_{em} + H_{int}$$

$$H_a = \left( \sum_i \frac{p_i^2}{2m_e} - \frac{e^2}{4\pi\varepsilon_0 r_i} \right) + H_{e-e} + H_{SO}$$

$$H_{em} = \sum_k \int dr \int d\omega \ h\omega \left( f_k^\dagger(r, \omega) f_k(r, \omega) + \frac{1}{2} \right)$$

$$H_{int} = \sum_i \frac{e}{2m} (p_i \cdot A(r_i) + A(r_i) \cdot p_i) + \frac{e^2}{2m} A^2(r_i) + \frac{e^2}{2m} \sigma_i \cdot B(r_i), \quad (3.2)$$

where $e$ is the electronic charge, $m_e$ is the electron mass, $A$, $B$ are the vector potential and magnetic fields, $r_i$ denotes the position of the $i$th electron, $\sigma_i$ denotes the spin of the $i$th electron, $H_{SO}$ is the spin-orbit coupling, and $H_{e-e}$ is the electron-electron interaction. The $f_k^\dagger(r, \omega)$ annihilate (create) elementary excitations of the lossy electromagnetic field. The features of the plasmon and emitter relevant to our
calculations are shown schematically in Figure 1. This Hamiltonian, with field operators that appropriately describe the (potentially very high) losses in these confined plasmons, is sufficient to describe radiative decay and nonradiative decay mediated by interactions of the electromagnetic field with orbital and spin degrees of freedom of the electron in an atom. It also describes intercombination transitions, multiplasmon emission, and other processes higher order in the perturbation theory. In this study, we examine all of these in order to provide a broad picture of atom-light interactions in plasmonics. Our calculations are discussed in greater detail in the Supplementary Materials. We choose Hydrogen and Helium-like emitters for definiteness, but the basic physics behind our results can readily be extended to any other atomic and molecular system. Although we only explicitly consider spontaneous emission in this text, our results hold equally well for the absorption of excited 2D plasmons. We note
here that our approach can be applied to plasmons in 2D conductors with any general dispersion relation (for which the Drude model is a representative example that we consider). Our model can be generalized to consider nonlocal effects by modifying the Green function formalism. We expect nonlocal effects to kick in at atom-surface separations $z_0 \leq \frac{v_F}{\omega_0}$, where $v_F$ is the Fermi velocity and $\omega_0$ is the transition frequency. We operate outside of this regime when making conclusions based on our calculations.
3.3 Multipolar Transitions

The first class of forbidden transitions that we analyze in our study are higher-order multipolar transitions in which the orbital angular momentum of the electron changes by more than one. It is well known that in conventional photonics and even conventional plasmonics, dipole transitions are by far the fastest type of transitions, and are thus appropriately the main object of study in the field of light-matter interactions. Electric quadrupole and magnetic dipole transitions, which are the second fastest types of transitions, are fairly slow, but can occasionally be observed through conventional spectroscopic approaches [63], or in mesoscopic emitters such as quantum dots. Significant theoretical and experimental efforts have gone towards speeding up these two processes [64, 65, 66, 67, 68, 69, 70, 71]. On the other hand, electric octupole, magnetic quadrupole, and higher order multipolar transitions are far too slow to observe for small emitters such as atoms and molecules. Therefore, theoretical and experimental efforts have not been directed at speeding up such processes. Nevertheless, the high-energy spectrum of an atom mostly consists of precisely these types of transitions. As we now demonstrate, due to the high confinements achievable in 2D plasmons, the contributions to radiative decay from very high-order multipolar transitions can become comparable to those from dipole transitions in atomic systems. In fact, transitions whose lifetimes in free-space approach the age of the universe can be brought down to lifetimes of hundreds of nanoseconds, corresponding to rate enhancements (Purcell factors) of nearly $10^{24}$. Such lifetimes are of the same order of magnitude as dipole transitions in free space and therefore should be straightforwardly accessible through absorption spectroscopy.

To explain this, we calculate the rates of transitions where the electron orbital angular momentum changes by $n$ (an $En$ transition), as shown in the SI. The decay
rate $\Gamma_n$ into plasmons scales with $\eta_0$ as:

$$\Gamma_n \sim \eta_0^{3+2(n-1)}e^{-2\eta_0 k_{\omega}}, \quad (3.3)$$

which makes it very clear that higher electric multipole transitions are enhanced by successively larger amounts. For achievable confinement factors of 100, when $n$ increases by 1, the enhancement increases by a factor of roughly 10000. Therefore, one should expect that if the dipole transitions ($n=1$) are enhanced by $10^6$, then an E2, E3, E4, and E5 transition should be enhanced by $10^{10}, 10^{14}, 10^{18}$, and $10^{22}$, respectively. One feature Equation (3) is that for high-order multipolar transitions, the decay rates have an extremely sharp dependence on the confinement. For example, with E5 transitions, where the rates of surface plasmon launching scale as $\eta_0^{11}$, a change in the confinement factor by a factor of 2 changes the decay rate by over three orders of magnitude.

Equation (5) above can be intuitively reasoned as follows: $\eta_0^3$ is the enhancement resulting from the high density of states of 2D plasmons, the exponential factor is the suppression of the intensity of electromagnetic fields due to the evanescent nature of plasmons, and the extra factor of $\eta_0^{2(n-1)}$ arises because of the well-known fact that En transitions are suppressed relative to E1 transitions by $(ka)^{2(n-1)}$, where $a$ is the emitter size and $k$ is the wavevector of the electromagnetic field. The plasmon wavevector is $\eta_0$ times larger than the free-space wavevector, $k$, and so associated with that is an enhancement by the factor $\eta_0^{2(n-1)}$ in addition to the $\eta_0^3$ enhancement.

Such an intuition is confirmed in Figure 2, where we plot the exact transition rates, with and without plasmonic losses, for the series of transitions $6\{p, d, f, g, h\} \rightarrow 4s$ in the Hydrogen atom. The free-space wavelength of the transition is 2.6 $\mu$m. In our simulations, the emitter is kept 5 nm away from the surface.\footnote{The $6s \rightarrow 4s$ rate is zero when the atom is well separated from the surface due to the transversality of the electromagnetic field ($\nabla \cdot E = 0$). The dominant decay mechanism for this process will be two-plasmon emission, which we compute in Section 5.}
2(a), we plot the radiative rates (i.e.; plasmon emission rates) of transitions in the Hydrogen $6 \rightarrow 4$ series relative to the radiative rate of the dipole transition (at the same energy) as a function of confinement. This relative rate is independent of atom-surface separation, as can be seen from Equation (3). To give a particular example, conventionally the $E5$ transition is separated from the $E1$ transition by over 22 orders of magnitude. The free-space rate of the $E5$ transition is around $10^{-16}$ sec$^{-1}$, corresponding to a lifetime which is two orders of magnitude less than the age of the universe. For high confinement ($\eta_0 \sim 200$), the rate is around $10^7$ sec$^{-1}$, which is over an order of magnitude faster than the free-space $E1$ transition. In addition to plotting confinement factors up to 250, we also plot confinement factors that are higher than have been observed in graphene below the interband regime. This is because such high confinement factors have been observed in plasmons in mono-layer silver, DySi$_2$, graphene with high losses, acoustic plasmons in beryllium [50, 51, 52, 53]. We plot up to very high confinement factors of 500, corresponding to plasmon wavelengths of 5 nm. At these low wavelengths, which have been observed in the aforementioned systems, four of the five transitions in the series lie within the same order of magnitude, corresponding to a complete breakdown of the conventional selection rules. Furthermore, another reason to plot for high confinement factors (even for graphene) is that it has recently been suggested via a modified random-phase approximation scheme that confinement factors above 300 may be possible with relatively low losses [72].
In addition to radiation into plasmons, an excited emitter can be non-radiatively quenched by a conductor. Non-radiative quenching channels can include, but are not limited to: phonons, particle-hole excitations, and impurities. These are incorporated in our calculations through the real part of the surface conductivity. In Figure 2(b), we plot the total rates of the transitions considered in Figure 2(a), i.e; radiative+non-radiative (solid lines) in addition to the radiative decay rates (dashed lines). For low confinement, the non-radiative decay is completely dominant. This reflects the well-known fact that non-radiative energy transfer strongly depends on the ratio $\frac{1}{kz_0}$. What is more valuable for optical applications is the situation at high confinement $\eta_0 > 150$. There, the radiation into plasmons is dominant and can be harvested as far-field light through suitable outcoupling techniques such as gratings and nanoantennas [73, 74, 75, 76] ².

3.4 Spin Flip Transitions and the Singlet-to-Triplet Transition

The next type of transitions that we analyze here are those in which the initial state does not directly connect to the final state by the emission of light, but rather couples to a virtual state whose symmetry is compatible with that of the final state. Take as an example a radiative transition between a spin-singlet state, $S$, and a spin-triplet state, $T$. The dominant process for systems with large spin-orbit coupling is a second-order process in which an initial triplet state connects to a virtual singlet state, $S_n$.

²For applications in which fast non-radiative decay is desired, we note that for considerably low wavelengths $\frac{1}{kz_0} \approx 1$, the non-radiative decay is much faster than one would naively expect. This is because the non-radiative decay still couples to the multipole moment relevant to the atomic transition. Therefore, the strong enhancement of rates coming from matching the atomic size to the wavelength of light compensates for the suppression of rates coming from a higher $kz_0$. In fact, the total rate - even when non-radiative energy transfer is dominant - increases as the wavelength shrinks. From this, we conclude that for both radiative and non-radiative decay, the high confinement of 2D plasmons helps overcome the small size of the atom.
Figure 3-3: **Enabling singlet to triplet transitions.** Purcell factors for a dipolar singlet-triplet transition as a function of confinement factor $\eta_0$ for (a,b) plasmons in graphene and (c,d) plasmons in 2D silver, for different atom-plane separations, $z_0$ and quality factors, $Q$. These results also apply to other kinds of intercombination transitions, such as those in which the spin of an atomic emitter is flipped due to radiation.

through the spin-orbit coupling, and then the virtual state connects to the final singlet state and emits light. The decay rate is then given by the second-order Fermi Golden Rule: $\Gamma(T \rightarrow S) = \frac{2\pi}{\hbar^2} \sum_q \left| \sum_n \frac{\langle S_n | H_{em} | S_n,0 \rangle \langle S_n,0 | H_{SO} | T \rangle}{E_T - E_{S_n}} \right|^2 \delta\left(\omega_q - \omega_0\right)$, where $\omega_0$ is the transition frequency and $\mathbf{q}$ is the wavevector of an emitted plasmon.

To calculate the decay rate using the Fermi Golden Rule, one should sum over all possible intermediate states. However, in many cases, there is an intermediate singlet state that is nearly degenerate with the triplet state, which then gives the dominant contribution to the transition. The advantage of this approximation is that the spin-orbit and electromagnetic enhancements decouple. *Our approach allows the*
calculation of the enhancement factor without knowing anything about the spin-orbit coupling or even the structure of the atom/molecule and thus our results can be applied to many atomic and molecular systems. The Purcell factor, defined as the emission rate into plasmons divided by the emission rate into free-space photons, in the absence of plasmon losses is proportional to

\[ F_p(T \rightarrow S) \sim \eta_0^3 e^{-2\eta_0 k z_0}, \]

where \( \eta_0 \) is the confinement factor at the transition frequency \( \omega_0 \), and \( z_0 \) is the separation between the atomic nucleus and the surface. The three powers of confinement arise from the high density of states of 2D plasmons, and the exponential factor is simply a result of the exponentially decaying field amplitude associated with a plasmon mode. This simple formula is only weakly modified by plasmonic losses, which were taken into account in our numerical calculations (see SI for further details). These high enhancement factors are in agreement with the \( \eta^3 \) decay law of pure electric dipole transitions [77, 78].

In Figure 3, we illustrate the Purcell factors for \( S \leftrightarrow T \) transitions achievable for an emitter on top of graphene and monolayer silver as a function of plasmon confinement. We show the Purcell factors at distances of 0.5, 2, and 5 nm away for two different plasmon quality factors (\( Q=10 \) and \( Q=100 \)). Figure 3 demonstrates how 2D plasmons can enhance singlet to triplet transition by up to 7 orders of magnitude for realistic and experimentally readily available parameters. This enhancement is in addition to enhancements coming from increasing spin-orbit coupling. This allows one to combine approaches involving high spin-orbit couple and approaches involving plasmonics to get the highest possible enhancements. Perhaps of more interest, the independence of electric dipole and spin-orbit enhancement of spin-flip transition rates allows one to reconsider the use of emitters with weak spin-orbit coupling. For
example, by enhancing the triplet decay by 4-6 orders of magnitude, one can take a triplet state of a hydrocarbon with a typical phosphorescence time of 0.1-0.001s and make it competitive, or even faster than phosphorescence of organometallic triplet states with high spin-orbit coupling.

We conclude this section by noting that there is another method of enhancing spin-flip and singlet-triplet transitions, which is a direct emission into a plasmon through the $\mathbf{S} \cdot \mathbf{B}$ term of the interaction Hamiltonian. Such a direct spin-flip (or singlet-triplet) transition involves an Mn transition, for which the decay rate into plasmons is slower than its electric counterpart by the ratio $\frac{\hbar \omega_0}{m_e c^2} \sim 10^{-5} - 10^{-6}$ and is thus much slower than the intercombination mechanism for spin-orbit couplings of interest. We demonstrate this claim by deriving rates for Mn transitions in the SI.

### 3.5 Two-Plasmon Spontaneous Emission

Finally, we consider the spontaneous emission of two quanta of the electromagnetic field. The emission of two excitations of a field (photons or plasmons) is a second-order effect in perturbation theory. If the dimensionless coupling constant of atomic QED, $g$, is small, then the two-quanta emission will be very slow compared to the emission of a single field excitation. A good estimate for the coupling constant is given by $g^2 = \frac{\omega}{\omega_0}$. When this becomes nearly one, we expect the Fermi Golden Rule (and more generally, perturbation theory) to fail because the width of the resulting atomic resonance compares to the frequency scale of variation of the continuum matrix elements [79]. Taking this as our dimensionless coupling constant, we see that it scales as $g^2 \sim \sqrt{\alpha (k a_0)^2 n_0^{3+2(n-1)} e^{-\frac{4\pi \alpha}{\gamma_m}}}$ in atomic and molecular systems, where $a_0$ is the characteristic emitter size (for example, the Bohr radius).

For dipole transitions, this coupling constant suggests that the emission rate of two plasmons scales as $g^4 \sim \eta_0^6$. Our exact derivation shows this is indeed the case (see
SI for further details), for both Drude-like and linear plasmon dispersions. Similar conclusions hold for other dispersion relations. We arrive at the following analytical expression for the enhancement of the differential decay rate (in the lossless limit) for any two-plasmon $S \rightarrow S$ transition in a Hydrogenic atom:

$$\left. \frac{d\Gamma}{dy} \right|_{2 \text{pl}} = \left. \frac{d\Gamma}{d\omega} \right|_{2 \text{pl}} = 72\pi^2 \left( \eta_0^2 e^{-2\eta_0 k z_0} \right)^2 \times (y - y_0^2)^3 e^{8\eta_0 k z_0 y y(1-y)},$$  

(3.5)

where $y = \frac{\omega}{\omega_0}$, and $\eta_0$ is the confinement factor at the spectral peak of the emission. Said peak occurs for $\omega = \frac{1}{2} \omega_0$, or equivalently, $y=1/2$. $\frac{d\Gamma}{d\omega}(\omega')$ corresponds to the rate of emission of two plasmons per unit frequency in which one plasmon is at frequency $\omega'$ and the other is at frequency $\omega_0 - \omega'$. A quick estimate using Equation (5) reveals that at confinement factors of 100, the Purcell factor per unit frequency tends to $10^{15}$ as $z_0 \rightarrow 0$.

In Figure 4(a), we plot the distribution of emitted plasmons as a function of normalized frequency, $y$. The spectral distribution narrows as a function of the atom-surface separation, $z_0$, which we illustrate in Figure 4(b). This arises from the $y$ dependence of the exponential in Equation (5). Therefore, through a precise control of the position of an emitter above a surface supporting plasmons, not only can the rate of emission be tuned, but also the shape of the spectrum of emission.

In Figure 4(c), we plot an estimate of the total decay rate for the transition $4s \rightarrow 3s$, which is computed by summing over 10 virtual discrete states (our estimate is discussed in the SI). The rate converges sufficiently for 10 virtual states. For experimentally achievable values of $\eta_0$ of around 100, and at atom-surface separations of 5 nm, the two-plasmon spontaneous emission rate approaches 1 ns$^{-1}$, in stark contrast with the typical rate of roughly 1 min$^{-1}$ in free-space. For confinements beyond 200, it is possible to get emission rates exceeding 1 ps$^{-1}$. We compare the rate of this transition with that of the $4s \rightarrow 3p$ single-plasmon dipole transition in
Figure 4(d); in the region of extreme confinement (200-500), the two-plasmon emission is only 1-2 orders of magnitude slower. At these extreme confinements — such that the two-plasmon emission is slower than the one plasmon emission by two orders of magnitude — the dimensionless coupling constant, $g$, is of order 0.1, signaling the onset of the ultrastrong coupling regime.

We find that for plasmons described by the Drude model, the ratio of the rates plotted in Figure 4(d) has a very weak distance dependence. This arises from the fact that at greater atom-surface separations, the spectrum of emitted plasmons narrows. Therefore, most of the emitted plasmons have frequencies near $\gamma = 1/2$. When this happens, the distance dependence of the two-plasmon decay rate approaches $e^{-2\gamma k z_0}$, which is the same distance dependence as that of the one-plasmon decay rate. This is a feature of the $\omega \sim \sqrt{q}$ dispersion of plasmons well-described by the Drude model. For plasmons with linear dispersion (such as acoustic plasmons), the distance dependence of the two-plasmon differential emission rate is simply $e^{-4\gamma k z_0}$ (i.e; no $\gamma$ dependence, in contrast to that of Eq. (5)).

The results summarized in Figures 4(c) and 4(d) establish that two-plasmon spontaneous emission is very fast in the vicinity of 2D plasmons. In fact, it should already be experimentally achievable to observe lifetimes for two-plasmon processes on the order of 1 ns, which is of similar order of magnitude to that of fast dipole transitions in free-space. It is also merely 1.5 to 2.5 orders of magnitude slower than a single plasmon emission process involving a dipole transition. One may imagine an emitter such that its only decay channels are, for instance, a quadrupole transition and a two-plasmon spontaneous emission process; then, the two-plasmon spontaneous emission rate is of the same order, or faster than the quadrupole emission. This emitter would then be an efficient source of entangled light. Using low-loss plasmons, like those observed recently in graphene [60], and the results presented here, one may be able to generate and couple out entangled plasmons at a fast rate.
Transition Free Space $\Gamma$ 2D Plasmon $\Gamma$ $\eta$ Enhancement

<table>
<thead>
<tr>
<th>Transition</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2 \eta^3$</td>
<td>3</td>
</tr>
<tr>
<td>En$^3$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2 (k a_0)^{2(n-1)}$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2 (k a_0)^{2(n-1)} \eta^{3+2(n-1)}$</td>
<td>3+2(n-1)</td>
</tr>
<tr>
<td>Spin-Flip Ek$^4$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2 (k a_0)^{2(n-1)}$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2 (k a_0)^{2(n-1)} \eta^{3+2(n-1)}$</td>
<td>3+2(n-1)</td>
</tr>
<tr>
<td>2PSE$^5$ (Dipole)</td>
<td>$\alpha^2 (k a_0)^{4\eta^6}$</td>
<td>$\alpha^2 (k a_0)^{4\eta^6}$</td>
<td>6</td>
</tr>
<tr>
<td>M1$^6$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2 \eta$</td>
<td>1</td>
</tr>
<tr>
<td>Mn$^a$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2 (k a_0)^{2(n-1)}$</td>
<td>$\alpha \left( \frac{\hbar \omega}{m_e c^2} \right)^2 (k a_0)^{2(n-1)} \eta^{2(n-1)+1}$</td>
<td>1+2(n-1)</td>
</tr>
</tbody>
</table>

Table 3.1: A summary of derived scalings of rates and rate enhancements for emitters on top of lossless 2D plasmons at zero displacement from the plasmon supporting surface. The rates for an emitter at finite distance from the plasmon are suppressed by $e^{-2\eta_0 k z_0}$, which is of order unity for an emitter within a reduced plasmon wavelength of the surface. Note that these scalings are still a good approximation even in the presence of high losses provided that the confinement is large, as shown in Fig. 2.

Finally, we note that the effect of losses is considered in our study. For simplicity, we relegate our analysis of losses into the SI. In brief, for this particular transition, second-order quenching effects are only of extreme relevance at very short atom-surface separations of below 1 nm (see Figure S4 to see how the results in Fig. 4b are modified by losses.). Below this length scale, nonlocal effects and microscopic QED effects should be considered [78], which is beyond the scope of our model. However, our consideration of losses opens up the possibility of observing and potentially using a new decay mechanism for emitters near a surface - non-radiative decay through two (entangled) lossy excitations (i.e; double quenching).

3.6 Summary and Outlook

We have shown here that 2D plasmonics, with its unprecedented level of confinement presents a unique opportunity to access radiative transitions in atomic-scale emitters that were considered inaccessible. Multi-plasmon processes, spin-flip radiation, and very high-order multipolar processes have been shown to be competitive with the fastest atomic transitions in free-space, rendering them all accessible. Our findings
have been summarized in Table I. These findings pave the way to observing and taking advantage of new light-matter interactions. In particular, our findings may force the reconsideration of many atomic, molecular, and solid-state emitters whose transitions are normally too weak and inefficient to be used, thus bringing the full variety of the periodic table to optical applications. The physics responsible for the effects reported here may also be present in optical antennas whose dimensions are of order 1 nm, although such dramatic effects have not been reported or predicted; a more detailed investigation is needed to establish if our results are achievable in these cavity systems. However, even if they are, a significant advantage of planar 2D plasmonics for accessing forbidden transitions is that the effect does not depend on the position of the emitter in the plane parallel to the 2D conductor. In cavity-based emission enhancement platforms, especially those in which fields are confined in a few nanometer gap, the (atomic-scale) emitter must be positioned very precisely in order to observe the enhancement.

With regards to applications of this work to fundamental light-matter interactions, we believe that a number of fruitful extensions are within reach. Beyond the processes that we considered in this work, one can consider combinations of these processes, such as:

1. Multi-plasmon transitions mediated by higher-order multipole virtual transitions. For example, a two-plasmon emission with a total angular momentum change of 4 for the electron, by way of an intermediate quadrupole virtual transition.

2. Three and higher order plasmon emission and absorption processes

3. A second order absorption process in which a plasmon and a far-field photon are absorbed, leading to large changes in energy and angular momentum of the electron, due to the photon and plasmon respectively.
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All of these transitions should be significantly enhanced using 2D plasmonics, but beyond the reach of conventional plasmonics and photonics without extremely high intensities of light. We stress that the results we have presented in this letter are unoptimized. We performed our work with Hydrogen purely as a proof-of-concept. For example, by finding an atom with a high octupole moment, it should be possible to make the octupole transition dominant over the dipole and other multipolar transitions - paving the way for emitters with characteristic multipolarity different than dipolar. It should similarly be possible to optimize the rate of multi-plasmon spontaneous emission relative to other transitions, leading to emitters highly capable of emitting entangled light.

The potential applications of this work include: spectroscopy for inferring electronic transitions which cannot be determined with photons, sensors based on forbidden transitions, organic-light sources arising from fast singlet-triplet transitions, fast entangled light generation, and fast generation of broadband light with tunable width in the visible or IR. At the time of this submission, experiments are being performed to verify the conclusions of this theoretical study.
Figure 3-4: Enabling Two-Plasmon Radiative Energy Transfer. (a) Emission spectrum of two-plasmon spontaneous emission (2PSE) as a function of frequency and atom-surface separation for the Hydrogen $4s \rightarrow 3s$ transition above Graphene. $\eta_0$ is chosen to be 150. (b) Linecuts of (a) for atom-surface separations of 0, 5, and 15 nm. (c) Total decay rate (in sec$^{-1}$) for this transition as a function of confinement and atom-surface separation. (d) Comparison of two-plasmon emission rate to the emission rate for a single plasmon $4s \rightarrow 3p$ transition as a function of confinement and separation.
Chapter 4

Phonon Polaritons: Turning Forbidden Transitions into Dominant Transitions

4.1 Introduction

Plasmonics – an extremely active field of research for several decades – can be seen as the study of the consequences of confining electromagnetic fields to regions much smaller than the wavelength of a far-field photon at the same frequency [80]. Such confinement allows for amplification of electromagnetic fields allowing for enhanced Raman scattering [81, 82], the ability to enhance the inherently weak nonlinearities of materials [83], and even the potential to light-matter interaction processes in atomic-scale emitters which for almost a century have been considered impossible to observe [84, 85, 86, 87, 41, 88, 89, 48, 47, 90].

In particular, plasmons have been observed in 2D conductors which are so strongly confined over a broad spectral band that it is possible to access all sorts of highly forbidden transitions: high-order multipole transitions, two-plasmon spontaneous emis-
sion processes, and spin-flip phosphorescence processes [87]. However, with such a broadband enhancement of forbidden transitions comes a price: it is very difficult to pick a particular forbidden transition and make it dominant over all other competing processes. This is especially challenging if one of the competing transitions is a single-photon dipole transition, which will generally be faster by 1-2 orders of magnitude.

Control over forbidden transitions represents a fundamental challenge, which to our knowledge has not been addressed, and has almost never even been considered, mainly because it is hard to get forbidden transitions to happen in the first place. Nevertheless, it is a very attractive goal because it allows for the systematic design of new classes of emitters. It allows one to design an emitter which prefers to decay via multipolar or spin-forbidden transitions, allowing one to tune the radiation pattern of an emitter and re-shape the radiative interactions between different emitters. It allows one to create emitters which prefer to emit multiple entangled photons simultaneously, rather than a single photon, which could potentially lead to new sorts of on-demand sources of single photons and entangled photons [91]. It will also allow us to take a single emitter and use it to emit radiation with a tunable frequency and angular spectrum, giving a fundamentally new degree of freedom in the design of emitters.

As we show here, an emerging class of photonic materials may provide a route to solve this problem. Polar dielectrics like hexagonal boron nitride (hBN) and silicon carbide (SiC) have been the subject of significant attention over the past two years due to their ability to confine electromagnetic energy in small volumes (on length scales potentially as short as 1 nm), just like plasmons in 2D materials [92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104]. Unlike plasmon-polaritons, phonon-polaritons (SPhPs) in these materials have strong confinement over a very narrow spectral band (in planar systems) in addition to much lower losses than has been achieved in plasmonics [105].
In this work, we study the consequences of narrow-band strongly confined light for quantum nanophotonics. In particular, we show that phonon polaritons allow for the ability to access forbidden transitions with extremely high efficiency. We show that multipolar transitions and multipolariton emission processes can be made dominant over all other competing transitions. In the process, we develop a general formula to describe the emission of N-photons over a broad spectrum by an atomic or molecular emitter, with the effects of material dissipation fully incorporated. As a special case, we show how this allows for a new kind of quantum optics source, emitting entangled pairs and with efficiency above 95%, in contrast to 10^{-10}\% in free-space. Our results may allow for the possibility of ushering in new classes of quantum emitters with tunable multipolarity and/or tunable emission spectra, in addition to new materials for broad-band absorption and emission, new capabilities for IR spectroscopy, sensing platforms, and many other applications.

4.2 Quantum Electrodynamics of Phonon Polaritons and General Scheme for High-Efficiency Forbidden Transitions

The general scheme for accessing high-efficiency forbidden transitions is illustrated in Figure 1. In free-space (or even near 2D plasmons), an emitter given a choice between different transition pathways will take the single-photon E1 transition over other choices. However, if we have strongly confined modes over a small frequency band, then we can easily create a situation in which the single-photon E1 transition is negligibly enhanced while a forbidden transition is strongly enhanced, so much so that this transition is strongly preferred.

In order to translate our intuition to an exact quantitative theory, we develop a
Figure 4-1: **General scheme for accessing forbidden transitions at very high efficiency:** (Left) Typical situation for an emitter (even when coupled to plasmons): an emitter may have many choices for a transition, but the relatively high-frequency single-photon dipole transition is chosen. (Right) When coupling that same excited electron to SPhPs in a (potentially anisotropic) polar dielectric, the electron can be made to prefer a forbidden transition in the IR (e.g; two-polariton spontaneous emission).

formalism to compute the rates of various forbidden transitions for emitters placed near films supporting SPhP modes and compare them to the rates of nearby non-degenerate transitions (because in multielectron atoms, the degeneracies are broken). To capture multipolar emission and multiphoton emission in the same formalism, fully quantum calculations are necessary. The results presented in this paper take losses into account rigorously through the formalism of macroscopic QED that we extend to describe SPhPs.

Light-matter interaction is characterized by an interaction Hamiltonian [42]

\[
H_{\text{int}} = \frac{e^2}{2m} (p \cdot A + A \cdot p) + \frac{e^2}{2m} A^2, \tag{4.1}
\]

where the vector potential operator in the presence of losses is given by [106]:

\[
A_i(r) = \sqrt{\frac{\hbar}{\pi \varepsilon_0}} \int dr' d\omega' \frac{\omega'}{c^2} \sum_{k'} \sqrt{\text{Im} \epsilon(r', \omega')} \left( G_{ik'}(r, r', \omega') \hat{f}_{k'}(r', \omega') + \text{H.c} \right), \tag{4.2}
\]
where $G_{ik'}(r, r', \omega')$ is the dyadic Green function of the Maxwell equations for the system presented on the right side of Figure 1. For the low losses characteristic of phonon-polaritons (and even often plasmon-polaritons), decay rates can be obtained with reasonable accuracy by neglecting the losses and writing the field operators in the form of an expansion over plane-wave phonon-polariton modes. We discuss this effective mode expansion in more detail in the Supplementary Materials (Appendix D). The vector potential in the lossless limit takes the form:

$$A = \sum_{q} \sqrt{\frac{\hbar}{2\epsilon_{0}\omega_{q}}} (a_{q}F_{q} + h\epsilon) \quad (4.3)$$

The modes $F_{q}$ satisfy $\nabla \times \nabla \times F_{q} = \epsilon(\omega)\frac{\omega^{2}}{c^{2}}F_{q}$ and are normalized such that $\frac{\hbar}{2\epsilon_{0}} = \int dr F_{q} \cdot \frac{1}{2\omega} \frac{d(\epsilon_{\omega}^{2})}{d\omega} \cdot F_{q}$. This normalization can be proven rigorously to be consistent with canonical commutation relations for the modes from a Green function formalism, as is done in Appendix A. In the limit where there is no dissipation, these two expressions for the vector potential operator generate equivalent decay rates, as can be shown by writing the Green function in the limit of no losses. The advantage of the Green function expression is generality and the ability to characterize the impact of quenching on decay rates. The advantage of the lossless formalism is that it emphasizes the fact that the emission is into modes, and from this, we can easily extract information such as the angular spectrum of emitted phonon-polaritons, as we do in Section 4. We use both formalisms throughout this work.

In multi-photon calculations where the dipole approximation is appropriate, a much more convenient choice of interaction Hamiltonian and is given by $H_{int} = -d \cdot E +$ self-energy, where the self-energy term has no creation or annihilation operators and is thus irrelevant to our calculations. In the aforementioned gauge, $E_{q} = i\omega A_{q}$. 61
4.3 Phonon-polaritons allow for creating preferentially non-dipolar emitters

Figure 4-2: High-Efficiency Access to Multipolar Transitions: Comparison of the potential for phonon-polariton materials to force an electron to prefer decay via multipolar transitions in hBN (hyperbolic) and SiC (non-hyperbolic). (a,d) Purcell factors for a z-polarized dipole 10 nm away from hBN (a)/SiC (d), which is used to estimate the rates of competing dipole transitions. (b,e) Decay rates for multipolar transitions E1-E5 for an emitter 8 and 10 nm away from the surface of hBN (b)/SiC (e). (c,f) Radiative efficiencies of multipolar transitions in hBN (c) and SiC (f) for an emitter 10 nm away from the surface.

We start by showing that it is possible to have an excited electron have as its dominant decay mechanism a multipolar single photon transition (even for multipo-larities as high as E5). In this section and the next, we consider a hydrogen atom for calculational simplicity. Of course, the general principle for enabling high-efficiency access to forbidden transitions is independent of whether or not the atom in question is hydrogenic, and thus our findings apply to a wide array of atoms, molecules, and artificial atoms (quantum dots/wells/wires).

In Figure 2, we compare the potential of hyperbolic (Figures 2a-2c) and non-hyperbolic (Figures 2d-2f) phonon-polariton materials for access to high-order multi-
polar transitions at high efficiency. In all of our calculations, the optic axis of hBN is taken along the direction that the thickness is measured (z-direction). For concreteness, we consider the series of hydrogenic transitions $7\{p, d, f, g, h\} \rightarrow 6s$ at 12.4 μm. for 4H-SiC (isotropic) and hBN (hyperbolic). These transitions are respectively $E_1$ (dipole), $E_2$ (quadrupole), $E_3$ (octupole), $E_4$ (hexadecupole), and $E_5$ (32-pole). In Figures 2(a) and 2(d), we plot the p-polarized Purcell spectra for a dipole emitter oriented in the z-direction (perpendicular to 5 nm thick hBN (Fig. 2a) or 5 nm thick SiC (Fig. 2d)), 10 nm above hBN/SiC in order to estimate the rates of competing dipole transitions. The Purcell spectra of course has a large peak in the Reststrahlen (RS) bands (highlighted orange in the figures), but is nonzero outside of the RS bands due to losses. For both hBN and SiC, the fastest transition in competition with a 7-6 transition is the 7-5 $E_1$ transition with a lifetime of roughly 1 μs, which has been enhanced roughly an order of magnitude by losses.

In Figure 2(b), we plot the transition rates of $E_1$-$E_5$ 7-6 transitions for hydrogen above hBN as a function of hBN thickness. We find that for each transition, there is an optimal thickness. At these thicknesses, even the $E_4$ transition is faster than the 7-5 $E_1$ transition, and the $E_5$ transition is competitive with the 7-5 $E_1$ transition. The 7-6 transition in hydrogen also coincides with the RS band of SiC. In Fig. 2(e), we plot the rates of $E_1$-$E_5$ transitions in SiC as a function of SiC thickness and we see that the decay rates decrease rapidly with increasing thickness for low thicknesses, which is consistent with our finding that the rate of a radiative $E_n$ transition scales with thickness, $d$, like $\frac{1}{d^{3+2n}}$. The decrease stops at larger thicknesses due to losses.

It is important to understand what part of the decay comes from coupling to propagating modes and what part comes from quenching. Even though phonon polaritons have relatively low loss, the effects of losses (quenching) can be amplified by bringing an emitter sufficiently close to a surface. To this end, we define a quantity we call the radiative ratio, $r$, which we define as the ratio of the decay rate computed assuming
no losses to the decay rate computed with losses taken into account. It is a measure of the extent to which quenching dominates the decay dynamics. A low r value suggests strong loss-dominated decay. We note that this number can be larger than 1, and this is simply because decay into lossy channels and decay into propagating modes aren’t completely independent of each other.

In Figures 2c and 2f, we consider the radiative efficiencies of multipolar decays for the \( n = 7 \) states in hydrogen for hBN (Fig. 2c) and SiC (Fig. 2f) as a function of hBN and SiC thicknesses ranging from 0.3 to 5 nm. For hBN, we find that at thicknesses above 1 nm, the radiative efficiencies are around unity, while for SiC, the radiative efficiencies drop drastically as a function of SiC thickness and at 1 nm only the dipole and quadrupole transitions have efficiencies above 10\%, while at 0.5 nm, only the E1, E2, E3 transitions have efficiencies above 10\%. What accounts for this drastic difference between hBN and SiC? Hyperbolicity. The decay rates for transitions of any multipolar order are proportional to \( \int dq \, q^k e^{-2qz_0} \text{Im} \, r_p(q, \omega) \) where \( r_p(q, \omega) \) is the p-polarized reflectivity of the air-polar dielectric-substrate system at the transition frequency, q is a wavevector, and \( z_0 \) is the emitter-surface separation. This integral splits up into two parts – a pole contribution centered at the value of q satisfying the dispersion relation, and a broad background which peaks around \( \frac{1}{z_0} \). This broad background vanishes in the absence of dissipation and can be qualitatively understood as the part of the decay rate coming from losses. Losses dominate when \( \frac{1}{z_0} \gg q \). In hyperbolic systems like hBN, high-order resonances can exist at q near \( \frac{1}{z_0} \), meaning that losses do not dominate. On the other hand, in non-hyperbolic systems with thickness on the order of \( \frac{1}{z_0} \), there are no modes there generally, and losses will dominate.
4.4 Phonon-polaritons allow for creating emitters which preferentially emit entangled pairs of photons with a highly tunable frequency and angular spectrum.

![Graphs showing Purcell enhancements for various atom-surface separations and photon frequencies](image)

Figure 4-3: Making two-polariton emission dominant through phonon-polaritons. (a) Purcell spectra for a $z$-polarized dipole above cBN at atom-surface separations of 5, 10, and 25 nm. (b, c, d). Two-photon Purcell spectra for a spherical emitter as a function of photon frequency $\omega$ for the same set of atom-surface separations. Blue denotes the Purcell spectra with losses accounted for and the orange denotes the Purcell spectra with 100x weaker losses. In each of (b,c,d) both the overall two-photon transition rate between the 5s and 4s states of hydrogen and the radiative ratio of the transition are noted.

In this section, we show that it is possible for an excited electron to have two-photon spontaneous emission as its dominant transition. Moreover, we show that it is possible to create a preferential emitter of entangled photons whose angular and frequency spectrum is highly tunable through knobs such as atom-surface separation, substrate index, emitter frequency, and even the detailed electronic structure of the
Heuristically, a preferential emission of entangled photon pairs will happen when there is no SPhP mode at the frequency of competing one-photon transitions, while there is an SPhP mode at roughly half of the frequency of the transition in question. We consider an electron which is first put into the hydrogenic 5s state and we consider the rate of decay into the 4s state by two-polariton spontaneous emission into cBN phonon polaritons. The frequency of the transition is 2468 cm$^{-1}$ while the RS band of cBN is between 1052 and 1303 cm$^{-1}$. In Figure 3a, we compute the Purcell-spectra for a first-order dipole transition for atom-surface separations of 5, 10, and 25 nm to get an order of magnitude estimate for the rates of the competing dipole transitions at first order. At 5 nm, the fastest competing transition occurs with a lifetime of
order 100 ns. At 10 and 25 nm, the order of magnitude is closer to 1 us. In Figures 3(b-d), we compute the spectrum of two-photon emission from 5s-4s (due to cBN phonon-polaritons), in addition to the lifetime of the two-photon transition and the radiative efficiency.

To do this computation, we make use of the general result that for an $s\rightarrow s$ transition, the spectral enhancement factor, defined as the ratio of the SPhP emission...
spectra, \( \frac{df}{d\omega} \), to the free-space emission spectrum \( \frac{df_a}{d\omega} \) is given by:

\[
\text{Spectral Enhancement} = \frac{df}{df_a} = \frac{1}{2} F_p(\omega) F_p(\omega_0 - \omega),
\]

where \( F_p(\omega) \) is the Purcell factor for a dipole perpendicular to the surface and is related to the imaginary part of the reflectivity of the air-polar dielectric-substrate system by

\[
F_p(\omega) = \frac{3}{2k_0^3} \int dq q^2 e^{-2qz_0} \text{Im} r_p(q, \omega),
\]

where \( k_0 \) is the free-space photon wavevector, \( \frac{\omega}{c} \) [107]. We derive this result in the Supplementary Information by computing the spectrum of emission of \( N \) photons (with losses included) and taking the special case \( N = 2 \).

In Figures 3(b-d), we see that the lifetimes of two-photon spontaneous emission for an emitter 5, 10, and 25 nm away from the surface of 10 nm thick cBN are 1.6 ns, 65 ns, and 25 \( \mu \)s, respectively. Their radiative efficiencies are 0.5, 1.02, and 1.12, respectively. Thus, two-photon spontaneous emission into phonon-polaritons can have an over 95% quantum efficiency. In free-space, two-photon spontaneous emission is roughly 10 orders of magnitude slower. We thus conclude that using phonon-polaritons, it is possible to create a source of a pair of entangled photons at very high efficiency. We now move on to describing the spectral properties of this new quantum light source, both in frequency and angle.

In Figure 4, we consider the spectral enhancement defined above in hBN as a function of emitter frequency (\( \omega_0 = 1600, 2300, 3000 \text{ cm}^{-1} \)) and emitter-surface separation (\( z_0 = 5, 10, 15 \text{ nm} \)). We choose a different material than that of Figure 3 to show that two-photon spectral enhancements similar to those in thin cBN are achievable in other materials and also to show a large number of frequency bands where a two-photon emitter can be created. What we see from Figure 4 is that hBN offers very high spectral enhancement in three different frequency bands, as opposed to one in isotropic polar dielectrics. The spectral enhancement at 5 nm is of the same order.
of magnitude as that in cBN. The reason is intercombination: a two-photon emission through near-field polaritons can occur via two photons in the lower RS band, two photons in the upper RS band, or one in the upper RS band and one in the lower RS band. A material having three separate RS bands would offer six frequency ranges for two-photon emission. We also find from Figure 4 that increasing the emitter separation causes the emission spectrum not only to be weaker, but also narrower (by about a factor of 2 when goes from 5 nm to 15 nm). This allows one to tune not only the emission rate but also the emission spectrum with atom-surface separation.

Finally, we consider the angular spectrum of emitted photons. In the supplementary information, we derive the general result that the angle and frequency spectrum of two-photon emission, \( S(\omega, \theta, \theta') \) is proportional to:

\[
S(\omega, \theta, \theta') \sim \left| \sum_{ij} \hat{e}_{i}^{\ast}(\theta)\hat{e}_{j}(\theta')T_{ij}(\omega) \right|^{2}, \tag{4.5}
\]

where \( T_{ij}(\omega) = T_{ji}(\omega_{0} - \omega) = \sum_{n} \left( \frac{d^{q_{m}d_{i}^{n,e}}}{E_{e} - E_{n} - \hbar \omega} + \frac{d^{q_{m}d_{j}^{n,e}}}{E_{e} - E_{n} - \hbar (\omega_{0} - \omega)} \right) \), where \( d^{ab} \) denotes a dipole matrix element between states \( a \) and \( b \), \( n \) denotes an intermediate atomic state, \( g \) denotes the ground state, \( e \) denotes the excited state, and \( E_{i} \) is the energy of the \( i \)th state. The \( \hat{e}_{i}(\theta) \) are the phonon-polariton polarizations in the vicinity of the emitter, given by \( \frac{1}{\sqrt{2}}(\cos \theta, \sin \theta, i) \).

This dependence will lead to qualitatively different angular spectra for different transitions. In Table 4.1, we show the angular spectrum as a function of different transitions. Strictly speaking, the angular spectrum is frequency dependent. However, due to the narrowsness of the Reststrahlen band, this can be neglected. Remarkably, simply by changing the initial state of the system, one can change whether the entangled pairs are preferentially emitted in the same direction, as in Fig. 5(b,c) or in opposite directions, as in Fig. 5a. The key results of this section is that: using highly confined, narrow-band phonon-polaritons, it is possible to have an electron prefer to
Table 4.1: A summary of the dependence of the angular spectrum of two-polariton radiation as a function of initial and final electronic states for a few selected initial electronic states.

<table>
<thead>
<tr>
<th>Transition</th>
<th>Angular Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s \rightarrow s$</td>
<td>$\sin^4 \left( \frac{\theta - \theta'}{2} \right)$</td>
</tr>
<tr>
<td>$d_{xy} \rightarrow s$</td>
<td>$\sin^2 (\theta + \theta')$</td>
</tr>
<tr>
<td>$d_{xz} \rightarrow s$</td>
<td>$(\cos \theta + \cos \theta')^2$</td>
</tr>
<tr>
<td>$d_{yz} \rightarrow s$</td>
<td>$(\sin \theta + \sin \theta')^2$</td>
</tr>
</tbody>
</table>

decay via the emission of a pair of entangled photons. Moreover, it is possible to do this at many frequency ranges in the mid IR, especially in anisotropic materials such as hBN, due to their multiple Reststrahlen bands. The frequency spectrum of such a source of entangled near-field photons can be reshaped by emitter frequency and emitter-surface separation. Finally, coherent effects arising from electronic structure give us a surprisingly rich degree of freedom to tune the angular shape of the radiation. For some initial and final orbital configurations, it is possible to have the entangled pairs prefer to go in the same direction, while in others, pairs strongly prefer to travel in opposite directions.

### 4.5 Summary

In summary, we have shown that the unique combination of extremely high confinement factors (over 200) and a narrow, but not too narrow spectral range allows for the design of emitters fundamentally different than any that have been realized before. We can use phonon-polaritons to design emitters which preferentially emit via multipolar transitions at quantum efficiencies exceeding 90%, allowing us to reshape the radiation of emitters and the radiative interaction between different emitters. We found that this effect can happen both in hBN and in thin polar dielectrics, although in hBN, the emission is much more radiatively pure, due to hyperbolicity. Moreover, using this general technique of extremely high confinement over a narrow spectral
range, we can also design emitters which preferentially decay via the emission of entangled pairs of near-field photon, again with quantum efficiencies exceeding 90%. We found that this can be realized over many frequency ranges in the mid-IR, that the frequency spectra are relatively broad and tunable, and that coherent quantum effects can completely reshape the angular spectrum of emission of these entangled pairs.

As all atoms have electronic transitions in the mid-IR, our results should apply to a large portion of the periodic table. It may also be possible that vibrational transitions may be used to observe these effects, although one obstacle towards realizing these effects with molecular vibrations is the generally low multipole moments associated with vibrational transitions (1 D dipole moments for example). We believe that these results have direct implications for: spectroscopy for inferring electronic transitions which cannot be determined with photons, sensors based on forbidden transitions, quantum optics (on-demand generation of single photons and entangled pairs of photons), turning narrow-band emitters into broadband emitters, turning narrow-band absorbers into broadband absorbers, and fundamentally being able to reshape the optical properties of materials.
Chapter 5

Summary and Outlook

Tying everything back together, the aim of this thesis was to address the fundamental question:

*What physics can be realized by tailoring the coupling between a state and a continuum?*

We explored this fundamental question in the context of resonances associated with separable bound states in the continuum and showed that using tailored perturbations of bound states in the continuum associated with separable Hamiltonians, it is possible to control the directionality by which radiation propagates, and also the number of dimensions that the radiation is confined in. In terms of applications, we can say that by tailoring the couplings between a BIC and its degenerate continuum, it is possible to tailor the fundamental properties of radiation. By controlling the directionality of radiation, we can create a switch that traps a wave and releases it into a direction of choice. Moreover, by controlling the dimensionality of radiation, it should be possible to create an electronic system which can be switched between being confined in 1D, 2D, and 3D (i.e; having quantum well, quantum wire, and quantum dot modes of operation). Our findings can be realized both in Schrodinger or Maxwell equations. We showed that this physics can be realized in optical potentials...
for ultracold atoms, photonic lattices, and in photorefractive media.

We also explored this fundamental question in the context of nonrelativistic quantum electrodynamics. We showed that we could shape the continuum that an excited electron couples to by changing the properties of the electromagnetic mode quanta (photons or polaritons, depending on your taste). These properties include wavelength, the dispersion relation (equivalently, density of modes), polarization, and phase. In chapters three in four, on plasmon-polaritons and phonon-polaritons, we were primarily concerned with the modification of wavelength.

In particular, we showed for the first time that because of the extremely short wavelength plasmons associated with plasmons in 2D materials such as graphene, monolayer silver, DySi$_2$, and others, that it is possible to overcome all of the basic selection rules of atomic physics: electric multipole transitions, multiplasmon spontaneous emission, and spin-flip transitions can all be made to occur fast. Certainly faster than many dipole transitions in free-space. The potential applications of this work include: spectroscopy for inferring electronic transitions which cannot be determined with photons, sensors based on forbidden transitions, organic-light sources arising from fast singlet-triplet transitions, fast entangled light generation, and fast generation of broadband light with tunable width in the visible or IR.

We then showed for the first time that using highly confined phonon-polaritons over a narrow frequency range, it is not only possible to allow forbidden transitions (as we showed also with plasmons) but that it is possible to make them the fastest decay process for an excited electron. We showed this with multipolar transitions and two-photon spontaneous emission processes. We showed that multipole transitions like E3 transitions and two-photon spontaneous emission processes can be up to 20 times faster than a competing dipole transition when phonon-polaritons become involved.

This is remarkable when you realize that in free-space and in most photonic systems, these same processes are roughly $10^8 - 10^{12}$ times slower than competing dipole
transitions and can always be neglected. Now, we can design quantum emitters of light based on these transitions! We characterized the properties of a potential high-efficiency source of entangled pairs of photons and found that their frequency spectra can be tuned and even that their angular spectra can be drastically altered. We can either make a source where the emitted pairs of photons prefer to be 180 degrees apart, or where they prefer to move together. This shows us that the power spectrum of emission depends strongly on the detailed shape of the electron wavefunction.

In the process of arriving at these results, we derive a general formula for the emission of N-photons in a lossy medium in terms of the Purcell factor for one-photon emission, establishing a link between the huge literature on the Purcell effect and multiphoton processes in nanophotonics. This allows us not only to estimate the rates of multiphoton processes in many systems, but also to derive exactly the effect of quenching at higher-order in perturbation theory, which to our knowledge has not been explored.

By the way, on a fundamental note, having multiphoton spontaneous emission as a dominant (or even competing process) is interesting, because it goes against one of the fundamental things that we learn about atomic spectra (coming from atomic bound states), which is that they are discrete. Usually their discreteness is attributed to the discreteness of atomic levels, but that is an insufficient criterion when multiphoton processes cannot be neglected. This realization gives us a hint that we can manipulate the seemingly fundamental optical properties of atoms, molecules, and more complicated materials via nanophotonics.

There are many directions that one could conceivably pursue as a result of this work. For example, the work done here focused purely on atomic emitters as a proof-of-concept. But this is not necessary. I believe that combining this work in nanophotonics with the great variety of electronic systems afforded by molecular and solid-state systems should almost certainly lead to developments in observing new
light-matter interactions.

I conclude this thesis by presenting a vast frontier of exploration that would logically follow the developments presented in this thesis. The basic theme that I want to explore here is that the optical properties of materials are strongly dependent on the allowed transitions in those materials. By enabling many more transitions, the optical response of materials at nanometer distances from plasmon-polaritons and phonon-polaritons should be drastically altered. Here are some interesting questions based on this intuition that I think are worth exploring:

Is it possible to allow materials to absorb over a much wider range of frequencies because of the availability of forbidden transitions? Remember, most transitions are forbidden by electronic selection rules. On the more applied side, it is possible using this enhanced absorption over many more frequencies to create an absorbing material which absorbs strongly over only a few nanometers?

Is it possible to turn a system that absorbs over discrete frequencies and make it absorb over a continuum due to highly enhanced two-photon absorption? This is interesting because it allows us to turn a narrow-band absorber into a broad-band absorber, potentially leading to new materials for the absorption and conversion of solar energy.

If it is possible to have an atom prefer to emit two-photons over one, then is it possible to create a material out of these atoms that has a higher nonlinear susceptibility than its linear susceptibility? This would allow us to take make nonlinear materials out of conventionally linear materials.

There are many more questions we could ask, but we’ll stop here. I truly believe that the work done here is pointing to the possibility of developing a new field: nanophotonics-enabled tailoring of the optical response of materials. One where the (optical) properties of materials aren’t a fixed thing, but things that we can control and perhaps even deform in a way such that the new properties hardly resemble the
old properties.
Appendix A

Light-Matter Interactions in Photonics: Macroscopic Quantum Electrodynamics

In this section, we outline the formalism for considering the interaction between electrons and the electromagnetic modes of spatially inhomogeneous, dispersive, dissipative, and potentially anisotropic media. We start by discussing the minimal coupling Hamiltonian by which light and matter interact and then we discuss the construction of field operators based on the modes of the underlying Maxwell equations. We start by presenting our results in the case of lossless dielectric media to provide the reader with intuition. Then, we briefly discuss quantization in the lossy dielectric media.

The interaction Hamiltonian, $H_{int}$ between light and matter (such as an electron in an atom) is given by the minimal coupling Hamiltonian:

$$H_{int} = \frac{e}{2m} (\mathbf{p} \cdot \mathbf{A} + \mathbf{A} \cdot \mathbf{p}) + \frac{e^2}{2m} \mathbf{A}^2,$$  \hspace{1cm} (A.1)

where $\mathbf{p}$ is the electron momentum operator and $\mathbf{A}$ is the vector potential operator. In order to describe effects where the quantum nature of the fields are important
(such spontaneous emission processes, which are a main focus of our work), we need a quantized vector potential operator. This is the purpose of this appendix.

A.1 Maxwell’s Equations: Basic Properties

The Maxwell Equations, after doing a Fourier transform in time, read:

\[ \nabla \cdot \mathbf{D}(r, t) = \frac{\rho_f}{\varepsilon_0} \leftrightarrow \nabla \cdot \mathbf{D}(r, \omega) = \frac{\rho_f}{\varepsilon_0} \quad (A.2) \]

\[ \nabla \cdot \mathbf{B}(r, t) = 0 \leftrightarrow \nabla \cdot \mathbf{B}(r, \omega) = 0 \quad (A.3) \]

\[ \nabla \times \mathbf{E}(r, t) = -\frac{\partial \mathbf{B}}{\partial t} \leftrightarrow \nabla \times \mathbf{E}(r, \omega) = i\omega \mathbf{B}(r, \omega) \quad (A.4) \]

\[ \nabla \times \mathbf{H}(r, t) = \mathbf{j}_f + \frac{\partial \mathbf{D}}{\partial t} \leftrightarrow \nabla \times \mathbf{H}(r, \omega) = \mathbf{j}_f - i\omega \mathbf{D}(r, \omega), \quad (A.5) \]

where the auxiliary fields are related to the usual fields by \( \mathbf{D} = \varepsilon \mathbf{E} \) and \( \mathbf{B} = \mu \mathbf{H} \). The \( f \) subscript denotes free quantities (i.e.; \( \mathbf{D} \) and \( \mathbf{H} \) are sourced by free charge and free current). Throughout the entirety of this text we shall work in frequency-domain rather than time-domain. Using these equations and working in frequency-domain, the normal modes of the fields can be seen to be determined by an eigenvalue problem.

Assume no free charge or current. It thus follows that:

\[ \nabla \times \nabla \times \mathbf{E} = \frac{\omega^2}{c^2} \mathbf{E}. \quad (A.6) \]

We are mostly interested in equation (A.6). The electric-field eigenproblem, (A.6), is a generalized Hermitian eigenproblem with the following properties:

1. If \( \varepsilon \) is real, and non-dispersive, then (8) is Hermitian under the inner product \( (m|n) \equiv \int d\mathbf{r} \, \varepsilon \mathbf{E}_m^* \cdot \mathbf{E}_n \) for square-integrable functions. They are typically taken to be orthonormal.
2. Completeness: \[ \sum_m \varepsilon(r') E^*_m(r') E^i_m(r) = \delta_{ij} \delta(r - r'), \]
where \( m \) labels the modes. The completeness allows us to express any electric field in terms of these eigenfunctions. We're going to use the complex electric field. Eventually, when we need a real field operator, we'll take the real part of our complex fields, the latter of which are given by:

\[ E = \sum_n \alpha_n E_n e^{i\omega_n t} = \alpha_n(t) E_n. \quad \text{(A.7)} \]

The real electric field is given by \( \text{Re} E = \frac{1}{2} \sum_n \alpha_n E_n e^{i\omega_n t} + \alpha^*_n E_n^* e^{-i\omega_n t} \).

### A.2 Quantization of Lossless Electromagnetic Modes: Heuristic Approach

In what follows, we're going to canonically quantize the fields of complex dielectric media (with no loss or dispersion) by establishing an analogy between the dynamics of these field modes and the dynamics of harmonic oscillators. First, we notice that:

\[ \alpha_n + i\omega_n \alpha_n = \alpha^*_n + i\omega_n \alpha^*_n = 0 \quad \text{(A.8)} \]

Notice that these are extremely similar to the Heisenberg equations of motion for the annihilation and creation operators of a harmonic oscillator of frequency \( \omega_n \) (just with expansion coefficients instead of operators). We thus guess that that \textit{in order to canonically quantize the electromagnetic field, we should replace \( \alpha_n \) by \( a_n \) and \( \alpha^*_n \) by \( a^+_n \).} As a consistency check, let's attempt to derive the Hamiltonian of the system. For our time-invariant optical system (epsilon doesn't depend on \( t \)), we expect that the conserved time-averaged energy should be the classical Hamiltonian of the free field.
The time-averaged energy is given by [108]

\[ \frac{1}{2} \int d\tau \, \epsilon_0 \epsilon_r(\omega) |N_n|^2 |E_n|^2, \] (A.9)

where \( N_n \) is a normalization constant which gives the modes units of field (currently, the modes were normalized to 1). Using mode orthogonality, the classical Hamiltonian of the free field is:

\[ H = \sum_n \frac{1}{2} \epsilon_0 |N_n|^2 \alpha_n^* \alpha_n \] (A.10)

Replacing the classical expansion coefficients with operators, we get the Hamiltonian of the free field up to a zero-point energy which is irrelevant for our purposes:

\[ H = \sum_n \frac{1}{2} \epsilon_0 |N_n|^2 a_n^\dagger a_n \] (A.11)

There is an ordering ambiguity when going from classical quantities to quantum operators. Using the standard normal ordering prescription, we put the creation operators on the left.

What we now have is a Hamiltonian describing infinitely many decoupled oscillators - one for each mode. The excitations of each mode are excitations of the field (called photons). They can also be called dressed photon, because their mode profiles are different than those of free-space photons. Intuitively, each photon has energy \( h\omega_n \). Setting this equal to \( \frac{1}{2} \epsilon_0 |N_n|^2 \), we have that \( |N_n|^2 = \frac{2h\omega_n}{\epsilon_0} \). Plugging this into the definition of the real-valued electric field, we have that

\[ \text{Re } E = \sum_n \sqrt{\frac{\hbar}{2\epsilon_0}} (a_n E_n + a_n^\dagger E_n^*) \] (A.12)

We'll need the real-valued vector potential since it is what appears in the interaction Hamiltonian. Choosing a gauge in which \( \phi = 0 \), the frequency domain vector potential comes from the frequency domain electric field via: \( E = -\frac{\partial A}{\partial \tau} \).
Later in this appendix, we extend the above to dispersive media. The canonical quantization derivation done here does not apply because the modes can not be shown to be orthogonal in general, which we used to compute the classical Hamiltonian. However, later in this appendix, we show that this problem can be solved in systems with translational symmetry by redefining the inner product. Before doing this, we say a few words about when losses are present.

### A.3 Quantization in Lossy Electromagnetic Media

In lossy media, modes are not a well-defined concept. While there are solutions to the Maxwell equations at complex frequencies, they are not orthogonal, and they are not complete, rendering our above derivation useless. Much attention has been paid to the quantization of electromagnetic fields in lossy media. It is well-reviewed in [106, 109]. The primary physical difference between a formalism which considers losses and one which does not lies in the elementary excitations of the system. In the lossless medium, the elementary excitations can be seen as the modes of the Maxwell equations for that medium. In the lossy situation, modes are not a useful means by which to describe the electric and magnetic fields. On the other hand, they can be still described using Green functions. In particular, the notion of current density is still well-defined in the lossy case, and the fields (after a temporal Fourier transform) are simply given by:

\[ E_i(r, \omega) = \int d{r'} G_{ij}(r, r', \omega) j_j(r', \omega). \]  

(A.13)

As we can see, the fields are completely specified by knowing the polarization, position, and frequency of current density at every point in space. Therefore, it seems natural for the elementary (bosonic) excitations of the lossy problem to be excitations of current density with position, frequency, and polarization as the degrees of
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freedom. As is shown in [106, 109], the field operators, such as the vector potential operator, can be expressed as:

$$A_i(r) = \sqrt{\frac{\hbar}{\pi \epsilon_0}} \int dr' d\omega' \frac{\omega'}{c^2} \sum_{k'} \sqrt{\text{Im} \epsilon(r', \omega')} \left( G_{ik'}(r, r', \omega') f_{k'}(r', \omega') + \text{H.c} \right). \quad (A.14)$$

$G_{ik'}(r, r', \omega')$ is the classical Green function of the Maxwell equations, and the $f$ operators create and annihilate excitations with known position, frequency, and polarization – consistently with the intuition provided above that the elementary excitations are currents and that they are related to the fields by the Green function.

### A.3.1 Limiting Case: A Transparency Window

Here we derive rigorously the result that for quantized electric fields in dispersive media with negligible loss (a transparency window), that they should be normalized such that:

$$\frac{1}{2\omega} \int d\mathbf{r} \frac{d(\epsilon_r \omega^2)}{d\omega} |E(\mathbf{r})|^2 = \frac{\hbar \omega}{2\epsilon_0} \quad (A.15)$$

A result like this was derived for surface plasmons in [77] and it was shown that this result is consistent with the classical Green's function approach in the lossless limit when both formalisms are used to compute the rate of spontaneous emission of an excited electron in a two-level system. We now show from a quantum Green's function formalism that this needs to be the case not only for plasmons, but also for any 1D, 2D, or 3D translationally invariant system, and that the energy normalization arises from the form of the Green's function in the lossless limit.

We first examine the Green's tensor in the case of 2D translationally invariant media and then extend our results to 1D and 3D (examining all of the cases at once is notationally cumbersome). The Green tensor with outgoing radiation boundary
conditions is defined by:

\[
\left( \nabla \times \nabla \times -\epsilon(r, \omega) \frac{\omega^2}{c^2} + i0^+ \right) G_i = \delta_i (r - r') \tag{A.16}
\]

In this equation, we are allowing \( \epsilon \) to be spatially varying, dispersive, and potentially anisotropic. This allows for quantization of plasmons in films and nanowires, modes of hyperbolic metamaterials, and modes of naturally hyperbolic materials like hBN, which support phonon-polariton modes. Writing

\[
G_i = \int \frac{dq}{(2\pi)^2} e^{i \mathbf{q} \cdot \mathbf{r}} g_i(q) \mathbf{F}(q, z) \equiv \int \frac{dq}{(2\pi)^2} \mathbf{E}(q, r)
\]

\[
\delta(r - r') = \int \frac{dq}{(2\pi)^2} e^{i \mathbf{q} \cdot \mathbf{r}} \delta(q, z),
\]

(A.17)

where \( \nabla \times \nabla \times \mathbf{E}(q, r) = \epsilon(\omega_q) \frac{\omega^2}{c^2} \mathbf{E}(q, r) \) and defining the inner product \((A, B) = \int d \mathbf{r} A^* \cdot B\), we get that:

\[
g_i(q) = c^2 \frac{\delta_i \cdot \mathbf{E}(q)}{\int d \mathbf{r} \mathbf{E}(q)^* \cdot \left( \epsilon(\omega_q) \omega^2 - \epsilon(\omega) \omega^2 + i0^+ \right) \cdot \mathbf{E}(q)}.
\]

(A.18)

For light-matter interaction processes involving transitions (such as dipole transitions, multipole transitions, many-photon emission processes, etc.), the imaginary part of the Green tensor determines the rates at which these processes happen. In what follows, we will be interested in transparency windows of a material, where dispersion can be high, but the dissipation can be neglected. We refer to this situation as the lossless limit. Physically, the lossless limit of transition rates describes the rate of mode launching, i.e.; the rate of the transition not coming from direct coupling to dissipative modes.

In the lossless limit, we have that \( \frac{1}{x + 0^+} = \mathcal{P}(\frac{1}{x}) + i\pi \delta(x) \). For very low losses, the imaginary part of the Green's function is negligible except in a small window of wave
vectors such that $\omega_q \approx \omega_0$. In this limit, $\text{Im} \ G$ is well-approximated by

$$\text{Im} \ G_{ij} = \frac{c^2}{2} \int dq \ q \left. \frac{F^i_q (r') F^j_q (r)}{\int dz \ F^*_q \cdot \frac{d(\epsilon \omega)}{d\omega} \cdot F_q} \right| \delta(\omega_q - \omega_0).$$ \hspace{1cm} (A.19)

Noting that the integral in the denominator is:

$$\omega \int d\mathbf{r} \ \mathbf{E}^*_q \cdot \left( \frac{d(\epsilon \omega)}{d\omega} + \epsilon \right) \cdot \mathbf{E}_q,$$

the fact that $\nabla \times \mathbf{H} = i\omega \epsilon \mathbf{E}$, the fact that the fields vanish at $|z| = \infty$, and the periodic boundary conditions on $\mathbf{E}$ and $\mathbf{H}$, we have that the denominator is nothing but:

$$\omega \int d\mathbf{r} \ \mathbf{E}^*_q \cdot \frac{d(\epsilon \omega)}{d\omega} \cdot \mathbf{E}_q + |\mathbf{H}_q|^2 \sim U_{EM},$$ \hspace{1cm} (A.20)

Equation (42) thus establishes a general connection between the Greens function, the Purcell factor, and the electromagnetic energy in a transparency window of a dispersive medium. Equation (42) resolves an apparent issue associated with a derivation of the correct normalization for electromagnetic field modes to be used in quantum calculations. The primary issues with a canonical quantization approach in which the energy is written in terms of a sum over modes is that the formula for the energy which appears in equation (42) is invalid for fields with a broad frequency spectrum (relative to the range over which the permittivity varies). This follows from the derivation of the Brillouin formula (equation (42)), which assumes a nearly time-harmonic field \cite{110, 111, 112}. As a result, it is unclear that a quantization scheme based on the energy can apply to broadband electromagnetic fields.

In spontaneous emission processes where a single photon is emitted, the line width is typically much smaller than the emission frequency, and thus it is not so surprising that a quantization scheme based directly on the energy is applicable to describing these processes. On the other hand, when one moves to multi-photon emission pro-
cesses, or even emission by a free electron (as in Cerenkov radiation), both of which cover a broad spectrum of frequencies (comparable to the center of the emission spectrum), it is unclear that this quantization scheme can be applied. By deriving the correct mode normalization based on a quantum Greens function formalism which accounts for dispersion, dissipation, and broadband fields, we show without a doubt that such a quantization scheme is (surprisingly) valid beyond what one might expect.

We conclude by discussing the generalization of our result to other system geometries such as 1D and 3D translationally invariant media. For 1D translationally invariant systems such as nanowires, the Greens function takes the same form as an eigenmode expansion, except over a 1D wavevector space. The z-integral in the denominator in the 2D case turns into an integral over 2D in the 1D case, but the integrand remains the same. In a 3D translationally invariant system, the integral is over all three directions.
Appendix B

Supplementary Materials for:
Shrinking the Wavelength of Light to Allow Forbidden Transitions

B.1 Introduction

In this appendix, we outline the use of QED for computing decay rates of atomic excited states due to the vacuum macroscopic electromagnetic fields associated with 2D conductors. We consider atom-field interactions governed by the non-relativistic Pauli-Schrodinger Hamiltonian $H$:

\[ H = H_a + H_{em} + H_{int} \]
\[ H_a = \left( \sum_i \frac{p_i^2}{2m_e} - \frac{e^2}{4\pi\varepsilon_0 r_i} \right) + H_{e-e} + H_{SO} \]
\[ H_{em} = \sum_k \int dr \int d\omega \ \hbar \omega \left( f^\dagger_k(r, \omega) f_k(r, \omega) + \frac{1}{2} \right) \]
\[ H_{int} = \sum_i \frac{e}{2m} (p_i \cdot A(r_i) + A(r_i) \cdot p_i) + \frac{e^2}{2m} A^2(r_i) + \frac{e\hbar}{2m} \sigma_i \cdot B(r_i), \quad (B.1) \]
where $H_{e-e}$ is the electron-electron interaction, $H_{SO}$ is the spin-orbit coupling, $H_a$ is the atomic Hamiltonian, $H_{int}$ is the atom-field interaction, $A$ is the vector potential operator, and $B$ is the magnetic field operator. The operators (and notation) appearing in the field energy, given by $H_{em}$, will be explained in Sec. II. The minimal-coupling interaction Hamiltonian presented above is related to the more well-known dipole interaction Hamiltonian: $-\mathbf{d} \cdot \mathbf{E} + \text{self-energy}$, by a unitary transformation in the long-wavelength (dipole) approximation[79].

Because the atoms that we consider are interacting with dissipative media, the canonical quantization based on the mode expansion of the electromagnetic field is not valid. Instead we must use the formalism of macroscopic QED. For more information about macroscopic QED, see Refs. [106, 109]. We also discuss conditions for which a canonical quantization scheme based on the expansion of lossless modes is a suitable approximation for the decay rate of an excited atom. We choose a fully quantum mechanical approach rather than the well known phenomenological approach based on the LDOS not only because it takes into account the orbital degrees of freedom of the emitter, but also because it provides an elegant way to computing rates of transitions with varying multipolarity.

### B.2 Macroscopic QED of 2D Conductors

Choosing a gauge in which the scalar potential is identically zero, the vector potential operator is given by:

$$A_i(r) = \frac{\hbar}{\pi \epsilon_0} \int \frac{d\omega'}{c^2} \int \frac{d\mathbf{r}'}{c^2} \sqrt{\text{Im} \epsilon(\mathbf{r}', \omega')} \mathbf{G}_{ij}(\mathbf{r}, \mathbf{r}'; \omega') \hat{f}_{j}(\mathbf{r}', \omega') + \text{H.c.}, \quad (B.2)$$

where $\mathbf{G}_{ij}$ is the dyadic Green function of the Maxwell equations, satisfying $\nabla \times \nabla \times \mathbf{G}_i - \epsilon(\mathbf{r}, \omega) \frac{\omega^2}{c^2} \mathbf{G}_i = \delta(\mathbf{r} - \mathbf{r}') \hat{e}_i$. Physically it represents the field at point $\mathbf{r}$ produced by a time-harmonic dipole at $\mathbf{r}'$ oriented along direction $i$. $\hat{f}_j^{(t)}(\mathbf{r}, \omega)$ annihilates (creates)
a lossy excitation of frequency $\omega$, at position $r$, and in direction $j$. It satisfies bosonic commutation relations, namely: $[\hat{f}_i(r, \omega), \hat{f}_j^\dagger(r', \omega')] = \delta_{ij}\delta(\omega - \omega')\delta(r - r')$. When applying the Fermi Golden Rule, the initial state is $|e, 0\rangle$, while the final states are of the form $|g, x, \omega k\rangle \equiv \hat{f}_k^\dagger(r, \omega)|g, 0\rangle$ [106]. Using these final states in addition to the commutation relations, we get that

$$\Gamma = \frac{2\pi}{\hbar^2} \frac{e^2\hbar}{\pi\varepsilon_0 m^e c^2} \int dx \sum_k \frac{\omega_0^2}{c^2} \text{Im} \epsilon(x) \left| \langle e| G_{ik} p_i(r, x, \omega_0)|g\rangle \right|^2 .$$

Expanding the matrix element yields:

$$\Gamma = \frac{2\pi}{\hbar^2} \frac{e^2\hbar}{\pi\varepsilon_0 m^e c^2} \int dr dr' \psi_e^*(r) \psi_e(r') \left( \text{Im} G_{ij}(r, r', \omega_0) \right) (p_i \psi_g^*(r))(p_j^* \psi_g^*(r')) ,$$

where we have used the identity: $\frac{\omega_0^2}{c^2} \int dx \text{Im} \epsilon(x, \omega_0) (G(r, x, \omega_0) G_{ij}^\dagger(r', x, \omega_0))_{ij} = \text{Im} G_{ij}(r, r', \omega_0)$ [109]. To proceed, we will substitute in the reflected part of the Green function for the system in Figure 1. An exact expression can be written in terms of the reflection and transmission coefficients of the interface between the conductor and air [113]. In the air region ($z > 0$):

$$G_{ij}(r, r', \omega_0) = \frac{i}{2 (2\pi)^2} \int dq \left( C_{ij}^s + C_{ij}^p \right) e^{iq \cdot r + i k_z z} e^{-iq \cdot r' + i k_z z'} ,$$

where $C^s$ and $C^p$ are tensors describing the s- and p-polarized parts of the reflected fields. Choosing the atomic wavefunctions to be real (which can always be done) and defining $M_i = \int dr \psi_g e^{iq \cdot r + i k_z z} p_i \psi_e$, and $M_i^* = \int dr \psi_g e^{-iq \cdot r + i k_z z} p_i^* \psi_e$, we arrive at a generalized Fermi Golden Rule:

$$\Gamma = \frac{e^2}{\hbar \varepsilon_0 m^e c^2} \text{Re} \left[ \frac{1}{(2\pi)^2} \int dq \left( M_i (C_{ij}^s + C_{ij}^p) M_i^* \right) \right] .$$
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The part of the decay rate coming from surface plasmons comes from the p-polarized waves, and accordingly, we will only work with that part of the reflected Green function. Performing a rotation: \( \{x, y, z\} \rightarrow \{q, q_\perp, z\} \), \( C_p \) can be expressed as

\[
-c^2 \frac{r_p q}{\omega_0^2} \begin{pmatrix}
\frac{k_p}{q} & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & -\frac{q}{k_\perp}
\end{pmatrix} = -c^2 \frac{r_p q}{\omega_0^2} \begin{pmatrix}
\frac{k_p}{q} \\
0 \\
-1
\end{pmatrix} \otimes \begin{pmatrix}
1 & 0 & \frac{q}{k_\perp}
\end{pmatrix} = -2ic^2 \frac{r_p q}{\omega_0^2} \hat{e}_i(q) \hat{e}_j(q)^*,
\]

where the polarization vectors are defined by: \( \hat{e}(q) \equiv \frac{\hat{q} + i\hat{q}}{\sqrt{2}} \). We make our first approximation here: the electrostatic limit. Namely, that the main contribution to this integral comes from \( q \gg \frac{\omega}{c} \) (i.e., the confinement factor of the emitted plasmons is much larger than 1). This is an excellent approximation in all of our calculations.

To lowest order in this approximation: \( k_\perp = iq \), and \( M_i^- = M_i^* \). Thus,

\[
\Gamma = \frac{2e^2}{\hbar c^2 \omega_0^2} \text{Im} \left[ \frac{1}{(2\pi)^2} \int dq \ |g| |\hat{e}(q) \cdot \mathbf{p}| e^{iq \rho - q_\perp z} |\hat{e}|^2 r_p \right].
\]

The Fresnel reflection coefficient in the electrostatic limit is given by \( \frac{(\varepsilon_r - 1)\hbar \omega_0}{c^2 \varepsilon_r \omega_0} \) [78]. Performing a non-dimensionalization on \( q \) with respect to \( q_0 \): \( q = q_0 u \), where \( q_0 \equiv \frac{(\varepsilon_r - 1)\varepsilon_0 \omega_0}{\sigma_0} \), we arrive at a relatively simple final result:

\[
\Gamma = \frac{4\alpha \omega_0}{m^2 \varepsilon^2 (\varepsilon_r + 1) \eta_0^3} \int d\theta du \ u^2 e^{-2\eta_0 k z u} |g| |\hat{e}(q) \cdot \mathbf{p}| e^{iq \rho - q_\perp (z - z_0)} |\hat{e}|^2 \left( \frac{\sigma_{Rr}}{\sigma_i} \right)^2 ,
\]

where \( \eta_0 \) is the resonant confinement factor of the plasmon \( \omega_{pl} / \omega_0 \), \( \sigma_R(\sigma_i) \) are the real (imaginary) parts of the (local) conductivity at the resonant frequency, and \( \alpha = \frac{e^2}{4\pi \varepsilon_0 \hbar c} \) is the fine-structure constant. In the lossless limit \( (\sigma_{Rr} / \sigma_i \rightarrow 0) \), the lineshape in parentheses becomes \( \delta(u - 1) \). The decay rate in the lossless limit can be understood as the decay rate into surface plasmons (SPs).

Note that in the lossless limit, we arrive at the same expression for the decay
rate as would be obtained had we written $A$ based on a canonical quantization scheme. Namely: $A = \sum_n \sqrt{\frac{\hbar}{2\epsilon_0 \omega_n}} (F_n a_n + F_n^* a_n^\dagger)$, where the $F_n$ are the orthonormal modes of the Maxwell equations. In this case, the modes $F(q)$ are given by: $\sqrt{\frac{2\kappa}{1+\epsilon}} e^{iq \rho - \kappa z} \left( \frac{\kappa q + iq^2}{\sqrt{\kappa^2 + q^2}} \right)$. In the electrostatic limit, $\kappa \approx q$, reproducing the results that we arrive at using the Green function formalism.

### B.3 First Order Processes

In this section, we consider processes that can be described at first-order in perturbation theory: direct emission into a single lossy excitation of the macroscopic electromagnetic field. In particular, we examine electric and magnetic multipolar transitions. We provide a detailed discussion of how losses modify the decay rates computed from canonical quantization based on modal expansion and show the regimes in which non-radiative or radiative decay dominates. By radiative decay, we do not mean decay into far-field photons, but rather into propagating plasmons. This is in contrast to the non-radiative decay into the other lossy channels of the 2D conductor, which, for example, is the mechanism responsible for the strong decay rate enhancement of emitters adsorbed onto a conducting surface.

#### B.3.1 Electric Multipole Transitions

The calculations below are presented for the case for which the initial and final wavefunctions have their $z$-projected angular momentum to be zero (i.e; $m_i = m_f = 0$). In this case, the angular integral is simply $2\pi$, and we can pick $q$ to be in a particular direction, called $x$. Frequently, it is the case that in the matrix element in Equation (S5) there is one main contributing term from the series expansion of the exponential.
Figure B-1: Comparison of matrix elements computed exactly (solid) with polynomial approximations (dashed) for different transitions in the Hydrogen 5 → 6 transition series as a function of $\eta_0$ for $\lambda_0 = 7.45\mu$m. These curves overlap completely in this range.

That is to say:

$$\left| \langle e | e^{-ik(-iz-(z-z_0))} \hat{e}_{\theta} \cdot \nabla | g \rangle \right|^2 = C r \eta_0^{2(n-1)} u^{2(n-1)}$$

(B.6)

where $n = 1$ for dipole (E1) transitions, $n = 2$ for quadrupole (E2) transitions, and so on. In Figure S1, we demonstrate the validity of (6), where we plot exact matrix elements involving the full exponential (solid lines) and their respective polynomial approximations (dashed lines) for E1-E5 transitions in the Hydrogen 6\{p, d, f, g, h\} → 5s transition series as a function of confinement $\eta_0$. The wavelength of the transition is 7.45 μm. This transition series is different than that considered in the main text (4s ↔ 6\{p, d, f, g, h\}). We choose a different transition series in the SI in order to give the reader a more complete picture of how confinement, separation, vacuum wavelength, and losses affect the decay rates of excited emitters.
When the approximation in Equation (S6) is satisfied, the radiative rate of emission (into surface plasmons) scales with $\eta_0$ as:

$$\Gamma_\nu = \eta_0^{3+2(n-1)} \times \frac{4\pi \alpha \omega_0}{(m_e c)^2 (\epsilon_\nu + 1)} e^{-2\eta_0 k z_0} C_n.$$  \hfil (B.7)

and the ratio of total decay rate to decay rate into SPs is:

$$\frac{\Gamma_{\nu, \text{TOT}}}{\Gamma_{\nu, \text{R}}} = \int du u^{2+2(n-1)} e^{-2\eta_0 k z_0(u-1)} \left( \frac{1}{\pi} \frac{\sigma_{\nu, \text{TOT}}}{\sigma_{\nu, \text{R}}} \right) \left( \frac{1}{\sigma_{\nu, \text{TOT}}} (\sigma_{\nu, \text{TOT}})^2 + (1 - u)^2 \right)$$  \hfil (B.8)

To gain insight into the typical values of decay rates given by Equations (S7) and (S8), it is useful to write the momentum matrix element in units of $\hbar$, where $a_0$ is some characteristic size of the emitter. When considering atomic systems, it is reasonable to take $a_0$ to be the Bohr radius, in which case $C_\nu$ is dimensionless and the resulting factor $\left( \frac{\hbar}{m_e c a_0} \right)^2$ is identified as $\alpha^2$. Our formulas summarized at the end of the SI reflect this choice of units.

**Effect of Losses**

In Figure S2, we plot this ratio for five Hydrogen atom transitions: $5s \leftrightarrow 6\{p, d, f, g, h\}$. For each transition, we plot the ratio as a function of on-resonance confinement factor $\eta_0$ at atom-surface separations of 5 nm, 10 nm, and 15 nm. Note that only the dipole case is not plotted on a logarithmic scale - indicating that losses only weakly modify decay rates of dipole emitters, even for $\eta_0$ as low as 20. At very low plasmon confinement, the emission into lossy channels dominates the emission into plasmons. As can be seen in Figure S2, emission into lossy channels far exceeds emission into SPs for higher-order angular momentum transitions. For a Hydrogen atom 5 nm above the surface undergoing an E5 transition ($6h \rightarrow 5s$), the lossy channel emission can exceed the SP emission by nearly 12 orders of magnitude at $\eta_0 = 20$, leading to a total Purcell factor of roughly $10^{26}$. This leads to a total decay lifetime of roughly 10
Figure B-2: **Ratio of total decay rate to decay rate into plasmons - Multipolarity and Confinement Dependence**: plotted as a function of on-resonance confinement factor $\eta_0$ at different atom-surface separations for E(1-5) transitions in the Hydrogen 6$\leftrightarrow$5 transition series. The minimum confinement factor considered in this figure is 20.

ns, which is typical of many dipole emitters in free space.

At higher values of confinement ($\eta_0 > 150$) and atom-surface separation ($z_0 > 10$ nm), the SP and lossy channel decay rates are within the same order of magnitude. While the non-radiative enhancement decreases precipitously at these confinements and separations, the more rapidly increasing enhancement of emission into propagating SPs ensures that the total decay rate is increasing as a function of $\eta_0$. To give the reader further intuition for the phenomena discussed in this section, we present in Figure S3 the integrand of Equation (S8) for different values of confinement and atom-surface separation. We place a high-wavevector cutoff in the integrand at 5 nm.
due to the fact that the use of macroscopic electrodynamics becomes questionable at these distances. The choice of 5 nm is somewhat arbitrary, but we choose it because averaging microscopic fields over a 5 nm × 5 nm area corresponds to averaging over several hundred unit cells. 5 nm is a somewhat conservative cutoff, and yet it doesn’t affect the integrand in Figure S3 significantly.

From Figure S3, it is clear that for higher multipole transitions, the integrand peaks at values of \( u \) far greater than \( u = 1 \), which is the value associated with the surface plasmon pole [78]. When this happens, we can approximate the lineshape
function in the integrand of Equation (S8) by \( \frac{1}{\pi \xi_{nl}} \). The decay rate (which is in this limit purely nonradiative) is therefore

\[
\Gamma_{nr}^{En} = \eta_0 \times \frac{4(2n-1)\alpha \omega_0}{(m_e c)^2 (\varepsilon_r + 1) Q^2 (2kz_0)^{2+2(n-1)}} C_n. \tag{B.9}
\]

We can thus see that the decay rate is a purely increasing function of \( \eta_0 \). In fact, once non-radiative decay becomes unimportant, the decay rate transitions from increasing with \( \eta_0 \) to increasing as \( \eta_0^{3+2(n-1)} \). We conclude therefore that higher confinement is always beneficial to achieving increasing decay rates.

We conclude this section by noting that for the parameters that we investigated, emission into SPs tends to be the dominant contribution to the decay rate for dipole transitions. Thus, for investigations into two-plasmon spontaneous emission mediated by dipole transitions and singlet-triplet transitions, one is justified in using lossless QED based on mode expansion.

### B.3.2 Spin Flip Magnetic Multipole Transitions

In this section, we derive the rate at which an excited state flips its spin due to vacuum fluctuations in the magnetic field. We look at both radiative and non-radiative decays into 2D plasmons as a function of their confinement factor. The part of the Hamiltonian governing this behavior is \( \frac{e\hbar}{2m_e} \mathbf{\sigma} \cdot \mathbf{B} \) [79]. The magnetic field operator is given by

\[
B_i(r) = (\nabla \times \mathbf{A})_i = \frac{\hbar}{\pi \varepsilon_0} \int d\omega' \frac{\omega'}{c^2} \int d\mathbf{r}' \sqrt{\text{Im} \varepsilon(\mathbf{r}', \omega')} \varepsilon_{ilm} \delta G_{mj}(\mathbf{r}, \mathbf{r}'; \omega') \hat{f}_j(\mathbf{r}', \omega') + \text{H.c.}, \tag{B.10}
\]
where \( \epsilon_{ilm} \) is the Levi-Civita symbol, and \( \partial_i \) is a shorthand for \( \frac{\partial}{\partial x_i} \). Applying the Fermi Golden Rule in a manner similar to that in Section II, the decay rate is given by:

\[
\Gamma = \frac{2\pi}{\hbar^2} \frac{e^2 \hbar^3}{4\pi \epsilon_0 m_e c^2} \sigma_i^e \sigma_r^{*e} \int \int \! dr dr' \psi^*_e(r)\psi_g(r) \left[ \text{Im} \, \epsilon_{ilm} \epsilon_{rst} \partial_i \partial'_s G_{mt}(r, r', \omega_0) \right] \psi_e(r)\psi^*_e(r'),
\]

where \( \sigma^e_k \) denotes the k-th component of the overlap of the spin part of the excited and ground states, and \( \partial' \) denotes partial derivatives with respect to \( r' \). Simplifying further, the decay rate is given by:

\[
\Gamma = -\frac{e^2 \hbar}{4\epsilon_0 m_e c^2} \text{Re} \left[ \frac{1}{(2\pi)^2} \int dq \, M_i M_r^* \epsilon_{ilm} \epsilon_{rst} k_i k_r^* (C^s_{mt} + C^p_{mt}) \right],
\]

where: \( k = (q, k_x), k' = (-q, k_x) \) and \( M = \sigma^e_g \int \! dr \psi_g e^{i q \cdot \rho + i k_x z} \psi_e \) and \( M^* = \sigma^e_g \int \! dr \psi^*_g e^{-i q \cdot \rho + i k_x z} \psi_e \). Once again, we consider only the p-polarized contribution in the electrostatic limit. This further simplifies to

\[
\Gamma = \frac{\alpha \omega_0}{2(\epsilon_r + 1)} \left( \frac{\hbar \omega_0}{m_e c^2} \right)^2 \eta_0 \int \! d\theta du \, e^{-2\eta_0 k^2 u} \times \left| \langle g | \sigma_{\perp} e^{-i q \cdot \rho + q z} | e \rangle \right|^2 \left( \frac{\sigma e u}{\sigma_i} \right)^2 \left( \frac{\sigma e u}{\sigma_i} \right)^2 \left( 1 + \frac{u}{1 - u} \right), \tag{B.11}
\]

For a transition with a change in orbital angular momentum of \( (n - 1) \) (an Mn transition), the matrix elements in Equation (S21) can be expressed as \( C_n \eta_0^{2(n-1)} \). When the change in the z-projected orbital angular momentum is zero, the radiative and non-radiative decay rates are respectively:

\[
\Gamma^{Mn}_r = \eta_0^{1+2(n-1)} \times \frac{\pi \alpha \omega_0}{(\epsilon_r + 1)} \left( \frac{\hbar \omega_0}{m_e c^2} \right)^2 e^{-2\eta_0 k z_0} C_n \tag{B.12}
\]

and

\[
\Gamma^{M}_{nr} = \eta_0^{(2n-3)\!|\!\alpha \omega_0} \left( \frac{\hbar \omega_0}{m_e c^2} \right)^2 \left( 2k z_0 \right)^{-2(n-1)} C_n \tag{B.13}
\]
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Note that Equation (S13) does not hold for \( n = 1 \) (magnetic dipole transition). In this case, the formula for the rate is more complicated, and we do not derive it here.

### B.4 Second Order Processes - Intercombination Transitions and Two Plasmon Emission

#### B.4.1 Electric Dipole (Intercombination) Mechanism

The rate of the singlet-triplet transition is generally limited by the weakness of the spin-orbit interaction. However, in atoms and molecules near 2D conductors, the rate of the singlet-triplet transition can be greatly enhanced due to the strong enhancement of electric-dipole transitions. For instructional purposes, we consider here a situation in which the ground state is a singlet with no nearly degenerate triplet states, and the excited state is a triplet state, which has nearly degenerate singlet states nearby. In this case, the transition rate from a triplet state \( |T_1, 0\rangle \) to a singlet state \( |S_0, q\rangle \) under the influence of a perturbation \( H_{SO} + (d_1 \cdot E_1 + d_2 \cdot E_2) \) is given by

\[
\Gamma = \frac{2\pi}{\hbar^2} \sum_q \left| \sum_n \langle S_0, q | (d_1 \cdot E_1(r_1) + d_2 \cdot E_2(r_2)) | S_n, 0 \rangle \langle S_n, 0 | H_{SO} | T_1, 0 \rangle \right|^2 \delta(\omega(q) - \omega_0)
\]

(B.14)

Taking the approximation of one main contributing intermediate singlet state, \( |S'\rangle \), the spin-orbit and electromagnetic effects separate as follows:

\[
\Gamma = \frac{2\pi}{\hbar^2} \sum_q \left| \langle S_0, q | (d_1 \cdot E_1(r_1) + d_2 \cdot E_2(r_2)) | S', 0 \rangle \right|^2 \left| \frac{\langle S_n, 0 | H_{SO} | T_1, 0 \rangle}{E_{T_1} - E_{S'}} \right|^2 \delta(\omega(q) - \omega_0).
\]

In Helium-like atoms (and many other atoms and molecules), the spatial parts of singlet and triplet states are well-described by (resp.) antisymmetrized or symmetrized combinations of two single-particle states. Taking two single-particle states \( |\alpha\rangle \) and \( |\beta\rangle \), we can write spatial wavefunctions such as: \( |\alpha\rangle|\beta\rangle + |\beta\rangle|\alpha\rangle \) and \( |\alpha\rangle|\gamma\rangle + |\gamma\rangle|\alpha\rangle \)
to describe spin-singlets \( |S_0\rangle \) and \( |S'\rangle \) (As an example, take \( \alpha = 2S \) and \( \beta = 2S', \gamma = 2P \). This example corresponds to a two states in the Helium atom separated by a wavelength of 2.06 \( \mu m \) [63]). When considering the Purcell enhancement associated with placing an excited spin-triplet or spin-singlet near plasmons, the same spin-orbit coupling factor shows up as that which shows up in the free-space decay rate. Therefore, the spin-orbit coupling does not show up in the Purcell factor, which we show is given by:

\[
F_{p}^{S \rightarrow T} = \eta_0^3 \times \frac{3\pi f}{(\epsilon_r + 1)} e^{-2\eta_0 k z_0} \times \int du \ u^2 e^{-2\eta_0 k z_0 (u-1)} \left( \frac{1}{\pi} \left( \frac{\sigma_{R\alpha}}{\sigma_{I}} \right)^2 + (1-u)^2 \right),
\]

where \( f = \frac{1}{2} \) if the dipole is oriented parallel to the surface of the conductor, and \( f = 1 \) if the dipole is oriented perpendicular to the surface. In the lossless limit, the integral over \( u \) is one, giving a result in agreement with the well-known \( \eta_0^3 \) decay law for dipolar emitters [77, 78].

### B.4.2 Two Plasmon Spontaneous Emission

Finally, we consider situations in which an emitter above a 2D conductor can emit two lossy excitations of the electromagnetic field, a process that is second-order in the perturbation theory. We consider an initial state \( |e, 0\rangle \) and a final state \( |g, r\omega k, r'\omega' k\rangle \equiv \tilde{f}_{k}(r, \omega)\tilde{f}_{k'}(r', \omega')|g, 0\rangle \). The atom is coupled to the field through a perturbation, \( V \). Fermi’s Golden Rule for this decay reads:

\[
\Gamma = \frac{2\pi}{\hbar^2} \frac{1}{2} \int d\mathbf{r} d\mathbf{r}' \int d\omega d\omega' \sum_{k,k'} \sum_{i_1} \left| \frac{\langle g, r\omega k, r\omega' k|V|i_1\rangle \langle i_1|V|e, 0\rangle}{E_i - E_{i_1} + i0^+} \right|^2 \delta(\omega_0 - \omega - \omega'),
\]

where \( |i_1\rangle \) are intermediate states containing both the atom and field degrees of freedom. The sum is understood to be a sum over discrete degrees of freedom and an integral over continuous ones. The factor of 1/2 comes from the fact that when we
sum over all \(\{r\omega k, r'\omega' k\}\) pairs, each pair of excitations appears twice.

For simplicity, we work in the dipole approximation, in which \(V = -\mathbf{d} \cdot \mathbf{E}(r_0)\), where \(r_0\) is the atom position which we define as \((0, 0, z_0)\), using the coordinate system in Figure 1. The electric-field operator is:

\[
\mathbf{E}(r_0) = i\sqrt{\frac{\hbar}{\pi\epsilon_0}} \int d\omega \frac{\omega^2}{c^2} \int d\mathbf{r}' \sqrt{\text{Im}(\mathbf{r}' \cdot \mathbf{G}(r_0, r'; \omega) \cdot \hat{\mathbf{f}}(r'; \omega)) + \text{H.c.}} \quad (B.17)
\]

Using the above electric-field operator and the dipole interaction Hamiltonian, the decay rate into two lossy excitations is given by the general formula:

\[
\frac{32\pi\alpha^2}{c^2} \int_{0}^{\omega_0} d\omega \omega^2 (\omega_0 - \omega)^2 \text{Im} G_{ri}(r_0, r_0, \omega) \text{Im} G_{sj}(r_0, r_0, \omega_0 - \omega) \times \\
\sum_{m,n} \left( \frac{x_j^{gm} x_i^{ne}}{\omega_e - \omega_n - \omega} + \frac{x_j^{gm} x_i^{ne}}{\omega_e - \omega_n - (\omega_0 - \omega)} \right) \left( \frac{x_s^{gm} x_r^{ne}}{\omega_e - \omega_m - \omega} + \frac{x_s^{gm} x_r^{ne}}{\omega_e - \omega_m - (\omega_0 - \omega)} \right)^* \quad (B.18)
\]

where \(x_i^{ab} \equiv \langle a | \hat{\mathbf{r}}_i | b \rangle\).

As discussed in Section II, \(\text{Im} G_{ij}\) can be expressed in terms of the imaginary part of the reflectivity \(\text{Im} r_p\) and polarization vectors, \(\hat{\epsilon}(\theta) = \frac{\hat{q} + i\hat{\mathbf{q}}}{\sqrt{2}}\), where \(\theta\) is the angle between \(\hat{q}\) and the x-axis of q-space. Also as discussed in Sec. II, the imaginary part of the reflectivity can be expressed as \(\text{Im} r_p(u, \omega) = \frac{2\pi}{\epsilon_r + 1} \left( \frac{u Q(\omega)}{(1 - u)^2 + (u/Q(\omega))^2} \right)\), where \(u = q/q_0\), with \(q_0(\omega) = \frac{\omega_0}{\text{Im} \sigma(\omega)}\), just as in Sec. II. The lossless limit of the two-excitation spontaneous emission rate per unit frequency (also known as the differential decay rate) is found to be:

\[
\frac{d\Gamma}{dy} = \frac{16\pi\omega_0^2 k^4}{(\epsilon_r + 1)^2} \times \left[ y(1 - y)\eta(y)\eta(1 - y) \right]^3 e^{-2k_0[y(1 - y)\eta(y) + (1 - y)\eta(1 - y)]} \times \\
\left\langle \left( \sum_{n} \frac{(r^{gn} \cdot \hat{\epsilon}(\theta))(r^{ne} \cdot \hat{\epsilon}(\theta'))}{y_e - y_n - y} + \frac{(r^{gn} \cdot \hat{\epsilon}(\theta))(r^{ne} \cdot \hat{\epsilon}(\theta'))}{y_e - y_n - (1 - y)} \right)^2 \right\rangle_{\theta, \theta'} 
\quad (B.19)
\]
where \( k = \frac{\omega_0}{c} \) and \( \Gamma \equiv \int_0^1 dy \frac{d\Gamma}{dy} \). In writing the previous equation, we have performed the non-dimensionalizations: \( \eta(y) = \frac{\alpha_0(y)}{\omega_0(y)} \), and \( y = \frac{\omega}{\omega_0} \). A relatively simple case of this expression occurs when the initial and final states are \( s \) states. The intermediate states are then of the form \( |i_i\rangle = |np_j\rangle \) for \( j = x, y, z \). In the electrostatic limit, \( \mathcal{E}(\theta) = \frac{\cos(\theta) x + \sin(\theta) y + iz}{\sqrt{2}} \). The angular average is \( 3/8 \) and the differential decay rate can be expressed in terms of matrix elements of \( z \), \( z_{gn} \equiv \langle g|z|n \rangle \), as:

\[
\frac{6\pi \omega_0 \alpha^2 k^4}{(\epsilon_r + 1)^2} \times [y(1 - y)\eta(y)\eta(1 - y)]^3 e^{-2k^2 \eta(y) + (1 - y)\eta(1 - y)} \times \]

\[
\left| \sum_n z_{gn} z_{ne} \left( \frac{1}{y_i - y_n + y - 1} + \frac{1}{y_i - y_n - y} \right) \right|^2 .
\]

The two-photon differential emission rate in free-space, by comparison is [114]

\[
\frac{4}{3\pi} \alpha^2 k^4 y^3 (1 - y)^3 \left| \sum_n z_{gn} z_{ne} \left( \frac{1}{y_i - y_n + y - 1} + \frac{1}{y_i - y_n - y} \right) \right|^2 .
\]

Therefore, the enhancement factor per unit frequency in free-space is

\[
\left. \frac{d\Gamma/dy}{d\Gamma/dy}_{fs} \right|_{pl} = \frac{9\pi^2}{2(\epsilon_r + 1)^2} \eta^3(y)\eta^3(1 - y) e^{-2k^2 \eta(y) + (1 - y)\eta(1 - y)}. \quad (B.20)
\]

Equation (S20) can be re-expressed in terms of the Purcell factor, \( F_p(\omega) \), for the single plasmon emission of a dipole polarized perpendicular to the 2D conductor as

\[
\left. \frac{d\Gamma/dy}{d\Gamma/dy}_{fs} \right|_{pl} = \frac{1}{2} F_p(y) F_p(1 - y). \quad (B.21)
\]

---

1 Although the angular integrals could have already been performed, we express our answer in terms of polarization vectors to make the result resemble that which would be obtained through mode expansion over the lossless field operator presented at the end of Section 3.A.

2 Another useful non-dimensionalization for atomic systems, that allows for quick estimation of the decay rate is \( r \equiv a_0 x \).
Effect of Dispersion on Lossless Rates

In the main text, we use the Drude dispersion in order to evaluate the two-plasmon spontaneous emission rate. In the Drude model, the dispersion relation implies that $\eta(y) = \frac{\omega_0}{\beta} = \frac{\omega_0}{\beta^2} y$, where $\beta$ is a constant determined by the plasma frequency and thickness of the metal. We define the characteristic squeezing $\eta_0 = \frac{\omega_0}{2\beta^2}$. The factor of 2 in the definition of $\eta_0$ is natural because most of the emission comes from frequencies near $\omega = \frac{\omega_0}{2}$. It thus follows that the differential decay rate is:

$$\frac{d\Gamma}{dy}_{\text{Drude}} = 384 \pi \frac{\omega_0}{(\epsilon_r + 1)^2} \alpha^2 k^4 \eta_0^6 \times y^6 (1-y)^6 \left| \sum_n \frac{z_{gn} z_{ne}}{y_i - y_n + y - 1 + \frac{1}{y_i - y_n - y}} \right|^2$$  \hspace{1cm} (B.22)

In many cases, the 2D plasmon dispersion appears to be linear with wavevector, i.e; $\eta(y) = \eta_0$, where $\eta_0$ is some constant squeezing that can be as high as 360 (in Beryllium for example). Values of 240 have been observed in undoped graphene [50, 51, 52]. Therefore, the differential decay rate is

$$\frac{d\Gamma}{dy}_{\text{const } \eta} = \frac{6\pi \omega_0}{(\epsilon_r + 1)^2} \alpha^2 k^4 \eta_0^6 \times y^3 (1-y)^3 \left| \sum_n \frac{z_{gn} z_{ne}}{y_i - y_n + y - 1 + \frac{1}{y_i - y_n - y}} \right|^2$$  \hspace{1cm} (B.23)

The Effect of Losses on Two Plasmon Spontaneous Emission

In this section, we estimate the effect of losses on the two-excitation spontaneous emission rate and show that the total decay rates computed in the main text (i.e., without losses) are not significantly altered by losses. To compute emission of two excitations in the presence of dissipation, the starting point is Equation (S18). The decay rate can be expressed as

$$\frac{6\pi \alpha^2 c^2}{(\epsilon_r + 1)^2} \int_0^{\omega_0} \omega^2 (\omega_0 - \omega)^2 I(\omega)I(\omega_0 - \omega) \left| \sum_n \frac{z_{gn} z_{ne}}{y_i - y_n + y - 1 + \frac{1}{y_i - y_n - y}} \right|^2$$  \hspace{1cm} (B.24)
in which \(I(\omega)\) is a shorthand for

\[
q_0^3(\omega)e^{-2\omega_0(z_0)} \int du \ u^2 e^{-2q_0(u-1)} \left( \frac{u/Q(\omega)}{\pi (1 - u)^2 + (u/Q(\omega))^2} \right) \equiv q_0^3(\omega)e^{-2\omega_0(z_0)} I(u, \omega).
\]  

(B.25)

In the lossless limit, the integral evaluates to 1, reproducing the results of Sec. IV.B. as expected. It can thus be seen that the ratio of the total differential decay rate to the lossless differential decay rate is

\[
\frac{d\Gamma_{\text{TOT}}/dy}{d\Gamma_{\text{R}}/dy} = \left[ \int du \ u^2 e^{-2\omega_0(y)z_0(u-1)} \left( \frac{u/Q(y)}{\pi (1 - u)^2 + (u/Q(y))^2} \right) \right] \times \left[ \int du \ u^2 e^{-2\omega_0(1-y)z_0(u-1)} \left( \frac{u/Q(1-y)}{\pi (1 - u)^2 + (u/Q(1-y))^2} \right) \right]
\]  

(B.26)

In Fig. S4, we compare the differential decay rates with losses to those without losses for atom-surface separations of 0.5, 1, 5, and 10 nm. The transition under consideration is the \(4s \rightarrow 3s\) transition in Hydrogen, just as in the main text. The model assumed to hold through the entire decay spectrum is the Drude model, in which \(Q(\omega) = \omega \tau \implies Q(y) = (\omega_0 \tau)y\), where \(\tau\) is the frequency-independent relaxation time. Although a slightly more realistic model for the conductivity can be adopted, we choose the Drude model for instructional purposes. In the simulations resulting in Fig. S4, we chose the confinement factor at \(y = 0.5\) to be 150, just as in the main text. We also chose the quality factor at \(y = 0.5\) to be 20. We can see that for distances between 5 and 15 nm, the decay is mostly through plasmons. However, for distances below 1 nm, we can see two phenomena. The first being that the dominant mode of decay is through the loss mechanisms that determine the relaxation time. The second is that the peak of the emission is no longer at \(y = 0.5\). From these last two observations, we arrive at two conclusions. The first is that at short atom-surface separations, entangled lossy excitations (such as particle-hole excitations or phonons) can be produced at high rates. The second is that the spectral shape of an emitter
Emission into loss channels dominates

Center of peak no longer at \( y = 0.5 \)

\[ z_0 = 0.5 \text{ nm} \]

\[ \eta(0.5) = 150, \quad Q(0.5) = 20 \]

for all plots

Figure B-4: Effect of Losses on Two Plasmon Spontaneous Emission: Differential decay rate \( d\Gamma/dy \) plotted as a function of \( y \) for lossless (dashed blue) and lossy (solid orange) 2D conductors. A Drude model to describe Graphene is assumed. The lossless version of these differential decay plots are plotted for the same transition as Fig. 4b in the main text.

can be significantly altered by the presence of losses.

To conclude our discussion of losses and two-plasmon emission, we present analytical (up to atomic matrix elements) expressions for the differential decay rate when non-radiative decay is a dominant effect. What can be computed exactly and analytically is the ratio of this differential decay rate to the free-space differential decay rate. At short distances, or long wavelengths, i.e; \( q(\omega_0)z_0 \ll 1 \) and \( Q \gg 1 \) (in practice, \( Q = 3 \) is already high enough), each of the integrals in Equation (S24) becomes

\[
\frac{1}{\pi Q(\omega)} e^{2q_0(\omega)} (2q_0(\omega)z_0)^{-2},
\]
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where \( \omega = \omega_v y \) or \( \omega_v (1 - y) \). When this happens, the differential decay rate becomes:

\[
\frac{d\Gamma}{dy} \bigg|_{\text{Lossy}} = \frac{\omega_v \alpha^2}{4\pi(\epsilon_r + 1)^2 z_0^3} \times \left[ \frac{y(1 - y)q(y)q(1 - y)}{Q(y)Q(1 - y)} \right] \times \\
\left[ \sum_n z_{gn} z_{ne} \left( \frac{1}{y_i - y_n + y - 1} + \frac{1}{y_i - y_n - y} \right) \right]^2.
\]

(B.27)

When \( Q \ll 1 \), one of the two integrals in Equation (S24) becomes linear in \( Q \). The enhancement of the differential decay rate is given by the previous equation divided by the free-space differential emission rate and is independent of atomic parameters. The analysis of Sec. IV. B. can be generalized to arbitrary dispersion relations such as Drude or linear.

Finally, a word of caution about the use of these estimates: when \( z_0 \) approaches the emitter size, the dimensionless decay rate approaches 1, indicating the breakdown of perturbative quantum electrodynamics. Therefore, these formulas should not be used in those short-distance cases, but rather should be used to estimate the distance at which perturbation theory breaks down.

### B.5 Summary of Results

In this section, we summarize our results for the various decay rates in purely radiative and purely non-radiative limits.

For electric (En) transitions, the radiative decay rate is:

\[
\Gamma_{\text{r}}^{\text{En}} = \eta_0^{3+2(n-1)} \times \frac{4\pi\alpha^2\omega_0}{(\epsilon_r + 1)} e^{-2\eta_0 k z_0} C_n.
\]

The corresponding non-radiative decay rate is:

\[
\Gamma_{\text{nr}}^{\text{En}} = \eta_0 \times \frac{4(2n - 1)!\alpha^2\omega_0}{(\epsilon_r + 1)Q} (2k z_0)^{-(2+2(n-1))} C_n.
\]
For spin flip transitions, the radiative decay rate is:

\[ \Gamma_{r}^{Mn} = \eta_{0}^{1+2(n-1)} \times \frac{\alpha \omega_{0}}{(\varepsilon_{r} + 1)} \left( \frac{\hbar \omega_{0}}{m_{e}c^{2}} \right)^{2} e^{-2\eta_{0}kz_{0}}C_{n}. \]

The corresponding non-radiative decay rate is (for \( n \neq 1 \)):

\[ \Gamma_{nr}^{Mn} = \eta_{0} \times (2n - 3)! \frac{\alpha \omega_{0}}{Q(\varepsilon_{r} + 1)} \left( \frac{\hbar \omega_{0}}{m_{e}c^{2}} \right)^{2} (2kz_{0})^{-2(n-1)}C_{n}. \]

For intercombination transitions in the single-contributing intermediate state approximation, the Purcell factor in the lossless limit is

\[ F_{p}^{S+T} = \frac{3\pi f}{\varepsilon_{r} + 1} \eta_{0}^{3} e^{-2\eta_{0}kz_{0}}. \]

For two-plasmon spontaneous emission, the second order differential purcell-factor within the dipole approximation is:

\[ \left. \frac{d\Gamma}{dy} \right|_{pl} = \eta_{0}^{6} \times 72\pi^{2} (e^{-\frac{8\pi \eta_{0}z_{0}}{\lambda_{0}}}) (y - y^{2})^{3} e^{\frac{15\pi \eta_{0}z_{0}(1 - y)}{\lambda_{0}}}, \]

which can be recast into the remarkably simple form:

\[ \left. \frac{d\Gamma}{dy} \right|_{pl} = \frac{1}{2} F_{p}(y) F_{p}(1 - y). \]
Appendix C

Supplementary Materials for:
Turning Forbidden Transitions into
Dominant Transitions

C.1 Introduction

In this appendix, we derive some results regarding the coupling of atomic emitters to the phonon-polaritons characteristic of polar crystals such as hBN and SiC. In particular, we consider atom-field interactions governed by the non-relativistic Pauli-Schrodinger Hamiltonian $H$:

$$H = H_a + H_{em} + H_{int}$$

$$H_a = \left( \sum_i \frac{p_i^2}{2m_e} - \frac{e^2}{4\pi\varepsilon_0 r_i} \right)$$

$$H_{em} = \sum_k \int dr \int d\omega \hbar \omega \left( f_k^\dagger(r, \omega) f_k(r, \omega) + \frac{1}{2} \right)$$

$$H_{int} = \sum_i \frac{e}{2m} (p_i \cdot A(r_i) + A(r_i) \cdot p_i) + \frac{e^2}{2m} A^2(r_i),$$

(C.1) (C.2)
$H_a$ is the atomic Hamiltonian, $H_{\text{int}}$ is the atom-field interaction, $A$ is the vector potential operator, and $B$ is the magnetic field operator. The minimal-coupling interaction Hamiltonian presented above is related to the more well-known dipole interaction Hamiltonian: $-d \cdot E + \text{self-energy}$, by a unitary transformation in the long-wavelength (dipole) approximation[79]. The approach that we take takes losses fully into account via the formalism of macroscopic QED. The primary physical difference between QED with losses and QED without losses lies in the elementary excitations. In the lossless formalism, the excitations can be seen as quanta of electromagnetic modes. In the lossy formalism, the excitations cannot be seen as quanta of electromagnetic modes because the modes are ill-defined. Rather, the elementary excitations are dipoles which are induced in the material. These excitations are characterized by position, frequency, and orientation.

The vector potential operator in the framework of macroscopic QED is given by:

$$A_i(r) = \sqrt{\frac{\hbar}{\pi \epsilon_0}} \int d\omega' \frac{\omega'}{c^2} \int d\mathbf{r}' \sqrt{\text{Im} \epsilon(r', \omega')} G_{ij}(r, r'; \omega') f_j(r', \omega') + \text{H.c.,} \quad (C.3)$$

where $G_{ij}$ is the dyadic Green function of the Maxwell equations, satisfying $\nabla \times \nabla \times G_i - \epsilon(r, \omega) \frac{\omega^2}{c^2} G_i = \delta(r - r') \hat{e}_i$. $\hat{f}_j^{(1)}(r, \omega)$ annihilates (creates) a lossy excitation of frequency $\omega$, at position $r$, and in direction $j$. It satisfies bosonic commutation relations, namely: $\left[ \hat{f}_i(r, \omega), \hat{f}_j^\dagger(r', \omega') \right] = \delta_{ij} \delta(\omega - \omega') \delta(r - r')$. When applying the Fermi Golden Rule, the initial state is $|e, 0\rangle$, while the final states are of the form $|g, x\omega k\rangle \equiv \hat{f}^\dagger_k(x, \omega)|g, 0\rangle$ [106].
C.2 Optical Response of Phonon-Polariton Materials

As prescribed by Equation (2), we must compute the Green function of a phonon-polariton supporting system. The simplest computation involves invoking the excellent approximation that the wavevector of the phonon polaritons emitted is much larger than the photon wavelength $\frac{\omega}{c}$. This is the electrostatic limit. In such a limit, the electric field is approximately longitudinal, i.e.; $E = -\nabla \phi$, where $\phi$ satisfies the Laplace equation: $\partial_i \epsilon_{ij}(\omega) \partial_j \phi = 0$. The Green function for the potential $G_\phi(r, r', \omega)$ is defined by: $\partial_i \epsilon_{ij}(\omega) \partial_j G_\phi(r, r', \omega) = \delta(r - r')$ and is related to the Green function for the electric field (defined in the previous paragraph), $G^E_{ij}(r, r', \omega)$, by:

$$G^E_{ij}(r, r', \omega) = -\frac{c^2}{\omega^2} \partial_i \partial_j G_\phi(r, r', \omega)$$

We can compute the Green function for both an anisotropic and an isotropic polar crystal at the same with the same methods. Expressing the Green function for the potential as $\frac{1}{(2\pi)^2} \int dq c(q, z)e^{i\rho \cdot \rho}$, where $\rho \equiv (x, y)$, and $c(q, z)$ is of the form indicated in Figure S1. Solving the boundary value problem, and identifying $c_{2t}$ as $r_p$, it can be shown that $r_p$ is given by:

$$r_p = \frac{e^{2\pi q} (\epsilon - 1)(\epsilon_s + \epsilon) + (\epsilon + 1)(\epsilon_s - \epsilon)}{e^{2\pi q} (\epsilon + 1)(\epsilon_s + \epsilon) + (\epsilon - 1)(\epsilon_s - \epsilon)}, \quad (C.4)$$

in the case of an isotropic polar dielectric and

$$r_p = \frac{(\sqrt{\epsilon} + i)(\epsilon_s + i\sqrt{\epsilon}) e^{2i q \sqrt{\epsilon}} + (\sqrt{\epsilon} - i)(\epsilon_s - i\sqrt{\epsilon})}{(\sqrt{\epsilon} - i)(\epsilon_s + i\sqrt{\epsilon}) e^{2i q \sqrt{\epsilon}} + (\sqrt{\epsilon} + i)(\epsilon_s - i\sqrt{\epsilon})}, \quad (C.5)$$

in the case of a hyperbolic polar dielectric in the RS bands where $r$ is the absolute value of the anisotropy ratio, defined by $r = \left| \frac{\epsilon_s}{\epsilon ||} \right|$. The location of the poles of the
imaginary part of the reflectivity in $(\omega, q)$ space gives the dispersion relation $\omega(q)$. When losses are present, $\text{Im} \ r_p$ is centered around the dispersion relation, as shown in Figure S1.

\section*{C.2.1 Lossless Limit: Effective Mode Expansion}

Although all of the decay rates that we compute can be computed through this Green function formalism, it is difficult from this formalism to extract information such as the angular spectrum of emitted polaritons. The reason for this is that concepts like the angular spectrum assume emission into well-defined modes with some propagation direction. But when losses are present, modes are ill-defined. Therefore, we need to make use of a different formalism to capture the emission into propagating phonon polaritons and to thus derive the angular spectrum of entangled photons. It is known that in lossless dielectrics, the vector potential can be expressed in the form of a mode expansion:

$$A = \sum_n \sqrt{\frac{\hbar}{2\epsilon_0 \omega_n}} (E_n a_n + \hbar c),$$

where the $E_n$ are the orthonormal modes of the Maxwell equations, normalized such that $\int d\mathbf{r} \, \epsilon |E|^2 = 1$. In a manuscript of ours (see Reference 4 of Appendix D), it was shown by taking the Green function formalism in the lossless limit that an effective mode expansion can be derived for polaritons, where the second quantization operators for the modes satisfy canonical commutation relations provided that the field modes are normalized such that:

$$\frac{1}{2\omega} \int d\mathbf{r} \, E^*(\mathbf{r}) \cdot \frac{d(\epsilon_0 \omega^2)}{d\omega} \cdot E(\mathbf{r}) = \frac{\hbar \omega}{2\epsilon_0}.$$

With all of this set up, we find that the mode expansion of the vector potential in the lossless limit is given by:
\begin{equation}
A = \sum \sqrt{\frac{\hbar q}{2\epsilon_0 \omega_n N_q}} \left( e^{iq \cdot p - q \cdot \hat{\epsilon}_0 a_n + \hbar c} \right) ; \quad z > 0 \tag{C.6}
\end{equation}

We use this equation to compute the angular spectrum of emitted radiation in Section IV. I.

\section*{C.3 Macroscopic QED of PhPs at First Order in Perturbation Theory}

It [87], it was shown that the decay rate for a transition of any multipolar order including losses is given by:

\[
\Gamma = \frac{2e^2}{\hbar \epsilon_0 m_\omega^2 (2\pi)^2} \int dq \, q|\langle \hat{g}(q) \cdot \hat{p} \rangle e^{i q \cdot p - q^2}\rangle|^2 \text{Im} r_p,
\]

where \( r_p \) is the p-polarized complex reflectivity of the air-polar dielectric-substrate system.

The calculations for multipolar transition rates presented in the main text are for the case in which the initial and final wavefunctions have their z-projected angular momentum to be zero (i.e; \( m_i = m_f = 0 \)). In this case, the angular integral is simply \( 2\pi \), and we can pick \( q \) to be in a particular direction, called \( x \). Frequently, it is the case that in the matrix element in Equation (S5) there is one main contributing term from the series expansion of the exponential. That is to say:

\[
\left| \langle e| e^{q(-ix-(z-z_0))} \hat{\epsilon}_0^* \cdot \nabla |g\rangle \right|^2 = C_n q^{2(n-1)}
\]

where \( n = 1 \) for dipole (E1) transitions, \( n = 2 \) for quadrupole(E2) transitions, and so
on, meaning that the decay rates are given by
\[ \Gamma = \frac{e^2}{\pi \hbar \varepsilon_0 \gamma_0^2 \omega_0^2} \mathcal{C}_n \int dq \, q^{2n} e^{-2qz_0} \text{Im } \tau_p(q, \omega_0). \]  
\[ \text{(C.7)} \]

### C.4 Macroscopic QED at Higher Order in Perturbation Theory: Emission of N Polaritons

In this section, we derive the frequency spectra of spontaneous emission of \( N \) excitations of the lossy electromagnetic field. We then consider as special cases \( N = 2 \) and \( N = 3 \). These results fully incorporate losses and elucidate the contribution of quenching and intercombination of quenching and polariton launching to the decay of an excited emitter. The derivation proceeds by application of the Fermi Golden rule at \( N \)-th order in perturbation as applied to transitions between an initial state \( |i_N, 0\rangle \) and a continuum of final states with \( N \) excitations of the lossy electromagnetic field, i.e., \( |i_0, x_1 \omega_1 k_1, \ldots, x_N \omega_N k_N\rangle \). The Fermi Golden Rule reads for this process:
\[ \Gamma = \frac{2\pi \hbar^2 N!}{N} \left( \prod_{i=1}^{N} \left( \int dx_i \int d\omega_i \sum_{k_i} \right) \right) \left| \sum_{i_1 \ldots i_{N-1}} V_{i_N,i_{N-1}}^{N-1} \prod_{k=1}^{N-1} \frac{V_{i_k,i_{k-1}}^{i_{k-1}}}{E_{i_0} - E_{i_k}} \right|^2 \delta \left( \omega_0 - \sum_{i=1}^{N} \omega_i \right), \]
\[ \text{(C.8)} \]

where \( i_0 \) denotes an initial electronic state and \( i_N \) denotes a final electronic state.

For simplicity, we take the perturbation operator \( V \) to be the dipole operator \( -d \cdot E \).

An interesting quantity is the spectrum of radiation, which tells us the probability of emitting an entangled \( N \)-tuple of polaritons at frequencies \( (\omega_1, \omega_2, \ldots, \omega_N) \). Since one of the polariton frequencies is fixed by energy conservation, we have that:
\[ \frac{d\Gamma}{d\omega_1 \cdots d\omega_{N-1}} = \frac{2\pi \hbar^2 N!}{N} \prod_{i=1}^{N} \left( \int dx_i \sum_{k_i} \right) \left| \sum_{i_1 \ldots i_{N-1}} V_{i_N,i_{N-1}}^{N-1} \prod_{k=1}^{N-1} \frac{V_{i_k,i_{k-1}}^{i_{k-1}}}{E_{i_0} - E_{i_k}} \right|^2 \]
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where it is understood that \( \omega_N = \omega_0 - \sum_{i=1}^{N-1} \omega_i \). The sum over intermediate states \( i_1 \ldots i_{N-1} \) includes both electronic and electromagnetic degrees of freedom. Denoting the atomic degrees of freedom as \( n_i \), we have that for a fixed set of electronic intermediate states \( \{n_1 \ldots n_{N-1}\} \) that there are \( N! \) terms corresponding to the different orderings of the intermediate excitations of the electromagnetic field. This is an important point of simplification because it means that same the electromagnetic terms appear in each term of the sum, even when we can vary the electronic degrees of freedom, meaning that they can be factored out. This is the crucial simplification of this expression because it will allow us to connect the spectrum of \( N \)-excitation emission processes to the Purcell factor of a dipole at each frequency by which a photon is emitted.

To proceed, we will use three identities:

1. 

\[
V_{i_j, i_{j-1}} = \langle n_j, x_j \omega_j k_j, x_{j-1} \omega_j k_{j-1}, \ldots, x_1 \omega_1 k_1 \vert d_i E_i \vert n_{j-1}, x_{j-1} \omega_{j-1} k_{j-1}, \ldots, x_1 \omega_1 k_1 \rangle \\
= \frac{i \hbar}{\pi \epsilon_0} \delta_{ij}^{n_j, n_{j-1}} \omega_j^2 \sqrt{\text{Im} \epsilon(x_j, \omega_j) G_{ij}^\ast(x_j, x_{j-1}, \omega_j)} \\
\]  

\[ (C.9) \]

2. 

\[
\frac{\omega^2}{c^2} \int d\mathbf{r} \text{Im} \epsilon(\mathbf{r}, \omega)(GG^\dagger)(\mathbf{r}_0, \mathbf{r}, \omega) = \text{Im} G(\mathbf{r}_0, \mathbf{r}, \omega) 
\]

3. For a dipole polarized in the z-direction and a material which is uniform in the xy-plane:

\[
\text{Im} G_{ij}(\mathbf{r}_0, \mathbf{r}_0, \omega) = \frac{\omega}{3\pi c} F_p(\mathbf{r}_0, \mathbf{r}_0, \omega) D_{ij}, 
\]

where \( D = \text{diag}(1/2, 1/2, 1) \) and \( F_p \) is the Purcell factor for one-photon emission for the \( z \)-polarized dipole (frequency \( \omega \) and position \( \mathbf{r}_0 \)) near this material.

Defining the sum over permutations and intermediate states as \( T_{i_1 \ldots i_N} \), and \( E = \)
\( \hbar \omega_0 y \), and using the three facts above, we have finally that

\[
\frac{d\Gamma}{dy_1...dy_{N-1}} = \frac{2\pi\omega_0}{N!} \left( \frac{2}{3\pi} \right)^N \alpha^N \hbar^2 \left[ \prod_{i=1}^{N} y_i^3 F_p(y_i) \right] \sum_{i_1...i_N} D_{i_1i_2}...D_{i_{N-1}i_N} |T_{i_1...i_N}(y_1...y_N)|^2
\]

(C.10)

From this result, we can easily read off a general and highly intuitive claim that the enhancement of the spectrum at some set of frequencies is proportional to the enhancement of emission at each of those frequencies.

### C.4.1 N=2 and the Angular Spectrum of Emitted Radiation.

In the special case where two lossy excitations are emitted, we arrive at:

\[
\frac{d\Gamma}{dy} = \pi\omega_0 \left( \frac{2}{3\pi} \right)^2 \alpha^2 \hbar^4 y^3 (1 - y)^3 F_p(y) F_p(1 - y) \sum_{ij} D_{ij} D_{jj} |T_{ij}|^2
\]

(C.11)

We focus on the case in which the transition is between two \( s \) states. In that case, only the \( xx, yy, \) and \( zz \) terms are relevant of \( T_{ij} \) meaning that the above sum over \( i,j \) becomes \( \frac{3}{2} T_{zz} \), making emission rate for two lossy excitations:

\[
\frac{d\Gamma}{dy} = \frac{2}{3\pi} \omega_0^2 \alpha^2 \hbar^4 y^3 (1 - y)^3 F_p(y) F_p(1 - y) |T_{zz}|^2
\]

(C.12)

Using the fact that the free-space differential decay rate is given by [115]:

\[
\frac{4}{3\pi} \alpha^2 \hbar^4 y^3 (1 - y)^3 |T_{zz}|^2
\]

it follows that the spectral enhancement (defined in the main text) is:

\[
\frac{d\Gamma}{d\omega} \frac{d\omega}{d\omega_0} = \frac{1}{2} F_p(\omega) F_p(\omega_0 - \omega)
\]

(C.13)

The expression for the two lossy excitation differential decay rate derived by taking
the N=2 case of our N-photon emission formula is consistent with one that we derived in the specific context of two-plasmon spontaneous emission for 2D plasmons [87].

Now, we focus on computing the angular spectrum of radiation of phonon-polaritons emitted by an excited atomic electron. In other words, we want the quantity

\[ S(\omega, \theta, \theta') = \frac{d\Gamma}{d\omega d\theta d\theta'}. \]

Because we want to focus only on excitation of propagating polaritons and not loss-excitations, we extract the pole contribution from the imaginary part of the p-polarized reflectivity. This is equivalent to writing field operators in the lossless limit. This was done in Sec. II. A. Writing the second-order Fermi Golden Rule for the transition rate between an initial state \( |e, 0\rangle \) and the continuum of final states \( |g, qq'\rangle \), we see that:

\[
\frac{d\Gamma}{d\omega d\theta d\theta'} = \frac{1}{16\pi^3\hbar^2} \frac{q(\omega)q(\omega_0 - \omega)}{v_g(\omega)v_g(\omega_0 - \omega)} \sum_{i_1} \frac{|\langle g, qq'| E\cdot i_1 \rangle |^2}{E_i - E_{i_1} + i\theta^+},
\]

where \( v_g \) is the group velocity, \( \frac{dw}{dq} \). Inserting the definition of the operators, we find that the spectrum is given by:

\[
S(\omega, \theta, \theta') = \frac{\alpha^2 e^2}{4\pi} \omega(\omega_0 - \omega) \frac{q(\omega)q(\omega_0 - \omega)}{v_g(\omega)v_g(\omega_0 - \omega)} \left| F^{*i} F^{*j} T_{ij} \right|^2
\]

(C.14)

where

\[
T_{ij}(\omega) = \sum_n \frac{x_j^{gn} x_i^{ne}}{\omega_i - \omega_n - \omega} + \frac{x_i^{gn} x_j^{ne}}{\omega_i - \omega_n - (\omega_0 - \omega)} = T_{ji}(\omega_0 - \omega).
\]

We now use this to extract the form of the angular spectrum of entangled photons as a function of the electronic orbitals participating in the transition. To give the reader a sense of how much tunability there is in varying the angular spectrum, we consider four cases. In all four, the final states are \( s \) states. But the initial states will be taken to be \( s, d_{xy}, d_{yz}, \) and \( d_{xz} \) states.
In the case where the initial state is an \( s \) state, we have that \( T_{ij} = 0 \) if \( i \neq j \). This is because of the dipole approximation, which fixes the intermediate state to be a \( p \) state. Therefore, if \( i \neq j \), then \( T_{ij} \) has a sum of terms like \( \langle s|x_i|p_k\rangle\langle p_k|x_j|s \rangle \), where \( p_k = p_x, p_y, p_z \). Each of these terms individually vanishes, and so the entire tensor vanishes. Moreover \( T_{xx} = T_{yy} = T_{zz} = T \) because \( \langle p_x|x|s \rangle = \langle p_y|y|s \rangle = \langle p_z|z|s \rangle \): Therefore:

\[
S(\omega, \theta, \theta') = |T|^2 (\cos \theta \cos \theta' + \sin \theta \sin \theta' - 1)^2 = 4|T|^2 \sin^4 \left( \frac{\theta - \theta'}{2} \right). (s \to s)
\]

\[(C.15)\]

In the case where the initial state is \( d_{xy} \), the only contributing terms are \( T_{xy} \) and \( T_{yx} \). The argument for this statement makes use of the fact that the \( d_{xy} \) has an angular dependence that can be written in Cartesian coordinates as \( xy \). We start proving this claim by examining the \( T_{zi} \) components. If one of the indices is \( z \), then it will either be the case that the intermediate state must be a \( p_z \) state (to have overlap with the \( s \) state), or that there will be a matrix element of the form \( \langle p_i|z|d_{xy} \rangle \). The first case gives zero because \( d_{xy} \) has no transition dipole moment with \( z \). The second case also gives zero because \( d_{xy} \) has no \( z \)-polarized dipole moment with any \( p \) orbital. Thus the \( T_{zi} \) components vanish. The \( T_{xx} \) and \( T_{yy} \) components also vanish because \( d_{xy} \) has no \( (x,y) \)-polarized dipole moment with \( p_{x,y} \). Therefore:

\[
S(\omega, \theta, \theta') = (T_{xy}(\omega) \cos \theta \sin \theta' + T_{yx}(\omega_0 - \omega) \sin \theta \cos \theta')^2. (d_{xy} \to s)
\]

\[(C.16)\]
$d_{xz} \to s$ and $d_{yz} \to s$

A nearly identical argument to the one above (replace all $y$'s with $z$'s or all $x$'s with $z$'s) yields:

\[
S(w, \theta, \theta') = (T_{xz}(\omega) \cos \theta + T_{xz}(\omega_0 - \omega) \cos \theta')^2. \quad (d_{xz} \to s) \quad (C.17)
\]

\[
S(w, \theta, \theta') = (T_{yz}(\omega) \sin \theta + T_{yz}(\omega_0 - \omega) \sin \theta')^2. \quad (d_{yz} \to s) \quad (C.18)
\]
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