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Abstract

One of the fundamental aims of biology is to determine what lies at the root of differ-
ences across individuals, species, diseases, and cell types. Furthermore, the sequencing
of genomes has revolutionized the ways in which scientists can investigate biological
processes and disease pathways; new genome-wide, high-throughput experiments re-
quire computer scientists with a biological understanding to analyze and interpret the
data to improve our understanding about life science. This provides us with a key
opportunity to use computational techniques for new biological discoveries.

While genetic variation plays an important role in influence phenotype, sequence
alone cannot account for all differences: for example, different types of cells in an
individual have varying function and attributes, but identical genetic makeup. This
highlights the importance of studying epigenetic changes, which are dynamic chemical
changes to and around the DNA. While the DNA of every cell in an individual is the
same, the epigenetic context for that DNA varies from cell to cell. In this way, these
epigenetic differences play a crucial role in gene regulation, with epigenetic changes
both causing and recording regulatory mechanisms.

In this thesis, we combine the power of computational, statistical, and data sci-
ence approaches with the new wave of epigenetic data at a genome-wide level in a
number of ways. First, in chapter 2, we demonstrate the importance of computational
analysis at an epigenomic level by identifying an epigenomic signature of the olfactory
receptor gene family that gives insight into the mechanism behind monogenic gene
regulation. Next, in chapter 3, we explain our development of ChromDiff, a novel
statistical and information theoretic computational methodology to identify chro-
matin state differences in groups of samples. In our methodology, we use correction
for external covariates to isolate the relevant signal, and as a result, we find that our
method outperforms existing computational methods, with further validation through
randomized simulations. In chapter 4, we apply our methodology to characteristics
including sex, developmental age, and tissue type, we unveil relevant chromatin states
and genes that distinguish the groups of epigenomes, with further validation of our
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results through differential expression analysis and gene set enrichment. In chap-
ter 5, we show the power of integrative analysis through the combination of DNA
methylation data with chromatin state profiles, cell types, sample groups, experimen-
tal technologies, and histone mark data to reveal insightful epigenetic patterns and
relationships. Finally, in chapter 6, we identify "hidden" or "unknown" covariates in
epigenomic data by using agnostic principal component analysis on our samples to
discover similarities between our known covariates and the identified components.

In summation, our research highlights the importance of both algorithm develop-
ment and method application for epigenomic questions, reaffirming the importance
of interdisciplinary research that brings together cutting-edge techniques in computer
science with appropriate biological hypotheses and data. While questions and analysis
must be carefully paired in an informed manner to produce meaningful, interpretable,
and believable results in computational biology, our work here provides a sampling of
the vast potential for scientific discovery at the intersection of the fields of computer
science and biology.

Thesis Supervisor: Manolis Kellis
Title: Professor
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Chapter 1

Introduction

1.1 Motivation

One of the fundamental aims of biology is to determine what lies at the root of differ-

ences across individuals, species, diseases, and cell types. Furthermore, the sequencing

of genomes has revolutionized the ways in which scientists can investigate biological

processes and disease pathways; new genome-wide, high-throughput experiments re-

quire computer scientists with a biological understanding to analyze and interpret the

data to improve our understanding about life science. This provides us with a key

opportunity to use computational techniques for new biological discoveries.

One key insight into the question of biological variation comes from the central

dogma of molecular biology: DNA in genes is transcribed into RNA, which is then

translated into proteins, as shown in Fig. 1-1. This process of turning gene DNA into

proteins is also known as gene expression. This central dogma naturally suggests that

sequence changes in the DNA could play an important role in phenotypic variation,

and research has shown this to be true. Specifically, research like the 1000 Genomes

Project8 has compared the genomes of individuals to identify genetic variations, such

as Single Nucleotide Polymorphisms (SNPs) and insertions and deletions of genetic

sequence (InDels), across individuals and ethnic groups. Furthermore, comparisons of

genomes of different species have produced evolutionary models of how species have

evolved from one another.9 Meanwhile, Genome-Wide Association Studies (GWAS)
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Figure 1-1: The central dogma of molecular biology states that DNA is transcribed
into RNA, which is then translated into proteins.1

have identified genetic variations that correlate with disease populations.10

While genetic variation is critical for individual, species, and disease variation, it

cannot account for all differences: for example, different types of cells in an individual

have varying function and attributes, but identical genetic makeup. This can be

explained by the important role of gene regulation, which determines when, where,

and how much each gene is expressed. Even though the genetic sequence provides the

building blocks for an organism, gene regulation provides the instructions for how to

put those blocks together.

One way to study gene regulation is through epigenetic changes, which are dy-

namic chemical changes to and around the DNA. While the DNA of every cell in an

individual is the same, the epigenetic context for that DNA varies from cell to cell.

In this way, these epigenetic differences play a crucial role in gene regulation, with

epigenetic changes both causing and recording regulatory mechanisms. Specifically,

the two main types of epigenetic modifications are 1) DNA methylation, a chemical

change applied directly to the DNA, and 2) histone modifications, chemical changes

applied to the histone proteins that the DNA is wrapped around, as illustrated in

Fig. 1-2.11,12

Therefore, we can look to epigenomics, the study of genome-wide epigenetic

changes, to explain cell type differences. The study of epigenomic differences be-

tween cell types has led to insight into dynamic regulatory processes and cell type
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Figure 1-2: Epigenetic modifications include methylation of the DNA strand (left)
and chemical modifications to the tails of the histone proteins (right).2

differentiation.10,13–15 Furthermore, epigenetic changes have also been shown to vary

due to genetic sequence16 and individuals.17

In this thesis, we combine genetic, epigenetic, and expression information to fill in

missing links between genetic variation, epigenetic changes, phenotypic variation, and

gene regulation. To do this, we develop and apply computational methods to further

our understanding of epigenomic regulatory mechanisms and variation. Specifically,

we approach this problem with three main aims: 1) to identify gene family-specific

epigenetic modifications and corresponding regulatory mechanisms; 2) to develop

computational algorithms that identify meaningful epigenetic variation genome-wide;

and 3) to better understand the relationship between epigenetic changes, gene regu-

lation, and the resulting phenotype in different biological scenarios.

1.2 Background

1.2.1 Gene expression: central dogma of molecular biology

The process of gene expression, or the conversion of gene information into a gene

product, makes up the central dogma of molecular biology. As illustrated in Fig. 1-1,
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Figure 1-3: RNA Polymerase reads the nucleotides of one strand of the DNA to
produce the complementary RNA in a process known as transcription.3

this process is classically broken up into two steps: transcription and translation. The

starting point is the DNA (Deoxyribonucleic acid) in our cells, which is made up of

four types of nucleotides: Adenine, Guanine, Thymine, and Cytosine. This encoding

of DNA information is ideal for computational analysis, as these nucleotides act as

the "bits" the make up the genetic "code". Furthermore, due to Hydrogen bonding,

there is a natural pairing of these nucleotides. Specifically, Adenine and Thymine

complement each other, while Guanine and Cytosine complement each other. In this

way, DNA provides a redundant and robust encoding of our genetic information.

Through the process of transcription, the protein RNA Polymerase unzips the

double-sided DNA to "read" the individual nucleotides. Using this information, it pro-

duces the complementary single-sided mRNA (messenger ribonucleic acid), as shown

in Fig. 1-3. The mRNA is produced using this same pairing template, except with

the exception of Adenine pairing with Uranine rather than Thymine.

For the translational step, the cellular machinery reads the mRNA three bases at

a time (each triplet of nucleotides is called a codon). Each of these codons maps to

one of 22 amino acids, as shown in Fig. 1-5. As the machinery reads each codon, the

corresponding amino acid is added to the amino acid chain using complementary base
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Figure 1-4: The process of translation reads mRNA to assemble a chain of amino
acids to form a protein.4

Figure 1-5: Triplets of mRNA nucleotides act as codons to map to amino acids.5

pairing with tRNA (transfer ribonucleic acid), in this way constructing the complete

protein, as shown in Fig. 1-4.

1.2.2 Regulation of gene expression

While the overall process of producing proteins from the genetic code is considered

gene expression, controlling the time period or quantity in which genes are expressed

is often referred to as gene regulation.

The underlying mechanisms of gene regulation are complex and vary widely in

different contexts. While the genes provide the genetic "code" necessary for biological

processes, gene regulation acts as the "control" level. Just as computer programs
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must decide which sub-functions to run in which contexts, gene regulation ensures

that specific genes are expressed in specific cell types during specific time points: this

enables the same initial stem cells to differentiate into the hundreds of distinct cell

types in an adult human.

Gene regulation can imply that expression of a gene is increased or decreased, and

different types of gene regulation can occur at different points along the path of gene

expression. Since gene expression is the act of transcription (DNA to RNA), followed

by translation (RNA to proteins), some mechanisms of gene regulation occur at the

transcriptional level, while some occur at the post-transcriptional level.

1.2.3 Functional and regulatory regions

While the model of gene expression focuses on one particular gene, each gene makes

up only a tiny fraction of the entire set of genetic information in an organism, which is

known as a genome. Through the advent of next-generation sequencing technologies,

we are now able to gather information about the entire genome and its environment.

However, with this increased amount of data, we also have the new challenge of

discerning which regions of the genome are functional, important, and meaningful.

While protein-coding genes are clearly important due to their role in gene expression,

many other genetic sequences and regions also play a role in gene expression and

regulation, as shown in Fig. 1-6.18

For example, promoter regions are regions at the the beginning of genes at which

proteins bind to for initiation of transcription, which effects gene regulation at the

transcriptional level. Enhancer regions, on the other hand, can influence the tran-

scription of genes that are distant in terms of the numbers of nucleotides, by being

close in 3-dimensional space. Regions where transcription factors bind can also influ-

ence transciptional regulation through the effects of the transcription factors.18

The genome-wide annotation of these regions is possible by combining information

about evolutionary conservation, experimental assays, and computational methods for

pattern recognition and inference.9,11,18–21 Identification of these regions can eluci-

date biological mechanisms and pathways, narrow the focus and increase power for
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Figure 1-6: Functional and regulatory genomic elements can either lie close to the
relevant gene, as in cis-regulatory elements, or be distant in nucleotide space, as with
long-range regulatory elements. The identification of these regions is accomplished
with a variety of experimental and computational techniques.18

computational models, and improve interpretation of biological findings and signals.

1.2.4 Epigenetic state and modifications

Epigenetic modifications provide one perspective that we can use for an improved

understanding of functional regions and gene regulation. Specifically, epigenetic mod-

ifications are chemical changes to the environment of DNA and generally fall into two

categories: 1) DNA methylation, which directly occur on the DNA strand, and 2)

histone modifications, which are chemical changes to histones, which are the proteins

that DNA is wrapped around, as shown in Fig. 1-2.

The overall epigenetic state may control and/or record gene regulation in different

circumstances, and they can be heritable across generations and dynamic across cell

types. On a cellular level, epigenetic state can play a causal role in the regulation of

genes - for example, a modification might serve as a "sign" that the surrounding genes

should be expressed. On the other hand, the epigenome might show the history of how

the genome has been used through different developmental stages; just like hunters
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can find clues about nearby animals through tracks in the dirt, scientists can see the

history of a cell by observing the locations and types of epigenetic modifications.

Therefore, epigenomics, which specifically studies epigenetic state on a genome-

wide scale, can facilitate discoveries of large-scale patterns of gene regulation, such as

regulation of entire gene families or differentiation patterns for a cell type, as we will

explore in this thesis.

1.2.4.1 DNA methylation

DNA methylation is the addition of a methyl (-CH3) group to DNA, as shown on

the left side of Fig. 1-2. Specifically, two of DNA’s four nucleotides, Cytosine and

Adenine, can be methylated. In this thesis, we will focus on mammalian organisms,

in which only Cytosine can be methylated. Furthermore, in mammals, methylation

primarily occurs at CpG dinucleotides - that is, when a Cytosine and Guanine occur

next do each other in DNA.12 Based on the patterns of DNA methylation in mammals,

there are a number of possible experimental techniques to quantify DNA methylation

across the genome, ranging in the type of methylation they capture, as well as the

scope of sites they quantify.22

1.2.4.2 Nucleosome positioning

DNA is tightly wrapped around protein sets called nucleosomes, analogous to how

yarn is wrapped around a spool. These nucleosomes are octamers of histone pro-

teins, and the combination of nucleosomes and the DNA wrapped around it is called

chromatin, as illustrated in Fig. 1-7.

Nucleosome positioning can also play an epigenetic role in pre-transcriptional gene

regulation. Specifically, regions of the DNA that wrap around nucleosomes are less

accessible and more closed to transcription factors. On the other hand, the regions

of DNA that link the nucleosomes are more accessible and open to transcription

factors. The state of the DNA being more or less accessible due to nucleosome

positioning is often referred to as an "open chromatin state" or "closed chromatin

state," respectively. In general, it has been shown that chromatin states are often
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Figure 1-7: A nucleosome is made up of 8 histone proteins and has DNA wrapped
around it. The combination of the DNA and the nucleosome is called chromatin.6

correlated with the transcription state of the corresponding genes; they can act as

instructions for the genes present in the surrounding DNA, or they can record the

"history" of the transcriptional state.

1.2.4.3 Histone modifications and chromatin state

Histone modifications are chemical changes made to either the core or the long tail

of certain histone proteins in the histone octamer. The naming mechanism of histone

modifications provides detail about the location and type of modification. There

are five major classes of histones, and the name of the histone modification starts

with the class of histone (e.g. H3). This is followed by the single-letter amino acid

abbreviation, such as K for Lysine, and the number for the position of the amino acid

in the protein. The final part of the naming procedure is the type of modification

that was applied to the amino acid, such as Me3 for trimethylation. Examples of

these modifications are illustrated in Fig. 1-2.

Similarly to nucleosome positioning, histone modifications can also record or con-

trol gene regulation. Furthermore, combinations of histone modifications have been

able to provide a more detailed and nuanced multi-state description of epigenetic

state. Methods for combinatorial chromatin state annotations include ChromHMM,23

Segway,24 and HMMSeg,25 which use underlying combinatorial techniques such as

Hidden Markov Models and Bayesian networks. The resulting analyses enabled by

chromatin state analysis has provided fruitful findings about epigenomic variation
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and lineage-specification.17,26–30

1.2.5 Epigenetic variation

One way to grasp the power of epigenetics is to note that the DNA in each cell of

an organism is nearly identical, but the types of cell in an organism vary greatly in

function, appearance, response, and activity. As different cell types have different

epigenetic state, the study of epigenetics on a genome-wide scale is a natural tool

to study cell type variation. Cell type variation is achieved through the process

of cell differentation, where pluripotent stem cells can turn into highly-specific cell

types. By comparing cells at increasingly progressed stages of differentiation, we

can observe what epigenetic changes co-occur with differentiation stages, thereby

providing mechanistic insights into differentiation.

In addition, epigenetic differences can also be studied at many other levels, such as

variations across genotypes, individuals, anatomical groups, and tissue types, which

we will also explore in this thesis. As epigenetic state is also influenced by the

underlying genetics, care must be taken in unraveling genetic influences from other

factors.

1.2.6 Human biology and model organisms

Much of the motivation underlying the study of these biological phenomenom lies in

improving our understanding of human biology for the eventual betterment of human

health. With that goal in mind, studies of human samples19,31,32 are hugely important

when possible. A number of analyses presented in this thesis will be done directly on

human samples, whether they be cell lines, primary cells, or primary tissues.11

However, studying model organisms, such as yeast and mice, in addition to study-

ing humans, has proven to be an incredibly powerful technique. As there are obvious

ethical limitations on human experimental techniques, studying these model species

with a larger toolbox of techniques can reveal biological findings that can then be con-

firmed in humans. Similarly, if the interactions of factors in human are too complex to
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immediately unravel, some model organisms, such as yeast, provide similar but sim-

pler systems that are a crucial stepping stone for understanding humans. Therefore,

in this thesis, we will also present work based on mouse samples, as well as validation

through in-vivo follow-up experiments.

1.3 Relevant experimental methods

As outlined above, genome-wide studies of genetic and epigenetic effects are possible

due to the sequencing of the human genome,33,34 as well as next-generation experi-

mental techniques.35,36 Here, we will outline some of the techniques most critical to

our research.

1.3.1 DNA sequencing and mapping

The Human Genome was initially completed in 2004 through Sanger Sequencing,34

which also spurred the development of faster and cheaper next-generation sequencing

technologies.35–37 These technologies take advantage of the complementary base-

pairing of nucleotides. Specifically, the input to the sequencing process is fragments

of DNA, and by using adaptor and primer sequences, in combination with dNTPs,

flourophores, colour-coding, complementary base-pairing, and imaging, these tech-

nologies can produce "reads", the nuleotide sequence of these input DNA fragments.37

It is worth noting that after the reads have been generated, they still need to

be assembled together, as each read is only a sequence fragment on its own. How-

ever, since most non-repetitive reads have a distinctive sequence, these reads can be

combined back together or mapped back to the corresponding part of the genome.

(Note that reads that map to repetitive sequence will have a much harder time being

assembled, due to their non-distinctive sequence, as shown by the pink read in Fig.

1-8.) Assembling the reads can be done either with a reference genome, referred to

as "read mapping", or without a reference genome, which is called de novo assembly.

When using a reference genome, the read sequence can be compared to the entire

reference genome sequence, as shown in Fig. 1-8. While allowing for sequence mis-
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Figure 1-8: The fragments of DNA sequence (reads) can be "mapped" back to a
reference genome (black) by comparing the sequence of nucleotides, as shown by the
green, red, and blue fragments. However, if the read corresponds to a repetitive or
common sequence, as is shown by the pink read, it will be much more difficult to
map.38

matches due to variation or sequencing error, computational methods can find the

best sequence match. Then, the read can be mapped to that location of the genome,

as shown by the red, blue, and green reads in Fig. 1-8.

On the other hand, if no reference genome is given, the genome can be newly, or

de novo assembled, as shown in Fig. 1-9. This is possible because there are multiple

copies of the same genome to begin with; since the fragments are cut up randomly,

many of the fragments should overlap each other. By using computational methods

to identify overlapping sequence from different reads, the reads can be pieced back

together like a puzzle, as shown in step 2 of Fig. 1-9, producing a final genome

sequence.

1.3.2 Genotyping

In addition, to identify genetic variation, it can be more cost-effective to use ar-

ray technologies, such as single-nucleotide polymorphisms (SNP) with microarrays,40

rather than sequencing technologies. These "genotyping" approaches check for pre-

determined regions and known types of variation, rather than identifying large con-

secutive sequencees of the genome, as the proportion of the genome that varies among

humans is less than 1
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Figure 1-9: For de novo assembly, the overlapping parts of different fragments can
be pieced back together, like puzzle pieces, to assemble a new, complete genome
sequence.39

∙ The substitution of one nucleotide for another nucleotide, also called a single-

nucleotide polymorphism (SNP)

∙ The insertion of a genetic sequence

∙ The deletion of a genetic sequence

∙ A larger genomic region that is present an abnormal number of times in the

same genome, also called copy number variation (CNV)

Much of the genotyping efforts have focused primarily on SNPs, as they are the

easiest to identify and the biological phenomenom of Linkage Disequilibrium (LD)

allows biologists to use a SNP to infer much of the surround genetic information with

a high probability. To identify the nucleotide at a particular SNP, scientists can use

a "minisequencing" approach, utilizing many of the same techniques as sequencing,40

but only identifying a single nucleotide "minisequence". It is worth noting that this

approach works even if the researcher is interested in a particular genomic position,

but does not know what the probable underlying nucleotides are.

However, in practice, the vast majority of people will have only one of two possible

nucleotides at a particular SNP, and these two nucleotides are called the "alleles" for

that SNP. (For example, in Fig. 1-10, the top sequence has the A allele, while the

bottom sequence has the T allele.) Therefore, other experimental techniques can take
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Figure 1-10: The use of allele-specific oligonucleotides allow only the perfect com-
plementary sequence to completely bind to the present allele (top), while the com-
plementary sequence for the mis-matched allele will bind more weakly (bottom).
After washing away the probes with weaker binding, only the perfect complementary
oligonucleotide (top) will remain. Then, through the use of a detectable tag on the
probe, the underlying allele(s) can be identified based on the remaining probe(s).41

advantage of knowledge of the underlying alleles. Specifically, since scientists know

the two probable nucleotides that can occur at a particular SNP, they can generate

sequences of nucleotides with the appropriate complementary nucleotides.

These allele-specific sequences can be used as starting points, or "primers", for

sequence extension. After the primer binds to the corresponding sequence, extension

of the primer will only occur if the allele is a perfect match. In this case, dNTPs

(both tagged and untagged) can be combined with flourescence imaging to identify

which allele-specific primers are extended, since locations with flourescence can be

mapped to the underlying allele-specific primer.40

Similarly, these allele-specific sequences can also be used as "probes" by tagging

them with a radioactive, enzymatic, or fluorescent tag. Since perfectly complementary

allele-specific oligonucleotides bind more strongly to the present allele, as shown in

Fig. 1-10, the probes with mismatches can be washed away, while the perfect matches

can remain due to stronger binding. As a result, the presence of the underlying

allele(s) can be identified through measurement of the tags on the remaining allele-

specific sequences.
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1.3.3 Chromatin immunoprecipitation

As mentioned above, chromatin is the combination of the nucleosome and the DNA

wrapped around it. Chromatin immunoprecipitation (ChIP) allows researchers to

identify what regions of the genome have a certain histone modification, among other

uses. Specifically, the ChIP protocol isolates out DNA fragments that are bound to

specific types of proteins through approximately four steps, as shown in Fig. 1-11.

The first (optional) step is to bind the proteins with DNA (if this is not already done).

Next, the DNA is cut up into fragments, also known as shearing. Then, by using an

antibody that specifically recognizes a protein of interest, only proteins of interest

and their attached DNA are isolated. Finally, the DNA fragments are separated from

the proteins, producing the final DNA fragments.

To identify the underlying sequence and genomic location of the produced DNA

fragments, sequencing or microarray technologies can be used. When combining

the ChIP protocol with sequencing technologies, as described in Section 1.3.1, the

number of reads that map to each nucleotide of the genome provide a continuous

signal of enrichment across the genome. On the other hand, microarray technologies

can be used when the scientist is only interested in pre-determined regions of the

genome, similarly to the techniques described in Section 1.3.2. In this case, the

isolated DNA fragments are tagged with flourescence and washed over a microarray

chip that contains a matrix of probes. Based on the coloring of the cells on the chip,

one can identify the intensity of the signal for each probe. Since each probe sequence

maps back to the genome, this results in an enrichment signal for each probe region.

1.3.4 DNA methylation profiling

Multiple experimental techniques to identify regions of DNA methylation have been

developed, though they range in the type of methylation they capture, as well as the

scope of sites they quantify.22

For example, bisulfite-based methylation experiments use the chemical bisulfite to

convert unmethylated cytosines but not methylated cytosines to uracil,43 as shown

35



Figure 1-11: Chromatin Immunoprecipitation (ChIP) first cuts up the DNA into
fragments, and then utilizes an antibody that detects and "pulls down" a certain
type of protein. In this way, it only retains DNA fragments that were attached to
the protein of interest, resulting in identifying genomic regions with a certain kind of
chromatin or DNA-binding. As a result, it can be used to identify regions of histone
modfiications, as well as transcription factor binding sites.42
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Figure 1-12: Bisulfite-sequencing-based experimental techniques directly measure
methylated CpG sites in the genome. Specifically, bisulfite conversion changes any
unmethylated Cytosine upstream adjacent to a Guanine into a Uracil, while methy-
lated Cytosines upstream adjacent to Guanines are preserved as Cytosines. Then,
the resulting converted nucleotides are sequenced, and by measuring the proportion
of Cytosines to total Cytosines and Guanines at each CpG site, we can calculate the
proportion of DNA methylation that occurred at that site on a 0 (never methylated)
to 1 (always methylated) scale.44

in Figure 1-12. As a result, sequencing of the resulting reads allow us to identify the

location of uracils (which represent unmethylated cytosines) and cytosines (which

represent methylated cytosines).

Whole genome bisulfite sequencing is considered the "gold standard" of DNA

methylation technologies, as it directly converts any unmethylated Cytosine in a

CpG site into a Uracil, while preserving methylated Cytosines, on a genome-wide

scale, resulting in both precise base-pair resolution and wide coverage. However, the

cost of a single WGBS experiment can be prohibitively expensive. Therefore, other

bisulfite assays, such as RRBS (Reduced Representation Bisulfite Sequencing) focus

on the methylation state of pre-determined CpG sites for a lower costLi:2015aa. These

options highlight a common trade-off in genomic experiments, where experimental

value is determined by a combination of cost and thoroughness.

Additionally, enrichment-based assays such as MeDIP-seq (methylated DNA im-

munoprecipitation sequencing) and MBD-seq (methylated DNA binding domain se-

quencing) take an alternative approach of enriching methylated regions of DNA;43

these can also be combined with techniques such as MRE-seq (Methylation-sensitive

Restriction Enzyme digestion-sequencing), which enrich for unmethylated regions to

generate a more complete picture.45 Then, computational approaches such as methyl

CRF can combine these experiments (specifically, meDIP-seq and MRE-seq) to com-

putationally predict DNA methylation values at a base-pair resolution.

Comparisons of DNA methylation assays have revealed considerations such as cost,
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Figure 1-13: RNA-sequencing technology measures gene expression. RNA-Sequencing
starts with RNA from a sample of interest, for which reverse transcriptase generates
the complementary DNA (cDNA). After shearing the cDNA into fragments, these
fragments can be sequenced into reads (top). Lastly, the reads are computationally
mapped back to the reference genome to produce a continuous signal across the
genome (bottom).46

coverage, resolution, concordance, and quantification.45 This suggests that the ideal

experimental assay depends on the cost considerations, planned downstream analyses,

and biological context. In this thesis, we will also explore concordance between DNA

methylation platforms.

1.3.5 Transcriptome sequencing

One important experimental technique to study gene regulation is RNA-seq, which

allows us to measure the expression of a gene by quantifying levels of mRNA. This

method does not perfectly capture all aspects of gene expression, as levels of mRNA

may not perfectly correlate with amount of resulting protein due to post-transcriptional

regulation. However, it does provide an informative genome-wide quantification of

gene activity.

Specifically, RNA-Seq is another technique that takes advantage of next-generation

sequencing technologies to profile the transcriptome.47 In the past, genomic tiling mi-
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croarrays were common to approximate the transcriptome, as they were high through-

put and relatively inexpensive, and could reach a high resolution with specialized

chips.48–50 However, drawbacks of genomic tiling microarrays include assumptions

about the genomic sequence, problems of cross-hybridization and complicated nor-

malization.47 As a result, RNA-Seq has quickly become the dominant method of

transcriptome profiling.

The RNA-seq protocol first converts a population of RNA into a library of com-

plementary DNA (cDNA) fragments. Since mRNA in eukaryotes typically end with

a long sequence of Adenosine nucleotides (also called a "poly-A tail"), a complemen-

tary sequence of many T’s can be used as a poly-T primer to bind to the poly-A tail.

(Alternatively, random hexamers can also be used as primers.) By adding reverse

transcriptase, the transcriptase can then use the primer to generate the rest of the

sequence complementary to the original mRNA, which is the cDNA.

Then, by cutting up the cDNA sequences into fragments and sequencing the re-

sulting cDNA sequencing, one can obtain reads, as described in Section 1.3.1. Again,

the alignment of these sequenced cDNA fragments to the genome results in a genome-

wide quantitative measure at the single-nucleotide level for the amount of transcript

present. Advantages of RNA-Seq over other transcriptomic methods include single-

base precision, no need for previous knowledge about the genomic sequence, low

background signal, less RNA sample required at the outset, a larger possible range of

expression, high reproducibility, and lower cost.47

1.3.6 DNA footprinting

DNA footprinting experiments provide information about the accessibility of DNA.

Specifically, one experimental technique that can be used to gain information about

nucleosome positioning is DNAse-Seq, which identifies DNase 1 hypersensitive sites.

The protocol uses the enzyme DNase I to selectively digest DNA that is not bound to

nucleosomes, whereas DNA regions tightly wrapped in nucleosome and higher-order

structures are more resistant to digestion. Due to the fact that many regulatory

regions operate through binding by transcription factors, these transcription factors
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would likely displace nucleosomes, necessitating an "open chromatin state." There-

fore, DNase-Seq can generally be utilized as an assay to identify potential regulatory

and functional regions.45

1.4 Summary of research contributions

My thesis work is to develop and apply computational methods to further our un-

derstanding of epigenomic regulatory mechanisms and variation. Specifically, I will

approach this problem with three main aims: 1) to identify gene family-specific epi-

genetic modifications and corresponding regulatory mechanisms; 2) to develop com-

putational algorithms that identify meaningful epigenetic variation genome-wide; and

3) to unveil new insights regarding the relationship between epigenetic changes, gene

regulation, and the resulting phenotype in varied biological scenarios.

1.4.1 An epigenomic mechanism for gene family regulation

As multicellular organisms develop from an initial single zygote into a complex system,

cellular differentiation turns less specialized cells into more specialized cells. For

example, pluripotent cells are unspecialized, and therefore, have the potential to

differentiate into any cell type in the organism. Differentiation changes a cellâĂŹs

size, shape, activity, and other physical characteristics, largely through the strict

regulation of gene activity. This can be especially effective through the coordinated

regulation of genes within the same gene family, such as olfactory receptor (OR)

genes.

Olfactory receptor neurons, the neurons responsible for our sense of cell, are one

type of specialized cell that has a strict âĂŹone neuron - one receptorâĂŹ rule:

specifically, each olfactory neuron expresses exactly one olfactory receptor (OR) gene,

while all the other OR genes are silenced. This means that each olfactory neuron has

the genetic capacity to detect any odor molecules, but the receptors are regulated so

every neuron actually detects exactly one smell. The chosen olfactory receptor gene

that is expressed in the neuron largely defines the functional essence of that neuron.
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The combined power of all the olfactory neurons is what enables the brain to detect a

wide variety of smells. In this project, we identified the regulatory role of epigenetic

modifications for the monogenic expression of olfactory receptor genes in mice.

Olfactory receptor gene regulation is especially crucial in mice, as their sense of

smell is even more discriminating than humans; mice have over 1300 olfactory receptor

genes (approximately 5% of their genes), while humans have only about 900 OR genes.

Furthermore, mice are biologically very similar to humans, so findings in mice can

often be generalized to insights in humans as well. Additionally, mice clearly provide

experimental advantages over humans due to limits on data collection for humans.

The lifespan of mice, as well as the increased experimental power provided by such a

model organism, made mice a clear choice of model organism for this study.

We found that in the mouse olfactory epithelium, OR genes are specifically and

sensitively correlated with the histone modifications H3K9me3 and H4K20me3; these

marks were much less present in our control tissue, liver. We also found that other

familes of chemoreceptors, such as vomeronasal receptors and formyl peptide receptors

were also marked with the same histone modifications, although to a lesser degree,

suggesting a similar mechanism for those gene families as well.

This epigenetic pattern revealed an epigenomic mechanistic explanation for the

monogenic and monoallelic regulation behind OR genes. Specifically, the cell-type and

developmentally dependent deposition of these marks along the OR clusters suggests

a repressive effect on the genes. Then, these marks are removed at a single OR allele

during OR choice, to allow for expression at a single OR gene and allele in each OR

neuron.

In contrast to the previous view of OR choice, our data suggest that OR silencing

occurs developmentally prior to OR expression, indicating that it is not the product

of an OR-elicited feedback signal. In essence, the repressive state is used as a con-

servative starting state for this strict regulatory mechanism. Overall, this suggests a

new role for chromatin-mediated silencing as the molecular foundation upon which

singular and stochastic selection can be applied.
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1.4.2 A genome-wide computational method for group-wise

chromatin state comparisons

These large-scale epigenomic and regulatory comparisons have been shown to pro-

vide fruitful insights about gene regulation and other biological processes.12,14,51 For

example, our work described in Chapter 2 was based on the differences of histone

mark patterns between liver tissue and olfactory epithelium, providing a specific

example of the power of identifying epigenomic differences. Of course, epigenomic

variation can be studied not only at the tissue-specific level, but also at the allelic,

individual, species, or case-control level, each of which can provide different biological

insights.13,15,16,19,19,52–55,55,56,56–60

As scientists further discovered the biological importance of epigenomic data, we

also began to recognize the computational challenges that it provides. Specifically,

epigenomic data includes many types of information, such as the presence of various

histone marks, DNA methylation, and chromatin accessibility. These many types of

data produce an exponential number of combinations that are necessary to consider,

as these marks are likely to complement each other in a complex regulatory logic

system.61–64 To tackle this issue, a number of computational segmentation methods

have been developed, utilizing various machine learning and statistical methods, such

as hidden markov models and Bayesian networks.23–25 By generating a "summary"

chromatin state from many histone marks, we can perform a type of dimensional-

ity reduction that retains the most important information, while also providing a

biological interpretation of the histone mark data.

While progress with epigenomic comparisons and and chromatin state segmen-

tations has been shown to be fruitful, the power of these two approaches have not

yet been combined. Specifically, the key question of how to systematically identify

chromatin state differences between groups of epigenomes has remained unanswered.

To address this question, we developed ChromDiff, a probabilistic and information

theoretic computational method to systematically identify chromatin state differences

on a genome-wide scale. To make rigorous comparisons between groups of samples, we
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also needed to address the fact that the increasing amount of available data is also, by

necessity, being generated in less controlled conditions. Therefore, our methodology

integrates correction for external covariates, such as sample type, sex of donor, and

production lab, to better isolate the most relevant and meaningful differences. It also

leverages both genic and regulatory regions to identify the most relevant features for

each comparison. We validated our method by showing that it outperformed existing

methods for group-wise epigenomic comparisons, while also proving its specificity

with a lack of findings in randomized simulations.

Our method is broadly applicable to study the role of epigenomic variation in

various phenotypes, including celltype, anatomy, development, donor sex, or disease.

We made it publicly available at http://compbio.mit.edu/ChromDiff and http:

//github.com/angieyen/ChromDiff so that future scientific studies may use it to

uncover further epigenomic insights.

1.4.3 Epigenomic insights from comparisons based on devel-

opment age, sex, and tissue type.

With the power of ChromDiff, we were able to study chromatin state changes with

the wealth of epigenomic data available from the Epigenomics Roadmap Project.

Specifically, we compared diverse groups of epigenomes, including groups based on

tissue type, sample state, sex of the sample, and developmental age of the donor.

By comparing annotations from the core chromatin state model from the integrative

analysis,11 we identified relevant genes and chromatin states for epigenomic groups,

such as ChrX genes for the comparison of female and male samples.

Furthermore, we were able to validate our results by using matched gene expres-

sion data, as well as pathways and gene sets. We found that many genes that epi-

genetically distinguished between the groups did have corresponding gene expression

changes, but that many more did not, suggesting that differential gene expression and

chromatin state comparisons are powerful complementary approaches. Additionally,

identification of enriched gene sets showed the biological relevance of the genes iden-
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tified by ChromDiff, with blood comparisons isolating gene sets related to leukemia,

a comparison of brain comparisons highlighted genes related to Alzheimer’s disease

and oligodendrocyte differentiation, while fetal samples were distinguished from adult

samples with gene sets relating to fetal differentiation and Alzheimer’s disease. Simi-

larly, comparisons based on linked regulatory regions show different enhancer activity

in blood cell subtypes, as well as a broad heterochromatic signature in female cells

due to X Chr inactivation.

Overall, our results highlight the important genes and epigenomic states that can

be identified using chromatin state comparisons of groups of epigenomes. In this way,

the study of statistically meaningful chromatin state patterns in groups of epigenomes

provides biological insights relating to celltype, gene regulation, and development.

1.4.4 Integrative analysis of DNA methylation data across

chromatin state, gene expression, platform, and cell-

types.

Epigenomics allows us to study the dynamic markings and states surrounding the

DNA which varies not only across individuals, but also across celltypes. For the Epige-

nomics Roadmap project, we employed computational and data science approaches

to detect meaningful patterns in a wide variety of epigenomic datasets across 127

cell types. As epigenomics includes the study of many chemical states surrounding

DNA, including DNA methylation, histone makes, and DNase footprinting, we also

integrated data across many experimental assays to identify relationships between

epigenomic marks.

With this approach, we uncovered a number of findings relating to DNA methy-

lation, especially focusing on how DNA methylation varies across the genome based

on chromatin state and celltype. For example, we identified the DNA methylation

state of chromatin states, showing that active promoter and bivalent states tend to

be hypomethylated, while transcriptional states tend to be hypermethylated, as is

consistent with existing literature.65 However, we also found that enhancers tended

44



to have variable DNA methylation states, and that DNA methylation in the same

chromatin state varied across cell types and proliferation status.

We quantified these patterns by comparing the DNA methylation of real chro-

matin state regions with that of randomized genomic regions across the genome that

were matched for size and number. Based on the resulting distributions, we iden-

tified chromatin states with distinctive DNA methylation values compared to the

genomic background, such as active promoter states and bivalent regions. On the

other hand, we also identified that chromatin states such as quiescent, weakly poly-

comb repressed, and weakly transcribed regions had DNA methylation patterns most

similar to random genomic regions.

Importantly, we also quantified the correlation and differences between multiple

experimental technologies used to gather DNA methylation measurements. Specifi-

cally, we identified high consistency between methylation values given with bisulfite-

sequencing based experiments, while a computational inference technique using enrichment-

based assays resulted in weaker correlation and directional biases. As a result, we

also generated platform-specific DNA methylation distributions for chromatin states,

showing that platforms affected results in both variance and median value.

Lastly, we demonstrated our ability to order and cluster samples based on epige-

nomic similarity, both by looking at DNA methylation state in various enhancer

modules, and calculating pair-wise similarity between epigenomes based on various

histone marks. In sum, we presented biological hypotheses and patterns from our

data-driven integrative analysis of multiple large-scale experimental datasets.

1.4.5 Identification of unknown covariates in epigenomic sam-

ples with mutual information analysis against true co-

variates.

With the pressing need for large-scale genomic data, many collaborative efforts have

resulted in public resource datasets that researchers around the world can use to

supplement or drive their own research studies. However, these datasets also present
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new issues, due to their generation in less consistent and controlled experimental

circumstances. For this reason, covariate correction such as the logistic regression

integrated into our ChromDiff method is crucial to meaningful and fruitful analyses.

However, metadata describing the experimental and sample characteristics may be

inconsistent, poorly documented, or unavailable, especially when combining multiple

datasets. Here, we utilize principal component analysis to potentially identify the

most important unknown covariates, inspired by the use of PCA in genetic studies to

identify and correct for signal due to the population or ethnicity.66 Then, we use our

true known metadata to identify the relationship between the "unknown" principal

component covariates and the known metadata covariates, using Component Selection

Using Mutual Information.

We find that the top principal components map closely to covariates relating to

sample group, cell type, and anatomy, confirming our previous results that cluster-

ing samples based on epigenomic signal primarily drives groups based on celltype.

We additionally find that less highly-ranked covariates often share large amounts of

mutual information with covariates based on processing lab, composition of sample,

and developmental age of donor. Overall, we can conclude that these covariates play

an important role in driving the signal of these epigenomic datasets, and to a large

extent, using dimensionality reduction methods such as PCA can produce covariates

that do a reasonable job as a "stand-in" covariates for known metadata. However, we

also find that top principal components explain only a small proportin of the overall

variance in the data. This may mean that much of the signal of interest will remain

after correcting for the top principal components, but it may also indicate that, de-

pending on the property determining the epigenomic groups, it may be better not

to correct for principal components, especially when there is a risk of removing the

signal of interest.
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Chapter 2

An epigenomic mechanism for

regulation of the olfactory receptor

gene family

In olfactory neurons, there is a strict rule that each neuron must express exactly one

allele of one of the 1300 olfactory receptor genes. However, the mechanism behind this

monogenic expression is not yet fully understood. In this chapter, I will use olfactory

receptor genes as an example gene family to identify epigenomic mechanisms for gene

family-specific regulation.

Specifically, in the olfactory epithelium of mice, olfactory receptor genes are

marked in a highly dynamic fashion with the molecular landmarks of constitutive

heterochromatin. The cell-type-dependent deposition of H3K9Me3 and H4K20Me3

along the clusters of OR genes is differentiation-dependent, and these marks are most

likely reversed during the process of OR choice for monogenic and monoallelic expres-

sion. In contrast to the previous view of olfactory receptor choice, which suggested

that the silencing of the OR genes results from a feedback signal initiated by OR gene

expression, our data suggests that OR silencing takes place before OR expression.

This implies a new molecular role of chromatin-mediated silencing as the foundation

upon which singular and stochastic selection can be applied, shown here in OR genes,

but generally applicable.
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2.1 Introduction

2.1.1 Problem Statement

In this chapter, we will analyze epigenomic data to reveal an epigenomic mechanism

to explain regulation of a gene family. Specifically, olfactory receptor (OR) genes are

the genes that code for the receptors that detect smells. OR gene regulation is a

topic of general interest, as OR genes are regulated in an unusual way: specifically,

in each olfactory neuron, exactly one OR gene is expressed, while all the other OR

geners must be silenced. This means that while each neuron has the genetic capacity

to detect any smell, the receptor genes are regulated so every neuron actually detects

exactly one smell. The combined power of all the neurons enable detection of a variety

of smells.

The sense of smell is especially important to mice, as they are scavengers by

nature, and they must take advantage of their powerful sense of smell to find food.

Furthermore, mice are a well-studied model organism for humans, with many genetic

similarities that allow findings in mice to often be applied to humans. Of course, with

more experimental options for mouse than for human, it made mice an obvious choice

for our study.

This project was a partnership with Prof. Stavros Lomvardas’s group of UCSF’s

Neuroscience Department, and we worked together to discover and understand what

the mechanism is behind monoallelic and monogenic olfactory receptor genee regula-

tion in mice.

2.1.2 Background and previous work

2.1.2.1 Olfaction

Olfactory perception, or the sense of smell, takes place through the detection of

volatile chemicals in the olfactory epithelium; the detection of these chemicals is

then transmitted to the brain, which processes the information. In contrast to other
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sensory systems, olfaction requires a large family of 1000 OR genes olfactory receptor

(OR) genes, and these genes undergo a strict "one neuron-one receptor" rule.

That is, olfactory sensory neuron (OSN) are responsible for the detection of odors

through olfactory receptors, and in each OSN, exactly one allele of one OR gene is

expressed.67,68 This means that each olfactory neuron can detect exactly one kind of

odor, dependent o n which of the ~1000 olfactory receptors is expressed. Once OSNs

detect the chemicals, they transmit signals through their axons to the olfactory bulb,

the region of the brain involved in olfaction. The axons of olfactory neurons that

express the same receptor meet up in the same glomerulus, a spherical structure

in the olfactory bulb;69–71 this is possible because the ORs play a role both in odor

detection, as well as guiding the axons to the proper glomeruli, effectively determining

the OSN’s identity in this way.72–75 As ORs are important in both the wiring and

physiology of olfaction, their proper expression is especially crucial.

The monoallelic and monogenic expression of OR genes is a difficult task: exactly

one allele must be expressed at high levels, while the other ~1000 genes must be kept

silent. The repression of the non-chosen OR genes must be extremely effective, since

even a low level of transcription would result in thousands of inappropriately expressed

OR molecules, due to the high number of OR genes; each individual receptor type

would have low representation, the total OR activity of non-chosen alleles could be

comparable to the activity of the chosen allele, possibly resulting in sensory confusion.

2.1.2.2 Previous work on olfactory regulation

In the mouse, about 1400 olfactory receptors are expressed in total in the main olfac-

tory epithelium (MOE); they appear to be organized in a spatial and temporal fashion

determined by positional clues.70,76,77 Within each zone of expression, however, there

are still several hundred alleles that could be expressed; only one of these alleles is

actually transcribed in a seemingly stochastic fashion.78 Previous experiments have

implied that the production of OR protein elicits a feedback signal that prevents

the expression of any other OR alleles, while stabilizing the expression of the cho-

sen OR.79–81 Additionally, the OR coding sequence seems to play an important role
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in the OR regulation, as there has been evidence to show that the coding sequence

represses heterologous promoters.82 Furthermore, both enhancers and promoters con-

tain regulatory information.80,83 In the past, the Lomvardas lab had shown that a

specific enhancer, the H enhancer, interacts with active OR alleles, suggesting that

this enhancer might be instructive for OR expression.84 However, genetic ablation of

the H enhancer only disrupted the expression of three proximal ORs, which makes it

unlikely that it is singularly responsible for orchestrating OR choice.85,86 Therefore,

the overall molecular mechanisms responsible for monoallelic and monogenic gene

regulation are still unknown.

2.1.2.3 Chromatin-mediated silencing

Chromatin-mediated silencing is an effective form of transcriptional repression, and

transcriptionally inactive chromatin is known as heterochromatin. Facultative het-

erochromatin is chromatin of silenced genes, and it is generally represented by hy-

poacetylation and di-methyl or tri-methyl groups on lysine 27 and/or dimethyl groups

on lysine 9 of histone H3.87 Since facultative heterochromatin often silences genes in

some environments and not in others, it is dynamic and appears to be developmen-

tally regulated.88,89 On the other hand, constitutive heterochromatin is usually found

in structural regions, such as pericentromeric and telomeric repeats, and it remains

tightly packed during the cell cycle and stable during differentiation.90,91

2.1.3 Approach

In our project, we tested the hypothesis that chromatin-mediated silencing pre-

vents the expression of OR genes in the sensory neurons. The Lomvardas lab gen-

erated Chromatin ImmunoPrecipitation on chip (ChIP-chip) data, which provides

genomewide data for presence of epigenetic modifications, as described in Section

1.3.3. I then leveraged computational methods to analyze this ChIP-chip data for

quality control, normalization, identification of regions with histone marks, and sta-

tistical quantification of significance. Finally, the Lomvardas lab performed additional
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experiments to explain and validate our findings.

2.2 Computational methods

To analyze this genome-wide dataset, we utilized computational approaches. First, we

processed, normalized, and conducted quality tests on the data. Then, we identified

enrichments, patterns, and clusterings through a variety of methods such as sliding

windows, k-means clustering, and Hidden Markov Models.

2.2.1 Data processing, normalization, and quality control

2.2.1.1 Quality control

Since ChIP-chip is an experimental method, the possibility of experimental biases

or mistakes is always a potential cause for error. Therefore, I generated graphs to

assess the quality of each set of data in a number of ways, through a standard set of

techniques.92 ChIP-chip data provides both an amount for ImmunoPrecipitation (IP)

- which is the type of DNA the protocol specifically pulled down - and "input" - which

is our control; this allows us to compare the distributions of the two sample types

and identify enrichments in the immunopreciptated data compared to the control.

Ideally, the distribution of the data is easiest to model if it closely matches a

normal distribution, so we visualized the distributions for the IP and the control, to

study how normal the distributions appeared. To better quantify how close to normal

the distributions are, I used quantile-quantile plots (also known as Q-Q plots), which

compares the actual distribution with a normal distribution based on the quantiles

of the data.

Additionally, we also used a Mean-Average (MA) plot to identify any potential

dependencies between the ratio of IP/input (on the y-axis) and the average of IP and

input signal (on the x-axis). This visualization targets the potential problem where

ratios of IP/input tend to increase with increasingly strong average signals. Therefore,

if this dependency does not exist, the cloud of points would be along a horizontal line,
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since the average ratio does not change with the average signal. Finally, I calculated

the standard deviation for various signal intensities, again checking for major skews.

2.2.1.2 Dataset normalization

Since ChIP-chip data is an experimental method, noise will inevitably be present in

the data; this requires normalization within one set of data, as well as across multi-

ple sets of data, as they are being compared to one another. We utilized a number

of different number of normalization techniques to determine which best corrected

for our particular experimental noise and biases. I used pre-existing normalization

methods such as quantile normalization, which is a conservative normalization that

fits the experimental data to a standard distribution, variance stabilization and nor-

malization,93 which normalizes for the varying intensities of microarrays, and global

normalization,94 which uses the median and standard deviation of log intensity ratios

to correct the data for comparison across datasets.

Additionally, I developed a tailored form of normalization to suit our use of repli-

cates and data states, which I call "weighted global normalization;" this method was

similar to the standard global normalization, except that it weighted the data for

each of the states (H3K9me3 in OE, for example) equally, in spite of how many repli-

cates there are for a given state. Specifically, each sample of data is subtracted by its

median and divided by its mean absolute deviation (MAD), as in usual global nor-

malization. This gives us the 𝑙𝑖, the globally-normalized 𝑙𝑜𝑔(𝐼𝑃/𝑖𝑛𝑝𝑢𝑡) ratio, where

𝐼𝑃𝑖 is the original immunopreciptation signal and 𝑖𝑛𝑝𝑢𝑡𝑖 is the original input signal,

while 𝑚𝑖 and 𝑑𝑖 are the median and mean absolute deviation, respectively, for dataset

i.

𝑙𝑖 = (log(
𝐼𝑃𝑖

𝑖𝑛𝑝𝑢𝑡𝑖
) −𝑚𝑖)(

1

𝑑𝑖
)

Then, we calculate the average median and average MAD within each state. That

is, let 𝑚𝑠 and 𝑑𝑠 represent the average mean and MAD for a single state, where 𝑛𝑠 is

the number of replicates for state 𝑠. Then, in the formula, one sums over all i’s for
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𝑖 ∈ 𝑆 where 𝑆 is the set of indices of the datasets in the state 𝑠.

𝑚𝑠 =

∑︀
𝑖 𝑚𝑖

𝑛𝑠

𝑑𝑠 =

∑︀
𝑖 𝑑𝑖
𝑛𝑠

Next, these values are averaged across all four states to obtain the weighted global

median 𝑚𝑔 and the weighted global MAD 𝑑𝑔. Since we expect the replicates within

each state to have a similar distribution, this allows each state to contribute the same

weight to the global distribution, regardless of the number of replicates in each state.

Therefore, 𝑚𝑔 and 𝑑𝑔 are calculated as follows, given that 𝑛𝑔 is the total number of

states:

𝑚𝑔 =

∑︀
𝑠 𝑚𝑠

𝑛𝑔

𝑑𝑔 =

∑︀
𝑠 𝑑𝑠
𝑛𝑔

Then, analogous to global normalization, these "weighted global" statistics are

used to scale all the dataset values back through multiplication of the data by the

weighted global MAD and addition of the weighted global median. Therefore, 𝑋𝑖,

the post-normalized log ratio for dataset i is calculated as follows.

𝑋𝑖 = (𝑙𝑖)(𝑑𝑔) + 𝑚𝑔

2.2.2 Detection of heterochomatic domains

We chose to detect heterochromatin domains through two general approaches: sliding

window and hidden markov models (HMMs).

2.2.2.1 Sliding window approach

Since ChIP-chip data gives us an analog signal rather than a digital one, the data

must be interpreted into regions that have the presence of the histone modification

and regions that do not. Many techniques can be used to turn the probe data into
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Figure 2-1: This figure demonstrates the sliding window algorithm with an example
window of size 4.

finite binary peaks of enrichment. One powerful method for this is the sliding window

approach,95 which slides a window of fixed size across the genome, averaging over the

probes present in that window. If the resulting average in that window meets the

enrichment threshold, that window is considered a peak, as shown in Fig. 2-1.

Variations on this general approach have also been developed for specific exper-

imental data. For example, the Model-based analysis of 2-color arrays96 (MA2C)

specifically corrected for sequence-specific biases based on GC probe content, as there

are experimental biases for regions rich in Guanine and Cytosine nucleotides. Another

consideration was the recent identification of large regions of chromatin K9 modifica-

tions, or LOCKs,97 as this suggested that we might find large regions of modifications,

or heterochromatin domains, as OR genes are often already clustered together in the

genome.

Therefore, while much research focuses on finding narrow peaks via peak-calling,

we also specifically searched for broad, large regions of enrichment, or what we call

blocks. This was accomplished by using both the MA2C96 and LOCKsWen:2009aa

protocol with adjustments to the parameters for our data and goals.

In the LOCKs methods, averaging was performed across 500 basepair windows,

while the minimum block size was 10,000 basepairs. In the MA2C pipeline, we used

2 sets of parameters: one to find smaller "peaks," and the other to find broader
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Figure 2-2: Hidden Markov Models are composed of hidden states (circles X1, X2,
X3), observed emissions (squares y1, y2, y3, y4), transition probabilities (a arrows),
and emission probabilities (b arrows).7

"blocks." For the peaks, we used a window to be 500 bp, with a FDR <5%, while the

"blocks" were found by using a window of 10,000 basepairs, with a requirement of

at least 20 probes in a window, with no more than 1,000 basepairs between adjacent

probes.

2.2.2.2 Hidden Markov Model approach

I also used Hidden Markov Models (HMMs) to detect domains of histone modifica-

tions.98 A HMM is a statistical model that is made up of 4 parts: 1) hidden states,

2) observed emissions, 3) probabilities of transition between hidden states and 4)

probabilities of observed emissions for each hidden state, as shown in Fig. 2-2. First,

in the parameter learning steps, HMM can learn the transition and emission proba-

bilities based on some observed emissions. Then, given those probabilities, the HMM

can learn the most probable hidden states underlying observed emissions. These

estimated hidden states can then be used to interpret the observed emissions.

In this biological context, the observed emission is the intensity of the ChIP-chip
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signal, and we learn either two or three states. These states can roughly be inter-

preted as enriched and repressed states (for the two-state HMM), or enriched, neutral,

or repressed (for the three-state HMM). To train the HMM, we used unsupervised

learning with random initializations to train the model on our data, and then we

found the assignment of states that maximizes the probability of it being produced

by the model.

As a result, the HMM produced "state calls" across the genome, effectively la-

beling every genomic region as enriched, repressed, or neutral based on the histone

modification signal. These regions called as enriched could then be used analogously

to the enriched peaks and blocks found by the sliding window approach.

2.2.3 Clustering and ranking of genes

2.2.3.1 Gene body representation

To represent each OR gene, we based our approach on a previous method used to iden-

tify histone modifications at human enhancers.99 Specifically, for each gene and mod-

ification, I centered a 2,000 bp window at the translation start site. Each 2kb window

consisted of 20 buckets of 100 basepairs each, where every probeâĂŹs 𝑙𝑜𝑔(𝐼𝑃/𝑖𝑛𝑝𝑢𝑡)

ratio was added to the appropriate bucket, and all values in a bucket were averaged,

including data from replicate experiments. Since there were many modifications,

the values for each modification - H4K20me3 in OE tissue, H3K9me3 in OE tissue,

H3K9me3 in liver tissue, and H4K20me3 in liver tissue - were concatenated.

2.2.3.2 Clustering

Once we had generated the representation for each gene, we wanted to group these

genes based on signal similarity across buckets and sample types. To do this, we used

a standard k-means clustering algorithm.100 As shown in Fig. 2-3, k-means clustering

begins by randomly initializing 𝑘 means to 𝑘 datapoints, where 𝑘 is chosen by the

user as the number of resulting clusters desired. Then, each datapoint is assigned to

the nearest mean, and based on the assignments, the overall mean for that cluster is
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Figure 2-3: In this example of k-means clustering, the first step is to randomly ini-
tialize 3 means. (In this example, k=3.) Then, each point is assigned to the nearest
of the 3 means, dividing the area into 3 sections. Next, the means are re-calculated
based on all the points in each section. Then, these steps of point assignment and
mean re-calculation are iteratively repeated until the algorithm converges.101

re-calculated. These steps of assignment and re-calculation are repeated iteratively

until the algorithm converges. Specfically, the algorithm has converged when the

repeating the steps of assignment and re-calculation result do not change the cluster

means or assignments.

In this project, K-means clustering allowed us to identify potential patterns in

signal across the four states. Cluster 3.0100 was used to group the genes into four

clusters. By tracking which genes were OR genes, we were able to calculate how

many OR genes and non-OR genes were in each cluster to identify which clusters

captured a signal specific to OR genes. Additionally, the resulting clusters also re-

vealed whether different subclasses of OR genes corresponded with different patterns

in histone enrichment signal.

2.2.3.3 Ranking

Lastly, we also ranked the genes by average enrichment for the histone modifications in

olfactory epithelial (OE) tissue, to identify which genes were mostly strongly enriched

for these heterochromatic marks. To do this, we used the 20 buckets for the gene

representation, as described in Section 2.2.3.1, for each OE state (H3K9me3 in OE

and H4K20me3 in OE). By averaging across all 40 buckets, and then ranking the

genes from highest average value to lowest average value, we generated a sorted list

of genes based on histone mark enrichment in olfactory epithelial tissue.
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2.3 Results

Our data show that, in the olfactory epithelial tissue, an unusual form of heterochro-

matic silencing is present at olfactory receptor (OR) genes. Our ChIP-on-chip exper-

iments show a very strong signal for H3K9me3 and H4K20me3 both specifically and

sensitively at OR genes in olfactory epithelial tissue. The cell-type and differentiation-

dependent presence of these trimethyl histone modifications at clusters of OR genes

results in compacted and inaccessible heterochromatic macrodomains.

Surprisingly, these heterochromatic marks are found developmentally before OR

transcription, implying that it is not the product of a feedback signal from OR ex-

pression. At an active OR allele, we find a significant reduction for the H3K9me3

and H4K20me3 modifications, with a strong signal instead for the H3K4me3 histone

modification, often associated with active gene expression.

Lastly, I found that insertion of a reporter transgene within a heterochromatic

macrodomain results in OR-like expression of this transgene instead of ubiquitous

expression, as the transgene is silenced in most of the olfactory neurons. With this

evidence, we believe that stochastic escape from heterochromatic silencing might be

the basis of monogenic and monoallelic OR gene expression.

2.3.1 Quality controls

The quality control plots confirmed to us that most of our datasets were of good

quality. In Fig. 2-4, we show example plots for dataset 39280702, which includes

ImmunoPrecipitated DNA for the H3K9me3 histone modification in mouse olfactory

epithelial (MOE) tissue, as well as control Input DNA from the same sample.

In the top row, we find that the IP and Input samples produce distributions fairly

close to normal distributions, which is confirmed by the middle row of plots, which

show how closely the distributions match a perfect normal distribution, represented

by the red lines. In the bottom row, we find that there is not too much of a bias based

on signal intensity; when signal intensity increases, this does not significantly change
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Figure 2-4: Quality check plots reveal data relatively normal data devoid of bias. To
check for data quality, we plotted the distribution of the data (top row) and compared
the distributions to normal distributions (second row). In the bottom left plot, we
checked for biases in the log(IP/input) ratio based on the average signal of IP and
input. The bottom right plot compares standard deviation of the data based on rank
of signal intensities, to check for variance that is dependent on signal intensity.

the log(IP/input) ratio (bottom left) or the variance (bottom right) of the data. On

the other hand, if there were no signal intensity bias, the data would produce a

perfectly horizontal regression line, while a strong bias would result in very sloped

lines.

2.3.2 Whole-genome analysis of H3K9me3 and H4K20me3 in

olfactory epithelial tissue

Using the gene representation described in the methods section, I was able to observe

the presence of histone marks at genes all across the genome. Using heatmaps, we

represented histone enrichment with red and histone absence with gree, organizing
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genes by chromosomal positions. Specifically, in Fig. 2-5, we present the histone

mark signal for all genes in chromosomes 2, 7, and 9, in chromosomal order. The

rows that correspond to OR genes are annotated in blue, while other chemoreceptor

genes are annotated in orange. The left two columns show our tissue type of interest,

mouse olfactory epithelial (MOE) tissue, while the two columns on the right show our

control tissue, liver. These tissue types were chosen because olfactory receptor gene

regulation is known to be strict in the relevant tissue, olfactory epithelium, but not

in other tissues, including liver. These heatmaps are an effective way to qualitatively

study the correlation between the heterochromatic marks and OR genes, as most OR

genes lie in OR clusters on chromsomes 2, 7, and 9.

It is immediately obvious that the histone modification enrichment is specifically

and sensitively correlated with OR genes in MOE tissue, as can be especially seen in

the OR clusters in Fig. 2-5. Most genes, independently of their transcription status,

appear to be devoid of both modifications in both tissues. However, in the the mouse,

there is significant enrichment (red) for both H3K9me3 and H4K20me3 on OR genes

(annotated in blue). Additionally, it should be noted that the presence of these marks

is present in a tissue-specific manner; that is, the correlation is very strong in OE

tissue (left columns) and much less strong in our control liver tissue (right columns).

Additionally, there is also some enrichment for H3K9me3 and H4K20me3 at non-

OR chemoreceptor genes, although it is not strong as the enrichment at OR genes.

Specifically, clusters of Vomeronasal Receptor (VR) and Formyl-Peptide Receptor

(FPR) genes shown in Figure 3-4 reveal presence of heterochromatic markers similar

to that of OR genes, but at a slightly lower level. Vomeronasal receptors have no-

tably similar function to olfactory receptor genes, as VR genes encode receptors that

detect pheromones. Note that both ORs and VRs are hypomethylated in the liver in

agreement with published observations that report the complete absence or the low

abundance of these marks on OR genes in numerous cell types.102–104
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Figure 3-3: Positional heatmap of chromosome 7, as described above for chromosome
2.

Figure 3-4: Positional heatmap of chromosome 9, as described above for chromosome
2.

56

Figure 3-3: Positional heatmap of chromosome 7, as described above for chromosome
2.

Figure 3-4: Positional heatmap of chromosome 9, as described above for chromosome
2.
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Figure 3-2: Genome-wide mapping of H3K9me3 and H4K20me3 reveal a tissue-
dependent heterochromatinization of the ORs in the MOE. ChIP-on-chip experiments
with antibodies against H3K9me3 and H4K20me3 using native chromatin prepara-
tions from the MOE and liver. The log2 ratio of IP/input was calculated and used
for the construction of the heatmaps presented here. Positional heatmaps of chromo-
somes 2 is shown here. Each row represents one gene in 100 bp windows from -1kb
to +1kb of the TSS. Four states are shown as adjacent columns: OE-H4K20me3,
OE-H3K9me3, liver-H4K20me3, and liver-H3K9me3. OR genes are indicated in blue,
while other chemoreceptor genes are indicated in orange.

55

Chr2 
 
 
 
 
 
 
 

Chr7 
 
 
 
 
 
 
 

Chr9 

H4K20me3    H3K9me3   H4K20me3   H3K9me3 

Olfactory Epithelium            Liver 

Figure 2-5: Genome-wide mapping of H3K9me3 and H4K20me3 reveal a tissue-
dependent heterochromatinization of the ORs in the mouse olfactory epithelium
(MOE). Histone modification signal for each mouse gene of chromsomes 2, 7, and
9, are shown for both olfactory epithelial tissue (left) and liver tissue (right). Each
row visualizes -1kb to +1kb of the TSS of a gene, with average 𝑙𝑜𝑔2(𝐼𝑃/𝑖𝑛𝑝𝑢𝑡) for
100 bp windows displayed; genes are vertically ordered based on their chromsomal
position. OR genes are indicated on the left in blue, while other chemoreceptor genes
are indicated in orange.
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Figure 2-6: Unsupervised 4-means clustering of all chromosome 2 genes reveals a
cluster of genes with low levels of H3K9me3 and H4K20me3 in general (cluster 1),
a cluster with moderate levels of H3K9me3 in OE tissue (cluster 0), and clusters
with enrichment for H3K9me3 and H4K29me3 in OE but hypomethylation in liver
(clusters 2 and 3).

2.3.3 Heterochromatic signature for chemoreceptors

Using clustering methods as described in Section 2.2.3.1, we performed an unsuper-

vised 4-means clustering on the genes in chromosome 2 to identify potential epigenetic

signatures of OR genes. The results of the signals in the 4 clusters are shown below

in Fig. 2-6. The clusters roughly correspond to tiers of strength of enrichment for

the histone marks. Specifically, cluster 1 has low levels of the histone mark across

all samples, while cluster 0 has some enrichment for H3K9me3 in olfactory epithe-

lial (OE) tissue. Cluster 3 shows some enrichment in olfactory epithelium for both

H3K9me3 and H4K20me3, while cluster 2 shows the strongest enrichment for both

marks in OE tissue.
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Table 2.1: OR genes significantly cluster together based on the histone mark profile.
Specifically, clusters 0 and 1 are significantly depleted for olfactory receptor genes (and
enriched for non-olfactory receptor genes), while clusters 2 and 3 are significantly
enriched for olfactory receptor genes. P-values are calculated with the two-sided
binomial test, providing statistical evidence for distinct epigenetic profiles for olfactory
receptor genes.

By tracking which genes were olfactory receptor genes, I was able to identify that

OR genes were strongly clustered together, as shown in Table 2.1. Almost all the OR

genes are present in the 2 clusters that correlate with greater histone mark signal;

furthermore, the cluster with the strongest signal is nearly solely composed of OR

genes. Using a two-sided binomial test, we identified that clusters 0 and 1 (with low

histone mark signal) are significantly depleted for OR genes, while clusters 2 and 3

(with stronger histone mark signal in OE) are significantly enriched for OR genes.

All these findings show that the H3K9me3 and H4K20me3 modifications are strongly

associated with OR genes in OE tissue. The consistent epigenetic pattern of OR genes

indicates that these histone modifications are likely involved in OR gene regulation.

By studying the histone mark patterns in Fig. 2-5 and gene clustering in Fig.

2-6, we qualitatively confirmed that the "pattern" for OR genes was simply a strong

presence for the heterochromatic marks. To directly quantify the relationship between

the histone mark signal and the olfactory receptor genes, I ranked all genes in mouse

based on the average signal intensity of H3K9me3 and H4K20me3 in OE tissue. This

revealed a strong correlation between genes enriched for the histone modifications and

OR genes, as shown in 2-7. (We randomly sampled 1/15 genes for the representation

of all genes, due to visualization limitations.)

When ranking all genes on the left of Fig. 2-7, OR genes (shown in blue) are

clustered at the top, showing that they are the genes most enriched for H3K9me3

and H4K20me3 in the MOE. In a zoomed-in view of the top 1,000 genes in Fig. 2-7
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Figure 1. Genome-wide Mapping of H3K9me3 and H4K20me3 Reveals a Tissue-Dependent Heterochromatinization of the ORs in the MOE
ChIP-on-chip experiments with antibodies against H3K9me3 and H4K20me3 using native chromatin preparations from the MOE and liver. The log2 ratio of

IP/input was calculated and used for the construction of the heatmaps presented here.

556 Cell 145, 555–570, May 13, 2011 ª2011 Elsevier Inc.

Figure 2-7: Olfactory receptor genes have strongest H3K9me3 and H4K20me3 signal.
Genes most strongly enriched for H3K9me3 and H4K20me3 in OE tissue are mostly
olfactory receptor genes (blue), with some chemoreceptor genes (orange), as is visu-
alized by the ranking of all genes (left), and the zoomed-in ranking of the top 1,000
genes (right).

on the right, OR genes constitute the majority of genes with significant enrichment

for both trimethyl-marks. Using the Mann-Whitney-Wilcoxon rank-sum test, we

determined there was significantly more histone mark signal for OR genes compared

to non-OR genes (𝑝 < 10−7).

Many of the non-OR genes that are strongly enriched for H3K9me3 and H4K20me3

are other types of chemoreceptors (shown in orange), namely VRs and Formyl-Peptide

receptors (FPRs), which matches our previous identification of chemoreceptor clusters

in Fig. 2-5. These VR and FPR genes are generally clustered in extremely AT-rich

isochores and likely follow the same regulatory logic as ORs, which explains their

similar, but lower-level, heterochromatinization.105–107

2.3.4 Heterochromatic macrodomains cover OR clusters

To identify regions across the genome with a strong signal for the histone modifi-

cations H3K9me3 and H4K20me3, I utilized both the sliding window and hidden

markov model approaches, but the sliding window approach better suited our data
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and biological aims.

2.3.4.1 Hidden Markov Models

As described in Section 2.2.2.2, I analyzed the data with Hidden Markov Mod-

els (HMMs) to identify heterochromatic domains associated with olfactory receptor

genes. However, with unsupervised HMMs, the maximum posterior probability as-

signments resulted in each state covering similar proportions of the genome assigned

(50% for 2-state HMMS or 33% for 3-state HMMs). Since our goal was to identify

strongly-marked domains, this result was problematic. The identified domains very

sensitively included olfactory receptor genes and other regions of enrichment, but un-

fortunately, suffered in specificity. Due to the high proportion of the genome called

in each state, the states did not correspond well with biological significance.

To tailor the HMM to our purposes, I then adjusted the initialization parameters

to make the enriched state have a lower probability, with the hopes of increasing

specificity. However, this caused the unsupervised learning step to struggle with a

lack of data for the enriched state. Therefore, since both sliding window techniques,

discussed below revealed more biologically meaningful domains, we used the sliding

window domains for the analysis.

2.3.4.2 Sliding window method comparisons

First, we compared the results obtained from targeting narrow "peaks" and broad

"blocks", using the MA2C algorithm,96 as described in Section 2.2.2.1. We found

that in the MOE, the "peaks" for the two histone modifications were strongly clus-

tered together in broadly enriched genomic regions throughout the OR clusters in an

almost continuous arrangement. Therefore, we modified the parameters to find broad

"blocks" of enrichment, as described in the methods.

Using both the MA2C96 and LOCKs97 protocol, we were able to identify large

domains of histone modifications, which we visualized with the Integrative Genome

Browser.108 Our results clearly showed that both methods found very similar domains

of histone modification, as evidenced by Fig. 2-8. This comparison further supports
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Figure 2-8: Comparison of blocks identified with the LOCKS protocol (top blue row)
and the MA2C protocol (lower blue row) reveals similar macrodomains.

our findings, as it suggests that the biological signal from the data is robust and

reproducible across different methodologies.

2.3.4.3 Heterochromatic macrodomains in olfactory epithelial tissue

From our identified blocks, we confirmed that H3K9me3 and H4K20me3 form hete-

rochromatic macrodomains. These regions cover megabases of clustered OR genes in

the MOE, as shown by the example cluster on chromosme 2 in Fig. 2-9. Specfically,

we found that 95% of ORs fall in H4K20me3 blocks (1376 out of 1441 OR genes) and

77% of ORs fall in H3K9me3 blocks (1109 out of 1441 OR genes), corresponding to

a strong statistical enrichment (𝑝 < 10−7).

2.3.4.4 Little to no epigenetic domains in liver tissue

We also analyzed our control tissue, liver, in the same way. As expected, the low

signal for H3K9me3 and H4K20me3 in liver resulted in very few peaks or blocks

identified, and the identified regions rarely overlapped with OR genes, as shown in

Fig. 2-9. In fact, the few peaks or blocks that were found were also not close together,

and ChIP-qPCR confirmed that the actual histone mark presence at these locations

was, in fact, very low, as shown in Fig. 2-10. It is unsurprising that there were a
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Figure 2-9: Part of a cluster of OR genes overlaps peaks and blocks of H3K9me3
and H4K20me3 in OE. Here, we show part of the biggest OR cluster located on
chromosome 2, which contains 240 genes and spans a 5 MB region. The thin blue
(H3K9me3) or red (H4K20me3) bars represent significant narrow peaks (FDR ≤ 5%)
identified in the MOE, while the thick blue or red bars represent the broad blocks
identified. In the liver, there are only a few sporadic H3K9me3 peaks and blocks
(purple).
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Figure 2-10: H3K9me3 and H4K20me3 is highly present at OR genes in the OR
cluster in MOE (but not liver), but not beyond the OR cluster, based on ChIP-
qPCR. The Ptprj gene (marked by red rectangle in Fig. 2-9) stands at the border of
the OR cluster, which coincides with the border of the heterochromatic block. The
most proximal intron (to the OR cluster) is enriched for both marks, while its most
distal intron, located 43 kb downstream, is free of these modifications. Zfp560 serves
as positive control.

few spurious peaks or blocks found, since these sliding window algorithms somewhat

base their enrichment threshold relative to the signal in the entire dataset; therefore,

if there was a low signal all across the genome in liver, then peaks and blocks would

be called for regions that showed stronger enrichment than the rest of the genome

in liver, but that still corresponded to low enrichment when compared to the strong

enrichment at OR genes in OE tissue.

We further validated our ChIP-chip results by quantitative PCR (qPCR) for mul-

tiple OR gene clusters in both tissues. Whereas ChIP-chip can give a noisy signal

across the entire genome, ChIP-qPCR can give a more precise signal for a very spe-

cific location. qPCR results for representative genes that were boxed in Fig. 2-9 are

shown in Fig. 2-10.

2.3.4.5 Heterochromatic boundaries align with OR clusters and active

non-OR genes

We also noted that the borders of the heterochromatic marks strongly coincided with

the borders of OR loci, as shown in Figures 2-9 and 2-11. The reported binding
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Figure 2-11: Part of a silenced OR cluster on chromosome 11 is interrupted by a
small group of transcriptionally active non-OR genes. Genes that are marked by a
green rectangle are transcriptionally active in the MOE, and genes marked by red
rectangles do not have detectable transcripts. A zoomed-in picture of the cluster
(bottom) shows that genes Btnl9 and Flt4, which are transcriptionally inactive, are
partially methylated. Two sets of primers were used in ChIP-qPCR for each of these
genes: one at the beginning (most proximal to the neighboring OR gene) and one at
the end of the gene (most distal from the neighboring OR).

of CTCF outside of OR clusters109 or other insulating elements,110 may play a role

in the borders of OR heterochromatin aligning with OR clusters. Additionally, the

data shows that the presence of transcriptionally active non-OR genes in an OR

cluster interrupts the heterochromatin blocks, until the next OR gene reconstitutes

the heterochromatin (Figure 2-11). On the other hand, transcriptionally inactive non-

OR genes in OR clusters are partially covered by the histone modifications, which

implies that in the absence of a competing need for transcription or insulating activity,

the heterochromatin can extend over non-OR genes within an OR cluster.
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2.3.5 Further experimental validation

To further study and validate the findings of the ChIP-chip and ChIP-qPCR data,

the Lomvardas lab performed more experiments to investigate the relationship be-

tween the heterochromatic histone modifications and the olfactory receptor genes in

olfactory epithelial tissue.

2.3.5.1 Accessibility of heterochromatic OR genes

To determine if the histone modifications present at OR genes in mouse olfactory ep-

ithelial (MOE) tissue resulted in functional differences of the chromatin, we analyzed

the accessibility of the DNA at different loci. This was accomplished through the

DNase protocol introduced in Section 1.3.6.

As demonstrated by Fig. 2-12, we found that silent OR genes in MOE tissue

were much less digested, and therefore, less accessible, than transcriptionally active

genes; on the other hand, silent non-OR genes had intermediate accessibility. For

comparison, OR loci in liver were similar to non-OR genes in terms of DNase I acces-

sibility. These findings were also supported by other experiments, such as southern

blot analysis with a degenerate OR probe (not shown here).

2.3.5.2 Isolated olfactory sensory neurons (OSNs) are enriched for H3K9me3

and H4K20me3

Since the MOE tissue is composed of multiple cell types,111 we performed experiments

to confirm that our results in OE tissue specifcially reflected the state of the olfactory

sensory neurons (OSNs). To accomplish this, we performed fluorescence-activated cell

sorting (FACS) experiments followed by ChIP-qPCR. This allowed us to we isolate

mature OSNs from OMP-IRES-GFP mice and, as seen in Figure 2-13a, the OR genes

tested have high levels of enrichment for both H3K9me3 and H4K20me3 in OSNs.

Each OR gene was expressed in 0.1% of the OSNs, which supports the idea that the

majority of OR genes would need to be silenced.
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Figure 2-12: The ORs acquire a highly compacted chromatin structure in the MOE.
DNase I accessibility assay with nuclei from both MOE and liver is presented here.
Nuclei were treated with DNase I, DNA was isolated at various time points (2 to
40 min) and equal amounts were used for qPCR. The amount of DNA measured at
each interval was expressed as a fraction of the DNA present at 2 min of enzyme
treatment and was plotted over time. We assayed several ORs as well as other genes
that are active or inactive in the MOE or liver, and their mean is shown here, with
representative data from one experiment. In MOE, the ORs appear to be more
resistant, suggesting they are less accessible.

2.3.5.3 OR silencing occurs independent of OR expression

To determine whether the heterochromatic silencing was independent of or a result

of OR expression, we sorted sustentacular cells from the MOE;112 sustentacular cells

are present in OE tissue and have common developmental ancestors with the OSNs,

but they do not express ORs. As shown in Fig. 2-13b, we found similar levels of

H3K9me3 and H4K20me3 in the sustentacular cells as in the OSNs, suggesting that

marking of OR genes with H3K9me3 and H4K20me3 occurs even in the absence of

OR expression. This raises the possibility that trimethylation of lysines 9 and 20

takes place before OR activation.

2.3.5.4 OR silencing occurs developmentally prior to OR expression

To further investigate the possibility of heterochromatic silencing before OR expres-

sion, we performed ChIP-qPCR analysis in progenitor cells, starting with the most

multipotent cells of the MOE, the HBCs.113 Our results, as shown in Figure 2-13c,
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Figure 2-13: OR silencing occurs independent of and developmentally prior to OR ex-
pression. Values are the mean of triplicate qPCR, and error bars represent the SEM.
a) Mature OSNs are enriched for H3K9me3 and H4K20me3 at OR genes, based on
ChIP-qPCR. Golf, Tbp and Omp are negative controls, while Zfp560 and major satel-
lite repeats are positive controls. b) Isolated sustentacular cells, which do not express
ORs, show enrichment for H3K9me3 and H4K20me3, suggesting that OR silencing
occurrs independentally from OR expression, based on ChIP-qPCR. Cbr is used as
an additional negative control. c) HBCs, which are multipotent progenitor cells of
the MOE, are not enriched for H3K9me3 and H4K20me3 on OR genes, based on
ChIP-qPCR experiments. d) Immature neurons and progenitors from the MOE are
enriched for H3K9me3 and H4K20me3, as shown with ChIP-qPCR of cells isolated
by collecting OMP+, ICAM+, iLR+, and Sus4+ cells (quadruple negative). e) Pro-
genitor cells (quadruple negative and basal/sustentacular cells) do not transcribe OR
genes, as shown with isolated RNA, while OSNs (OMP+ cells) do. f) Progenitor
Ngn1+ cells show 8-fold less OR gene expression than OMP+ cells, as shown with a
boxplot of 𝑙𝑜𝑔2(𝑅𝑃𝐾𝑀). g) Progenitor Ngn1+ cells show similar levels of H3K9me3
and H4K20me3 as mature OSNs, confirming the deposition of these marks develop-
mentally prior to OR gene expression, based on ChIP-qPCR analysis. h) Immature
and progenitor neurons ICAM+, Ngn1+, and OMP+ cells show reduced accessibility
at OR genes based on DNase I digestion with a degenerate OR probe compared to a
ribosomal probe.
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indicate that there is no enrichment for H3K9me3 and H4K20me3 on OR genes, al-

though there is a strong signal for H3K9me2 (not shown), suggesting that in this

multipotent cell, ORs are repressed via mechanisms that differ from repression in

OSNs.

Additionally, we checked the chromatin state of OR genes in other progenitor

cells from the MOE that are negative for OMP, ICAM-1, iLR, and SUS4, as shown

in Figure 2-13d. The result was that the enrichment for H3K9me3 and H4K20me3

appeared to be as high as in the OMP+ cells in Figure 2-13a, even though, according

to RT-PCR, this population does not express ORs (Figure 2-13e). Again, this suggests

that the trimethylation of OR genes occur developmentally before OR expression.

To study a cell population that is more well-defined, we studied a Neurogenin1-

GFP (Ngn1-GFP) BAC transgenic reporter mouse from GENSAT.114 RT-PCR analy-

sis showed that these cells represent a mixed population of progenitors and immature

neurons. We found that Ngn1+ cells had 8-fold lower mRNA levels than the mature

OSNs for 1185 OR genes (Figure 2-13f), and, importantly, in the Ngn1+ cells, 95% of

OR genes have transcript levels similar to the transcript levels of silent genes. There-

fore, the low levels of OR mRNA in these cells likely reflects a small percentage of

contaminating mature OSNs.

When we performed FACs and ChIP-qPCR on the Ngn1+ cell population, we

found high levels of enrichment for H3K9me3 and H4K20me3 on OR genes, demon-

strating similar heterochromatic signature with the mature OSNs (Figure 2-13g).

Therefore, the ChIP-qPCR data from the quadruple negative cells and Ngn1+ cells

are consistent with H3K9me3 and H4K20me3 having been deposited on OR genes

before OR expression.

We wanted to test the significance of the epigenetic transition from di-methylation

to trimethylation at the OR genes during MOE differentiation, so we performed south-

ern blot analysis on ICAM1+, Ngn1+ and OMP+ cells. Figure 2-13h demonstrates

that the differentiation of HBCs to Ngn1+ cells coincides with increased protection

of OR genes from DNase I digestion, suggesting that this epigenetic transition results

to a less accessible OR chromatin structure retained in mature OSNs.
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2.3.5.5 Epigenetic switch accompanies choice of active OR allele

To investigate the state of the single active OR allele in OSNs, we used FACS to

select neurons expressing the olfactory receptor P2 from P2-IRES-GFP knocked-in

mice. We isolated 40,000 GFP+ neurons and GFP- neurons, which, respectively, do

and do not express the P2 allele, from P2-IRES-GFP heterozygote mice. We found

that the enrichment for H3K9me3 and H4K20me3 is significantly reduced on the

active OR allele, in comparison to the strong presence of the marks on P2 where it

is not the active allele (Figure 2-14b-d) based on ChIP-qPCR. Specifically, the active

allele state is captured by the GFP primer in the GFP+ cells (Figure 2-14b), which

shows reduced H3K9me3 presence compared to the inactive alleles, as captured by

the p2WT primer in GFP+ cells (Figure 2-14b) and the GFP and p2WT primers in

GFP- cells (Figure 2-14c). Though the presence of these marks was reduced on the

active allele, they were not completely removed; control experiments indicate that

this is due to 30% contamination of the population, which is unsurprising since we

were selecting for an extremely rare population (0.05% of total cells in the MOE).

To obtain an even purer population, we double-sorted the GFP+ cells, resulting

in a > 95% GFP+ population, using MOR28-IRES-GFP heterozygote knock-in mice;

this was only possible because MOR28-IRES-GFP mice provide more GFP+ cells.

As seen in Figure 2-14e-f, ChIP-qPCRs from this extremely pure population provides

even stronger evidence that H3K9me3 is absent from the transcriptionally active

allele, MOR28, as shown with the GFP primer in GFP+ cells (Figure 2-14e). In

contrast, the inactive MOR28 (MOR28WT) shows high levels of H3K9me3 in both

GFP+ and GFP- cells (Figure 2-14e-f).

To further probe the epigenetic state of the single active allele, we measured

H3K4me3 presence on the active P2 allele; H3K4me3 is a histone mark commonly

associated with active promoters115 that has a mutually exclusive distribution with

H3K9me3 and H4K20me3.116 As expected, H3K4me3 cannot be detected on OR

promoters using chromatin preparations from the whole MOE (data not shown), but

in Figure 2-14g there is enrichment for H3K4me3 on the active P2 promoter and
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Figure 2-14: The active OR allele is not enriched for H3K9me3 or H4K20me3, but
it is marked with H3K4me3. Heterozygote P2-IRES-GFP and MOR28-IRES-GFP
mice were used to isolate GFP+ and GFP- cells by FACS, followed by ChIP-qPCR.
Values are the mean of triplicate qPCR, and error bars represent the SEM. (A)
GFP Primers specifically monitor the active P2 allele, whereas the p2WT primers
specifically amplify the inactive P2 allele. (B and C) (B) H3K9me3 is reduced on the
active P2 allelle in the GFP+ cells, as shown with the GFP primer, c) but not in the
GFP- cells in which this P2 gene is inactive. The inactive allele, amplified specifically
by the p2WT primers, shows high enrichment for H3K9me3 in both GFP+ and
GFP- populations. (Omp and Tbp are negative controls, and Zfp560 and repeats are
positive controls.) (D) H4K20me3 is also reduced on the active p2 allele (found with
the GFP primer) in GFP+ cells but present on other inactive alleles. (E and F) A
more purified population of cells shows an even greater reduction of H3K9me3 on
the active allele in GFP+ cells, with high H3K9me3 presence on the other inactive
alleles. These GFP+ cells from MOR28-IRES-GFP heterozygous mice were subject
to a second round of FACS to yield a > 95% pure population. (G) There is significant
enrichment for H3K4me3 throughout the active P2 gene in the GFP+ cells, but not
on the neighboring P3 gene or a distant OR (Olfr177). As expected, there was no
H3K4me3 on the P2 gene or any other OR gene in the GFP- cells.

75



CDS in the GFP+ population, but not in the GFP- population, where P2 is not

expressed. This supports the idea that selection of the P2 allele is associated with

the removal of H3K9me3 and H4K20me3 and deposition of H3K4me3. Furthermore,

although H3K4me3 is strongly present the active P2 allele, it is missing from the

neighboring P3 and P4 genes (Figure 2-14g) in both GFP+ and GFP- cells, despite

their proximity and sequence similarity.

2.3.5.6 Heterochromatic marks induce silencing and OR-like expression

in LacZ transgene

Our data suggested that heterochromatinization of OR loci universally represses OR

genes. To test this hypothesis, we examined an unusual transgenic mouse, where a

OMP-LacZ transgene had been inserted proximal to a singular OR gene. Normally,

we would expect OMP-LacZ or OMP-GFP independent transgenes to be expressed

in the majority of olfactory neurons, and numerous such transgenes are.82,117 On the

other hand, this transgene is silent in 99.9% of olfactory neurons and has a sporadic

and mostly zonal expression reminiscent of that of the neighboring OR.118

By mapping the exact insertion site of this transgene, we found that it resides ap-

proximately 55kbs from Olfr459, as shown in Figure 2-15a. ChIP-qPCR experiments

showed that the insertion site is heterochromatinized in both the wild type and trans-

genic mice, as shown in Figure2-15b; ChIP-qPCR also indicates that the reporter is

itself marked by H3K9me3/H4K20me3 in an tissue-specific fashion, in contrast to the

endogenous OMP promoter, which is unmethylated (Figure 2-15c).

To examine whether the insertion of the OMP transgene resulted in monoallelic

expression, we compared the number of cells with LacZ expression between homozy-

gous (+/+) and heterozygous (+/-) OMP-LacZ mice. This was done through the use

of X-gal, which turns cells with LacZ product (𝑏𝑒𝑡𝑎-galactosidase) blue. As seen in

Figure 2-15d, OMP-LacZ homozygotes have approximately 1.8 fold more cells with

LacZ expression than heterozygotes, consistent with a monoallelic expression pattern.

Finally, to test whether the transgene is under the transcriptional control of the

proximal OR locus, we crossed this transgenic mouse to the Emx2 knockout mice,
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Figure 2-15: Tissue-Specific OR Modifications Are Associated with OR-like Transgene
Expression. (A) Graphic representation of the Olfr459 locus and the OMP-LacZ
insertion site located 55 kb away. Positions marked A, B, and C depict assayed regions
in the qPCR analysis below. (B) ChIP-qPCRs with chromatin from the MOE of wild-
type mouse show that the Olfr459 is enriched for H3K9me3 and H4K20me3, and both
modifications appear to extend to the insertion site. (C) ChIP-qPCR analysis of the
MOE and liver from OMP-LacZ-positive animals. Both H3K9me3 and H4K20me3
show MOE-specific deposition on Olfr459, the OMP-LacZ transgene, and the regions
proximal to these loci. Experiment was performed in two biological replicates with
similar results. Values shown here are the mean of triplicate qPCRs. Error bars
represent the SEM. (D) Homozygote (+/+) OMP-LacZ mice have 1.8 times as many
stained (blue) cells as heterozygote (+/-) OMP-LacZ mice, as shown by the X-gal
stains of lateral whole moounts of nasal cavities. N, number of biological replicates.
*𝑝 < 10−4, Student’s t test.
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Figure 2-16: Previous model and proposed new model for olfactory gene regulation.
Instead of repression of olfactory genes after expression of a single olfactory gene, our
results support a new model where olfactory genes are epigenetically repressed at an
early developmental stage. Later, a single allele of one olfactory gene is de-repressed,
allowing expression of one gene to occur in each neuron, which triggers a feedback
signal to prevent de-repression of any other genes.

as Emx2 is required for the expression of Olfr459,119 so the offspring will not have

expression of Olfr469. We found that expression of the OMP-LacZ transgene is also

abolished in the offspring, suggesting that this transgene conforms to the regulatory

logic of the neighboring OR (not shown).

2.4 Contributions

Taken together, our results strongly suggest displacing the old model of olfactory

gene regulation with the the new model, as visualized in Figure 2-16. Specifically, we

found that the presence of histone modifications H3K9me3 and H4K20me3 result in

chromatin-mediated silencing of Olfactory Receptor (OR) genes independent of and

developmentally prior to OR expression. Further, the transcriptional activity of a

single OR allele in an olfactory neuron is likely then made possible through the de-

repression of that allele, with the repressive marks replaced with the active histone

modification H3K9me2. Then, this transcriptional activity most likely triggers the
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previously-researched feedback signal that prevents the de-repression of any other

OR alleles in that neuron. As such, our research provides insight into an epigenomic

mechanism of regulation for an entire gene family of olfactory receptor genes.
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Chapter 3

A computational method for

chromatin state comparisons across

groups of epigenomes

As we saw in Chapter 2, epigenomic data can provide critical information about gene

regulation, cell differentiation, and cell type differences. However, with the advent of

Next Generation Sequencing technologies, it is no longer feasible to manually analyze

these biological datasets at the genome-wide level, as there are 3 billion basepairs

in a human genome. Computational methods are an efficient and widely useful way

to address this scientific need, and computational methods have been developed and

widely adopted for a number of biological applications, such as sequence alignment

and assembly,120 gene identification,121 motif discovering,122 and protein structure

prediction.123

However, there is still a lack of computational methods to analyze chromatin state

information at the genome-wide level. To address this, we developed ChromDiff, a

novel computational algorithm for group-wise chromatin state comparisons across

the genome. With the development of ChromDiff and other methods, computational

techniques have untold potential to unlock key insights into biological studies.

81



3.1 Introduction

Epigenomic datasets provide critical information about the dynamic role of chromatin

states in gene regulation, but a key question of how chromatin state segmentations

vary under different conditions across the genome has remained unaddressed. Here,

we present ChromDiff, a group-wise chromatin state comparison method that gener-

ates an information theoretic representation of epigenomes and corrects for external

covariate factors to better isolate relevant chromatin state changes.124 Our methodol-

ogy should be broadly applicable for epigenomic comparisons and provides a powerful

new tool for studying chromatin state differences at the genome scale.

3.1.1 Problem Statement

Epigenomic datasets provide a rich resource for understanding genome activity across

both genes and regulatory regions in response to developmental, environmental, or

genetic signals. Epigenomic marks, including histone modifications and DNA methy-

lation, have been shown to be highly dynamic across cell types.12,14,51 Furthermore,

epigenetic differences have been strongly associated with changes in mammalian de-

velopment,13,15 as well as gene activation and repression patterns across cell types.52–54

Epigenomic signatures have also resulted in the identification of new regulatory ele-

ments and functional annotations.19,55,56

In addition to cell type differences, comparative epigenomics analyses have been

applied across individuals, disease status, and species. Studies of natural epigenomic

variation across individuals have shown wide-spread differences across individuals of

different genotypes, and between the two alleles of the same individual.16,57 Epige-

nomic comparisons across disease and control samples have been linked to differences

in disease manifestation in monozygotic twins,58 while ongoing efforts such as ICGC59

aim to better understand the role of epigenomic alterations in cancer. Comparative

epigenomics analysis across species has also proved informative, identifying conserved

epigenetic marks, even in regions that fall in unconserved genetic sequences,19,55,56

82



and tools such as the Comparative Epigenome Browser (CEpBrowser) allow for direct

exploration of multi-species epigenome comparisons.60

As our understanding of epigenomics has progressed, previous methods have lever-

aged histone combinations to partition the epigenome into various chromatin states,

such as ChromHMM,23 Segway,24 and HMMSeg.25 The resulting analyses enabled by

chromatin state analysis has provided fruitful findings about epigenomic variation and

lineage-specification.17,26–30 However, no methods have yet been developed to enable

group-wise chromatin state comparisons based on these combinatorial segmentations.

3.1.2 Background and previous work

Comparative epigenomic analyses initially focused on peak-calling, enrichments, do-

mains, or comparisons for a single histone modification with various normalization

and modeling approaches.125–129 As the availability of data increased rapidly in re-

cent years, methods tackling combinatorial approaches to histone modification data

to identify patterns across many histone marks for one biological condition or sample

have been developed,61–64 including the aforementioned segmentation methods.23–25

However, scalable combinatorial methods to directly discover patterns between

chromatin state changes and biological conditions are still limited. MultiGPS ad-

dresses the analogous question of comparing transcription factor binding Chromatin

Immunoprecipitation Sequencing (ChIP-Seq) experiments across groups,130 and there-

fore tailors the approach to punctate signals that are not relevant for histone mark

data. To our knowledge, only one method, dPCA,131 compares epigenomic signal

across multiple histone marks under multiple conditions; it does so by performing

Principal Component Analysis (PCA) analysis on the differences of the replicate av-

erages. While dPCA has been shown to be useful, it is constrained by the limitations

of PCA analysis, such as sensitivity to scaling the data. Furthermore, dPCA does not

provide any options to correct for external covariate factors. Covariate correction is a

crucial part of comparative analysis when using datasets with variation due to batch

effects, donor variability, sample differences, and experimental differences. Addition-

ally, the importance of covariate correction will only increase in coming years, with
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the release of more public and resource datasets that will increase statistical power

but will also be generated in less controlled circumstances. Lastly, dPCA compares

the histone mark signal based on differences in means, but does not take advantage of

existing advanced techniques that interpret combinatorial histone mark signals into

segmentations based on Hidden Markov Models (HMMs) or bayesian networks.

3.1.3 Approach

In this paper, we propose a highly-scalable method, ChromDiff, for directly discover-

ing potential relationships between chromatin states, genes, and biological conditions;

in doing so, ChromDiff generates a novel information-theoretic representation for epi-

genetic information and employs covariate correction to enable large-scale analysis

of samples while controlling for a wide variety of circumstances, including batch ef-

fects and donor variability. As a result, ChromDiff is a general statistical pipeline

for comparing combinatorial chromatin states of groups of epigenomes, which we

then apply to leverage the breadth of data from the Roadmap Epigenomics and EN-

CODE projects11,19 and the diversity of chromatin state annotations provided by

ChromHMM.11,23

Specifically, by utilizing the chromatin state annotation for every epigenome, we

use these discrete states to quickly compare any subset of epigenomes to one an-

other through a probabilistic representation of the chromatin states that builds upon

information theory. By utilizing chromatin states that were jointly learned over all

epigenomes, we are able to use a general model, but apply it to many specific biological

questions. To account for various differences in sample and data generation, we also

utilize the metadata of the epigenomes to correct for covariate factors, thereby better

isolating differences due to a single biological attribute. This covariate correction

allows ChromDiff to leverage the same set of epigenomic data for various, specific

biological conditions, while controlling for other variables. Furthermore, ChromD-

iff is compatible with any general chromatin state segmentation, regardless of the

method behind it, which makes it amenable to various existing methods, including

ChromHMM,23 Segway,24 and HMMSeg,25 as well as future methods that have yet to
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be developed.

Similarly to other methods, ChromDiff produces sets of regions with epigenomic

differences across conditions. However, our method additionally utilizes group-wise

comparisons to gain statistical power, while building upon a general chromatin state

model segmentation. As a pipeline, ChromDiff also provides additional features of

gene set enrichment calculations and gene expression comparisons. Furthermore,

ChromDiff clusters the distinguishing genomic regions into groups that exhibit sim-

ilar epigenomic signatures, thereby highlighting clusters with distinct gene set en-

richment and gene expression patterns. These results suggest that the identified

clusters may share regulatory mechanisms and functional pathways. In this way,

ChromDiff provides novel, thorough insights on the complex relationship between

these general chromatin states, biological attributes, and specific clusters of genes.

This method, therefore, not only enables the identification of genomic regions rele-

vant to an epigenomic comparison based on group-wise differences, but also provides

a global understanding of how chromatin states are involved in a wide variety of

biological situations.

Generally, we believe our method will be broadly applicable to new epigenomic

datasets, and that epigenomic comparisons across multiple marks and multiple sam-

ples will be widely used to uncover the molecular processes underlying cellular differ-

entiation, gene regulation, and human disease.

3.2 Methods

3.2.1 Overview of comparison of epigenomic features

To capture epigenomic differences between groups of epigenomes, we focus on the set

of chromatin states associated with each protein-coding gene (Figure 3-1), while gen-

erating an information theoretic-encoding of these chromatin states and correcting for

external factors to isolate differences due to the comparison. We leverage the multiple

samples available in each pairwise group comparison to evaluate the statistical sig-
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nificance of such recurrent changes, and the multiple genes to evaluate the statistical

significance of biological pathways. However, our methods are generally and broadly

applicable to various regulatory genomic regions, beyond the gene-centric approach

taken here.

Specifically, we define epigenomic features by calculating the probability of chro-

matin state assignment for each gene across each epigenome, integrated over the body

of that gene (Figure 3-1) in our original ChromDiff method. For example, we apply

our method to gene NRXN1 in neurosphere cultured cells (Figure 3-1a), based on

the 15-state ChromHMM annotation of the Roadmap Epigenomics project.11 First,

we identify the probability that NRXN1 should be assigned to each of 15 chromatin

states, integrated over the entire length on the gene body, resulting in 15 different

features for NRXN1. This encoding is based on information theory, as we retain the

probability distribution of each chromatin state within each gene and sample type.

Therefore, this representation drastically reduces the dimension of the chromatin state

data while preserving the information necessary to calculate important information

theory metrics, including the entropy of each gene and sample type, as well as the

divergence between one gene and another gene or background. As information theory

has been shown to have applications to fields as diverse as signal processing, neuro-

biology, machine learning, and cryptography, it provides a theoretical foundation for

our method.

ChromDiff recalculates this encoding for every gene and every epigenome, resulting

in a matrix of 299,025 features (columns) and 127 epigenomes (rows) (Figure 3-

1b). We then utilize logistic regression to correct for feature covariates including

production center, sex of donor, sample state (solid or liquid) and sample type (cell

line, primary cell, tissue, etc.) by setting the value of each covariate factor that we are

not testing to be the response residuals from the logistic regression model (Figure 3-

1c). This step is crucial, due to the wide variety of differences among the epigenomes;

by controlling for variables that we are not currently investigating, ChromDiff is better

able to identify genes with chromatin state changes that specifically correspond to

the current comparison. As a result, each feature value indicates whether that gene is
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Figure 3-1: A novel method for comparative analysis of epigenomic groups. a. Start-
ing with a single gene (NRXN1) and epigenome (cultured ganglionic cells), we repre-
sent the epigenome as the percent coverage of each chromatin state at that gene. b.
Then, we repeat the process for all 127 epigenomes and 19,935 protein-coding genes,
resulting in a matrix of 127 epigenomes by 299,025 features. c. After normalizing
and correcting each column in the matrix for covariate factors, we compare the female
and male epigenomes of the original 127 epigenomes to identify features that exhibit
different behavior in female and male epigenomes. d. The density plot of corrected
p-values from all features shows 536 out 299,025 features that distinguish between
the two groups. e. Of the real biological comparisons that we tried, we found distin-
guishing epigenomic differences over 70% of the time. f. Distinguishing features were
found for these randomized groupings only 10 out of 1700 times, or less than 1% of
the time.
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annotated as that chromatin state more or less often than expected, after correcting

for covariates.

Finally, our pipeline uses these corrected feature values to recognize significant

differences between two groups of samples (in this case, male and female samples),

using a non-parametric Mann-Whitney-Wilcoxon test, Student’s t-test, or F-test, and

correcting for multiple hypothesis testing using Bonferroni, Benjamini-Hochberg, or

Benjamini-Yekuteli multiple hypothesis correction. Based on these statistical results,

ChromDiff reports all features (chromatin state and gene combinations) that are

significantly different between the two groups at a corrected p-value cutoff of p<0.05

(Figure 3-1d).

Though ChromDiff can be applied to any genomic region, we initially focused

on gene bodies, as they make our methodology and results easier to validate and

interpret. This approach allowed us to incorporate into the ChromDiff pipeline mul-

tiple tools for downstream analysis of the resulting genes that are found to show

epigenomic differences in our comparisons. Firstly, to recognize the biological pro-

cesses associated with epigenomic differences, we studied the ontology enrichments of

genes associated with different significant features (See Gene Set Enrichment Calcu-

lations). Secondly, for each comparison, we compared the expression level of genes

with significant epigenomic features, to evaluate whether epigenomic differences are

also reflected in gene expression differences. Lastly, we used hierarchical clustering

to recognize clusters of features and genes that show consistent differences between

samples (Section 3.2); using these clusters, we are able to find cluster-specific gene

sets with specific gene set enrichment and expression behavior.

In addition to developing our ChromDiff pipeline, we also applied it to the epige-

nomic data from the Roadmap Epigenomics project; here, we present the results from

applying ChromDiff for 17 group-wise comparisons (Table 3.1). Specifically, we used

the segmentation of the Roadmap Epigenomics 15-state ChromHMM model, the sta-

tistical test of the non-parametric Mann-Whitney Wilcoxon test, and the multiple

hypothesis correction of Benjamini-Hochberg FDR correction (See Methods). In to-

tal, we found significant features in over 70% of the biological groupings we tested
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Table 3.1: Of the 17 comparisons analyzed that spanned many groups and metadata
properties, 12 comparisons identified differences in chromatin state between the two
groups. For those cases, gene clusters were selected based on a manually chosen height
cutoff for hierarchical clustering.

(12/17) (Figure 3-1e, Table 3.1).

To validate our results and methodology, we performed randomized simulations

that quantified how likely we would have obtained results with randomized data.

By repeatedly shuffling the epigenomes for each of the 17 biological comparisons we

tested (Section 3.2.9), we found the shuffled groups resulted in "significant features"

less than 1% of the time (10/1700 simulations) (Figure 3-1f). This suggests that

ChromDiff is able to pick up a real, biologically-meaningful signal from our biological

comparisons (Figure 3-1e).

After validating our method based on gene bodies, we extended it to Regulatory

ChromDiff, an updated method that leverages linked regulatory regions (Figure 3-2)

to identify epigenomic changes at regulatory regions. Specifically, rather than using

the gene body to calculate the percent coverage, we use the chromatin state coverage

at linked regulatory regions as the regulatory chromatin state representation of that

gene (Figure 3-2a) . Then, our method proceeds as before, calculating the regulatory
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feature representation for each gene and epigenome (Figure 3-2b), correcting the

feature values based on covariates, and testing for differences in feature values between

the two groups (Figure 3-2c).

3.2.2 Chromatin state annotations

Our method is applicable to any chromatin state annotations that it is given. In

our case, we have used the chromatin state annotations associated with the 15-state

model from the Roadmap Epigenomics project based on the five core histone marks

H3K4me3, H3K4me1, H3K36me3, H3K9me3, and H3K27me3,11 including the anno-

tations for epigenomic data from ENCODE.19

3.2.3 Information theoretic representation of raw feature val-

ues

3.2.3.1 ChromDiff: Gene body approach

In what we call ChromDiff, each feature is a combination of a gene and chromatin

state, and for feature gene X and chromatin state Y, we calculate the probability

of each gene X’s assignment to chromatin state Y in each cell type, based on ge-

nomic coverage of the maximum posterior probability chromatin state annotation.11

Specifically, the raw feature value for 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 in epigenome Z is calculated as

follows:

𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 =

∑︀𝑒𝑛𝑑𝑋
𝑖=𝑠𝑡𝑎𝑟𝑡𝑋

1𝑎𝑖==𝑌

𝑒𝑛𝑑𝑋 − 𝑠𝑡𝑎𝑟𝑡𝑋

where 𝑠𝑡𝑎𝑟𝑡𝑋 and 𝑒𝑛𝑑𝑋 , are the basepair locations of gene start and gene end of

gene X, and 𝑎𝑖 indicates the chromatin state annotation at basepair i. (This equation

implies usage for the applicable chromosome for gene X.)
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Figure 3-2: Leveraging linked regulatory regions for identification of epigenomic dif-
ferences at relevant regulatory regions across groups. a. We use regulatory regions
such as promoters (red), enhancers (yellow), or DNase Hypersensitive sites (blue)
that are linked to a particular gene (NRXN1) to represent the regulatory chromatin
state of that gene. For example, for a single epigenome (such as cultured ganglionic
cells), we represent the regulatory chromatin state representation of that gene as
the percent coverage of each chromatin state at the linked regulatory regions in that
epigenomic sample. b. Then, we repeat the process for all 127 epigenomes and 19,935
protein-coding genes, resulting in a matrix of 127 epigenomes by 299,025 features. c.
After normalizing and correcting each column in the matrix for covariate factors, we
compare the female and male epigenomes of the original 127 epigenomes to iden-
tify regulatory features that exhibit statistically significantly different values between
female and male epigenomes.
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3.2.3.2 Regulatory ChromDiff: Linked regulatory region approach

Short-range and long-range regulatory interactions between regulatory regions with

both cis and trans effects, such as enhancers and promoters, have been shown to play

an important role in gene activity.132 For this reason, we also expanded our method

to allow the comparisons based on regulatory regions, including linked enhancers

based on inference across gene expression data through gene modules and enhancer

modules,133 linked DNase Hypersensitivity sites based on proximity,134 and proximal

promoter regions, as defined by the 2kb centered around the TSS.

By studying the chromatin state of regulatory regions linked to genes, we can

identify regulatory differences that point to biological mechanisms underlying epige-

nomic differences. By looking not just at the chromatin state of the gene body, but

also at linked regulatory regions, we find many epignomic differences that were not

identified based on the gene body alone.

In what we call Regulatory ChromDiff, we integrate regulatory regions by calcu-

lating the raw feature value 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 for each gene 𝑋 and chromatin state 𝑌 in

epigenome 𝑍 as follows:

𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 =
∑︁

𝑖∈𝐼

∑︀𝑒𝑛𝑑𝑗
𝑖=𝑠𝑡𝑎𝑟𝑡𝑗

1𝑎𝑖==𝑌

𝑒𝑛𝑑𝑗 − 𝑠𝑡𝑎𝑟𝑡𝑗

where 𝑠𝑡𝑎𝑟𝑡𝑗 and 𝑒𝑛𝑑𝑗, are the basepair locations of the start and end regulatory

regions 𝑗 linked to gene 𝑋, and 𝑎𝑖 indicates the chromatin state annotation at basepair

i. (This equation implies usage for the applicable chromosome for gene X.)

3.2.4 Gene annotations

We used all protein-coding genes with corresponding gene ids and positions as given

in Gencode GENCODE v1021 for compatibility with the Roadmap Epigenomics Con-

sortium,11 with the exception of genes encoded on chromosome Y. Gene symbols

for gene set enrichment calculations were also taken from the Gencode GENCODE
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annotations.

3.2.5 Covariate correction of ChromDiff feature values

For each feature value and each comparison, we fitted a logistic regression model

to our raw feature values across all the epigenomes, excluding any covariate factors

that were explicitly being tested by the comparison. As our raw feature values were

bounded as fractional values between 0 and 1, logistic regression allowed for appro-

priate correction. Specifically, we used glm, the generalized linear model functions

available in the stats package in R.135 As defined below, we used the deviance residuals

from our fitted logistic model as our corrected feature values.

Formally, if we are comparing traits A and B of property C, then we have 𝑁𝑐

explanatory variables for our model, where 𝑁𝑐 is the number of explanatory variables

after excluding any that correspond to property C. As in standard logistic regression,

we are modeling the 𝛽’s in the following formula:

ˆ𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 =
1

1 + 𝑒−(𝛽0+
∑︀𝑁𝑐

𝑖=1 𝛽𝑖𝑥𝑖)

such that 𝑥𝑖 corresponds to the value of the ith explanatory variable for 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌

for which we are adjusting. Therefore, the corrected feature values take on the value

of the deviance residual, which is:

𝑠𝑖𝑔𝑛(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 − ˆ𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 ) ·
√︁

ˆ𝑑𝑋,𝑌
2

where:

ˆ𝑑𝑋,𝑌
2 = 2 · (𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 · log

𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌

ˆ𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌

+ (1 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 ) * log
1 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌

1 − ˆ𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌

)

A final detail to note is that logistic regression requires the conversion of fractional
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values to "successes" and "failures", so we convert the 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 fractions into

𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 ·𝑁 successes and (1 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑋,𝑌 ) ·𝑁 failures, where N is the length of

the gene, or 𝑒𝑛𝑑𝑋 − 𝑠𝑡𝑎𝑟𝑡𝑋 .

The four covariate property factors we corrected for are: 1) sex of the sample

donor, 2) laboratory that processed the sample, 3) sample type, and 4) whether the

sample was a solid or liquid sample. We converted the categorical covariate factors

into "continuous" explanatory variables; if there were c categories for a certain factor,

this resulted in c explanatory variables for that factor by converting boolean variables

into binary values. For any samples that were mixtures of n multiple categories, each

corresponding explanatory variable was given a value of 1/n.

More specifically, the four laboratories that contributed to the data (BI, UCSD,

UCSF-UBC, and UW) resulted in four explanatory variables, with one for each lab.

For any epigenome that was completely generated at a single lab, that labâĂŹs ex-

planatory variable was given a value at 1, while the other labs were given 0. When

multiple labs contributed to an epigenome, the corresponding lab covariate factor was

calculated as 1
𝐿𝑒

, where 𝐿𝑒 is the number of labs that contributed to epigenome e.

Similarly, for sex, if there were male and female donors for a given epigenome, a value

of 1
2

was given for the female and male covariate values; otherwise, the variable for

the donor’s sex was given a 1 and the other sex variable was a 0. For sample types,

the value for a covariate factor was 1 for the correct sample type and 0 for the other

types, since each epigenome was annotated as one of the possible five possible sample

types: Cell Line, Derived Cell Line, Cancer Cell Line, Primary Cell, and Primary

Tissue. For the sample state covariate factors, each sample was either annotated as

Solid, Liquid, or Neither, which was translated into three corresponding explanatory

variables with values of 1 for the correct annotation and 0 for the others.

3.2.6 Group-wise comparison statistics

For comparison of two groups, our method currently supports three statistical tests:

the two-sided t-test, the f-tests, and the Mann-Whitney-Wilcoxon test. Any of these

tests can be used to identify features that show statistically different feature values
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across the two groups. In the presented results, we used only the Mann-Whitney-

Wilcoxon test.

3.2.6.1 Multiple hypothesis correction

Our pipeline also supports Bonferroni, Benjamini-Hochberg, or Benjamini-Yekuteli

correction135–137 on all of our p-values based on the number of features tested for each

comparison. In this analysis, we used only the Mann-Whitney test with Benjamini-

Hochberg correction. Features that had a corrected p-value of less than .05 after

correction, based on the number of total features tested, were considered significant.

Though our features are slightly dependent, due to the connection between each

gene and its fifteen features, Benjamini-Hochberg FDR correction is always valid for

dependent tests that uphold Positive Regression Dependency in a Subset (PRDS) and

Benjamini-Hochberg also performs well in many practical cases and simulations.138–142

For completeness, we also compared the number of distinguishing features found with

p-values correction based on the more conservative Benjamini-Yekuteli procedure,137

which always controls the FDR under any dependency or distribution environment,

and we found that most of our biological comparisons still result in significant chro-

matin state differences (Figure 3-3).

3.2.7 Gene set enrichment calculations

Once we have identified genes that are associated with at least one significant fea-

ture, we calculated hypergeometric143 p-values, effectively using the Fisher’s exact

test, with Storey’s FDR q-value correction144 using gene sets from MSigDB.145 The

databases used by MSigDB were C2 (curated gene sets) and C5 (GO gene sets) gene

sets, downloaded by gene symbols. We used the gene symbols associated with each

gene, as provided by GENCODE gene IDs. This analysis was performed on all the

significant genes identified in a comparison, as well as the clusters of sampled genes

identified (Sections 4.2.3 and 4.2.1).
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Figure 3-3: Even with the conservative Benjamini-Yekuteli multiple hypothesis cor-
rection, we still identify significantly different features and genes in 7 of 12 cases. As
Benjamini-Yekuteli multiple hypothesis correction is applicable for any distribution
or dependency structure, we quantified the effect that it would have on our signifi-
cant results. We found that in 7 of the 12 comparisons (and in all four comparisons
presented in this paper), ChromDiff would still identify many significant features and
genes using Benjamini-Yekuteli correction.
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3.2.8 Expression data analysis

3.2.8.1 Expression data

RNA-Seq data from the Roadmap Epigenomics and ENCODE projects11,19 was used,

when available. Specifically, the per-gene RPKM values provided by Roadmap Epige-

nomics11 for ENSEMBL-defined protein-coding genes were used directly.

3.2.8.2 Significant gene expression differences

P-values were calculated using the two-sided Mann-Whitney test on all expression

values of relevant genes in one group against the other group. This analysis was

performed on all the significant genes identified in a comparison, as well as the clusters

of sampled genes identified (Sections 4.2.3 and 4.2.1).

3.2.8.3 Proportion of genes with differential gene expression

For each ChromDiff-identified gene (a gene associated with a significant feature for

a given comparison), a two-sided Mann-Whitney test was used on gene expression

values between each grouping of epigenomes. Benjamini-Hochberg FDR correction136

was used on these p-values, and genes with adjusted p-values of less than .05 were

considered to have significant differential gene expression. This allowed us to calculate

the percent of significant genes that had differential gene expression. This analysis

was repeated for all the genes that were not identified by ChromDiff, for comparative

purposes and to calculate the odds ratios (Section 3.2.8.4).

3.2.8.4 Odds ratio for differential gene expression and distinguishing genes

We calculated the odds ratio, 95% confidence interval, and corresponding p-values

for the relationship between epigenomically distinguishing genes and differentially

expressed genes.146,147 Specifically, we can define a as the number of distinguishing

genes with differential expression, b as the number of distinguishing genes without

differential expression, c as the number of non-distinguishing genes with differen-
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tial expression, and d as the number of non-distinguishing genes without differential

expression. The log odds ratio, or ln OR, is therefore ln 𝑎·𝑑
𝑏·𝑐 .

The standard error, or SE, of the log odds ratio is calculated as
√︁

1
𝑎

+ 1
𝑏

+ 1
𝑐

+ 1
𝑑
.

The 95% confidence interval of the log odds ratio is defined as (ln OR)±1.96·SE. Using

a p-value threshold of .05, there is a significant relationship between the distinguishing

genes and differentially expressed genes when the 95% confidence interval for the log

odds ratio does not include 0.

Specifically, the p-value can be calculated from the z-score, as 𝑧 = − ln𝑂𝑅
𝑆𝐸

, and

the corresponding p-value is 𝑒−.717·𝑧−.416·𝑧2 .

3.2.8.5 Covariate correction for gene expression

Covariate correction was performed in the same way as described above (Section

3.2.5), except that linear regression was used instead of logistic regression, due to the

unbounded nature of RPKM values.

3.2.9 Randomized simulations

To confirm the biological relevance of our tests, we performed 100 randomization tests

for each biological comparison. During each randomization trial, we randomly shuffled

the labels on the epigenomes we were testing, thereby retaining groups of matched

size to the original comparison. Then we performed the same covariate correction

and statistical testing as described above, and counted the number of significant

distinguishing features found, if any.

Formally, let 𝑋𝐴 and 𝑋𝐵 be the sets of epigenomes that correspond, respectively,

to the traits A and B of category C. (For example, A=Female, B=Male, C=Sex of

donor.) Then define 𝑋 = 𝑋𝐴∪𝑋𝐵. For each randomization trial 𝑡𝐴,𝐵
𝑖 , for 1 ≤ 𝑖 ≤ 100,

randomly draw a new 𝑋𝐴 from X of size |𝑋𝐴| with uniform probability (without

replacement). Then define 𝑋𝐵 = 𝑋 − 𝑋𝐴, which means, by construction, that 𝑋𝐵

will be size |𝑋𝐵|. Then, as described above, perform covariate correction for every

category C’ such that 𝐶 ̸= 𝐶, and perform the statistical Mann-Whitney-Wilcoxon
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test to identify distinguishing features as usual.

We then summarized our findings as shown in Figure 3-1e, by counting the frac-

tion of all randomized trials that resulted in any significant distinguishing features,

and contrasted this with the fraction of biological comparisons that resulted in found

significant distinguishing features. Specifically, Figure 3-1e depicts, in blue, the fol-

lowing fraction:

∑︀
𝐴,𝐵

∑︀100
𝑖=1 1𝑡𝐴,𝐵

𝑖 found significant features∑︀
𝐴,𝐵 100

Specifically, Figure 3-1f depicts, in blue, the following fraction:∑︀
𝐴,𝐵 1 comparison of 𝑋𝐴 and 𝑋𝐵 found significant features∑︀

𝐴,𝐵 1

3.3 Results

3.3.1 Identified genes are enriched for differential expression

The genes identified from our comparisons often exhibited different expression levels

between the groups compared. To quantify this, for each of the 12 comparisons with

distinguishing features (Table 3.1), we calculated how many of our identified genes

had differential gene expression between the two groups of the comparison (Figure 3-

4a) (Section 3.2.8.3). Three comparisons that revealed epigenomic differences did not

have any differentially expressed genes: Brain/ESC, CellLine/PrimaryCulture, and

ESC/GI. Furthermore, in the 9 cases with differentially expressed genes, the epige-

nomically distinguishing genes included proportionally more differentially expressed

genes than the non-identified genes, with log odds ratios ranging from 0.13−2.26 and

95% confidence intervals as shown (Fig. 6b). In all 9 cases, the increased proportion

of differentially expressed genes is found to be significant, with the null hypothesis of

ln(OR) = 0, or equivalently OR = 1, falling outside the 95% confidence interval.

To more precisely identify genes directly associated with each biological feature,

99



0	
  
0.5	
  
1	
  

1.5	
  
2	
  

2.5	
  
3	
  

3.5	
  
4	
  

ln
(O
R)
	
  

Log	
  odds	
  raBo	
  for	
  differenBal	
  expression	
  
of	
  ChromDiff	
  disBnguishing	
  genes	
  

Figure 6: Epigenomically distinguishing genes are enriched for differential 
expression 
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Figure 3-4: Epigenomically distinguishing genes are enriched for differential expres-
sion. By analyzing expression of genes that our method identifies as being part of
distinguishing gene and chromatin state combinations, we find that that our method
both recaptures differential gene expression and identifies distinguishing epigenetic
context not captured by differential gene expression. (We performed this analysis on
the 12 comparisons that produced distinguishing epigenomic features.) a. Overall,
identified genes are enriched for differentially expressed genes, although less than 50%
of the genes identified are significantly differently expressed. (The three comparisons
that resulted in no differentially expressed genes are excluded.) b. In every of our nine
remaining comparisons, our identified genes were enriched for differentially expressed
genes overall (as designated by asterisks), based on calculation of the log odds ratio
and the corresponding 95% confidence interval. (All comparisons with no differen-
tially expressed genes were omitted.) Error bars shown designate the 95% confidence
interval (𝑝 < .003 in all cases, 2-sided Z-test) c. After correcting for covariates in
expression data, ChromDiff identifies all of the differentially expressed genes in two
of the remaining four cases. (Eight comparisons yielded no significant expression
differences and are therefore excluded.)
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we further used linear regression to correct the RPKM values for the same covari-

ate factors previously used on the epigenomic features (production center, sex of

donor, sample state, and sample type). After covariate correction as described in Sec-

tion 3.2.5, only four comparisons had any genes that were found to be differentially

expressed: Brain/Skin, CellLine/PrimaryCulture, PrimaryCulture/PrimaryTissue,

and Female/Male. Surprisingly, all of the differentially expressed genes found in

the Brain/Skin and CellLine/PrimaryCulture comparisons were also identified by

ChromDiff as distinguishing genes (Figure 3-4c). On the other hand, many of the

differentially expressed genes found in the Primary Culture/Primary Tissue and Fe-

male/Male comparison were not identified based on epigenomic changes.

Lastly, due to the fact that we had more samples with chromatin state data than

gene expression data, we also applied ChromDiff to the original 17 comparisons while

excluding any epigenomes without gene expression data. Due to the reduced power,

in this case, only four biological comparisons yielded epigenomically distinguishing

features and genes (Table 3.2). However, for three of those biological comparisons,

no differentially expressed genes were found after correcting for covariates, while the

fourth comparison revealed that about 42% of the differentially expressed genes were

identified by ChromDiff (Figure 3-4d).

Overall, we have strong evidence that comparative chromatin state and differen-

tial gene expression methodologies are complementary approaches for comparative

analysis. Whether we use covariate correction or limit ourselves to epigenomes with

expression data, the main result is the same: the genes with differential expression

are always a minority of the entire set of ChromDiff-identified genes, implying that

many genes with epigenomic differences are not differentially expressed, and would

be missed by differential gene expression analysis. While differential expression anal-

ysis has proven to be and will continue to be extremely useful, the chromatin state

comparison provided by ChromDiff provides another lens with which to view com-

parative analysis, and using these tools in combination will only improve the power

of the analysis.
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Table 3.2: ChromDiff can capture epigenomic differences even when there are no
differentially expressed genes. In three comparisons that yield no differentially ex-
pressed genes, ChromDiff still identifies genes showing epigenomic differences. These
are three out of the four comparisons that still yield epigenomically distinguishing re-
sults when ChromDiff is limited to epigenomes with expression data. (This analysis
used only epigenomes with expression data that was corrected for the same covariates
as the chromatin state data. Any comparisons that yielded no significant ChromDiff
differences are excluded.)

3.3.2 ChromDiff outperforms other method for epigenomic

comparison

To our knowledge, only one previous method exists to address comparison of epige-

nomic groups, and it utilizes PCA analysis on the differences between the means of

the groups.131 However, this approach presents a number of limitations. First, this

approach innately ties the identification of combinatorial histone mark patterns to

PCA analysis. Meanwhile, many segmentation methods have proven the usefulness

of different machine learning approaches to identify combinatorial chromatin states,

such as HMMs23,25 and Bayesian networks.24 Since ChromDiff is compatible with

any segmentation, it enables the use of a variety of existing and future methodolo-

gies. Second, public data resources such as Roadmap Epigenomics and ENCODE

empower researchers everywhere to make discoveries through their analyses; however,

these resources also necessitate less standardized data, as the data is often generated

from a variety of labs, individuals, and samples. ChromDiff corrects for covariate
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factors based on the metadata that the user provides, and in doing so, it is uniquely

positioned to perform comparative epigenomic analysis from these resource datasets.

In contrast, PCA is designed for use with replicates, which limits the type and num-

ber of biological comparisons that can be performed from any dataset. Lastly, PCA

is sensitive to relative scaling of values, while our rank-based statistical tests produce

the same results regardless of scaled values.

To validate the expected improvement that ChromDiff provides for this analysis,

we applied the differential PCA method131 to the Roadmap Epigenomics data for

the same five histone marks used by ChromHMM: H3K4me3, H3K4me1, H3K36me3,

H3K9me3, and H3K27me3.11 dPCA reports whether any differential principal com-

ponents were found, based on a cutoff of a signal-to-noise ratio of 5, since accuracy

suffers substantially for components with a lower signal-to-noise ratio.131 In three

important comparisons, dPCA fails to recover any significant principal components,

thereby generating no follow-up regions: specifically, dPCA found no genes with

epigenomic differences for comparisons based on sex (Female/Male), developmental

age (Adult/Fetal), and type (CellLine/PrimaryCulture) (Table 3.3). These results

indicate that dPCA is unable to identify differences for two biological properties (sex

and developmental age); furthermore, epigenomic sex differences due to X chromo-

some inactivation is one of the most studied and well-understood examples of differing

epigenomic state, and as such, it represents a "gold standard" that dPCA is unable

to reproduce.

While dPCA is able to identify epigenomic differences for some comparisons when

ChromDiff is not (Table 3.3), the genes that dPCA identifies are much less specific

to the biological comparison, likely due to lack of covariate correction. For example,

we noted that the gene set lastowska neuroblastoma copy number dn was in the top

two enriched gene sets for every comparison (14 of 14) that produced results, and

chen liver metabolism qtl cis was the other gene set in the top two for over half of

the comparisons (8 of 14).

To quantify this lack of specificity from dPCA, we calculated the Jaccard similarity

score of the lists of resulting genes for pairs of comparisons, and as expected, we see
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Table 3.3: We compare ChromDiff to dPCA, the other existing method for group-wise
epigenomic comparisons, by applying both methods to the same Epigenome Roadmap
dataset using the same group comparisons. Although dPCA is unable to identify any
epigenomic differences, ChromDiff identifies genes with chromatin state changes in
the cases of a) Adult vs Fetal, b) Cell Lines vs Primary Cultures, and c) Female vs
Male, which is especially relevant as they span different biological properties of age,
sample heterogeneity, and sex.

104



Figure 3-5: ChromDiff outperforms dPCA in identification of comparison-specific
genes. a. dPCA re-discovers the same genes in many of its varying biological com-
parisons, while b. ChromDiff more frequently identifies different genes in different
comparisons, based on the Jaccard index. Similarly, c. the enriched gene sets and
pathways identified by dPCA are markedly similar for many of their comparisons,
while d. ChromDiff achieves higher specificity that produces different, relevant gene
set enrichments in different cases, based on the Jaccard similarity index.

higher similarity scores for the dPCA results than the ChromDiff results (Figure 3-

5a,b). Even more strikingly, we see very high similarity between the enriched MSigDB

gene sets for the genes identified by dPCA (Figure 3-5c), while ChromDiff returns

gene set enrichments specific to that comparison (Figure 3-5d). Since some of these

comparisons also share epigenomic groups (for example, the same brain epigenomes

are used for Brain/ESC and Brain/GI), we filter out similarity scores for pairs of

comparisons with overlapping groups (Figure 3-6a-d). After filtering, we find that

dPCA has a higher average similarity score among unrelated comparisons for both

gene and MSigDB results (Figure 3-6e).

These results show that for the Roadmap Epigenomics dataset, ChromDiff is more

powerful than dPCA: ChromDiff can identify genes showing important epigenomic

changes even when dPCA does not have enough power, and ChromDiff also more
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Figure 3-6: ChromDiff identifies more specific results than dPCA. After filtering out
pairs of comparisons with shared epigenomic groups, we find that a. dPCA’s gene
results are less specific than b. ChromDiff’s gene results for unrelated comparisons.
Similarly, c. dPCA’s gene set enrichments are less specific than d. ChromDiff’s gene
set enrichments for unrelated comparisons. e. We quantify this result by confirming
that dPCA’s results have higher mean similarity scores for unrelated comparisons
than ChromDiff does, with bars displaying standard error of the sample mean. These
were calculated from the 53 and 58 pairs of unrelated comparisons for ChromDiff and
dPCA results, respectively, as shown in a-d.
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Figure 3-7: A variety of chromatin states are identified in simulations and appli-
cations. a. In randomized comparisons, we find a wide variety of chromatin state
distributions in the distinguishing features found, while in b. biological comparisons,
we found that all the chromatin states were well represented.

identifies specific and relevant gene sets than dPCA, likely due to its ability to correct

for covariates.

3.3.3 ChromDiff identifies relevant genes and chromatin states

independent of gene size and chromatin state.

If ChromDiff operated with a bias towards certain chromatin states or gene sizes,

this should become evident in the results from our simulations. However, in practice,

we found no consistent bias towards any chromatin state (Figure 3-7a) or gene size

(Figure 3-8a) in results from our randomized simulations. This provides confidence

that the distribution of chromatin states (Figure 3-7b) and gene sizes (Figure 3-8b)

in our real results is based on real biological signal; for example, some brain-specific

genes have been shown to be long148 and three of our four comparisons that identified

the longest genes involved brain epigenomes.
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Figure 3-8: Genes of various sizes are identified in randomized simulations, while
longer genes are identified in biological comparisons. a. In randomized simulations,
we identify genes with a variety of gene sizes, suggesting ChromDiff does not bias
for certain gene sizes. b. In biological comparisons, the genes identified were often
longer, suggesting that longer genes exhibit more epigenomic changes.
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3.3.4 Regulatory ChromDiff identifies additional and new genes

when studying linked enhancers and regulatory regions.

As described in Section 3.2.3.2, we also developed a second version of ChromDiff,

called Regulatory ChromDiff, which uses linked regulatory regions to search for epige-

nomic differences between sample groups. We applied this method to three different

sets of regulatory regions: promoter regions, enhancer regions and DNase Hypersensi-

tive sites. These regulatory regions were leveraged for 19 comparisons of biologically

relevant sample groups, and we found that 15 of the 19 comparisons resulted in iden-

tification of significantly distinguishing features (Figure 3-9). Further, in Figure 3-9,

we show the number of genes identified by Regulatory ChromDiff for each of 15 com-

parisons based on the three sets of regulatory regions.

We also applied the original gene body ChromDiff method to the same 15 compar-

isons. This allowed us to separate the identified genes into two categories: whether

the gene was identified only by the Regulatory ChromDiff method, or whether it had

previously been identified by the gene body approach. In Figure 3-9, we then color

the gene counts correspondingly, with genes previously identified by the gene body

approach colored in gray, while genes only identified by the Regulatory ChromDiff ap-

proach are shown in red (for promoters), yellow (for enhancers), and blue (for DNase

Hypersensitive sites).

We can also include genes identified only by the gene body ChromDiff approach.

Specifically, we look at all genes identified for a particular comparison using either

ChromDiff or Regulatory ChromDiff (for a particular set of regulatory regions). Then,

in Figure 3-10, we show the proportion of these genes that were identified only by

ChromDiff (in white), only by Regulatory ChromDiff (in red, yellow, or blue for

promoters, enhancers, or DNase Hypersensitive sites), or by both ChromDiff and

Regulatory ChromDiff.
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Figure 3-9: ChromDiff is applied to 15 biological comparisons and identifies new genes
when using promoters (shown in red), linked enhancers (shown in yellow), and linked
DNase Hypersensitive sites (shown in blue), compared to the gene body approach.
The total number of distinguishing genes identified for each comparison are shown in
the cumulative bars, based on the summation of the region-specific genes (shown in
red, yellow, and blue) and the genes identified by both versions of ChromDiff (shown
in gray).
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Figure 3-10: Proportion of distinguishing genes identified by Regulatory ChromDiff
with a) promoters, b) enhancers, and c) DNase Hypersensitive regions, compared
to the gene body ChromDiff approach. Specifically, we show the proportion of genes
identified by both approaches (gray), genes identified only by the gene body approach
(white), and genes identified by Regulatory ChromDiff (red, yellow, or blue).
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3.4 Software download

Code for ChromDiff, results, instructions for usage, data used here, and additional

information can be found at http://compbio.mit.edu/ChromDiff. It is also publicly

available on Github at https://github.com/angieyen/ChromDiff. ChromDiff is freely

available for download and usage under a GPL 3 license.

3.5 Contributions

Overall, our method for comparing epigenomic states between groups of epigenomes

highlights chromatin state changes at genes with relevant functions by generating

an information theoretic encoding of the epigenome and isolating differences corre-

sponding to a single biological attribute with covariate correction. Applications of

our method reveal that different chromatin states and genes play important distin-

guishing roles in different comparisons. We further find an overall enrichment for

differentially expressed genes in our identified gene sets, and in some cases, ChromD-

iff even identifies all differentially expressed genes based solely on the epigenomic

data. We validate our methodology by showing that shuffled simulations almost al-

ways yield no epigenomic differences and that our approach outperforms the only

existing method for group-wise epigenomic comparative analysis, particularly in the

specificity of our results. Due to these findings, we believe that our method is a

powerful and innovative tool that will only increase in power to elucidate biological

differences as more epigenomes become available.

The field of systems biology seeks to uncover the dynamics of gene regulatory

processes in diverse biological functions including differentiation and disease. To

date, analyses have focused primarily on differential gene expression analysis and

epigenomic comparisons limited to histone mark signals. By comparing chromatin

state annotations here, the results suggest a rich set of molecular features distinguish

differential gene activity across different biological parameters. Our methods leverage

both gene bodies (ChromDiff) and linked regulatory regions (Regulatory ChromDiff)
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to show that genes, as well as distal and proximal regulatory regions, exhibit relevant

epigenomic differences across sample type. Thus, we believe that our comparative

analysis of chromatin states provides value by elucidating how the chromatin states

associated with each gene vary across biological parameters and conditions.

Previous methods for comparative epigenomic analysis have already been fruitful,

but ChromDiff is ideally suited for analysis of resource datasets, due to its ability

to control for external covariates and perform multiple group-wise comparisons using

different attributes on the same dataset. Therefore, as more epigenomes become

available in less controlled settings, ChromDiff will continue to be a valuable tool

and pipeline for research. Furthermore, using chromatin states rather than the raw

underlying signal allows for an abstraction based on segmentation that can be used

with varying underlying methodologies, and it also provides an additional lens with

which to examine the interplay of gene expression, epigenomic context, and biological

attributes and pathways.
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Chapter 4

Comparisons of epigenomes reveal

distinguishing chromatin states and

genes

4.1 Introduction

By leveraging epigenetic information with computational analysis, we are able to iden-

tify novel biological insights regarding epigenomic differences across many properties.

Specifically, to demonstrate the power of our method described in Chapter 3, we ap-

ply ChromDiff to identify genes and chromatin states that differentiate epigenomes

across donor sex, tissue type, sample state, and donor developmental age. The re-

sults reveal that distinct types of epigenomic features vary with different biological

properties and strongly validate our statistical approach. In addition, our specific

comparisons result in new biological insights on the types of epigenomic features and

pathways that underlie each of our comparisons. Lastly, we present evidence that

chromatin state changes at linked regulatory regions, in addition to changes at gene

bodies, can also allow scientists to identify the gene, pathway, and expression changes

relevant for a particular characteristic.
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4.2 Methods

As described in Chapter 3, we used ChromDiff to identify group-wise chromatin state

differences. Here, we describe the visualization and sampling techniques used to

generate our result figures.

4.2.1 Gene cluster identification

Clustering of genes was based on hierarchical clustering using the complete linkage

method based on Euclidean distances, as implemented by hclust in the R stats pack-

age.135 After obtaining the dendrogram for the hierarchical clustering, we manually

identified a cutoff for each comparison while taking into account cluster homogeneity

and size. The resulting clusters were annotated on the heatmaps if they included at

least 5% of all elements clustered. We also performed calculations for enriched gene

set enrichments and gene expression analysis on these annotated clusters, as described

in Section 3.2.7 and Section 3.2.8.

4.2.2 Sampling distinguishing features

For visualizations, we sampled down to 10,000 distinguishing features when more

features than this were identified. The sampled features and their associated genes

were then used for all heatmaps, such as gene and chromatin state combination plots,

feature enrichment plots, most abundant (dominant) chromatin state plots, and gene

expression difference plots. To sample to the 10,000 distinguishing features that

would be most informative, we prioritized genes that were associated with the greatest

number of significant distinguishing features, breaking ties based on the p-value of the

most significant associated feature. Then, all features associated with the prioritized

genes were chosen, until 10,000 features were reached.

4.2.3 Sampling significant distinguishing genes

All genes corresponding to sampled distinguishing features were retained.
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4.2.4 Ordering of rows or columns

When ordering any rows or columns, the dendrogram was generated based on the

clustering, which was then ordered by the means of the vectors.

4.2.4.1 Ordering of heatmaps based on genes

We first ordered our dominant chromatin state heatmaps. The columns were ordered

based on the column means according to the dendrogram for hierarchical clustering

described in Section 4.2.1. The rows were ordered separately for the two biological

groupings. First, for each group, we identified the dendrogram for the corrected

feature values via hierarchical clustering of hclust135 and ordered the dendrogram

based on the row means. Then, we simply concatenated the orderings for the two

groups. Finally, unless otherwise noted, these gene and epigenome orderings were

carried throughout all of the heatmaps showing gene information.

4.2.5 Dominant (most abundant) chromatin state heatmaps

For each comparison, these heatmaps visualized the significant genes as columns and

relevant epigenomes as rows. Each cell shows the corresponding color for which chro-

matin state was most present for that gene in that epigenome. Colors for chromatin

state were taken from the ChromHMM state coloring as given by the integrative

Roadmap Epigenomics project. Cell type and gene orderings were calculated as de-

scribed above (Ordering of heatmaps based on genes).

4.2.6 Gene expression heatmaps

Row (cell type) and column (gene) orderings were copied from the significant gene

majority state heatmaps, as described in Ordering of heatmaps based on genes. The

color of each cell represents the corresponding ln(RPKM + 1) value for each gene

and epigenome combination. The colorscale sets the minimum expression value to

be red, the median to be white, and the maximum to be blue. Any epigenomes that
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had no expression data were plotted as white rows, for ease of comparison with other

heatmaps.

4.2.7 Chromatin state enrichment for X chromosome gene sets

To compare the chromatin state of escape and inactive X chromosome genes, we used

the previously computed chromatin state feature values (as described in Section 3.2.3

and Section 3.2.5) for each X chromosome gene. Then, to compare the chromatin

state profiles of the active and inactive variables in female samples, we used the

one-sided Mann-Whitney-Wilcoxon test. Specifically, for each chromatin state, we

averaged the chromatin state coverage across the 38 female samples for each gene.

Then, we compared that average chromatin state coverage for all active genes to the

average chromatin state coverage for all inactive genes. We performed both one-sided

tests, to test for enrichment in active genes, as well as enrichment in inactive genes.

Next, we performed simulations to account for any chromatin state biases, such as

the fact that the active and inactive genes are all from the X chromosome. Specifically,

we generated 10,000 randomized simulations where we randomly shuffled the "active"

or "inactive" labels on the combined set of 485 genes, while retaining the sizes of each

gene set. For each of these simulated "active" and "inactive" gene sets, we calculated

both Mann-Whitney-Wilcoxon p-values as described above. Then, we calculated a

permutation "p-value" based on these 10,000 random simulations. Specifically, we

calculated the percentile ranking of the p-value for our real data, compared to the

simulated p-values. Formally:

𝑝𝑝𝑒𝑟𝑚 =
𝑘 + 1

𝑁 + 1

where k is number of simulations (out of 10,000) where 𝑝𝑠𝑖𝑚 ≤ 𝑝𝑟𝑒𝑎𝑙, and N is the

number of simulations (10,000).

Finally, we used Bonferroni multiple hypothesis correction to correct for our 30

tests, one for each of 15 chromatin states, and both possible test directions. In other

words, we considered a 𝑝𝑝𝑒𝑟𝑚 < .00166 to be significant, as this new threshold was

based on a cutoff .05
30

.
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We visualized these resulting 𝑝𝑝𝑒𝑟𝑚 values in a horizontal bar plot, with red

dashed lines for the significance cutoffs on a log10 𝑝𝑝𝑒𝑟𝑚 scale. We combined both

possible bias directions onto a "back-to-back" bar chart to visualize which chromatin

states were biased in which direction.149

4.2.8 Sex-based chromatin state enrichment

To compare the chromatin state profiles of the female and male epigenomes, we used

the one-sided Mann-Whitney-Wilcoxon test. Specifically, for each chromatin state,

we averaged the chromatin state coverage across the 38 female samples for each gene

to calculate the "female average". Then, we averaged the chromatin state coverage

across the 51 male epigenomes for each gene to calculate the "male average". Then,

we compared the female average to the male average for each of four gene groups of

interest: active, inactive, variable, and one combined group of all the active, inactive,

or variable genes. We performed both one-sided tests, to test for enrichment in female

samples, as well as enrichment in male samples.

Next, we performed simulations to account for any chromatin state biases in

our epigenome samples. Specifically, we generated 10,000 randomized simulations

where we randomly shuffled the "female" or "male" labels on the combined set of 89

epigenomes, while retaining the sizes of each epigenome set. For each of these simu-

lated "female" and "male" epigenomic groups, we again calculated Mann-Whitney-

Wilcoxon p-values as described above.

Then, we calculated a permutation "p-value" with Bonferroni multiple hypothesis

correction and visualized the results in a back-to-back bar chart, as described above

in Section 4.2.7.

4.2.9 Violin plots for chromatin state coverage

To visualize the chromatin state differences between gene groups or sample sex, we

plotted the respective average chromatin state coverages in an overlaid boxplot and

violin plot. For visualization purposes, we first converted the chromatin state coverage
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values into z-scores: specifically, we calculated the overall mean and standard devi-

ation across all relevant data points, and then normalized each value by subtracting

the mean and dividing by the standard deviation.

For the individual plots, we set whiskers for the boxplots at 1.5 times beyond the

outer quartiles from the median. Plot limits were set to twice the value of the most

extreme whisker value in both the positive and negative values, to center the plot to

0.149 For the combined plots that show all fifteen chromatin state plots together, we

set whiskers for the boxplots at 1.5 times beyond the outer quartiles from the median.

Plot limits were set to the value of the most extreme whisker of the individual plots.149

4.3 Results

4.3.1 Overview

Using the approaches described in Section 4.2, we applied ChromDiff to epigenomic

samples from Epigenome Roadmap?? based on sex, tissue type, sample state, and

developmental age to find relevant genes, switching chromatin states, enriched gene

sets, and differentially expressed genes. Based on our application of ChromDiff to

female and male samples, we followed up on the epigenomic differences between escape

and inactive genes on the inactive X chromosome in female cells. Finally, we leveraged

both proximal and distal enhancers, promoters, and DNase Hypersensitive sites with

Regulatory ChromDiff to find epigenomic differences based on sex, tissue type, and

sample state. We found many new genes that were missed by only looking at the gene

body, verifying the importance of using regulatory regions for systematic identification

of differences across the genome.

4.3.2 Epigenetic sex differences consistent with X Chromo-

some inactivation

In our first comparison, we sought epigenomic differences between male and female

samples. We found 536 significant epigenomic features (gene-chromatin state com-
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Figure 4-1: X chromsome inactivation distinguishes male and female samples. Com-
parison of male and female epigenomes identifies a. 536 features that are associated
with 369 genes and all 15 chromatin states, where b. 264 of the 369 genes are located
on the X chromosome. c. 124 of the identified X chromsome genes are mainly qui-
escent in male samples but weakly repressed or heterochromatic in female cell types
(mostly in cluster B), while 56 genes are transcribed in female and male samples
(mostly autosomal genes in cluster A), shown here by the most abundant chromatin
state for these genes. d. Expression data for these genes (when available) confirms
similar expression levels between male and female samples, as suggested by the chro-
matin state annotations.

binations) distinguishing male from female samples (that we will call ’distinguishing

features’), corresponding to 369 genes (that we will refer to as ’distinguishing genes’),

and encompassing all 15 chromatin states (Figure 4-1a). Most distinguishing genes

are only associated with one feature (only a single chromatin state is significantly dif-

ferent), with the exception of 133 genes that exhibit significant differences in multiple

chromatin states, mostly quiescent and weak Polycomb repression (114 of 133 genes)

(Figure 4-1a).

Remarkably, over 70% of the distinguishing genes are located on the X chromosome

(264 of the 369 genes) (Figure 4-1b). Many of these chromosome X genes (124 of
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264 genes) are primarily quiescent in male samples and primarily heterochromatic

or Polycomb-repressed in female samples, as exemplified by many of the genes in

cluster B in Figure 4-1c, which visualizes the most abundant chromatin state for each

distinguishing gene. For these 124 genes, the X chromosome location and epigenomic

signature of Polycomb and heterochromatic repression in females is consistent with

known mechanisms of X inactivation.150 In addition, we see another epigenomic

signature (exemplified by gene cluster A in Figure 4-1c) at the 56 genes that are

mostly transcribed in both females and males (31 of these 56 genes are autosomal).

Figure 4-2 shows that many of these transcribed and autosomal genes are associated

with changes in bivalent (TssBiv, EnhBiv, BivFlnk), enhancer (EnhG, Enh), and

transcribed (TxFlnk, TxWk) regions. Overall, gene expression is largely unchanged

between the female and male epigenomes at the distinguishing genes, despite the

epigenomic differences (Figure 4-1d), with only 2 out of the 368 distinguishing genes

with expression data exhibiting significantly different expression levels. Again, this

is consistent with X inactivation due to the allelic imbalance of X chromosomes for

female and male donors.

4.3.3 Active chromatin states are enriched on genes that es-

cape ChrX inactivation, while repressive chromatin states

are enriched on inactive genes.

In collaboration with Taru Tukiainen in the Macarthur Lab, we further investigated

the chromatin state patterns of both escape and inactivated genes on the X chromo-

some. Previous work has shown that, even on the copy of the X chromosome that

is inactivated in a female cells, some X chromosome genes "escape" the inactivation,

and are still, in fact, expressed.151 To identify the "escape" genes on the X chromo-

some that manage to be expressed, even when inactivated, Taru performed single-cell

experiments that measured gene expression. With these results, Taru categorized

each gene as either "escape", "inactive", or "variable", depending on how consis-

tently they escaped X chromsome inactivation (if ever). After mapping these genes
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Figure 4-2: Distinguishing autosomal genes are associated with changes in bivalent
and enhancer regions. While X chromosome genes are largely associated with changes
in quiescent and polycomb repressed regions, transcribed autosomal genes (high-
lighted in blue) are largely associated with bivalent and enhancer regions, as well
as flanking transcribed (TxFlnk) regions.
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Figure 4-3: We found 86 escape genes, 399 inactive genes, and 93 variable genes on
the X chromsome based on experimental expression after mapping to GENCODE v10
protein-coding genes.

to GENCODE v10 for chromatin state information, we had 99 active, 432 inactive,

and 101 variable X chromosome genes, as shown in Figure 4-3.

Using these gene groups, we compared the distribution of Z-scores of coverage for

each chromatin state between escape and inactive genes, as shown in Figure 4-4b.

Using statistics and simulations as described above in Section 4.2.7, we specifically

identified significant differences in chromatin state patterns between the two gene

groups (4-4a).

While comparing the chromatin state patterns on escape genes and inactive genes,

we find significant enrichment for active marks being biased for escape genes, as well

as repressive marks being significantly biased toward inactive genes, as shown in Fig-

ure 4-4a. Specifically, we found a significant enrichment active flanking promoter

(TssAFlnk), transcribed (Tx), weakly transcribed (TxWk), and enhancer (Enh) in

escape genes compared to inactive genes. On the other hand, we found a significant

enrichment for the repressive chromatin states of heterchromatic (Het), bivalent pro-

moter (TssBiv), and polycomb repressed (ReprPC) regions in inactive genes compared

to escape genes.

The differences in chromatin state coverage between escape, inactive, and variable

ChrX genes can be more explicitly visualized with the distributions of Z-scores for

chromatin state coverage in escape, inactive, and variable genes. Figure 4-4b shows

a general trend of more active chromatin state presence at escape genes, and more
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Figure 4-4: Comparison of chromatin state coverage at escape genes and inactive genes
reveals distinctive chromatin state biases. Escape genes are significantly enriched for
active chromatin states such as flanking active flanking promoter (TssAFlnk), tran-
scribed (Tx), weakly transcribed (TxWk), and enhancer (Enh) regions. Conversely,
inactive genes are significantly enriched for repressive chromatin states such as het-
erochromatic (Het), bivalent promoter (TssBiv), and polycomb repressive (ReprPC)
regions. Permutation p-values are based on using the Mann-Whitney-Wilcoxon test
to compare chromatin state coverage of escape genes and inactive genes, compared to
a null distribution based on 10,000 shuffled simulations. Significance cutoff is based
on Bonferroni correction (𝑝 < .00166). b) Average chromatin state coverage at es-
cape, inactive, and variable genes illustrates more presence of active states at escape
genes and more presence of repressive states at inactive genes. Average chromatin
state coverage has been calculated for each gene across female samples and converted
into Z-scores across all genes. Box-and-whiskers plots are overlaid by violin plots for
the distribution of Z-scores in each gene group.
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Figure 4-5: Active flanking promoter, transcribed, weakly transcribed, and enhancer
chromatin states enriched in escape genes compared to inactive genes. Presence of
a) active flanking promoter (TssAFlnk), b) transcribed (Tx), c) weakly transcribed
(TxWk), and d) enhancer (Enh) regions is significantly higher in escape genes than
in inactive genes, as described in Figure 4-4a (𝑝 < .00166). Meanwhile, variable
genes often have intermediate levels of chromatin state coverage that lie between the
coverage of escape and inactive genes.

repressive chromatin state in inactive genes. The differences that were found to be

significant, as shown in Figure 4-4a, are more closely presented in Figure 4-5 and

Figure 4-6, for states biased towards escape genes and inactive genes, respectively.

These results not only confirms that epigenomic mechanisms behind the hete-

rochromatic inactivation of one X chromosome in each female cell, but also suggests

an epigenomic mechanism for escape from X inactivation through the substitution of

active histone marks for repressive marks.

Further, we compare the chromatin state patterns at the X chromosome genes

(including escape, active, and variable genes) between male and female samples, and
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Figure 4-6: Heterochromatic, bivalent promoter, and polycomb repressed chromatin
states are enriched in inactive genes compared to escape genes. Presence of the re-
pressive chromatin states of a) heterochromatic (Het), b) bivalent promoter (TssBiv),
and c) polycomb repressed (ReprPC) regions is significantly higher in inactive genes
than in escape genes, as calculated in Figure 4-4a (𝑝 < .00166). Meanwhile, variable
genes often have intermediate levels of chromatin state coverage that lie between the
coverage of escape and inactive genes.
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as we previously found in the genome-wide comparison of female and male samples,

active marks were biased for male samples while repressive marks are biased for

female samples. This, again, is in line with X chromosome inactivation, which must

inactivate one X chromosome of each female cell, while the only X chromosome of

male cells is completely active.151

4.3.4 Comparison of brain and gastrointestinal tissues reveal

epigenomic changes in neuronal genes

In addition to sex-based differences, we identified tissue-specific epigenomic differ-

ences by comparing brain cells and tissues against gastrointestinal tissues, two of the

anatomical groups for which we had the most epigenomic data. We found 10,455 dis-

tinguishing features, corresponding to 5,533 distinguishing genes. For visualization

purposes, we have sampled down in this and future examples to 10,000 distinguishing

features and their associated genes (Section 4.2.3).

Over 40% (2,274 of 5,533 genes) of the genes distinguishing brain from gastroin-

testinal tissues involve multiple chromatin states for each gene. Of the 5,079 genes

associated with the 10,000 sampled features, six groups of genes emerge, represent-

ing genes with distinguishing features involving: (a) promoter and enhancer regions,

(b) weakly transcribed and quiescent regions; (c) enhancer and weakly transcribed

regions, (d) enhancer regions only, (e) polycomb repressed and active TSS regions,

and (f) genic enhancer regions (Figure 4-8a, left to right; Figure 4-9). These results

highlight the powerful ability of ChromDiff to identify relationships between chro-

matin states: these gene groups suggest combinations of chromatin states that act in

coordinated ways to complement and/or reinforce one another.

In contrast to the sex-based comparison, the comparison of brain and gastrointesti-

nal tissues identifies many genes with significant expression differences. Specifically,

in 18% of the discriminative genes (1,043/5,533), the most abundant chromatin state

switched between mainly transcribed in one group (Tx, TxWk, or TxFlnk) to pri-

marily Polycomb-repressed or quiescent in the other group (ReprPC, ReprPCWk,
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Figure 4-7: Comparison of chromatin state coverage at ChrX genes in female and male
samples reveals chromatin state patterns consistent with X chromsome inactivation.
a) Genes on the X chromosome are significantly enriched for repressive chromatin
states such as zinc finger and repetitive (ZNF/Rpts), heterochromatic (Het), bivalent
promoter (TssBiv), bivalent enhancer (EnhBiv), polycomb repressed (ReprPC), and
weakly polycomb repressed (ReprPCWk) regions in female samples. On the other
hand, when compared to female samples, male samples are enriched for quiescent
(Quies) regions characterized by a lack of histone mark presence. This suggests that
the broad chromosome-wide repression of X inactivation in female samples results in
a "repressive" chromatin state at these regions, even though they were already quies-
cent in male samples. Permutation p-values are based on using the Mann-Whitney-
Wilcoxon test to compare chromatin state coverage of X chromosome genes in female
and male samples, compared to a null distribution based on 10,000 shuffled simula-
tions. Significance cutoff is based on Bonferroni correction (𝑝 < .00166). b) Average
chromatin state coverage of ChrX genes in female and male samples illustrates signif-
icantly higher presence of repressive states in female samples and significantly more
quiescent regions in male samples (𝑝 < .00166). Higher levels of active states in male
samples can also be observed, although they do not meet our significance cutoff. Aver-
age chromatin state coverage was separately calculated for female and male samples
for each gene; these values were then converted into Z-scores across the values for
both sexes. Box-and-whiskers plots are overlaid with violin plots for the distribution
of Z-scores in each gene group.
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Figure 4-8: Transcriptional differences dominate brain and GI tissue comparison.
Comparison of brain and gastrointestinal epigenomes reveal a. chromatin state
changes that co-occur within groups of chromatin states, as well as cluster-specific
transcriptional differences at associated genes based on b. most abundant chromatin
state and d. gene expression data (when available). 5 of the 6 identified gene groups
have significantly different expression between brain and GI samples, with asterisks
indicating p<.05 based on the two-sided Mann-Whitney test. c. Identified genes are
enriched for brain (dark blue stars) and gastric (light blue stars) specific purposes and
gene sets, as well as other gene sets (black), as evidenced by the top ten gene set an-
notations. e. Genes in each epigenomic cluster contain different gene set annotations,
such as cancer-related and cell cycle gene sets (cluster A), gastric-specific (cluster E)
and brain-specific (cluster D) gene sets, genes related to the nervous system (cluster
C), genes associated with histone marks (clusters C and F), and membrane genes
(cluster F).
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Figure 4-9: Brain and gastrointestinal differences reveal changing chromatin state dif-
ferences in gene clusters. a. Various chromatin states exhibit coordinated changes at
corresponding gene clusters. Specifically, from left to right, the groups of chromatin
states (highlighted in blue) that change at the same genes are a) enhancer and pro-
moter regions (Enh/TssA/TssAFlnk), b) transcribed and quiescent (TxWk/Quies),
c) enhancer and transcribed (Enh/TxWk), d) enhancer (Enh), e) promoter and re-
pressed (TssA,/ReprPC), and f) genic enhancer (EnhG) regions. b. For groups a and
c, gastrointestinal (GI) tissues are mostly quiescent, while group b genes are mostly
transcribed in GI tissues. Group c and d genes are more often enhancer regions in
brain samples, while group e genes are annotated as promoter states in both brain
and GI samples.
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or Quies), as exemplified by gene clusters C, D, E, and F (Figure 4-8b). The ma-

jority of these switching genes (675/1,043) showed significant expression differences

from RNA-Seq data (Figure 4-8d). Overall, 40% of all distinguishing genes showed

significantly different expression (2236/5507).

For many of the remaining genes, including those in gene cluster A (Figure 4-

8b), epigenomic differences did not involve the most abundant chromatin state. For

example, in both brain and gastrointestinal epigenomes, 86% of genes in cluster A

are annotated as primarily transcribed or enhancer states (1253/1452 genes), but the

majority of cluster A genes were identified based on features that did not involve

transcription or enhancer states (1177/1452).

Furthermore, our gene clustering based on epigenomic signal also revealed that

different gene clusters mapped to varying gene set functions, ranging from brain-

specific genes (clusters C and D), genes related to gastric cancer (cluster E), cell

cycle genes (cluster A), Polycomb targets and genes marked by H3K27me3 (cluster

F), and genes associated with cancer (clusters A, B, and E) (Figure 4-8e, Tables 4.1

to 4.6). The entire set of 5,533 distinguishing genes is enriched for genes known to be

important for brain and gastrointestinal function, including genes with brain-specific

histone modifications and targets of CDH1, which has recently been shown to be

associated with gastric cancer152,153 (Figure 4-8c, Table 4.7).

4.3.5 Blood samples distinguished by enhancer activity differ-

ences

With the resources of various blood epigenomes, we compared chromatin states at

gene bodies for the liquid samples (blood) against the solid samples (tissues and other

primary cells). ChromDiff found 45,513 significant differentiating features associated

with 17,001 genes. The 10,000 sampled features and their associated 1,721 genes

are largely dominated by transcription, enhancer, quiescent, and repression states

(Figure 4-10a), and about 40% of the genes show expression differences (717/1717 of

sampled genes, 6827/16827 distinguishing genes) (Figure 4-10b).
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Table 4.1: Enriched gene sets for cluster A of brain and gastrointestinal comparison.
Comparison of brain and gastrointestinal samples show that distinguishing genes in
cluster A are related to Alzheimer’s disease. (10 most strongly enriched gene sets
shown.)

Table 4.2: Enriched gene sets for cluster B of brain and gastrointestinal comparison.
Comparison of brain and gastrointestinal samples show that distinguishing genes in
cluster B are related to thyroid carcinoma. (Only one significantly enriched gene set
found.)

Table 4.3: Enriched gene sets for cluster C of brain and gastrointestinal comparison.
Comparison of brain and gastrointestinal samples show that distinguishing genes in
cluster C are related to the nervous system and H3K27me3 modifications. (10 most
strongly enriched gene sets shown.)
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Table 4.4: Enriched gene sets for cluster D of brain and gastrointestinal comparison.
Comparison of brain and gastrointestinal samples show that distinguishing genes in
cluster D are related to psychiatric disorders, brain function, and the nervous system.
(10 most strongly enriched gene sets shown.)

Table 4.5: Enriched gene sets for cluster E of brain and gastrointestinal comparison.
Comparison of brain and gastrointestinal samples show that distinguishing genes in
cluster E are related to brain function and a variety of cancer types. (10 most strongly
enriched gene sets shown.)
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Table 4.6: Enriched gene sets for cluster F of brain and gastrointestinal comparison.
Comparison of brain and gastrointestinal samples show that distinguishing genes in
cluster F are related to polycomb targets, psychiatric disorders, brain function, and
the nervous system. (10 most strongly enriched gene sets shown.)

Table 4.7: Enriched gene sets for brain and gastrointestinal comparison. Comparison
of brain and gastrointestinal samples show that the total set of distinguishing genes
are related to brain and nervous system function, as well as gastric diseases. (10 most
strongly enriched gene sets shown.)
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Figure 4-10: Epigenomic differences specific to blood samples lie at blood cancer
genes. Comparison of blood epigenomes with other primary cells and tissues reveals
distinguishing epigenomic activity, at genes marked by a. transcriptional, enhancer,
repressed, and quiescent chromatin states, as shown by the most abundant chromatin
state heatmap. The corresponding transcriptional activity can be seen in b. gene
expression profiles for the associated genes (with the genes in the same ordering in 4a
and 4b). c. Genes in clusters A and B are enriched for blood-specific gene sets (light
blue stars), such as gene sets relating to immune response, lymphoma, leukemia, and
macrophage activity. On the other hand, cluster C is enriched for genes relating to
cancer, while cluster D is generally composed of membrane genes.
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Table 4.8: Enriched gene sets for cluster A from comparison of blood and non-blood
samples. Comparison of blood and non-blood samples show that the total set of
distinguishing genes in cluster A are related to leukemia, lymphoma, and immune
response. (10 most strongly enriched gene sets shown.)

We find four main clusters of genes (Figure 4-10a,b) that correspond to differ-

ent gene set enrichments. Gene cluster A is characterized by strong enrichment for

gene sets relating to immune response, T cell differentiation, and blood cancers, while

cluster B is enriched for genes related to macrophage function and leukemia. Cluster

C is enriched for genes relating to general cancer development, and cluster D is en-

riched for membrane genes, likely due to blood cell-specific membrane function154,155

(Figure 4-10c, Tables 4.8 to 4.11).

4.3.6 Comparison of samples based on developmental ages link

to cancer genes

For our final comparison, we investigated differences in adult and fetal samples based

on donor metadata. All samples that were listed from a pre-birth donor were labeled

as Fetal samples; all samples labeled Adult samples either came exclusively from

adult donors (over 18 years old), or came partially from adult donors with no age

information for other donors.

We found 7,472 significant epigenomic features distinguishing Adult and Fetal

samples, spanning 5,852 unique genes. Visualization of the most abundant chromatin
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Table 4.9: Enriched gene sets for cluster B from comparison of blood and non-blood
samples. Comparison of blood and non-blood samples show that the total set of
distinguishing genes in cluster B are related to macrophage function and leukemia.
(10 most strongly enriched gene sets shown.)

Table 4.10: Enriched gene sets for cluster C from comparison of blood and non-blood
samples. Comparison of blood and non-blood samples show that the total set of
distinguishing genes in cluster C are related to lymphoma and other cancers. (10
most strongly enriched gene sets shown.)
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Table 4.11: Enriched gene sets for cluster D from comparison of blood and non-blood
comparison. Comparison of blood and non-blood samples reveal membrane function
for gene cluster D. (10 most strongly enriched gene sets shown.)

state of each gene in each epigenome (Figure 4-11a) revealed that most significant

genes had the same most abundant state in both adult and fetal epigenomes, suggest-

ing more subtle underlying epigenomic changes at these genes. Specifically, although

the most abundant chromatin state was usually transcribed or quiescent states, the

underlying changing chromatin state spans all fifteen chromatin states (Figure 4-12a).

Specifically, many genes that were mostly quiescent or repressed were associated with

changes in transcribed, promoter, and genic enhancer states, while genes that were

mostly transcribed in all epigenomes exhibited changes in ZNF and quiescent state

annotations (Figure 4-12b). Transcription was also similar between adult and fetal

samples at most sampled genes (Figure 4-11b), with only 15% of all distinguishing

genes differentially expressed (or 887 of 5,798 distinguishing genes with expression

data).

Overall gene set enrichments for the 5,852 identified genes resulted in wide-ranging

biological pathways, including gene sets related to liver, Polycomb targets, and cy-

tokines (Table 4.12). However, from the visualization of the most abundant chro-

matin states (Figure 4-11a), we identified two gene subgroups with distinctive epige-

nomic signatures and cohesive corresponding enrichments (Figure 4-11c, Tables 4.13

and 4.14). Cluster A genes are enriched for genes related to tumors and anticancer
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Figure 4-11: Polycomb targets distinguish adult and fetal samples. a. The most
abundant state of distinguishing genes for adult and fetal epigenomes is largely un-
changed between the two groups, with the most popular states being active promoters,
transcriptional, repressed, or quiescent regions. b. Gene expression profiles confirm
similar levels of expression between the adult and fetal epigenomes at identified genes.
c. Genes in cluster A are enriched for age-related genes (notated by stars) relating to
fetal cell differentiation and Alzheimer’s disease, while genes in cluster B are enriched
for Polycomb targets, which have been shown to exhibit different behavior in fetal
and adult cells.
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Figure 4-12: Many genes exhibiting changes between adult and fetal samples are
only associated with one chromatin state. a. Visualization of features as chromatin
states and genes show that most genes are identified by changes due to only one
chromatin state, rather than coordinated changes of multiple chromatin states. The
most common chromatin states to differ between adult and fetal epigenomes were
ZNF/Rpts, ReprPC, Quies, TxFlnk, Het, and ReprPCWk regions. b. Different
patterns for the most abundant chromatin state can be seen for genes associated with
different chromatin states; for example, genes with changes due to the Tx chromatin
state are largely quiescent in both groups, while genes with changes due to ZNF/Rpts
are mostly transcribed in both groups.
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Table 4.12: Enriched gene sets for adult and fetal comparison. Comparison of adult
and fetal samples show that distinguishing genes are related to liver and cytokine
function. (10 most strongly enriched gene sets shown.)

treatment response, as well as genes relating to apoptosis; this result is supported by

previous work that has shown that tumors have similar expression profiles to early

developmental tissues.156 Furthermore, cluster A is also enriched for genes relating

to differentiation of fetal liver cells, as well as genes related to immune response and

Alzheimer’s disease; this is particularly relevant given the increasingly recognize role

of immune processes in Alzheimer’s disease157 and that proteins known to affect fetal

development also play a protective role for Alzheimer’s disease.158–160 On the other

hand, genes in cluster B are enriched for membrane genes and Polycomb targets,

which is relevant given the evidence that polycomb proteins distinguish fetal and

adult hematopoietic stem cells.161,162 Taken together, this validates the ability of

ChromDiff to identify relevant gene sets and pathways, despite a lack of change in

expression data.

4.3.7 ChromDiff identifies changes at linked enhancers based

on tissue type.

We also leveraged proximal and long-range interactions between genes and regulatory

regions to identify epigenomic differences between sample groups, as described in
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Table 4.13: Enriched gene sets for cluster A from comparison of adult and fetal
samples. Comparison of adult and fetal samples show that distinguishing genes in
cluster A are related to fetal liver differentiation, immune response, and Alzheimer’s
disease. (10 most strongly enriched gene sets shown.)

Table 4.14: Enriched gene sets for cluster B from comparison of adult and fetal
samples. Comparison of adult and fetal samples show that distinguishing genes in
cluster B are related to polycomb targets and H3K27me3 modifications. (10 most
strongly enriched gene sets shown.)
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Section 3.2.3.2. Specifically, we compared brain and digestive tissues based on the

chromatin state of linked enhancer regions. This resulted in the identification of 5590

genes with distinguishing epigenomic features, as shown in Figure 4-13a. These genes

were largely identified based on differences in enhancer (yellow) and quiescent (white)

states between the two groups. Based on these epigenomic signatures, we identified

four main gene clusters: two clusters exhibit tissue-specific enhancer activity (gene

cluster A with brain-specific enhancers, and gene cluster B with digestive-specific

enhancers), while gene cluster C seems largely to be linked to transcribed regions in

both brain and digestive samples and gene cluster D shows enhancer activity in some

digestive samples.

Next, we compared the epigenomic state of linked regulatory regions to the tran-

scriptional state of the relevant regions (Figure 4-13b). We found coordinated activity

between enhancer and gene expression, suggesting that distinguishing enhancer and

regulatory activity could recapitulate distinguishing gene expression. For example,

gene cluster A is more expressed in brain samples, gene cluster B is more expressed

in digestive samples, and gene cluster D is more expressed in a subset of digestive

samples. Although we can not conclude directional causality, our findings suggest a

regulatory mechanism of where changes in enhancer activity cause changes in linked

gene expression.

Finally, we found relevant gene set enrichments for identified gene clusters as

shown in Figure 4-13c. Specifically, our gene cluster that shows brain-specific en-

hancer and expression activity also shows strong enrichments for genes relating to

nervous cell differentiation, nervous system development, and brain tumors.

4.3.8 Studying chromatin state changes at both enhancers and

DNase hypersensitive sites identifies ChrX genes.

4 Using our linked regulatory regions, we can again compare our female and male sam-

ples and "recover" a signal for X Chromosome inactivation. Specifically, we now use

linked DNase Hypersensitive sites to identify genes with chromatin state differences
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Figure 4-13: Differences at brain and digestive in linked enhancer activity identify
genes with differential expression that relate to neuronal development. a) We find
tissue-specific enhancer activity, as shown with the dominant chromatin state visu-
alization at linked enhancer genes. Genes cluster into four groups based on their
dominant epigenomic signatures, with cluster A showing brain-specific enhancer ac-
tivity, and clusters B and D showing digestive-specific enhancer activity, while cluster
C shows transcriptional and enhancer activity at both tissues in linked regulatory re-
gions. b) Expression at these corresponding genes shows coordinated activity with
the enhancer activity, suggesting a potential mechanism for increased enhancer activ-
ity leading to increased transcription. c) Gene cluster A, which showed brain-specific
enhancer activity and expression, is enriched for relevant brain gene sets, such as
neuronal differentiation, glioblastoma, and neuronal polarity.
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between male and female samples. We again find the familiar signal of polycomb

repression (gray) at X chromosome genes in female samples, while male samples ap-

pear quiescent (white) (Figure 4-14a), which is consistent with the known epigenomic

repression of one X chromosome in each female cell.

In fact, an overwhelming 93.1% of the distinguishing genes were located on the

X chromosome (719/772). Furthermore, by using Regulatory ChromDiff with DNase

hypersensitive sites, we identify more X chromosome genes with epigenomic differ-

ences than we did when utilizing the gene body ChromDiff approach (Figure 4-14b),

suggesting that linked DNase hypersensitive sites may allow increased sensitivity over

gene bodies for the sex-based epigenomic comparison.

As before, we find similar levels of gene expresssion between female and male

samples at these X chromosome genes, as shown in Figure 4-14c.The fact that we

see epigenomic differences but similar gene expression levels is consistent with the

underlying different number of X chromosomes in male and females.

As suggested by the dominant chromatin state plot, we find the majority of dis-

tinguishing features are associated with changes in polycomb repressed regions and

quiescent regions. Specifically, in Figure 4-14d, we can see the number of features that

were assigned to each chromatin state in a cumulative distribution plot, based on var-

ious cutoffs for the top distinguishing features. Similarly, in Figure 4-14e, we visualize

the distinguishing features as gene and chromatin state combinations. We can see

that most genes had coordinated changes at weakly polycomb repressed (ReprPCWk)

and quiescent (Quies) regions, with some genes additionally having changes at poly-

comb repressed (ReprPC), weakly transcribed (TxWk), bivalent enhancer (EnhBiv)

and bivalent promoter (TssBiv) regions.

4.3.9 Subtypes of blood samples highlight enhancer differences.

Finally, we used Regulatory ChromDiff with linked enhancers to compare subtypes

of blood samples. Specifically, we compared hematopoietic stem cells (HSCs) and B

cells to T cells and blood samples. As shown in Figure 4-15, we find differences at 709

distinguishing genes, which are approximately grouped into four gene clusters based
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Figure 4-14: Differences in polycomb repression and heterochromatin is identified
at DNase hypersensitive sites linked to ChrX genes in a sex-based comparison. a)
Among the 772 distinguishing genes identified by Regulatory ChromDiff, we find a
prevalent signature of polycomb repression (gray) and heterochromatin (purple) in
female samples at X chromosome genes, as visualized by the dominant chromatin state
plot. 719/772 of the identified genes are located on the X chromosome. b) Of the
738 X chromosome genes identified via the ene body ChromDiff or DHS Regulatory
ChromDiff, 471 (64%) were identified only using the DHS approach. Furthermore,
248 (32%) were verified by both approaches, with only 18 (2%) identified by only
the gene body approach. c) Gene expression levels are similar between female and
male samples, likely due to differences in the number of X chromosome copies. d)
Quiescent (Quies) and weakly polycomb repressed (ReprPCWk) dominate the most
significant distinguishing features, as shown in a cumulative distribution plot. e)
Most genes have coordinated changes at weakly polycomb repressed (ReprPCWk) and
quiescent (Quies) regions, with some genes also showing changes at heterochromatic
(Het), ZNF repeats (ZNF/Rpts), weakly transcribed (TxWk), polycomb repressed
(ReprPC), bivalent enhancers (BivEnh), and bivalent promoters (TssBiv).
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on their dominant chromatin state at linked enhancers (Figure 4-15a). We see that

these gene clusters have different enhancer activity between the two groups: Clusters

A and B tend to have higher enhancer activity in the T cells/blood group, compared

to the B cells/HSCs group, while clusters C and D tend to have higher enhancer

activity in the B cells group. Though it is hard to make broad conclusions based on

the corresponding gene expression data, due to lack of samples (Figure 4-15b), we

tend to see higher levels of gene expression in the samples showing higher enhancer

activity, suggesting corresponding activity between enhancers and gene expression.

When we study the distinguishing features as gene and chromatin state com-

binations, we find the majority of features are associated with changes in the en-

hancer (Enh) ChromHMM state; since we used linked enhancer regions, this makes

sense. However, we also some distinguishing features associated with flanking pro-

moter (TssAFlnk), quiescent (Quies), and weakly transcribed (TxWk) regions. Fi-

nally, when we identify enriched gene sets in a cluster-specific way, we find many

relevant gene sets. For example, in Figure 4-15d, we show that gene cluster B was

enriched for many gene sets relating to T cell signaling, regulation, and differentia-

tion, suggesting that epigenomic changes at linked enhancers can be used to identify

celltype-specific genes.
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Figure 4-15: Epigenomic changes at linked enhancers identify celltype-specific gene
expression and genes. a) Linked enhancer activity differs between HSCs/B cells and
T cells/blood samples at 709 distinguishing genes, which can broadly be grouped
into four clusters based on the dominant chromatin state at the linked enhancer re-
gions. Clusters A and B have more enhancer activity in the T cell group, while
clusters C and D have increased enhancer activity in the B cell group. b) Gene
expression data, though limited, suggests coordinated gene expression and enhancer
activity in a celltype-specific manner. c) Distinguishing features are largely associated
with changes at enhancer regions, likely due to the fact that we targeted Regulatory
ChromDiff towards linked enhancer regions. d) Gene clusters are enriched for rele-
vant gene sets, such as enrichment of gene cluster B for gene sets relating to T cell
differentiation, regulation, and signaling.
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Chapter 5

Integrative analysis of Roadmap

Epigenomics data

5.1 Introduction

While the primary sequence of the human genome is largely preserved in all human

cell types, the epigenomic landscape of each cell can vary considerably, contributing

to distinct gene expression programs and biological functions.65,163–165 Epigenomic

information, such as covalent histone modifications, DNA accessibility and DNA

methylation can be interrogated in each cell and tissue type using high-throughput

molecular assays.47,164,166–168 The resulting maps have been instrumental for annotat-

ing cis-regulatory elements and other non-exonic genomic features with characteristic

epigenomic signatures28,169 and for dissecting gene regulatory programs in develop-

ment and disease.13,28,51,167,170,171 Despite these technological advances, we still lack

a systematic understanding of how the epigenomic landscape contributes to cellular

circuitry, lineage specification, and the onset and progression of human disease.

To facilitate and spearhead these efforts, the NIH Roadmap Epigenomics Pro-

gram was established with the goal of elucidating how epigenetic processes contribute

to human biology and disease. One of the major components of this programme

consists of the Reference Epigenome Mapping Centers (REMCs),172 which system-

atically characterized the epigenomic landscapes of representative primary human
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tissues and cells. We used a diversity of assays, including chromatin immunoprecip-

itation (ChIP)28,53,169,173 DNA digestion by DNase I (DNase),167,174 bisulfite treat-

ment,163,164,175,176 methylated DNA immunoprecipitation (MeDIP),177 methylation-

sensitive restriction enzyme digestion (MRE),178 and RNA profiling,168 each followed

by massively parallel short-read sequencing (-seq). The resulting data sets were assem-

bled into publicly accessible websites and databases, which serve as a broadly useful

resource for the scientific and biomedical community. Here we report the integrative

analysis of 111 reference epigenomes, which we analyse jointly with an additional 16

epigenomes previously reported by the Encyclopedia of DNA Elements (ENCODE)

project28.179

Specifically, we identify epigenomic patterns in varied genomic regions and biolog-

ical contexts by integrating a rich dataset of epigenomic information, including cell

type, chromatin state, DNA methylation, and gene expression. We believe that our

results here demonstrate the potential for biological insights by leveraging compu-

tational methods to study epigenomic data at the genome-wide level. We integrate

information about histone marks, DNA methylation, DNA accessibility and RNA ex-

pression to infer high-resolution maps of regulatory elements annotated jointly across

a total of 127 reference epigenomes spanning diverse cell and tissue types. We use

these annotations to recognize epigenome differences that arise during lineage spec-

ification and cellular differentiation, to identify regulatory regions with coordinated

activity across cell types, and to study the interplay of different epigenetic modifica-

tions. These analyses demonstrate the importance and wide applicability of our data

resource, and lead to important insights into epigenomics, differentiation and disease.

5.2 Methods

5.2.1 Data processing of RNA-seq, ChIP-seq, and DNase-seq

For information on processing of the raw RNA-seq, ChIP-seq, and DNase-seq signal,

see the Methods section of the integrative Roadmap Epigenomics paper.11
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5.2.2 Data processing of DNA methylation data

For more information on processing of the WGBS, RRBS, and MeDIP/MRE/methylCRF

DNA methylation data, see the Methods section of the integrative Roadmap Epige-

nomics paper.11

5.2.3 Chromatin state learning

To capture the significant combinatorial interactions between different chromatin

marks in their spatial context (chromatin states) across 127 epigenomes, we used

ChromHMMv.1.10106, which is based on a multivariate Hidden Markov Model.

We generated a "core" 15-state chromatin state model. Specifically, a ChromHMM

model applicable to all 127 epigenomes was learned by virtually concatenating con-

solidated data corresponding to the core set of five chromatin marks assayed in all

epigenomes (H3K4me3, H3K4me1, H3K36me3, H3K27me3, H3K9me3). The model

was trained on 60 epigenomes with highest-quality data (Figure 4-1k), which provided

sufficient coverage of the different lineages and tissue types. The ChromHMM param-

eters used were as follows: reads were shifted in the 59 to 39 direction by 100 bp. For

each consolidated ChIP-seq data set, read counts were computed in non-overlapping

200-bp bins across the entire genome. Each bin was discretized into two levels, 1

indicating enrichment and 0 indicating no enrichment.

The binarization was performed by comparing ChIP-seq read counts to corre-

sponding whole-cell extract control read countswithin each bin and using a Poisson

P value threshold of 131024 (the default discretization threshold in ChromHMM).

We trained severalmodels in parallelmode with the number of states ranging from

10 states to 25 states.We decided to use a 15-state model (Figure 4-10k)aâĂŞf) for

all further analyses since it captured all the key interactions between the chromatin

marks, and because larger numbers of states did not capture sufficiently distinct in-

teractions. The trained model was then used to compute the posterior probability of

each state for each genomic bin in each reference epigenome.

151



Enh and EnhG states were highly methylated in pluripotent cells, but
showed a broader distribution of intermediate methylation in differen-
tiated cells and tissues (P , 0.01); EnhBiv states were unmethylated in
most primary cells and tissues, but showed a broader distribution of
methylation levels in pluripotent cells, possibly reflecting cell-to-cell
heterogeneity (P , 0.01); the repressed state ReprPC showed varying
methylation levels among epigenomes; and the Het state showed high
levels of methylation in almost all epigenomes.

We also studied DNA methylation changes in three different systems.
First, we studied DNA methylation changes during embryonic stem (ES)
cell differentiation50,51. We identified regions that lost methylation (dif-
ferentially methylated regions (DMRs), Supplementary Table 4c) upon
differentiation of ES cells (E003) to mesodermal (E013), endodermal
(E011) and ectodermal (E012) lineages (Fig. 4h). Each lineage showed a
largely distinct set of ,2,200–4,400 DMRs that are enriched for distinct
transcription factor binding events (Fig. 4h, right column)52, consistent
with their distinct developmental regulation. Upon further differenti-
ation, ectodermal DMRs remained hypomethylated in three neural
progenitor populations53, despite the usage of distinct human ES cell
(hESC) lines, and mesodermal and endodermal DMRs remained highly
methylated (Fig. 4h), highlighting the lineage-specific nature of changes
in DNA methylation during early differentiation50,54.

Second, we studied DNA methylation changes associated with breast
epithelia differentiation45. Ectoderm to breast epithelia differentiation
was dominated by DNA methylation loss (1.3M CpGs lost methylation
compared with 0.2M gained), consistent with other primary somatic
cell types51. By distinguishing luminal versus myoepithelial cells by flow
sorting, and comparing a set of DMRs (Supplementary Table 4d) de-
fined specifically in epithelial lineages45, we found differences in nearest-
gene enrichments55 (mammary gland epithelium development versus

actin filament bundle, respectively) and differences in motif density
(luminal DMRs show greater motif density for 51 transcription factors
and lower density for 0 transcription factors). Proximal DMRs were
highly associated with increased transcription, consistent with regula-
tory element de-repression associated with DNA methylation loss.

Third, we asked whether tissue environment or developmental origin
is the primary driving factor in DNA methylation differences observed
in more differentiated cell types56 using epigenomes from skin cell
types (keratinocytes E057/058, melanocytes E059/E061 and fibroblasts
E055/056) that share a common tissue environment but possess dis-
tinct embryonic origins (surface ectoderm, neural crest and mesoderm,
respectively). We found that despite the shared tissue environment,
these three cell types displayed lower overlap in their DNA methylation
and histone modification signatures, and instead were more similar to
other cell types with a shared developmental origin. Using a set of DMRs
(Supplementary Table 4e) defined specifically in the skin cell types56,
keratinocytes shared 1,392 (18%) of DMRs with surface ectoderm-
derived breast cell types (hypergeometric P value ,1026), and 97% of
these were hypomethylated. These shared DMRs were enriched for reg-
ulatory elements and cell-type-relevant genes, suggesting a common
gene-regulatory network and shared signalling pathways and structural
components56. These results suggest that common developmental ori-
gin can be a primary determinant of global DNA methylation patterns,
and sometimes supersedes the immediate tissue environment in which
they are found.

We also examined coordinated changes in chromatin marks assoc-
iated with cellular differentiation57. We found that enhancers showing
coordinated differences in multiple marks were enriched near genes
showing common tissue-specific expression, and common knockout
phenotypes based on their mouse orthologues. For example, enhancers
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Figure 4 | Chromatin states and DNA methylation dynamics. a, Chromatin
state definitions, abbreviations and histone mark probabilities. b, Average
genome coverage. Genomic annotation enrichments in H1-ES cells. c, Active
and inactive gene enrichments in H1-ES cells (see Extended Data Fig. 2b for
GM12878). d, DNA methylation. e, DNA accessibility. d, e, Whiskers show
1.53 interquartile range. Circles are individual outliers. f, Average overlap fold
enrichment for GERP evolutionarily conserved non-exonic nucleotides. Bars

denote standard deviation. g, DNA methylation (WGBS) density (colour, ln
scale) across cell types. Red 5 max ln(density 1 1). Left column indicates tissue
groupings; a full list is shown in Extended Data Fig. 4f. h, DNA methylation
levels (left) and transcription factor enrichment (right) during ES cell
differentiation50–53. i, Chromatin mark changes during cardiac muscle
differentiation. Heat map 5 average normalized mark signal in Enh. C2 cluster
enrichment55, with all clusters shown in http://compbio.mit.edu/roadmap.
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Figure 5-1: Chromatin states and DNA methylation dynamics. a, Chromatin state
definitions, abbreviations and histone mark probabilities. b, Average genome cov-
erage. Genomic annotation enrichments in H1-ES cells. c, Active and inactive gene
enrichments in H1-ES cells. d, DNA methylation. e, DNA accessibility. d, e, Whiskers
show 1.53 interquartile range. Circles are individual outliers. f, Average overlap fold
enrichment for GERP evolutionarily conserved non-exonic nucleotides. Bars denote
standard deviation.

5.2.4 Relationship between chromatin states and methylation.

The distribution of DNA methylation (percent CpG methylation from WGBS data)

was computed using regions belonging to each of the 15 chromatin states based on

the core set of 5 marks across all reference epigenomes for which these data sets were

available (Figure 5-1d, e). CpGs with a minimum read coverage of 5 were used to

calculate the average methylation percentages within genomic regions labelled with

each chromatin state from the 15-state primary model. Only regions containing more

than 3 CpGs with at most 200 bp between consecutive CpGs were used. Plots were

generated using ggplot2 package for R (v.3.02).135

5.2.5 Generating randomized simulations of methylation pro-

files.

For each chromatin state that we were interested in, we wanted to compare how

different the distribution of DNA methylation was compared to the rest of the genome.

To do this, for each celltype, we took the original, real chromatin state regions called,

and we generated "simulated regions" of the same length in the same celltype, to

control for the effects of region length on DNA methylation averages. Furthermore,

our original lengths were filtered for requiring at least 3 CpGs, so our randomized
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regions also required at least 3 CpGs. Using these simulated regions, we generated a

"background methylation profile" by averaging the fractional methylation values over

the region.

5.2.6 Calculating significant differences in simulated vs real

data.

Based on the DNA methylation values for real and randomized chromatin state re-

gions, we wanted to quantify how similar or dissimilar the real and randomized data

was. To do this, we sampled 5000 regions from the real chromatin state regions, and

5000 regions from the corresponding randomized regions, which were matched for ge-

nomic size. Then, we performed a two-sided paired Mann-Whitney-Wilcoxon test to

calculate how likely these samples were drawn from different distributions. For mul-

tiple hypothesis correction, we performed Bonferroni correction for the 15 chromatin

states tested..

5.2.7 Clustering of celltypes based on epigenetic information.

We performed hierarchical clustering of the samples based on epigenetic information.

We initially studied various histone modifications (H3K4me1, H3K27me3, HeK36me3,

and H3K4me3) at various regions (genome-wide, gene bodies, or enhancers). Based

on the resulting clusters of samples, we chose to use the H3K4me1 signal at enhancer

regions to calculate Pearson correlations between samples. Specifically, the H3K4me1

signal was averaged for each enhancer region in each sample type, resulting in each

sample type being represented as a vector of length 502,064, for 502,064 enhancers.

Based on these vectors, a Pearson correlation score was calculated for each pair of

sample types, producing a 90x90 matrix for the 90 sample types.

Then, using this matrix of pairwise celltype similarity, we performed hierarchical

clustering of the celltyeps, producing a dendrogram for the celltypes. By producing

the optimal leaf ordering for this dendrogram, we obtained the ordering of celltypes

that could then be used consistently in cell type correlation heatmaps based on other
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epigenetic features. For example, even though the ordering was based on H3K4me1

signal at enhancers, the analogous process could be used to calculate pairwise Pearson

correlation values between samples based on H3K4me3, H3K27me3, and H3K36me3

as well.

5.2.8 Comparison of DNA methylation platforms

For a subset of epigenomic samples, we had DNA methylation data acquired from

multiple platforms. This was ideal for identifying discrepancies between platforms

or platform-specific biases. For any sample that had data based on at least 2 of the

platforms, we plotted respective methylation values for common sites in a scatterplot.

Due to the high density of values, we used hexplots with an exponential color scale.

Specifically, the hexplot counts the number of points in each hexagonal space, and

the color scale shows that count based on a log color-scale.

5.3 Results

5.3.1 Relationship between DNA methylation and chromatin

states

With the vast amount of chromatin state and DNA methylation information available

through Roadmap Epigenomics, we were able to study the DNA methylation patterns

for each chromatin state. As shown in Figure 5-2, we then calculated a probability

distribution function for each chromatin state. This revealed that while most chro-

matin states tend to be hypermethylated (which mirrors the fact that the majority of

the genome is hypermethylated), chromatin states related to promoters (TssA, Tss-

Biv, BivLnk, TssAFlnk) tended to be unmethylated. Further, this provides strong

evidence that distinct chromatin states have distinct DNA methylation patterns, even

though chromatin states are learned only from histone mark information.

However, numerous attributes of chromatin state regions could influence their

DNA methylation patterns. For example, a chromatin state can occurr in a broad
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Figure 5-2: DNA methylation values at chromatin state regions in 15-state model
in an a) matrix representation, b) density plot representation for each chromatin
state, and c) overlapping density plot representation for each chromatin state. DNA
methylation occurrs mostly in a bimodal manner, with many promoter and bivalent
states (shades of red) showing hypomethylation and many transcription (green) and
repressed (gray) states exhibiting hypermethylation.

or narrow pattern, and the prevalence of each chromatin state across the genome

also varies. To quantify how much of a potential effect these factors could have

on the DNA methylation profile, we generated "simulated" DNA methylation pro-

files. Specifically, we chose random regions of matched size and number to our real

chromatin state regions, based on a uniform distribution across the genome. In this

way, we generated a "null distribution" of DNA methylation values for each set of

chromatin state regions.

In Figure 5-3a, we see that many simulated random regions tend to have high

DNA methylation values, reflecting the fact that the majority of the genome is hy-

permethylated. We also see that the DNA methylation values of many chromatin

states closely reflect the DNA methylation of random regions matched by length and

number. However, for some chromatin states, we see a DNA methylation pattern very

distinctive from the randomized null distribution. For example, Figure 5-3a shows

that promoter sites (TssA and TssAFlnk) and bivalent regions (TssBiv, BivFlnk, En-

hBiv) are much less methylated than their randomized counterparts, suggesting that

hypomethylation of promoter and bivalent regions could be biologically meaningful

in transrrcriptional machinery or regulatory mechanisms.
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Figure 5-3: a) DNA methylation of real chromatin state and simulated regions sug-
gests that promoter (TssA and TssAFlnk) and bivalent (TssBiv, BivFlnk, and En-
hBiv) are distinctly hypomethylated compared to the rest of the genome, suggesting
a biological link between the chromatin state and DNA methylation. b) Promoter,
transcribed, bivalent, and polycomb repressed regions have distinctive DNA methy-
lation patterns. Specifically, the Mann-Whitney-Wilcoxon test reveals that promoter
(TssA, TssAFlnk), transcribed (TxFlnk, Tx), bivalent (TssBiv, BivFlnk, EnhBiv),
and polycomb repressed (ReprPC) regions have the most distinctive DNA methyla-
tion patterns compared to background. On the other hand, genic enhancers (EnhG),
heterochromatic (Het), weakly polycomb repressed (ReprPCWk), and quiescent re-
gions (Quies) have DNA methylation patterns most similar to background.
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To quantify these differences, we sampled 5000 real and randomized regions for

each chromatin state, and calculated a Mann-Whitney-Wilcoxon p-value to determine

how different the chromatin state and background DNA methylation distributions

were. In Figure 5-3b, we show that promoter, transcribed, bivalent, and polycomb

repressed regions have DNA methlyation patterns most different from the genomic

background. This finding is consistent with the Figure 5-3, which showed that pro-

moter (TssA, TssAFlnk) and bivalent (TssBiv, BivFlnk, EnhBiv) regions were the

most hypomethylated, setting them apart from the genomic background which is

mostly hypermethylated. Notably, we also see a distinctive DNA methylation pat-

tern for transcribed regions (TxFlnk, Tx), enhancer (Enh), and polycomb repressed

(ReprPC). Even though these regions tend to be hypermethylated overall (Figure 5-

3a), the TxFlnk, Enh, and ReprPC regions are slightly less methylated overall com-

pared to background, while transcribed (Tx) regions are slightly more methylated.

As suggested by the visualization of real vs randomized regions in Figure 5-3a,

Figure 5-3b quantifiably verifies that genic enhancers, heterochromatic, weakly poly-

comb repressed, and quiescent regions have DNA methylation values most similar to

the genomic background.

5.3.2 DNA Methylation profiles for chromatin states across

epigenomes

We next studied the relationship between DNA methylation dynamics and histone

modifications across 95 epigenomes with methylation data, extending previous studies

that focused on individual lineages.14,15,175,180 We found that the distribution of

methylation levels for CpGs in some chromatin states varied significantly across tissue

and cell type, tracking closely with the sample’s developmental and differentiated

stage. (Figure 5-4a).

For example, flanking promoter (TssAFlnk) regions were largely unmethylated

in terminally differentiated cells and tissues such as Heart and Digestive samples,

but were frequently methylated for several embryonic stem cell and embryonic-stem-
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cell-derived samples (Bonferroni-corrected F-test 𝑝 < 0.01). Enhancer (Enh) regions

were highly methylated in pluripotent cells (IMR, ES, iPS, and ES derived cells),

but showed a broader distribution of intermediate methylation in differentiated cells

and tissues (𝑝 < 0.01). Bivalent enhancer (EnhBiv) reginos were unmethylated in

most primary cells and tissues, but showed a broader distribution of methylation

levels in pluripotent cells, possibly reflecting cell-to-cell heterogeneity (𝑝 < 0.01). The

consistency of DNA methylation level across samples also was highly dependent on the

chromatin state: for example, polycomb repressed (ReprPC) regions showed highly

varying levels of methylation across samples, while heterochromatic (Het) regions

showed consistently high levels of methylation in almost all epigenomes.

For completion, we also present DNA methylation profiles for all 15 chromatin

states in the core model across all available epigenomes and technologies (Figure 5-

4b). Again, we see that the experimental technology seems to have an effect on

the resulting methylation values (WGBS in red, RRBS in blue, mCRF in green),

but that general trends still emerge. For example, quiescent states (Quies) tend to

be hypermethylated across all technologies, providing a useful "default" background

methylation state. Compared to the flanking promoter regions (TssAFlnk), other

promoter regions (TssA, TssBiv, BivFlnk) tend to be more consistently hypomethy-

lated, and transcription regions (Tx, TxWk) again show strong evidence for consistent

hypermethylation.

To quantify how different the DNA methylation patterns were at chromatin state

regions for each celltype, we again used our randomized genomic regions. Specifi-

cally, for each chromatin state and celltype, we sampled 5000 real and 5000 matched

randomized regions, and then compared average DNA methylation values using the

Mann-Whitney-Wilcoxon test.

Then, we sorted the celltype and chromatin state combinations based on how much

their real regions differed from background, and grouped them into three groups.

As shown in Figure 5-5a, combinations with promoter and bivalent regions (TssA,

TssAFlnk, TssBiv, BivFlnk, EnhBiv) most frequently showed up in the group with

regions most different from background. This confirmed our previous findings across
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Enh and EnhG states were highly methylated in pluripotent cells, but
showed a broader distribution of intermediate methylation in differen-
tiated cells and tissues (P , 0.01); EnhBiv states were unmethylated in
most primary cells and tissues, but showed a broader distribution of
methylation levels in pluripotent cells, possibly reflecting cell-to-cell
heterogeneity (P , 0.01); the repressed state ReprPC showed varying
methylation levels among epigenomes; and the Het state showed high
levels of methylation in almost all epigenomes.

We also studied DNA methylation changes in three different systems.
First, we studied DNA methylation changes during embryonic stem (ES)
cell differentiation50,51. We identified regions that lost methylation (dif-
ferentially methylated regions (DMRs), Supplementary Table 4c) upon
differentiation of ES cells (E003) to mesodermal (E013), endodermal
(E011) and ectodermal (E012) lineages (Fig. 4h). Each lineage showed a
largely distinct set of ,2,200–4,400 DMRs that are enriched for distinct
transcription factor binding events (Fig. 4h, right column)52, consistent
with their distinct developmental regulation. Upon further differenti-
ation, ectodermal DMRs remained hypomethylated in three neural
progenitor populations53, despite the usage of distinct human ES cell
(hESC) lines, and mesodermal and endodermal DMRs remained highly
methylated (Fig. 4h), highlighting the lineage-specific nature of changes
in DNA methylation during early differentiation50,54.

Second, we studied DNA methylation changes associated with breast
epithelia differentiation45. Ectoderm to breast epithelia differentiation
was dominated by DNA methylation loss (1.3M CpGs lost methylation
compared with 0.2M gained), consistent with other primary somatic
cell types51. By distinguishing luminal versus myoepithelial cells by flow
sorting, and comparing a set of DMRs (Supplementary Table 4d) de-
fined specifically in epithelial lineages45, we found differences in nearest-
gene enrichments55 (mammary gland epithelium development versus

actin filament bundle, respectively) and differences in motif density
(luminal DMRs show greater motif density for 51 transcription factors
and lower density for 0 transcription factors). Proximal DMRs were
highly associated with increased transcription, consistent with regula-
tory element de-repression associated with DNA methylation loss.

Third, we asked whether tissue environment or developmental origin
is the primary driving factor in DNA methylation differences observed
in more differentiated cell types56 using epigenomes from skin cell
types (keratinocytes E057/058, melanocytes E059/E061 and fibroblasts
E055/056) that share a common tissue environment but possess dis-
tinct embryonic origins (surface ectoderm, neural crest and mesoderm,
respectively). We found that despite the shared tissue environment,
these three cell types displayed lower overlap in their DNA methylation
and histone modification signatures, and instead were more similar to
other cell types with a shared developmental origin. Using a set of DMRs
(Supplementary Table 4e) defined specifically in the skin cell types56,
keratinocytes shared 1,392 (18%) of DMRs with surface ectoderm-
derived breast cell types (hypergeometric P value ,1026), and 97% of
these were hypomethylated. These shared DMRs were enriched for reg-
ulatory elements and cell-type-relevant genes, suggesting a common
gene-regulatory network and shared signalling pathways and structural
components56. These results suggest that common developmental ori-
gin can be a primary determinant of global DNA methylation patterns,
and sometimes supersedes the immediate tissue environment in which
they are found.

We also examined coordinated changes in chromatin marks assoc-
iated with cellular differentiation57. We found that enhancers showing
coordinated differences in multiple marks were enriched near genes
showing common tissue-specific expression, and common knockout
phenotypes based on their mouse orthologues. For example, enhancers
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Figure 4 | Chromatin states and DNA methylation dynamics. a, Chromatin
state definitions, abbreviations and histone mark probabilities. b, Average
genome coverage. Genomic annotation enrichments in H1-ES cells. c, Active
and inactive gene enrichments in H1-ES cells (see Extended Data Fig. 2b for
GM12878). d, DNA methylation. e, DNA accessibility. d, e, Whiskers show
1.53 interquartile range. Circles are individual outliers. f, Average overlap fold
enrichment for GERP evolutionarily conserved non-exonic nucleotides. Bars

denote standard deviation. g, DNA methylation (WGBS) density (colour, ln
scale) across cell types. Red 5 max ln(density 1 1). Left column indicates tissue
groupings; a full list is shown in Extended Data Fig. 4f. h, DNA methylation
levels (left) and transcription factor enrichment (right) during ES cell
differentiation50–53. i, Chromatin mark changes during cardiac muscle
differentiation. Heat map 5 average normalized mark signal in Enh. C2 cluster
enrichment55, with all clusters shown in http://compbio.mit.edu/roadmap.
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Extended Data Figure 4 | Methylation relationship with chromatin state.
a–c, DNA methylation levels in 15-state model across technologies. We
observed significant differences in the average methylation levels observed that
were correlated with the different DNA methylation platforms used, but their
relative relationships in average chromatin state methylation were conserved.
Relative to WGBS (panel a, repeated from Fig. 4d for comparison purposes),
RRBS (panel b) showed the lowest overall methylation levels (as expected given
its CpG island enrichment), while mCRF showed the highest (panel c). This
highlights the importance of recognizing and potentially correcting for DNA-
methylation-platform-specific biases before performing integrative analyse.
d, e, Distribution of DNA methylation levels measured using RRBS and mCRF

in 18-state model (defined in Extended Data Fig. 2c). WGBS is shown in
Extended Data Fig. 3b. The whiskers in a–e show 1.53 interquartile range and
the filled circles are individual outliers. f, DNA methylation variation across cell
types. Density plots denote distribution of DNA methylation levels from 0%
to 100% for each chromatin state across the 95 reference epigenomes profiled
for whole-genome bisulfite (WGBS, red), reduced representation bisulfite
(RRBS, blue), or MeDIP/MRE (mCRF, green). The respective colour (red, blue,
or green) was set to the maximum ln(density11) value for each chromatin state
and respective platform, with intermediate values coloured on a natural log
scale. For each panel, the subset of reference epigenomes profiled using each
technology are listed, using the colours, order, and abbreviations from Fig. 2.
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a)        b)        

c) 

We computed several quality control measures (Fig. 2 and Supplemen-
tary Table 1) including the number of distinct uniquely mapped reads;
the fraction of mapped reads overlapping areas of enrichment18,36;

genome-wide strand cross-correlation37 (Fig. 2e–g); inter-replicate
correlation; multidimensional scaling of data sets from different pro-
duction centres (Supplementary Fig. 1); correlation across pairs of data
sets (Extended Data Fig. 1e); consistency between assays carried out in
multiple mapping centres (Supplementary Table 2); read mapping qua-
lity for bisulfite-treated reads38,39; and agreement with imputed data40.
Outlier data sets were flagged, removed or replaced, and lower-coverage
data sets were combined where possible (see Methods).

The resulting data sets provide global views of the epigenomic land-
scape in a wide range of human cell and tissue types (Fig. 3), including
the largest and most diverse collection to date of chromatin state anno-
tations (Fig. 3a); some of the deepest surveys of individual cell types
using diverse epigenomic assays (with 21–31 distinct epigenomic marks
for seven deeply profiled epigenomes; Fig. 3b); and some of the broad-
est surveys of individual epigenomic marks across multiple cell types
(Fig. 3c). These data sets enable genome-wide epigenomic analyses across
multiple dimensions (Fig. 3d). All data sets, standards and protocols
are publicly available from web portals, linked from the main consor-
tium homepage http://www.roadmapepigenomics.org, and also at http://
compbio.mit.edu/roadmap.

Chromatin states, DNA methylation and DNA accessibility
As a foundation for integrative analysis, we used a common set of com-
binatorial chromatin states41 across all 111 epigenomes, plus 16 addi-
tional epigenomes generated by the ENCODE project (127 epigenomes
in total), using the core set of five histone modification marks that were
common to all. We trained a 15-state model (Fig. 4a, b and Supplemen-
tary Table 3a) consisting of 8 active states and 7 repressed states (Fig. 4c)
that were recurrently recovered (Extended Data Fig. 2a), and showed
distinct levels of DNA methylation (Fig. 4d), DNA accessibility (Fig. 4e),
regulator binding (Extended Data Fig. 2b and Supplementary Fig. 2)
and evolutionary conservation (Fig. 4f and Supplementary Fig. 3). The
active states (associated with expressed genes) consist of active tran-
scription start site (TSS) proximal promoter states (TssA, TssAFlnk), a
transcribed state at the 59 and 39 end of genes showing both promoter
and enhancer signatures (TxFlnk), actively transcribed states (Tx, TxWk),
enhancer states (Enh, EnhG), and a state associated with zinc finger protein
genes (ZNF/Rpts). The inactive states consist of constitutive hetero-
chromatin (Het), bivalent regulatory states (TssBiv, BivFlnk, EnhBiv),
repressed Polycomb states (ReprPC, ReprPCWk), and a quiescent state
(Quies), which covered on average 68% of each reference epigenome.
Enhancer and promoter states covered approximately 5% of each reference
epigenome on average, and showed enrichment for evolutionarily con-
served non-exonic regions42.

To capture the greater complexity afforded by additional marks, we
trained additional chromatin state models in subsets of cell types. In
the subset of 98 reference epigenomes that also included H3K27ac data,
we also learned an 18-state model (Extended Data Fig. 2c and Supplemen-
tary Table 3b), enabling us to distinguish enhancer states containing
strong H3K27ac signal (EnhA1, EnhA2), which showed higher DNA
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Figure 2 | Data sets available for each reference epigenome. List of 127
epigenomes including 111 by the Roadmap Epigenomics program (E001–
E113) and 16 by ENCODE (E114–E129). See Supplementary Table 1 for a full
list of names and quality scores. a–d, Tissue and cell types grouped by type
of biological material (a), anatomical location (b), reference epigenome
identifier (EID, c) and abbreviated name (d). PB, peripheral blood. ENCODE
2012 reference epigenomes are shown separately. e–g, Normalized strand
cross-correlation quality scores (NSC)37 for the core set of five histone
marks (e), additional acetylation marks (f) and DNase-seq (g). h, Methylation
data by WGBS (red), RRBS (blue) and mCRF (green). A total of 104
methylation data sets available in 95 distinct reference epigenomes. i, Gene
expression data using RNA-seq (brown) and microarray expression (yellow).
j, A total of 26 epigenomes contain 184 additional histone modification marks.
k, Sixty highest-quality epigenomes (purple) were used for training the core
chromatin state model, which was then applied to the full set of epigenomes
(purple and orange).
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Figure 5-4: a) 127 celltypes were used to generate b) celltype-specific DNA methyla-
tion profiles of flanking promoter, enhancer, bivalent, polycomb repressed, and hete-
rochromatic regions, showing that DNA methylation levels vary with both chromatin
state and sample type. DNA methylation shown is from whole-genome bisulfite se-
quencing experiments (WGBS), with the geometric density of chromatin state re-
gions at that methylation value shown on a natural log color scale across cell types.
(White=min ln(density+1), Red=max ln(density+1).) Left column indicates cell-
type and tissue groupings; a full list of sample IDs is shown in panel c with complete
annotations in panel a. c) DNA methylation variation across cell types. Density plots
denote distribution of DNA methylation levels from 0% to 100% for each chromatin
state across the 95 reference epigenomes profiled for whole-genome bisulfite (WGBS,
red), reduced representation bisulfite (RRBS, blue), or MeDIP/MRE (mCRF, green).
The respective colour (red, blue, or green) was set to the maximum ln(density+1)
value for each chromatin state and respective platform, with intermediate values
coloured on a natural log scale. For each panel, the subset of reference epigenomes
profiled using each technology are listed, using the colours, order, and abbreviations
shown in panel a.
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a)                b)        

Figure 5-5: Across celltypes, promoter and bivalent regions are methylated most
differently from background, while quiescent and polycomb repressed regions most
frequently have DNA methylation similar to background. Combinations of celltype
and chromatin state were divided into three groups based on p-values quantifying the
difference between DNA methylation values of real and background regions.

celltypes that promoter and bivalent regions were DNA methylated in a way most

distinctive from background, as shown in Figure 5-3c.

On the other hand, when looking at the celltype and chromatin state combina-

tions with DNA methylation values most similar to background (Figure 5-5b), we

find weakly polycomb repressed (ReprPCWk) and quiescent (Quies) regions show up

most frequently. Again, this is largely consistent with our previous celltype-agnostic

comparison of DNA methylation of real and simulated chromatin state regions (Fig-

ure 5-3c)

In Figure 5-6a, we merge all the chromatin state regions identified across all plat-

forms and identify a per-epigenome DNA methylation profile for each chromatin state.

This is similar to Figure 5-4b, but with one distribution for each epigenome, even

when multiple platforms are involved. Though we can certainly see celltype-variation

in the DNA methylation density values, it is difficult to identify the most relevant

differences due to the overlapping information.

Therefore, in Figure 5-6b, we calculate a pooled DNA methylation distribution

for each group and chromatin state, so that we can see some of the differences across
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Figure 5-6: Distribution of DNA methylation values for each chromatin state based
on sample group.

epigenomic group. For example, enhancer state regions seem to be highly methylated

in blood cells (green), but less methylated in cultured cells such as embryonic stem

cells (gray), induced pluripotent stem cells (purple), and ES-derived cell cultures

(blue).

The sample IMR90 (in red) consistently sticks out as having different DNA methy-

lation values in many chromatin states, compared to the other samples, both at the

celltype-level in panel a, and the group-level in panel b (Figure 5-6). For exam-

ple, IMR90 shows intermediate average methylation levels in heterochromatic (Het),

polycomb repressed (ReprPC), and quiescent (Quies) regions.

To interpret whether this difference in IMR90 should be attributed to changes

specifically at chromatin states, we utilized our simulated chromatin states in the

IMR90 sample, as shown in Figure 5-7. Though there are still differences in DNA
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methylation patterns between the real chromatin states and random genomic regions,

it is also clear that the random regions of IMR90 seem to be methylated differently

than the average over all epigenomes, as shown in Figure 5-3. Specifically, while most

DNA methylation values tend to be highly methylated in random regions (consistent

with the fact that the majority of the genome is hypermethylated), many random

IMR90 regions tend to have a broad distribution of DNA methylation values, with

a much higher proportion of intermediate levels of methylation (around 50%) than

other epigenomes.

This suggests that, while DNA methylation of chromatin states in IMR90 may still

be meaningful, the difference between IMR90 and other epigenomes is confounded by

the overall differences in DNA methylation genome-wide between IMR90 and other

epigenomes. In fact, existing literature supports our finding, with a previous methy-

lome study of IMR90 and another cell line (H1) showing that only 67.7% of CG sites

were methylated in IMR90, compared to 82.7% in H1 cells.175 This analysis empha-

sizes the importance of many factors for comparative analysis of DNA methylation

of chromatin states, including celltype, sample group, genome-wide methylation pat-

terns, the number and size of chromatin state regions, and other comparison samples.

5.3.3 Comparison of DNA methylation platforms

Due to the integrative nature of the Roadmap Epigenomics Consortium, there was a

variety of experimental technologies used to generate data. For the DNA methylation

data specifically, the three technologies used were whole genome bisulfite sequencing

(SBS), reduced-representationl bisulfite sequencing (RRBS), and methyl Conditional

Random Field (mCRF), as described in 1.3.4.

Though the experimental platform used in each sample varied across celltypes

(Figure 5-4a), there were some samples for which DNA methylation data was obtained

via multiple technologies. This enabled a direct comparison of how consistent different

experimental techniques are. Specifically, for each celltype with DNA methylation

produced from more than one technology, we compared the fractional methylation

identified by each platform for the same CpG site. Ideally, we would expect a perfect
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match between the value generated from each two technologies, resulting in a perfect

𝑦 = 𝑥 regression line with 𝑟2 = 1. In reality, of course, this was not the case, as shown

in Figure 5-8, Figure 5-10, and Figure 5-9. For these comparisons, we filtered only to

CpG sites that were covered by both technologies.

We see fairly strong concordance between the DNA methylation values for the two

bisulfite-sequencing based approaches, as shown in Figure 5-8. The overall hex bin

plots show a high density of points in the bottom left and the top right, showing that

many CpG sites are consistently identified as hypomethylated or hypermethylated

from both techniques. The best-fit linear regression lines identified based on the

original CpG sites are also close to 𝑦 = 𝑥, with y-intercepts close to 0 (between .02

and .1) and slopes close to 1 (between .82 and .97). Furthermore, the coefficient of

determination, or 𝑟2 value, is fairly high, ranging from .755 − .898. The consistency

between these two technologies gives confidence to DNA methylation values identified

by either, and suggests that RRBS could be a good lower-cost alternative to SBS.

However, even though RRBS closely replicates the values of SBS for a lower cost,

there are still benefits to SBS not depicted in this visualization, as SBS provides

DNA methylation values for every CpG site in the genome, while RRBS profiles far

fewer locations.

Though the bisulfite-based technologies show strong concordance with each other,

when we compare the bisulfite sequencing results with the mCRF values, we see much

less agreement. For example, when comparing SBS to mCRF, as shown in Figure 5-9,

many CpG sites that seem to be intermediately methylated from the SBS dataset, are

predicted to be hypermethylated in the mCRF dataset, as shown by the horizontal

red streak in the top middle-right corner. Furthermore, each cell type seems to have

its own particular biases. For example, many of the CpG sites in the H1 cells are

predicted as highly methylated in SBS (between .75 − 1), but hypomethlyated or

intermediately methylated in mCRF (as shown by the horizontal red lines). On the

other hand, in the primary skin cells, mCRF predicts a range of DNA methylation

values for sites that are hypomethylated in SBS, as shown by the vertical line close

to the y-axis.
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Figure 5-8: Comparison of DNA methylation technologies RRBS and SBS across four
samples, including embryonic stem cells, ESC-derived cultured cells, and primary
hematopoetic stem cells, shows fairly strong concordance between reduced represen-
tation bisulfite sequencing (RRBS) and whole genome bisulfite sequencing (SBS).
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To quantify these discrepancies, we performed linear regression on the underlying

points (one per CpG site), and the results confirmed our visual assessment. The

y-intercept values, which should ideally be close to 0, were markedly higher, ranging

from .39− .544, indicating the best-fit line would predict an intermediate methylation

value in mCRF for a completely hypomethylated CpG site in SBS (methylation value

of 0). Furthermore, the slopes are much further from the ideal slope of 1, with values

ranging from .53 − .8. Lastly, not only was the regression line far from ideal, the

coefficient of determination values also suffered, with 𝑟2 values ranging from .39−.544,

suggesting that the linear model was not a good fit at all for this data.

Therefore, although mCRF can identify genome-wide basepair-resolution DNA

methylation values at a lower cost, the accuracy of these values suffers through the

use of computational inference techniques, resulting in clear biases in the mCRF

values. As a result, for those who are strongly constrained by experimental cost, the

choice of RRBS or mCRF would need to be made based on the relative importance of

genomic coverage and precision, as each technology has its strengths and weaknesses.

When comparing RRBS and mCRF values, we see more agreement than we did

between SBS and mCRF values. As shown in Figure 5-10, we see regression lines

closer to 𝑦 = 𝑥, with higher slopes (ranging from .85 − .95) and lower y-intercepts

(ranging from .1− .15). However, the coefficient of determination still suggests a fair

amount of inconsistency in values between the two technologies, with 𝑟2 values of .618

and .762, respectively, for fetal brain tissue and embryonic stem cells.

The fact that mCRF seems to be more consistent with RRBS than with SBS

suggests that the CpG sites selected in RRBS may be more consistent and easier to

predict. This makes biological sence, as RRBS enriches for genomic regions with a

high density of CpG sites, and mCRF is based on underlying enrichment-based data

from me-DIP and methyl-Seq. Therefore, both RRBS and mCRF could be reasonable

choices for experiments that are focused on genomic regions with a high-density of

CpG regions, though RRBS is still likely a bit more accurate. However, despite its

high cost, SBS remains the true "gold standard" of DNA methylation values with

unequaled accuracy and coverage.
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Figure 5-9: Comparison of DNA methylation technologies SBS and mCRF across
four samples, including embryonic stem cells, ESC-derived cell cultures, and primary
skin cells, shows a tendency for mCRF to predict intermediately-methylated sites
(according to RRBS) as close to 1, as shown by the horizontal red streak on the top
right of the plots.
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Figure 5-10: Comparison of DNA methylation technologies RRBS and mCRF across
two samples (embryonic stem cells and brain tissue) shows a tendency for mCRF to
predict intermediately-methylated sites (according to RRBS) as close to 0 or 1, as
shown by the horizontal red streaks on the bottom left and top right of the plot.
Furthermore, there is an overall tendency to mCRF values to be predicted as higher
than RRBS values, as shown by the general yellow-red enrichment above the y=x
line.

After comparing DNA methylation values at individual CpG sites, we wanted to

see if platform-specific differences affected the average DNA methylation level for

chromatin state regions. Therefore, we generated DNA methylation profiles for each

chromatin state in a platform-specific way. In Figure 5-11, we represent this informa-

tion in box-plot formats across the three platforms, clearly visualizing differences in

DNA methylation for different platforms, as expected based on our direct comparison

of DNA methylation values for CpG sites above.

Despite platform differences, we still see consistent relative patterns for chromatin

states, as shown in Figure 5-11 for the three platforms: a) WGBS, b) RRBS, and c)

mCRF. Specifically, promoter regions (TssA, TssBiv, BivFlnk) were consistently some

of the most hypomethylated region across technologies, while Quies, ReprPCWk, and

Tx were consitently hypermethylated.

Interestingly, the differences in visualizations between boxplots (Figure 5-11a-c)

and density distributions (Figure 5-11d) highlights the different interpretation of in-
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termediate methylation levels. For example, in panel a-c, chromatin states that have

an average intermediate methylation level are TxFlnk and EnhBiv. However, the

box plot visualization is based on using the average value for that chromatin state

whereas the density distribution visualizes somewhat bimodal distributions. For ex-

amples, though TxFlnk and EnhBiv regions have intermediate average methylation

values across platforms (ranging from about 50%-80%), the density distribution plots

in panel d indicate bimodal distributions for both states, especially in the mCRF data

(green). Though there are more TxFlnk and EnhBiv regions with intermediate methy-

lated values than other states such as Quies and ZNF/Rpts, the methylation values

with the highest density are still focused at the hypomethylated (0-25%) and hyperme-

thylated (75-100%) values. This suggests a general consistency in DNA methylation

within a given chromatin state region, as the average methylation of a particular

genomic region is either close to 0 or 1. Nevertheless, within a certain chromatin

state category, there is clearly a diversity of DNA methylation patterns, especially for

certain chromatin states with higher variance, such as TxFlnk and EnhBiv regions.

Finally, we could generate platform-based DNA methylation values for each epige-

nomic group, as shown in Figure 5-12. Interestingly, the groups profiled using mCRF

(panel b) seem to have more consistent DNA methylation values with each other

than for the groups with data from SBS (panel a) and RRBS (panel c). This could be

because the groups that used mCRF to obtain DNA methylation values (epithelial,

neurosphere, brain, T cells, and ESCs) are more similar to one another than for RRBS

and WGBS. However, since we have already shown that mCRF often gives inconsis-

tent results compared to the Bisulfite-Sequencing based approaches (Figure 5-9), it

also raises the possibility that the mCRF biases make it difficult to pick up the more

nuanced differences that may occurr between groups of epigenomes.

169



TssA TssAFlnk TxFlnk

Tx TxWk EnhG

Enh ZNF/Rpts Het

TssBiv BivFlnk EnhBiv

ReprPC ReprPCWk Quies

0

10

20

30

0

10

20

30

0

10

20

30

0

10

20

30

0

10

20

30

0.00 0.25 0.50 0.75 1.000.00 0.25 0.50 0.75 1.000.00 0.25 0.50 0.75 1.00
Fractional methylation

G
eo

m
et

ric
 d

en
si

ty

DNA methylation technology
SBS
mCRF
RRBS

DNA methylation platform comparison at chromatin states

d.	

Figure 5-11: DNA methylation levels in 15-state model across technologies. We ob-
served significant differences in the average methylation levels observed that were
correlated with the different DNA methylation platforms used, but the relative rela-
tionships in average DNA methylation level were conserved across chromatin states.
WGBS (panel a) values were overall higher than RRBS results (panel b) (as expected
given the enrichment for CpG island in RRBS experiments). In contrast, mCRF
experiments (panel c) resulted in higher levels of DNA methylation than WGBS ex-
periments. In panel d, the overlaid distributions of DNA methylation levels in each
chromatin state again shows that mCRF seems to give consistently higher levels of
DNA methylation across chromatin states, as is consistent with our previous findings
in Figure 5-9 and Figure 5-10. This highlights the importance of recognizing and po-
tentially correcting for DNA methylation-platform-specific biases before performing
integrative analyses.
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Figure 5-12: Distribution of DNA methylation values for each chromatin state based
on sample group for a) whole genome bisulfite sequencing, b) methylCRF, and c)
reduced representation bisulfite sequencing.

5.3.4 Clustering of celltypes based on pairwise epigenomic

similarity.

With our wide variety of epigenomic data across celltypes, we were also interested in

how similar celltypes are, based on epigenomic metrics. In Figure 5-13, we calculated

the average DNA methylation value in each epigenome for each cluster of enhancers,

and then clustered both enhancer modules and epigenomes based on these values.

Again, we see the importance of the methylation technology used, with many datasets

clustering based on the experimental platform used. However, we certainly see some

consistency in methylation state for enhancer clusters across celltyeps, with many

consistently hypomethylated enhancer clusters (on the left in blue). Some enhancer

clusters also tend to show dynamic methylation values across epigenomes (on the

right), with hypermethylation in the majority of samples, except for hypomethylation

in samples in the digestive, smooth muscle, and brain groups. Additionally, we see

the methylation values of IMR90 stand out, consistent with our findings in Figure 5-7,

as it has hypomethylated values even in hypermethyatled enhancer clusters.

In addition to clustering samples based on DNA methylation values, we also clus-

tered samples based on histone mark profiles. Specifically, for each histone mark,

we calculated the average value in each enhancer in each epigenome, and then cal-

culated pair-wise correlations between epigenomes based on these gene-mark values.
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Figure 5-13: DNA methylation at enhancer modules across celltypes. Epigenomes
somewhat cluster by DNA technology used, as well as sample group.
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Then, we averaged the pair-wise correlation values for four histone marks: H3K4me1,

H3K4me3, H3K27me3, and H3K36me3. We can order the celltypes based on these av-

erage correlation values (on both axes), and then visualize the strength of correlations

between epigenomes, as shown in Figure 5-14.

These results show that histone marks do, in fact, group epigenomes into con-

sistent clusters. However, we also see more consistent correlations within groups for

certain marks, such as H3K4me1 and H3K27me3. On the other hand, H3K36me3 and

H3K4me3 tend to have relatively similar correlations even across different epigenomic

groups. These results highlight the ability of epigenomic marks to distinguish groups

of samples from one another, highlighting a similar principle to the one we used in

Chapter 3 and Chapter 4. These results further confirm the importance of study-

ing epigenomic patterns to better understand on celltype-specific gene regulation,

development, and differentiation.
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Figure 5-14: Similarity between epigenomes based on histone mark presence in en-
hancer regions reveals consistent sample clusters based on epigenomic data. Specif-
ically, H3K4me1 seems to give the strongest correlations within clusters, followed
by H3K27me3, H3K36me3, and lastly, H3K4me3, which has relatively high levels of
similarity for many pairs of epigenomes.
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Chapter 6

Identification of unknown covariates

in epigenomic data with comparisons

to known metadata

6.0.1 Introduction

As increasing amounts of epigenomic data are generated in less controlled environ-

ments, the importance of identifying and possibly correcting for covariates also in-

creases. In fact, in Chapter 3, we included correction for known covariates in our

methodology for this precise reason. To isolate the signal most relevant to a par-

ticular biological question or context, it is absolutely necessary to remove as many

confounding factors as possible before proceeding with the analysis and making bio-

logical conclusions.

In Chapter 3, we took advantage of a rich set of metadata, including lab, donor,

sample type, and sample group for each epigenome. With this information, we were

able to explicitly correct for covariates in our samples using regression residuals before

performing our epigenomic comparisons.

However, in many cases, a well-organized, structured, and consistent set of data

may not be available. In fact, for the Epigenomics Roadmap data, we painstakingly

constructed the final set of consistent and informative metadata information, coor-
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dinating across many data centers and experimentalists. While grants, journals, sci-

entists, and institutions are increasingly pushing for public release of datasets used,

aggregation and standardization across these public resources will become increas-

ingly difficult. Obtaining meaningful and consistent metadata will be one of the big

challenges in these situations, possibly due to unresponsive authors, uncooperative

labs, or perhaps simply poor documentation.

Of course, the discussion of "meaningful" metadata, also raises another important

question: What are the most important covariates to correct for? The importance

of some confounding factors are well document, such as batch effects (in any exper-

iment)181 and population structure (for genetic sequence data).66,182 However, that

still leaves the possibility of unknown or unidentified covariates playing an influential

role in the data.

Luckily, a number of computational and mathematical approaches can be em-

ployed to identify potential covariates. One commonly used approach is to perform

unsupervised dimensionality reduction to explore the data and identify possible co-

variates.183–186 To take it a step further, the most important dimensions can then be

treated as unkonwn covariates, with appropriate corrections applied. In particular,

principal component analysis has been widely adopted for this purpose in a number

of biological contexts, especially genome-wide association studies.66 PCA has been

shown to be very powerful, especially in correction for ethnic background of indi-

viduals, with the top principal components often even being more informative than

self-reported ethnicity.187

PCA has also been applied to epigenomic data to capture the differences in data

or variance resulting from profiling different histone marks.188,189 However, to our

knowledge, this approach has never been applied directly to chromatin state annota-

tions, which captures the combinatorial behavior of histone marks. Furthermore, this

approach of dimensionality reduction has never been applied to an epigenomic dataset

of this size (with 127 samples) or with this breadth, as it spans sample type (primary

cultures, primary cells, and primary tissues), anatomical groups, tissue type, and

both adult and fetal samples. This unique dataset provides an unprecedented look
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at how principal components capture covariates provided in the metadata, producing

an automated way to identify covariates that contribute the most variance across the

samples.

Here, we apply principal component analysis to our information theoretic repre-

sentation based on chromatin state at gene bodies, as described in Chapter 3. We

identify the amount of variance explained by the top principal components, identify

the known covariates that top covariates correspond to, and identify the number of

principal components that seem to most meaningfully contribute to data variance.

In this way, we provide some insight into the feasibility of unsupervised covariate

correction on epigenomic datasets and indicate which covariates can (and can not)

be captured by top principal components.

6.1 Methods

6.1.1 Representation of each epigenome

To represent each epigenomic sample, we used the feature representation described

in Section 3.2.3, where each epigenome is represented by chromatin state features.

Specifically, our chromatin states are based on the core 15-state model from the

integrative Epigenomics Roadmap analysis.11 Meanwhile, our features utilize both

the gene-body and regulatory region approach; in the gene body approach, chromatin

state coverage at each gene body is directly used to calculate feature values, as shown

in Figure 3-1. In our regulatory region approach, chromatins tate coverage at all

linked regulatory regions for a gene is used to calculate feature values. As previously

described, the result is a 𝑁 × 𝑀 matrix, where N is the number of epigenomes (in

this case, 127), and M is the number of features (in this case, up to 299,025 features

if every combination of 19,935 genes and 15 chromatin states is used).
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Figure 6-1: Principal component analysis can perform dimension reduction, for ex-
ample, by projecting points in three-dimensional space onto a two-dimensional plane
that captures nearly all the variance of the original dataset.190

6.1.2 Principal component analysis

As described above, principal component analysis is a dimensionality reduction ap-

proach that can reduce the 𝑀 -dimensional space into a lower-dimensional space with

minimal loss of information from a variance perspective. At a basic level, each prin-

cipal component is a linear transformation of the original dimensions, such that the

top principal components explain the most variance, and all principal components

are orthogonal to one another. An illustrative example is shown in Figure 6-1, where

data in 3-dimensional space is transformed into the 2-dimensional space of the top two

principal components, while nearly preserving all pairwise distances between points.

While this is not always possible, this visualization gives some intuition about the

utility of Principal Component Analysis (PCA).

From a theoretical standpoint, there are two methods that can perform a prin-

cipal component analysis, generating principal components that meet the required

criteria of maximal variance and orthogonality. The two mathematical approaches

are singular value decomposition (SVD) and eigenvalue decomposition of the original

𝑁 ×𝑀 matrix. Here, we employ the SVD approach, as implemented by the prcomp

function in the stats package in R.135

Singular value decomposition of a matrix factors the original matrix 𝐴 into a
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Figure 6-2: Illustration of singular value decomposition, which produces principal
components as columns of 𝑉 , and corresponding variances as the diagonal elements
of Σ.

product of three matrices, 𝑈,Σ, and 𝑉 𝑇 , and it has been proven that a SVD exists

for any matrix. Furthermore, 𝑈 is a 𝑁 ×𝑁 unitary matrix, Σ is a diagonal 𝑁 ×𝑀

matrix with non-negative real numbers, and 𝑉 𝑇 is a 𝑀×𝑀 unitary orthogonal matrix.

Intuitively, 𝑈 and 𝑉 𝑇 can be viewed as rotation matrices, while Σ is a scaling matrix.

The columns of 𝑉 are called the "right singular vectors", and each column represents

each principal component as the linear combination of features. Meanwhile, the

elements on the diagonal of Σ are called the "singular values", where the 𝑖𝑡ℎ singular

value quantifies the corresponding variance explained by the 𝑖𝑡ℎ singular vector. The

"top" principal components are the principal components with the greatest variances,

which are the same as the principal components with the highest singular values.

In addition, pre-processing of the data is important before performing PCA, as

PCA is sensitive to transformations of the data such as centering and scaling. Here,

we choose to both center (based on the mean) and scale (to unit variance) each feature

in the data. Intuitively, centering our data moves our origin to the mean of the data,

allowing the top principal component to explain the most variance relative to the

center of the data. Without centering the data, the top principal component would

be in the direction of the mean of the data due to the "variance" from the origin to

the data. Meanwhile, scaling each feature to unit variance "weights" the importance

of each feature equally. Intuitively, if your feature values are based on measurements,

then changing the units of your measurement would drastically affect the the top

principal components - for example, the variance between a measurement of 1000

(meters) and 2000 (meters) is much larger than the variance between a measurement

of 1 (km) and 2 (km). In this way, features that have larger variance due to the
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numerical measurements would be given a much stronger weight in determining the

principal components (and explained variance).

For our situation, we chose to scale the data so that our analysis weights each gene

and chromatin state combination equally, even if some of them have a smaller variance

across samples and other have larger variance across samples. (This conservative

choice parallels our choice to use the Mann-Whitney-Wilcoxon test in Chapter 3,

which does not measure the magnitude of differences between datapoints, but only

the relative ordering. However, scaling the data does not have as extreme of an

effect, as the relative magnitudes of variance within one feature is preserved; only the

overall variance of that feature is scaled to 1.) However, if one wanted to award more

importance to genes whose chromatin state highly varies across samples, one could

also choose to perform PCA on unscaled data in this application.

6.1.3 Mutual information between principal components and

covariates

One of the goals of our principal component analysis is to use principal components to

identify unknown covariates, especially in the absence of known covariates provided

by metadata. In our case, we do have the actual known covariates, which allows us to

further investigate and interpret our principal components. Specifically, in INSERT

CITATION HERE OF CSUMI, the authors propose a method called Component

Selection Using Mutual Information, where principal components are chosen based on

their information theoretic mutual information with covariates. Mutual information

is an information theory metric that has been applied to a wide variety of fields.

In our case, we can use this method to identify the covariates that are primar-

ily responsible for our correlated with each principal component. For each pair of

covariates and principal components, the mutual information between the two vari-

ables are calculated. Then that metric is normalized by the entropy of the covariates,

to standardize for the fact that different covariates have different inherent variance

properties.
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Formally, the mutual information between covariate C and principal component

P is calculated as:

MI(C, P)=Entropy(C)+ Entropy(P) - Entropy(C, P) Further, the entropy of a

discrete variable X with possible values V is defined as:

Entropy(X) =
∑︁
𝑥𝜖𝑉

p(x) log p(x)

and the entropy of two discrete variables X and Y with possible values V and U is

defined as:

Entropy(X, Y) =
∑︁
𝑥𝜖𝑉

∑︁
𝑦𝜖𝑈

p(x, y) log p(x, y)

Further, the probability of X taking on each possible value x can be estimated

from the data as the proportion of times in the dataset that x occurrs, and analogous

calculations can be used for joint probabilities. Then, as proposed in CITATION, the

normalized mutual information statistic for covariates is calculated as:

MI𝐶(C, P) =
MI(C, P)

Entropy(C)

Since the covariates are all categorical discrete variables, we can apply these def-

initions directly. However, the principal components are continuous variables, so we

discretize them for the entropy and mutual information calculations. Discretizing the

principal component 𝑃 is possible using a binning approach. That is, using 𝑏 number

of bins, we can divide the range of continuous values for 𝑃 into 𝑏 equal sized bins.

Specifically, the size of each bin is:

max(P) − min(P)
𝑏

Then for each data point (epigenome), the projected value for that epigenome onto

a particular principal component is converted into a categorical value of bin𝑎, where

𝑎 is the assigned bin from the discretization. Finally, the categorical values for each

principal component can be used to calculate entropy and mutual information, based
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on the discrete variable formulas above.

6.2 Results

6.2.1 Principal component analysis with gene body represen-

tation

6.2.1.1 Identification of clusters formed by top principal components

First, we identified principal components based on the gene body features, as de-

scribed in Section 6.1.2, and tried to identify corresponding covariates in the metadata

that these principal components corresponded to. As shown in Figure 6-3a, the first

two principal components fairly strongly separate the primary blood cell samples from

the rest of the tissues and celltypes. They also seem to separate the embryonic stem

cells (ESC), induced pluripotent stem cells (iPSC), and cultures derived from embry-

onic stem cells (ESDERIV) from the rest of the samples. The separation of these

three main clusters, shown in green, blue, and red, is even more clear when adding

in the third principal component in a 3-dimensional visualization in Figure 6-3b.

6.2.1.2 Variance of top principal components

A common approach to deciding how many principal components to look at is to

study how much variance each principal component captures. While we expect the

variance explained by each subsequent principal component to decrease, the amount

by which it decreases can be informative about which principal components are most

important. A scree plot, as shown in Figure 6-4a, visualizes the variance captured by

each principal component, and the "elbow" of the scree plot, where the slope of the line

decreases, can indicate the most important principal components to look at. In this

case, we observe an "elbow" around the third principal component, suggesting that

the top three principal components, which we have already visualized and explained,

are sufficient. However, this qualitative judgement also suggests another 2nd "elbow"
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Figure 6-3: Top principal components of epigenomes based on gene body features
separate out stem cells (ESC or iPSC) and ESC-derived cultures, shown in blue, and
primary blood cells, shown in green. These clusters are already apparent based on
the top two principal components (a), but the separation becomes even clearer when
considering the three top principal components together (b).
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Figure 6-4: a) Scree plot of principal components, showing the variance captured by
the top 20 principal components. The "elbow" of the scree plot, where the slope of the
line sharply decreases, suggests a cutoff for the most imortant principal components
to use. In this case, there appears to be a first elbow around the 3rd principal
components, and a second elbow around 7 principal components. b) The 4th and 5th
principal components separate one epigenome at a time.

around the 7th principal component.

6.2.1.3 Pairwise projections of top principal components

When we visualize the top five principal components in Figure 6-4b, we see support

for focusing on the top three principal components. In particular, the 4th and 5th

principal component each seem to isolate out one sample at a time, which is not very

interesting from a biological perspective, nor is it very applicable for the discovery of

unknown covariates, as it corresponds simply to a "covariate" that identifies that par-

ticular sample (i.e. a covariate that is set to "TRUE" for that sample and "FALSE"

for all other samples).

However, it is worth noting that the first three principal components only cover

about 20% of the total variance of the dataset. This makes sense, as there is clearly

a lot more information and structure in our epigenomic data beyond only identifying
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stem cell and blood samples, as we showed by comparing groups of epigenomes in

Chapter 3.

6.2.1.4 Relationships between principal components and covariates using

mutual information

Next, we use mutual information as described in Section 6.1.3 to identify relation-

ships between principal components and covariates. In Figure 6-5a, this normalized

mutual information metric is visualized as a heatmap, with the covariate categories

reordered based on correlation values. The mutual information validates the pre-

vious observation that the first three principal components strongly separated the

epigenomes by "Groupings", the covariate identifying 1) ESC and iPSC cells, 2) ESC

derived cells, 3) primary blood cells, and 4) other epigenomes. Unsurprisingly, we

also see that the "Groupings" category closely cluster with other covariates based

on celltype and anatomical group, including "Anatomy", "SpecialGI" (anatomy with

a Gastrointestinal grouping), "Group" (sample groups), and "Blood" (blood cells

vs other cells). These five covariates have a strong mutual information relationship

with the first three principal components, suggesting that the first three covariates

would be a strong estimation for these covariate categories. However, some covariate

categories seem to also be strongly tied to later principal components.

To visualize this, in Figure 6-5b-f, we identify the two principal components of

the top 20 that have the most mutual information with each covariate, and project

the epigenomes onto those two principal components, with the top PC on the x-axis,

and the next best PC on the y-axis.

This also shows that some of the covariates are related, as identified by the same

principal components being shown. Specificaly, both the group (Figure 6-5b) and

sample state (Figure 6-5c) choose PC 3 as the strongest connection, with PC 1 as

the next best component. In both cases, the approximate clusters for each category

can be seen. This makes sense, as certain "group" and "state" categories correspond

to each other. For example, the "liquid" state samples are overwhelmingly blood

samples, the "solid" state samples are mostly tissue samples, and the samples with
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state "NA" are mostly cell lines or cultured cells. This visualizes how the same prin-

cipal components can be relevant for multiple covariates, due to mutual information

between the covariates themselves.

In Figure 6-5d, we show that the top projection for the age covariate, principal

components 6 and 3, separates adult samples from fetal samples, with some separation

of other (cultured) samples. This suggests that, even though the top three principal

components clearly have strong relationships with many covariates, later components

can also be important for certain covariates. Again, the same components are chosen

for another covariate, sample type, (although in flipped order), as shown in Figure 6-

5e; again this can be explained by the overlapping categories between sample type and

developmental age, as Adult samples are largely blood samples, the tissue samples

are mostly fetal, and cell lines are classifed as "Other" for age.

Lastly, in Figure 6-5f, the principal components 2 and 1 shared the most infor-

mation with the covariate for lab, with the projections showing clusters for UW,

UCSF-UBC, and UCSD. On the other hand, there does not seem to be a tight clus-

ter for Broad Institute (BI) samples, which are spread throughout the projection.

Interestingly, this projectionj also seems to be consistent for some mied samples -

for example, one green mixed sample is a mixture of samples from BI, UCSD, and

UCSF-UBC, and it lies between the UCSD and UCSF-UBC cluster, with many BI

samples nearby. However, this is certainly not true for all mixed samples - one of the

samples mixed between UCSF-UBC and BI (in purple) strongly falls in the UCSD

cluster. Two other (on the far right) fall closest to the UCSD cluster, although based

on PC1 only, they group with many UCSF-UBC samples.

The mutual information between principal components and known covariates cer-

tainly suggests that using the top principal components could be a good estimate

for unknown covariates. Additionally, the scree plot in Figure 6-4a suggested using

the top 3 or 7 principal components, and many of the known covariates were most

strongly associated the top 3 principal components; overall, most known covariates

shared the most mutual information with principal components ranked in the top 7.
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6.2.1.5 Identification of unknown covariates based on principal compo-

nents

Some principal components did not share much information with known covariates,

such as principal component 4. This suggests that perhaps PC4 captures an unknown

covariate that we should be correcting for, with the possibility that correcting the data

for PC4 before running ChromDiff would further isolate the signal we are testing for,

with improved results.

However, this brings about the biggest problem with identifying "unknown" co-

variates, which is not knowing what property is being corrected for. With group-wise

comparisons like ChromDiff, the groups are usually based on some property or covari-

ate. For example, we compared liquid samples (blood primary cell) to solid samples

(tissue samples), in Section 4.3.5. Because we had known covariates, we could choose

to correct only for the properties that were not immediately relevant. For example,

we usually corrected the data based on sample state (liquid or solid) as described

in Section 3.2.5, but when comparing liquid and solid samples, we obviously did not

include that in the covariate correction step. This is still not a perfect approach, as

some covariates correlate strongly with one another, as we have shown. For exam-

ple, we also correct for sample type (primary cell, primary tissue, and so on), which

strongly correlates with sample state (most liquid samples are primary cells, most

solid samples are primary tissues). Nevertheless, with known covariates, we are able

to explicitly choose trade-offs between correcting for covariates to isolate the relevant

signal and omitting covariates so that we don’t "correct away" the important features.

Unfortunately, with unknown covariates, we are unable to interpret the meaning

of each principal component. Therefore, the trade-off becomes more difficult. Should

we choose not to correct for any principal components, thereby leaving the possibility

of strong confounding factors in our data, leading to misleading results? Or shoudl

we conservatively correct for the top principal components, knowing that we may be

removing the signal that we most care about, rendering our analysis unfruitful?

We hope that our analysis of mutual information between principal components
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and known covariates is helpful for this tough decision, as it will allow future re-

searchers to estimate the covariates that the top principal components represent in

similar datasets. While our exact conclusions are, of course, only perfectly accurate

for the Epigenomic Roadmap dataset, we expect that similar results might be found

in future epigenomic dataets represented with features based on chromatin state cov-

erage in gene bodies. Next, we will expand our analysis and results to features based

on linked regulatory regions, rather than gene bodies.

6.2.2 Linked regulatory region analysis

Just as we presented a gene-body approach and regulatory region approach for ChromD-

iff comparisons, we also applied our principal component analysis to our features based

on linked regulatory regions. We found fairly similar, but not identical, results, and

we hope that that results will be generalizable to future analyses based on linked

regulatory regions.

6.2.2.1 Principal component analysis based on linked enhancers

When we used features based on chromatin state coverage at linked enhancers, the

top principal components separated out the same main three clusters as before, as

shown in Figure 6-6a. Specifically, the top three principal components, shown in

panel a, strongly separate the cluster of primary blood cells, and the cluster of ESC’s,

iPSC’s and ESC-derived cultures, from the other samples.

The pair-wise plots of the top 5 principal components further clarifies the main

distinction of each component. As shown in Figure 6-6b, PC2 mostly separates out

the primary blood cells, while PC3 mostly separates the stem cells (ESCs and iPSCs),

from the ESC-derived cultures and other samples. However, the purpose of PC1 is

less clear - even though the first two principal components do show the three cluster

groupings, it largely seems to be due to PC2, where the projection of the data onto

PC2 would still retain the main cluster ordering of blood cells (green), then other

cells (red), then ESC/iPSC/ESC-derived cultures (blue). The most distinguishing
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Figure 6-5: Mutual information reveals structure between principal components and
covariates. a) Normalized mutual information between principal components and
covariates reveals groups of covariates with similar information and which principal
components strongly associate with each covariate. b-f) Epigenomes projected onto
top two principal compoents for each covariate, with the top PC on the x-axis and
the next PC on the y-axis. Specifically, principal components were chosen based on
b) group, c) sample state, d) developmental age, e), sample type, and f) experimental
lab.
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separation that comes solely from the top principal component seems to be foreskin

fibroblast primary cells, shown in golden yellow (Figure 6-6b).

While the pairwise plots clarified some of the distinctions made by the top three

principal components, the purpose of fourth and fifth principal components was less

clear. To some degree, PC4 seems to again separate out the fibroblast cells, while PC5

seems to separate the fibroblast cells with a stem cell sample (Figure 6-6b). While

these principal components were not as obviously singling out a single sample as the

previous example (Figure 6-4b), their purpose was not entirely clear, especially from

a covariate perspective.

When we looked at the scree plot, there was not an obvious "elbow" in the plot,

although it seemed like it could have been after the fifth or twelfth principal compo-

nent, as shown in Figure 6-6c. Again, the proportion of the total variance explained

by these top components was still limited, as the top three principal components

explain less than 10% of the total variance.

Next, we visualized the mutual information between the principal covariates and

the covariates (Figure 6-6d), finding that the second PC strongly correlated with

blood samples, while the first three PCs were also associated with anatomy groups.

In panel e, we see the top two principal components based on the lab covariate are

PC4 and PC1, with clusters emerging for the main four labs. In panel f, we project

the epigenomes onto PC2 and PC6, the top covariates for group, and we see the blood

clusters close to one another on the left, with many cultured cell samples on the right

(ESC, iPSC, ES-derived), with most of the tissue samples somewhere in the middle.

6.2.2.2 Principal component analysis based on DNase hypersensitive sites

When applying the same analysis to DNase I hypersensitive sites, we find that the

top three principal components perform much of the same separation of the three

main clusters based on blood primary cells, stem cell and ESC-derived cultures, and

other samples (Figure 6-7a). Specifically, the pairwise plots in Figure 6-7b shows

that the second principal component cleanly separates blood samples from ESC-

derived and stem cell samples, while the third principal component separates the
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Figure 6-6: Principal component analysis applied to epigenomes based on enhancer
features shows that a) the top three principal components separate out blood samples
(green), stem cell and ESC-derived samples (blue), and fibroblast samples (yellow).
b) Pairwise principal component plots emphasize the main distinction of the top
three principal components. c) Based on variance explained by each PC, the top
five principal components could provide a reasonable interpretation of the data. d)
Mutal information between covariates and principal components allows us to pick the
top two principal components for projectsion based on the covariates of e) lab and f)
sample group.
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rest of the samples from the two aforementioned groups. As shown in Figure 6-

7c, the top principal components explain much more variance in the data than the

previous examples, with the top three principal components explaining about 40%

of the variance in the data-set. Considering that there are in total 120 principal

components, the high proportion of variance explained by only three components

suggest that the principal components are able to more efficiently capture the variance

in this dataset, compared to the chromatin state data based on gene bodies and

enhancer.

Mutual information analysis (Figure 6-7d) confirms the relevance of the top prin-

cipal components for many of the known covariates. As shown in Figure 6-7e, the

top principal components based on experimental lab is with PC4 and PC1, which

roughly clusters the data based on the four main labs. Additionally, for the covariate

that identifies whether each sample was a single donor, composite donor, or cultured

sample (NA), principal components 2 and 18 share the most mutual information and

approximately separate the epigenomes (Figure 6-7f).

6.2.2.3 Principal component analysis based on promoter state

When applying PCA to data based on promoter regions, the first two principal com-

ponent seems to separate the same three clusters of blood samples, stem cell and

ESC-derived cultures, and other samples (Figure 6-8a). Notably, most of the separa-

tion seems to be driven by the top principal component, while the second and third

principal component mainly separate out a HepG2 sample, as shown in Figure 6-8a-b.

Based on the amount of variance explained shown in Figure 6-8c, we find that the

amount of variance explained by each principal component drops off around the third

and eighth component. As shown in Figure 6-8c, the top three principal components

only explain about 15% of the variance of the data.

Using mutual information, we find that the first and 4th component strongly corre-

late with tissue type-based covariates, with some fairly related principal components

for lab as well (Figure 6-8e). Specifically, in Figure 6-8f, we see that UCSF-UBC,

UCSD, and UW cluster fairly well based on a projection to principal component 2
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Figure 6-7: Principal component analysis in DNase hypersensitive sites shows that
the top three principal components primarily separate the samples based on the same
three clusters as before, based on a) a 3D projection of the data and b) pairwise
principal component plots. c) However, the top 3 PCs also explain a higher proportion
of the total variance in the data than in the gene body and enhancer case. d) Mutual
information between covariates and principal components confirms the importance of
PC2 and PC3 for clusters bsed on groupings (shown in panel a). Mutual information
also quantifies the most associated principal components for e) samples based on lab
(PC4 and PC1) and f) samples based on anatomy group (PC2 and PC18).
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and 12. Interestingly, this projection suggests that the Broad Institute samples seems

to be fairly well mixed with samples from UCSF and UCSD-UBC.
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Figure 6-8: Principal component analysis based on promoter regions shows that a)
the top principal component primarily separate the samples based on the same three
clusters as before, b) while the second, third, and fifth principal components primarily
isolate one sample at a time. c) The amount of variance explained by each princi-
pal component tapers off around principal component 3 and 8. d) Though the top
three principal components separate the samples in meaningful ways, they explain
a minority of the total variance in the data, about 15%. e) Principal components
1 and 4 share relatively high mutual information with tissue type and cell type co-
variates, while PC 2 and 12 are the strongest PCs for the lab covariate. f) We find
that projection of the samples to PC 2 and 12 separates samples based on whether
they originated from UCSD, UCSF-UBC, or UW, with Broad Institute (BI) samples
relatively dispersed.
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Chapter 7

Conclusion

In this thesis, we have utilized computational methods, algorithms, and approaches

to better understand, interpret, and analyze biological data. Specifically, we have

focused on the field of epigenomics, but our work has implications on gene regulation,

cell type differences, and regulatory regions.

With our interdisciplinary work, our contributions span three categories: mecha-

nisms of gene regulation, development of comparative methods, and identification of

broad epigenetic patterns. Biologically, our results have provided mechanistic insights

into the monoallelic and monogenic regulation of olfactory receptor genes, as well as

how genes escape from X chromosome inactivation. Methodologically, we developed

ChromDiff and Regulatory ChromDiff, which are novel methods for systematic identi-

fication of epigenomic differences between cell types or sample groups; our software is

open-source, free, and publicly available from http://compbio.mit.edu/ChromDiff

and http://www.github.com/angieyen/ChromDiff, for the benefit of the general

public and future research. Additionally, we have identified general epigenetic pat-

terns, including the celltype-specific DNA methylation of chromatin state regions,

the genes with distinct epigenetic signatures based on sex, tissue type, cell type, and

developmental age, and the relationship between known covariates and top principal

components across 127 epigenomic samples.
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7.1 Summary of results

First, we studied the monoallelic and monogenic expression of olfactory receptor genes

in mice by studying their epigenetic state. We found a strong signal of H3K9me3 and

H4K20me3 that was specific to olfactory receptor genes in olfactory tissue genome-

wide. Using peak calling, clustering, hidden markov models, chromosome-wide visual-

izations, and statistics, we computationally verified that the sensitivity and specificity

of this epigenetic signature genome-wide. Our results, along with additional exper-

imental follow-up from our collaborators, supported a new model for olfactory gene

regulation, where the entire family of olfactory receptor genes are epigenetically and

heterochromatically repressed at an early developmental stage, prior to olfactory ex-

pression. Our model proposes that at a later stage, one allele of one olfactory gene is

"de-repressed" and the repressive mark H3K9me3 is replaced with the activating mark

H3K9me2. Our work provides a novel example of epigenomic regulation of genes that

may prove to be generally applicable to other contexts, as well as revealing specific

discoveries pertaining to the olfactory system.

Next, we developed ChromDiff, a novel computational method to identify epige-

netic differences between groups of samples at the genome-wide scale. Our method

combines biologically relevant information, such as genes and chromatin states, with

computational techniques drawn from the fields of information theory, machine learn-

ing, and statistics. Our method uses a novel information theoretic representation of

our epigenomic information, which allows for a type of dimensionality reduction on

our large-scale data while retaining important information for relevant research ques-

tions. It also supports multiple statistic tests and hypothesis correction approaches

to support a variety of needs, and it notably corrects for covariate effects, which will

be increasingly relevant as integration of unmatched datasets becomes increasingly

important. In addition to identifying genes and chromatin states that distinguish

between the two groups, our pipeline also provides follow-up analyses, such as gene

clustering, gene set enrichment, and differential gene expression. We also extended

ChromDiff to Regulatory ChromDiff to support integration of proximal and distal
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regulatory regions. ChromDiff software is free, open-source, and available for down-

load to the general public under the GNU General Public License v3.0 at http://

compbio.mit.edu/ChromDiff and http://www.github.com/angieyen/ChromDiff.

We then applied ChromDiff and Regulatory ChromDiff to 127 samples from the

Epigenome Roadmap project, grouping them based on sex, developmental age, tissue

type, sample type, and cell type. We also looked for epigenomic differences at gene

bodies, as well as promoters, enhancers, and DNase Hypersensitive sites linked to

genes. We found that our methods identified genes relevant to each comparison, such

as the identification of X chromosome genes for the sex-based comparison, as well

genes relating to neuronal development for the comparison of brain and digestive

samples. The identified distinguishing genes were enriched for differential expression

between the groups, but the majority of them did not show expression differences,

suggesting the importance of epigenomic comparisons as a complementary approach

to gene expression.

Another one of my main research projects was the integrative analysis of the

Epigenome Roadmap data, which included histone modification, DNA methylation,

chromatin accessibility, and gene expression data across 127 human primary cells

and tissues. I found distinct DNA methylation pattern across chromatin states, and

also studied those patterns in a celltype-specific way, finding differences between

cultured samples and tissue samples, for example. We also compared data from

different DNA methylation technologies to quantify biases, and we clustered samples

based on epigenetic data, finding strong concordance between our clustering order

and celltype. Our integrative analysis presents a more complete and unified picture

of how epigenetic state varies across celltypes, marks, and platforms.

Lastly, we identified the top principal components of our epigenomic samples based

on our ChromDiff feature representation. Generally, we found that the top principal

components grouped the samples into a cluster of cultured samples (ESCs, iPSCs,

and cells derived from ESCs), a cluster of primary blood samples (T cells, B cells,

and HSCs), and a third cluster made up mostly of solid tissue samples. We also

used component selection using mutual information (CSUMI) to find relationships
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between known covariates and top principal components. Generally, we found that

the strongest connections to the top principal components were, again, based on the

anatomical grouping of the sample, but that other known covariates such as lab and

developmental age were also approximated with high-ranked principal components.

7.2 Future Work

There are many future directions for the research presented in this thesis. In chapter

2, we presented a new mechanism for epigenetic gene regulation and a model for

olfactory gene regulation. This work has been extended to understand how the spatial

location and organization of olfactory genes contributes to olfactory regulation??, and

we expect future work in this area to continually build a more detailed mechanistic

model for gene regulation. In chapter 3 and 4, we presented a method for epigenomic

comparisons, with applications to groups based on a variety of biological attributes.

We expect that, as more data is generated in coming years, our general method will

be broadly applicable in a variety of biological contexts, and we also hope that future

computational biologists build upon our work with various representations, statistical

approaches, and improved chromatin state segmentations. In chapter 5, we produced

the largest epigenomic reference to date, and we expect future research to expand this

reference with additional biological samples. With this reference, future researchers

can use epigenomic and regulatory information to better understand the functional

impact of various genomic regions, such as identifying a superenhancer that links the

FTO gene and obesity??. Finally, in chapter 6, we begin to explore the identification

of unknown covariates in epigenomic data; while our discoveries begin to quantify

the explanatory power of top principal components, more work will need to be done

to find the explanation for principal components that do not strongly correlate with

known covariates.

With the biological discoveries, novel algorithms, and rich datasets that have been

introduced in the past few years, computational epigenomics has proven itself to be

an area ripe for research. Moving forward, we expect the research questions presented
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in this thesis to be expanded upon and improved. Additionally, we expect that our

results lay a foundation for follow-up research, especially in the area of experimental

validation. With new experimental technologies ranging from reporter assays?? to

epigenome editing??, the potential to validate our hypotheses in vivo is greater than

ever, elucidating the path for computational epigenomics to have an impact on human

health and disease treatment in coming years.
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