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Abstract

In this thesis, I took advantage of a model-free compression architecture, where the
encoder only makes decision about coding and leaves to the decoder to apply the
knowledge of the source for decoding, to attack the problem of compressing encrypted
data. Results for compressing different sources encrypted by different class of ci-
phers are shown and analyzed. Moreover, we generalize the problem from encryption
schemes to operations, or data-processing techniques. We try to discover key prop-
erties an operation should have, in order to enable good post-operation compression
performances.
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Chapter 1

Introduction

Traditionally in communication systems, data from a source are first compressed and then encrypted before being transmitted over a channel to the receiver (Figure 1-1). However, there exist some scenarios where there is a need to reverse the order of the two, i.e. the data should first be encrypted and then compressed [1][2], before being transmitted to the channel. For example, the owner of the data may not trust the party which conducts the compression, so that he wishes the data to be encrypted before it is compressed, without having to compromise the compressibility of the data. However, since the encrypted data seems random and thus any conventional compression techniques, which in general relies on taking advantage of the knowledge of some underlying statistical structures of the source when designing the encoder, did not yield desirable results in practice. This thesis is aimed at attacking this problem. To be more precise, we investigate the possibility of achieving as good compressibility of the data when it has been encrypted by some practical schemes as when no encryption is performed at all. Besides, since any encryption scheme can be seen as a kind of data processing technique, we also aim at discovering the key properties of data processing techniques that could enable good post-processing compression performances.

The thesis is organized as follows: Chapter 2 will introduce the necessary backgrounds for understanding various probabilistic source models and the model-free compression that will be used later. Chapter 3 reviews different encryption schemes involved. In
Figure 1-1: Conventional system (Figure from [1])

Figure 1-2: Compressing Encrypted Data (Figure from [1])
Chapter 4, the architecture of compressing encrypted data will be proposed. We will also argue the legitimacy of such architecture in theory and show simulation results of compression performances of some classical sources encrypted by various encryption schemes and discuss the reasons why performances are significantly different for different sources and encryption schemes. Moreover, we will extend the discussion in Chapter 5 and try to characterize the general properties that data-processing techniques should have to achieve desirable compression performance. Finally, Chapter 6 points out some open problems and concludes the thesis.

1.1 Motivation

Data compression, also referred to as coding, is used everywhere[3]. Most images available on the web are compressed, typically into JPEG or GIF formats; many file systems automatically compress files when stored and so on. It is useful because it helps reduce resource usage, such as data storage space or transmission capacity.

In the context of compression, the generic term message are often used for the objects to be compressed. The compression system consists of two components, an encoder that takes a message and generates a "compressed" representation, which is usually shorter than the original message, and a decoder that reconstructs the original message or some approximation of it from the compressed representation. The former is called lossless compression and the latter is called lossy compression. The encoder and the decoder are typically intricately tied together since often times, they both have to understand the shared compressed representation.

Lossless compressions and lossy compressions are of interest for different applications. Typically, lossless compression schemes are used for texts and lossy ones for images and videos, where a little bit loss in resolution is often undetectable and thus acceptable. In this thesis, unless otherwise specified, the word compression refers to lossless
Typically, lossless compression, which essentially tries to encode information using fewer bits than the original representation, without any loss of information so that a well-designed decoder may successfully reconstruct the original representation, is not achievable unless some redundancy underlying the probabilistic structure of the source can be well exploited by the compression architecture. Such probabilistic structure is often referred to as the data model or source model, which we will use interchangeably throughout the thesis. Such source model determines some "bias" in the input messages, i.e., some inputs are more likely than others, which can be taken advantage of to enable more efficient representation of the source.

Claude Shannon borrowed the definition of entropy from statistical physics, where entropy represents the randomness of a system, to the context of information theory, where (Shannon) entropy is used to measure the uncertainty of the source. Shannon also introduced two source coding theories for data compression, one for lossless compression and the other for lossy compression (a.k.a. rate distortion theory). Specifically for loseless compression, the source coding theory states that it is impossible to compress the data such that the code rate, defined as the average number of bits per symbol, is less than the Shannon entropy of the source, without it being virtually certain that some information in the source will be lost. However, it is possible to get the code rate arbitrarily close to the Shannon entropy, with negligible probability of loss of information. The source coding theory, however, does not indicate what such an entropy-approaching compression architecture is, for a given source.

When redundant data are transmitted over a communication channel, which is often deemed bandwidth-constrained and insecure, needs for both compression and encryption arise. Since any good encryption scheme tends to make the ciphertexts look completely random so as to increase the security, the compressibility seems to have been compromised. Thus, it has long been natural to first compress the data
according to the source model and encrypt the compressed stream and at the receiver, decryption is conducted, followed by the decompression process.

However, in some applications, reversing the order of the two may be necessary: for example, the owner of the data may not trust the party who does the compression. Thus, it is desirable if data is encrypted before it is sent to the compressor. It motivates us to reflect on the possibility of compressing the encrypted data. This research is initially motivated by the goal of compressing a classified English file, which has been encrypted.

We note that with a key of encryption given, the mapping between plaintexts and ciphertexts must be one-to-one to make the encryption scheme valid. Therefore, the encryption process does not change the conditional entropy (on the key used) of the source, therefore, according to the source coding theory, the compressibility of the data should remain the same, although it is likely hard to explicitly express the model underlying the encrypted data, even if the key is known, which makes it hard to come up with good compression schemes to compress those encrypted data.

Recently, a model-free coding system was established [6] [7], where the encoder only makes choices about coding and produces a compressed bit-stream agnostic to the source model. It instead leaves to the decoder to apply the relevant knowledge about the source. Under this structure, no information about the source needs to be released to the encoder, which can help the data owner retain total secrecy. We note that our problem of interest, compressing of encrypted data, may be enabled by this structure.

The aforementioned compression architecture was based on graphical models and iterative decoding. At the encoder, the source symbols (in the form of their binary representations) are compressed by a parity check matrix of a LDPC (Low Density Parity-Check) code. The decoder, composed of a source subgraph as well as a code subgraph, runs (loopy) belief propagation on the combined source-code graph, where
source nodes are shared between the source and code subgraphs. Messages are passed along all edges in the graph, according to the standard sum-product algorithm. The algorithm runs until (hopefully) convergence or declaration of failure. Final decoding is done based on standard belief equation, where the belief of each source symbol is the combination of partial beliefs from the two subgraphs. More details about the model-free compression architecture will be covered in Chapter 2.

Note that, belief propagation (or sum-product) algorithms, which become popular means of solving inference problems, are exact only for tree-structured graphical models. In cases where there are short cycles in the graphical models, it may not converge but if it does, it usually provides good approximate solutions to the problem. Moreover, if the approximation is indeed good, the approximation nature is often a more than acceptable price for performing efficient inference. In [8][9], sufficient conditions are given for a loopy BP to converge to good approximate solutions, however, these conditions are not readily applicable. Therefore, we will run simulation results in Chapters 4 and 5 to understand the empirical performances.
Chapter 2

Probabilistic Graphical Models and Model-Free Compressions

As mentioned before, some probabilistic structure in the data source needs to be well exploited by the compressor to achieve good compression performances. Intuitively, to understand the inherent structures of the source, it is worth seeing how the joint distribution, or more generally, a global function, can be factored into a product of several local functions, with each of which having a subset of the variables as its arguments.

If we constrain the global function to be the joint probability density function of the information source, then this factorization essentially encodes the conditional dependent structure among the source variables and can be conveniently expressed via a graph, called the probabilistic graphical model (PGM)[34]. Later in the thesis, the source is compactly described via such a graph, called the source subgraph. In section 2.1, we will give a more detailed description on PGM, with the emphasis on a branch of PGM, Markov Random Fields, which all sources of interest in the thesis can be categorized into.

A useful class of variations, factor graphs, is a class of undirected bipartite graphs connecting variables and factors, where each factor represents a function over the vari-
ables it is connected to. If the global function is again the probability density function of the source, then the factor graph describing the source is essentially equivalent to the PGM description of the same source in the sense that each factor node in the factor graph corresponds to a maximal clique in the PGM, with the variables connected to each factor node being the ones that consists the maximal clique. In this thesis, we use the PGM to describe the source subgraph but nevertheless introduce the factor graph as a separate topic since the LDPC code (low density parity-check code), on which model-free compression structure is based, is defined based upon factor graphs. More descriptions on factor graphs, LDPC codes and LDPC code-based, model-free compression architecture are given in sections 2.2 ad 2.3, respectively.

2.1 Markov Random Fields

There are two most common branches of PGMs, Bayesian networks and Markov Networks, also known as Markov random fields (MRFs) [10][11]. The underlying semantics of Bayesian networks are based on directed graphs so that Bayesian networks are also called directed graphical models; on the other hand, the underlying semantics of MRFs are based on undirected graphs and thus MRF are also called undirected graphical models (UGMs). In this thesis, all source models of interest are MRFs so that we will only introduce MRFs hereafter.

The graphical structure of an undirected graph represents some of the qualitative properties of the joint distribution of the source variables – the nodes in the graph of an MRF represent the variables and the edges correspond to some notion of direct probabilistic interactions between neighbouring variables. In next subsection, we will introduce the conditional dependence properties encoded in the PGMs.
2.1.1 Conditional Dependencies from UGMs

Typically, we use a graph $G = (V, E)$, with a set of random variables $S = (S_v)_{v \in V}$ indexed by elements in $V$, to describe an MRF with respect to $G$. The construction of edges must obey the statistical structure of the source and the following properties can be read from the UGM:

**Pairwise Markov Property** – an edge between two variable nodes $S_i$ and $S_j$ is absent in the graph if and only if $S_i$ and $S_j$ are conditionally independent, given all the other variables in the graph. Note that, it is only the absence of edges that makes a graphical representation useful for describing the distribution. In Figure 2-1, for example, 1 and 5 are conditionally independent, given all other variables. We denote this relation as $1 \perp 5 \mid \{2, 3, 4, 6, 7\}$.

**Local Markov Property** – any arbitrary source node $s_i, i \in V$, given its neighbourhood on $G$, $\mathcal{N}(i)$, is independent of all other variables. Namely, $p(s_i \mid s_{\mathcal{V} \sim i}) = p(s_i \mid s_{\mathcal{N}(i)})$ for all $i \in V$. For example, in Figure 2-1, $1 \perp \{4, 5, 6, 7\} \mid \{2, 3\}$.

**Global Markov Property** – for any disjoint subsets of nodes $A$, $B$ and $C$ in the UGM graph $G$ such that $C$ separates $A$ and $B$ (i.e. every path between a node in $A$ and a node in $B$ passes through a node in $C$), the random variables $S_A$ and $S_B$ are conditionally independent, given $S_C$. For example, in Figure 2-1, we can see that, $\{1, 2\} \perp \{6, 7\} \mid \{3, 4, 5\}$.

Note that in general, the Local Markov Property is weaker than the Global Markov Property, while stronger than the Pairwise Markov Property. However, for any strictly positive distributions, those three properties are equivalent.

We have mentioned that a given source can also be described via a factor graph.
Although we will not use the factor graph to explicitly describe the source subgraph, for the purposes of introducing the LDPC codes later, we will briefly introduce factor graphs in the next subsection.

2.1.2 Factor Graphs, Parametrization of MRFs

Suppose that a global function $g(x_1, \ldots, x_n)$ factors into a product of several local functions $f_j$'s, each having its argument as some subset of $\{x_1, \ldots, x_n\}$, i.e.

$$g(x_1, \ldots, x_n) = \prod_{j \in \mathcal{J}} f_j(X_j) \quad (2.1)$$

where $\mathcal{J}$ is a discrete index set, $X_j$ is a subset of $\{x_1, \ldots, x_n\}$ and $f_j(X_j)$ is a function having the elements of $X_j$ as arguments. With that, we can define the corresponding factor graph as follows:

**Definition.** A *factor graph* is a bipartite graph that expresses the structure of the factorization in (2.1). A factor graph has a *variable node* for each variable $x_i$, a *factor node* for each local function $f_j$. An edge connects variable node $x_i$ and factor node $f_j$ if and only if $x_i$ is an argument of $f_j$. Figure 2-2 gives an example of a simple factor graph, where

$$g(x_1, x_2, x_3, x_4, x_5) = f_A(x_1)f_B(x_2)f_C(x_1, x_2, x_3)f_D(x_3, x_4)f_E(x_3, x_5), \quad (2.2)$$
As mentioned before, though in different forms, there are close connections between factor graphs and graphical models for MRFs – the joint probability mass function of an MRF with graphical model $G = (S = \{s_1, \ldots, s_n\}, E)$, $p(s)$, can be factored over maximal cliques of $G$:

$$p(s) = \frac{1}{Z} \prod_{c \in C} \phi_c(s_c),$$

where $Z$ is a normalizing factor to make sure that $p(s)$ is a valid p.m.f.

Apparently, each maximal clique $C$ in the UGM of an MRF corresponds to a factor in the factor graph. Moreover, the weight associated with the maximal clique $C$, $\phi_c(s_C)$, can be seen as the local function corresponding to the maximal clique $C$, with its arguments as the variables in the maximal clique $C$.

### 2.1.3 Examples of MRFs

Now we give several examples of MRFs, all of which are used later in the thesis.

(a) Markov Chains:
Markov Chain is the simplest example of MRF. A sequence of random variables 
\( X = (x_1, \ldots, x_n) \) is an \( k^{th} \) order Markov chain if for \( \forall i > k \),

\[
P(x_i \mid x_{i-1}, \ldots, x_1) = P(x_i \mid x_{i-1}, \ldots, x_{i-k}),
\]

(2.4)

We will later see English texts can be modeled as the first and second order Markov chains, in Chapter 4. Figure 2-3 shows the schematic (graphical model) of a first order Markov chain.

Moreover, for a Markov chain of order 1, the joint pmf of the source can be factored as:

\[
p(x) = p(x_1, \ldots, x_n) = p(x_n \mid x_{n-1})p(x_{n-1} \mid s_{x-2}) \ldots p(x_2 \mid x_1)p(x_1),
\]

(2.5)

which clearly has the of the form of MRF. Each pair of two neighbouring nodes forms a maximal clique of the graph.

(b) 2D Ising Model:

Ising Model[12] was originally a mathematical model of ferromagnetism in statistical mechanics, named after the physicist Ernst Ising. It consists of discrete variables that represent magnetic dipole moments of atomic spins that can be in one of the two states, \(+1, -1\). Spins are arranged in a lattice-like graph, allowing each spin to interact with its neighbours. The two-dimensional Ising model is the simplest one to show a phase transition. Later, it is used widely as an image model in computer
vision research, where each source node represents a pixel and takes the value of 0 or 1, as will be in our case.

**Definition:** The homogeneous Ising source $s^{h\times w}$ is defined over the $\{0, 1\}^{h\times w}$ lattice graph $G = (S, E)$, by

$$p(s^{h\times w}) = \frac{1}{Z} \prod_{i \in S} \phi_i(s_i) \prod_{(i,j) \in E} \varphi_{ij}(s_i, s_j),$$

(2.6)

where for each $i \in S, \phi_i(1) = 1 - \phi_i(0) = p_{bias}$, as the node potentials. And for each $(i, j) \in E,$

$$\varphi_{ij}(s_i, s_j) = \begin{cases} p_{stay} & \text{if } s_i = s_j \\ 1 - p_{stay} & \text{if } s_i \neq s_j \end{cases}$$

(2.7)

Figure 2-4[37] shows the schematic of the 2D Ising Model.

A few remarks:
(a) 2D Ising model can be seen as the 2D extension of a binary Markov chain.
(b) In this thesis, we will only consider Ising models that are homogeneous and symmetric about 0 and 1. Homogeneous here means the node and edge potentials are defined homogeneously over the whole grid and symmetric about 0 and 1 are guaranteed by both $p_{bias} = 0.5$ as well as $\varphi_{ij}(0,1) = \varphi_{ij}(1,0) = 1 - p_{stay} = 1 - \varphi_{ij}(0,0) = 1 - \varphi_{ij}(1,1), \text{ for } \forall(i,j) \in E.$
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(c) 2D Ising model is assumed to have **periodic boundary conditions**, which is self-evident, with the help of Figure 2-4.

(d) 2D Ising sources cannot be sampled exactly. For simulation purposes, in this thesis, we will use the Gibbs sampled Ising sources of burn-in period 1000, which is a widely used approximate. More detailed descriptions of Gibbs sampling can be found in [20].

### 2.2 LDPC-based Model-free Compression

#### 2.2.1 LDPC codes

This section introduces LDPC codes and some related definitions to prepare for the LDPC-based model-free compressions, which will come up afterwards.

LDPC codes[13][14][25], or low-density parity-check codes, are a class of linear block codes which provide near-capacity performance on a large set of data-transmission and data-storage channels. Here, we will only consider binary LDPC codes, though brief discussions on non-binary LDPC based compression schemes will be given in Chapter 4. For binary LDPC codes, the codebook $C$ is a subset of $\{0, 1\}^n$, with $n$ being the block length of the code, that can be written compactly as

$$C = \{y \in \{0, 1\}^n : Hy = 0 \pmod{2}\},$$

(2.8)

where $H$ is a binary $k \times n$ parity-check matrix describing this code. To qualify as a low-density parity-check matrix, $H$ is sparse, namely, the number of 0’s in $H$ is much larger than that of 1’s. Number of 1’s is allowed to grow at most linearly with the block length $n$.

Each low-density parity-check matrix is also uniquely associated with a factor graph with each column corresponding to a variable node while each row corresponding to a
factor node (a parity-check node, or check node). We will be using terms factor nodes and check nodes interchangeably in the thesis. In the factor graph, variable node $i$ is connected to check node $a$ if and only if $H_{a,i} = 1$. For a particular check node $a$, the number of 1's in the corresponding row of $H$ represents the number of variables nodes connected with $a$ in the associated factor graph. Similarly, for each source node $i$, the number of 1's in the corresponding column of $H$ represents the number of check nodes connected with $i$ in the associated factor graph.

If each row has the same number of 1's, $w_r$, and each columns has the same number of 1's, $w_c$, then the LDPC code is called a regular LDPC code, satisfying $kw_r = nw_c$. Otherwise, it is called an irregular LDPC code.

The rate of the code is defined as:

$$r_{code} = \frac{\text{rank}(H)}{n} = \frac{\text{number of independent rows of } H}{n} \leq r_{nom} = \frac{k}{n},$$

where we have defined, $k/n$, as the nominal compression rate, or $r_{nom}$ of the code.

### 2.2.2 A (Binary) Model-Free Compression Architecture

Later in the thesis, we will investigate the possibility of achieving good compression rate after the source data has been encrypted by practical encryption schemes. As will become clear later, the theoretical legitimacy of the proposed algorithm partly comes from the recent development of the model-free architecture for compression [6][7], in which the compressor can only make choices about coding and produce a compressed bit-stream regardless of the source model— in fact, the compressor does not need to have the knowledge of the source model. It leaves to the decoder to apply the knowledge about the source to conduct the decompression. Therefore, this compression architecture may help resolve the difficulty of not knowing any information about the encrypted stream at the compressor and the decoder, with the knowledge of the source
model and the key used, may conduct the decryption and decompression jointly.

Now, we give a in-depth description of the model-free compression architecture. Many of the following descriptions are from \[6\]|\[7\]. Interested readers are referred to those articles for further information:

**Basic Notations:** Let \(s\) be an binary vector of length \(n\), drawn from a Markov random field (MRF) \(p(s)\). This is the source to be compressed. \(H\) is an \(k \times n\) (binary) LDPC parity check matrix.

**Encoding:** Regardless of what \(p(s)\) is, \(H\) is used as the encoding matrix and the compression is done by:

\[
x = Hs,
\]

(2.10)

where again, the multiplication is in the sense of modulo 2 sum.

**Decoding:**

(i) **The code subgraph:** Let \(S = \{s_1, \ldots, s_n\}\) denote the set of source nodes and \(X = \{x_1, \ldots, x_k\}\) denote the set of compressed bits, or in the context of factor graphs, the set of all factor(check) nodes. Furthermore, let \(F\) denote the set of all edges in the factor graph. There is an edge between factor node \(x_a\) and source node \(s_i\) if and only if \(H_{a,i} = 1\). Then, the code subgraph can be compactly represented by the factor graph \(C = (S \cup X, F)\). \(H\) enforces \(k\) hard constraints, each of the form \(x_a = \sum_{i \in S} H_{a,i} s_i\), for \(\forall a \in \{1, 2, \ldots, k\}\).

It is worth pointing out, since the complexity of inference(or decoding) on \(C\) scales with the number of edges between source and factor nodes, and in LDPC, where the number of 1's in the parity check matrix \(H\) grows at most linearly with \(n\). Therefore, the inference complexity grows linearly with the source length, which is more than acceptable. Low complexity in decoding is one of the most important advantage for
LDPC based compression.

(ii) **The source subgraph:** Recall that, the MRF can be factored with respect to the maximal cliques in the source subgraph. However, the complexity of inference on $\mathcal{G}$ depends on the number of cliques and their sizes[36]. Thus, it is desirable if the maximal cliques have smaller cardinality. For now, we will only consider a subset of MRF that assumes a pairwise factorization, such that:

$$p(s) = \frac{1}{Z} \prod_{i \in \mathcal{S}} \phi_i(s_i) \prod_{(i,j) \in \mathcal{E}} \varphi_{ij}(s_i, s_j),$$ \hspace{1cm} (2.11)

where there is a node potential $\phi_i(s_i)$ associated with each source node and there is an edge potential $\varphi_{ij}(s_i, s_j)$ associated with each neighbouring nodes pair $(i, j) \in \mathcal{E}$ in source subgraph $\mathcal{G}$. Note that, both Markov Chain of order 1 and Ising model assume this factorization.

(iii) **Decoding algorithm:**

Notation: Let $m^{(t)}_{a \rightarrow i}(s_i)$ be the message from the factor node $x_a$ to the source node $s_i$; $m^{(t)}_{k \rightarrow i}(s_i)$ be the message from a source node $s_k$ to its source subgraph neighbour $s_i$; $m^{(t)}_{i \rightarrow a}(s_i)$ be the message from source node $s_i$ to factor node $x_a$, all at time $t$. Also, let $\mathcal{N}_i^c$ be the set of neighbouring source nodes of source node $s_i$. Similarly, let $\mathcal{N}_i^c$ be the set of factor node neighbours of source node $s_i$ and let $\mathcal{N}_a^c$ be the set of source node neighbours of factor node $x_a$. By the standard sum-product algorithms, we have:

(1) **Source Subgraph Message Update:**

$$m^{(t+1)}_{i \rightarrow j}(s_j) = \sum_{s_i} \left[ \prod_{x_a \in \mathcal{N}_i^c} m^{(t)}_{a \rightarrow i}(s_i) \phi_i(s_i) \varphi_{ij}(s_i, s_j) \prod_{s_k \in \mathcal{N}_i^c \setminus s_j} m^{(t)}_{k \rightarrow i}(s_i) \right],$$ \hspace{1cm} (2.12)

where the term in the bracket is the code subgraph belief at $s_i$, which works as an external message inserted into the source subgraph via $s_i$.

(2) **Code Subgraph Message Update:**
Source to Factor Message Updates:

\[
m^{(t+1)}_{i \rightarrow a}(s_i) = \left[ \prod_{s_j \in N^c_i} m^{(t)}_{j \rightarrow i}(s_i) \phi_i(s_i) \right] \prod_{x_b \in N^c_i \setminus x_a} m^{(t)}_{b \rightarrow i}(s_i),
\]

(2.13)

where the term in the bracket is the source subgraph belief at \( s_i \), which works as an external message inserted into the code subgraph via \( s_i \).

Factor to Source Message Updates:

\[
m^{(t+1)}_{a \rightarrow i}(s_i) = \sum_{N^c_a \setminus s_i} f_a(N^c_a) \prod_{s_j \in N^c_a \setminus s_i} m^{(t)}_{j \rightarrow a}(s_j),
\]

(2.14)

where \( f_a(N^c_a) \) is the indicator for the hard constraint imposed by \( x_a \), and is defined as:

\[
f_a(N^c_a) = \begin{cases} 
1 & \text{if constraint } x_a = \sum_{i \in S} H_{a,i} s_i \text{ is satisfied} \\
0 & \text{if otherwise}
\end{cases}
\]

(2.15)

**Belief Update:** in each iteration, we can update the belief equation of each source node, according to:

\[
\hat{s}_i^{(t)} = \arg \max_{s_i} \left[ \prod_{z_a \in N^c_i} m^{(t)}_{a \rightarrow i}(s_i) \right] \left[ \prod_{s_j \in N^c_i} m^{(t)}_{j \rightarrow i}(s_j) \phi_i(s_i) \right],
\]

(2.16)

where the belief of a source node should be interpreted as the combination of partial beliefs from the code subgraph and source subgraph, respectively.

**Remarks on Doping:**

Generally, the decoding process will need to rely on a fraction (hopefully small) of source nodes being directly described to the decoder to converge to the correct solution or a good approximate. This process is called *doping*. In practical, the doping process is realized by augmenting \( H \) with additional unit weight rows so that those corresponding source symbols are directly known to the decoder.

**Remarks about the implementation of the algorithm:**

Several remarks about the simulations to make:

1. The initialization of the messages: messages should be initialized as follows:
at \( t = 1 \), if \( x_a \) is a degree-one factor node (corresponding to a doping source symbol \( s_i \)), then source to factor message:

\[
m^{(1)}_{i \to a}(\alpha) = \begin{cases} 
1 & \text{if } \alpha = s_i \\
0 & \text{otherwise}
\end{cases}
\] (2.17)

and the factor to source message:

\[
m^{(1)}_{a \to i}(\alpha) = \begin{cases} 
1 & \text{if } \alpha = s_i \\
0 & \text{otherwise}
\end{cases}
\] (2.18)

if \( x_a \) is not a degree-one factor node, then source to factor, factor to source messages are updated as uniform messages over the source alphabet, for example, if source is binary, \( \forall \alpha \in \{0, 1\} \), \( m^{(1)}_{i \to a}(\alpha) = 0.5, m^{(1)}_{a \to i}(\alpha) = 0.5 \). For source to source messages, since no source nodes could have any unbiased initial beliefs about other source nodes, source to source messages are initialized as: \( m^{(1)}_{i \to j}(\alpha) = 0.5, \forall (i, j) \in E \) and \( \forall \alpha \in \{0, 1\} \). From the message updating rules and the message initializations, it is clear that the doping symbols (and the messages involving the doping symbols) can help create dynamics for the convergence of the decoding algorithm.

2. Since the decoder runs the loopy belief propagation, it is essential that short loops are avoided in the combined graph, which includes the code subgraph. Therefore, the encoding matrix \( H \) should be constructed so that short-loops (loops of length 4) is avoided. Generally, there are two most common ways to construct \( H \), namely Gallager construction and Progressive Edge Growth (PEG) construction[27]. Generally, Gallager construction provides no guarantee of avoiding short loops, while PEG was developed in order to avoid short loops, or, increase the girth in the underlying graph. Therefore, in this thesis we will use PEG construction. Details of PEG will be included in Chapter 4. Some large PEG constructed matrix are available[28].
2.3 Generalization of the Architecture:

If the source data $s^n$ is over a larger alphabet $GF(q)$ for some $q > 2$, we could adapt $H$ into $GF(q)$ and conduct message passing on integers or translate the source into a binary stream and use the binary LDPC based compression. The former approach will be discussed later in the thesis, and we will consider the latter for now. In the latter approach, since there is a symbol translation layer in the source subgraph, intuitively, messages should also be translated between layers. Most of the following descriptions in this section can be found in [6] and [7].

Suppose $s^n = \{s_1, \ldots, s_n\}$ is an $n$-symbol data sequence over $GF(q)$ that is serialized by symbol-level representation maps. Without loss of generality, assume all $s_i$ belong to the same alphabet $S$ of cardinality $M$. The representation map is a bijection $t_{M \to 2} : S \to GF(2)^B$ where $B = \lceil \log_2 M \rceil$, representing the length of the translation of each character in the alphabet.

When messages are passed to or from source nodes, there are related messages on their serialized (binary) representations. Define a pair of message translation functions, $T_{M \to 2} : (S \to \mathbb{R}^+) \to (GF(2) \to \mathbb{R}^+)^B$ and $T_{2 \to M} : (GF(2) \to \mathbb{R}^+)^B \to (S \to \mathbb{R}^+)$ that converts between a message $m^{(M)}$ over $S$ and a $B$-tuple of messages $m^{(2)} = m_1^{(2)}, \ldots, m_B^{(2)}$ over $GF(2)$, such that for $\omega \in \{1, \ldots, B\}$ and $\beta \in \{0, 1\}$, and for $\alpha \in S$:

$$T_{M \to 2}(m^{(M)})_\omega(\beta) = \sum_{\alpha \in S} m^{(M)}(\alpha) I\{t_{M \to 2}(\alpha)_\omega = \beta\}, \quad (2.19)$$

where $I\{t_{M \to 2}(\alpha)_\omega = \beta\}$ is the indicator on whether the $\omega^{th}$ bit (from the left) of the binary representation of $\alpha$ is equal to $\beta$, and

$$T_{2 \to M}(m^{(2)})(\alpha) = \prod_{\omega=1}^{B} m^{(2)}_\omega(t_{M \to 2}(\alpha)_\omega), \quad (2.20)$$

If we see each of the $B$ bits of a symbol's binary representation as a random variable, we can see that the message translations are lossless, or equivalently (2.19) and (2.20) are true, if and only if those $B$ bits are independent. Thus, the proposed
algorithm does not incur any architectural loss if and only if the $B$ bits in a symbol's binary representation are independent. As can be seen later in the thesis, this independence condition does not always hold and therefore the algorithm may incur some architectural loss, but these conversions can greatly reduce the complexity of the algorithm.

Encoding:
Similar to the binary case, the large alphabet source data is first serialized by $z^{nB} = t_{M \rightarrow 2}(s^n)$, then the model-free encoding takes place in the represented alphabet of $\text{GF}(2)$. Choose $k$ to target $r_{\text{code}} = k/nB$. Choose a random $H$ of size $k \times nB$ that has $k$ independent rows and produce the compressed result, $x^k = Hz^{nB}$.

Decoding:
Let $S = \{s_1, \ldots, s_n\}$, the code subgraph is now $C = (Z, X, F)$, where $Z = t_{M \rightarrow 2}(S)$. Denote $N_{i,\omega}$ as the factor node neighbours of $z_{i,\omega} = t_{M \rightarrow 2}(s_i)$. Noting that we always use the messages at iteration $t$ to update messages at iteration $(t + 1)$ and we will omit the iteration indices of the messages in the expressions below for simplicity.

**Source Message Update:**

$$m_{i \rightarrow j}^{(M)}(s_j) = \sum_{s_i} \left[ m_{C \rightarrow i}^{(M)}(s_i) \right] \phi_i(s_i) \varphi_{ij}(s_i, s_j) \prod_{s_k \in N_i \setminus s_j} m_{k \rightarrow i}^{(M)}(s_i), \quad (2.21)$$

where,

$$m_{C \rightarrow i}^{(M)}(s_i) = T_{2 \rightarrow M} \left( \prod_{f_a \in N_{i,1}^C} m_{a \rightarrow i,1}^{(2)}(z_{i,1}), \ldots, \prod_{f_a \in N_{i,B}^C} m_{a \rightarrow i,B}^{(2)}(z_{i,B}) \right)(s_i) \quad (2.22)$$

**Code Message Update:**

source to factor message update:

$$m_{i,\omega \rightarrow a}(z_{i,\omega}) = \left[ m_{a \rightarrow i,\omega}^{(2)}(z_{i,\omega}) \right] \prod_{f_b \in N_{i,\omega}^C \setminus f_a} m_{b \rightarrow i,\omega}^{(2)}(z_{i,\omega}) \quad (2.23)$$
where,

\[
m^{(2)}_{G \rightarrow i, \omega}(z_{i, \omega}) = T_{M \rightarrow 2} \left( \prod_{s_j \in N^q_i} m^{(M)}_{j \rightarrow i}(s_i) \phi_i(s_i) \right)_{\omega} (z_{i, \omega})
\]

and factor to source message update:

\[
m^{(2)}_{a \rightarrow i, \omega}(z_{i, \omega}) = \sum_{N_a^c \setminus \omega} f_a(N_a^c) \prod_{z_{j, \omega'} \in N^c_a \setminus \omega} m^{(2)}_{j, \omega' \rightarrow a}(z_{j, \omega'})
\]

and the belief of each source node is updated (in each iteration) by,

\[
\tilde{s}_i = \arg \max_{s_i} \left[ m^{(M)}_{C \rightarrow i}(s_i) \right] \left[ \prod_{s_j \in N^q_i} m^{(M)}_{j \rightarrow i}(s_i) \phi_i(s_i) \right]
\]

Remarks:
As in the binary case, the doping process is done by augmenting H with some additional unit weight rows to form the actual encoding matrix and the true compression rate is \( r_{\text{com}} = r_{\text{code}} + r_{\text{dope}} \). However, depending on the specific configuration of the doping, for a given number of bits to dope, we may choose to dope all bits of a subset of symbols or just randomly dope the same number of bits. Discussions on the choices of doping will be provided in Chapter 4.
Chapter 3

Useful Cryptosystems

In this chapter, functionalities as well as other useful properties of the encryption schemes relevant to the thesis will be introduced.

3.1 One-Time-Pad (OTP)

In cryptography, the one-time pad, or OTP, is an encryption technique that is perfectly secure, as long as used appropriately. In this technique, a plaintext is paired with a random secret key. Each character in the plaintext is encrypted by combining it with the corresponding character from the key using modular addition (of their ASCII codes). It has been shown that if the key is: (i) completely randomly generated; (ii) at least as long as the plaintext; (iii) never fully or partly reused; (iv) kept completely secret, then the resulting ciphertext will be impossible to break, even if the opponent has infinite computational power. In fact, we say OTP has perfect secrecy property. The term perfect essentially means that after an opponent receives the ciphertext C, he has no more information about the plaintext P, than before receiving the ciphertext. Therefore, OTPs are also said to be information-theoretically secure, i.e.

\[ H(P) = H(P | C), \]  

(3.1)
Table 3.1: Large Alphabet One Time Pad Encryption

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plaintext</td>
<td>ATTACK</td>
</tr>
<tr>
<td>Key</td>
<td>RQBOPS</td>
</tr>
<tr>
<td>Ciphertext</td>
<td>RJUORC</td>
</tr>
</tbody>
</table>

where $H(P)$ represents the entropy of the plaintext source, and $H(P \mid C)$ represents the conditional entropy of the plaintext source, given the ciphertext.

The perfect secrecy of one-time pad can be clearly illustrated by the example in Table 3.1, from which we can see, having the access to the ciphertext, RJUORC, the opponent has absolutely no clues whether the plaintext was ATTACK, GIVEUP or anything else. Moreover, it is proven in [38] that any cipher with perfect secrecy property must use keys with effectively the same requirements as OTP keys.

However, the above stated non-trivial requirements on one-time pad for it to be perfectly secure result in many practical issues that prevent one-time pads from being widely used. For example, we have stated that the keys must be at least as long as the plaintext, and the parties conducting encryption and decryption must be able to exchange the (extremely) long key absolutely securely, which is often not practical. On the other hand, some high quality ciphers that are much easier to implement than OTPs are available and their levels of security, though not perfect, are presently deemed acceptable. Thus, these ciphers are widely used in practice. RSA and McEliece cryptosystems are some of those most frequently used schemes and we will introduce them in more depth in the following two sections.
3.2 RSA Cryptosystem

RSA[15] [35] is one of the most well known public key cryptosystems[16], where the sender of the message, say Bob, securely send messages to the receiver of the message, say Alice, in the following steps:

1. Alice generates a pair of mathematical linked key, called public key and private key, such that, the public key can be readily generated by the private key, but only with the public key, it is hard to get the private key. Public key and private key will be denoted as pbk and prk, respectively.
2. Alice transmits her public key to Bob via any (insecure) channel and keeps her private key secret.
3. Bob uses Alice’s public key to encrypt the plaintext to be sent according to the agreed encryption algorithm and create a ciphertext.
4. Bob transmits the ciphertext to Alice.
5. Alice, decrypts the ciphertext using the private key that only she has access to and get the message from Bob.

Apparently, an important property of any public key cryptosystem is that without the private key, the message is not decryptable. Not decryptable usually means it is computationally hard to do so. Public key cryptosystems desirably avoid the necessity of securely exchanging the same (long) key between sender and receiver, as in the case of one-time pad.

Specifically, RSA is named after Ron Rivest, Adi Shamir, Leonard Adleman. The algorithm consists of 4 major steps: key generation, key distribution, encryption, decryption. A brief introduction of each step is provided:

**Key generation:**
1. Select two distinct primes $p$ and $q$. Empirically, to make the breaking of the cipher hard, $p$ and $q$ should be relatively similar in magnitude but differ in length by a few
digits.

2. Compute the modulus of both public and private keys, \( n = pq \).

3. Compute \( \phi(n) = \phi(p)\phi(q) = (p-1)(q-1) = n - (p+q-1) \), where \( \phi \) is the Euler's totient function. \( \phi(n) \) is kept private as part of the private key.

4. Select an integer \( e \) such that \( 1 < e < \phi(n) \) and \( \gcd(\phi(n), e) = 1 \). Empirically, it is found that \( e \) should be selected such that it has short bit-length and small Hamming weight (number of 1's in its binary representation). However, it is also known that choosing an \( e \) that is too small, can be insecure in some cases. The selection of \( e \) is sometimes an art and the impact of different \( e \)'s on the security can only be determined empirically. The selected \( e \) is a part of the public key.

5. Determine \( d \), as the multiplicative inverse of \( e \), i.e., \( de = 1 \pmod{\phi(n)} \) and \( d \) is a part of the private key. Namely, \( \text{pbk} = (n, e) \), \( \text{prk} = (\phi(n), d) \). Implicitly, \( p \) and \( q \) must also be kept secret, since they can be used to calculate \( \phi(n) \), which must be kept secret.

**Key distribution:**

\((n, e)\) is sent to the the receiver via a reliable but not necessarily secure channel. The public keys can be reused, which is more than desirable.

**Encryption:**

Let \( M \) be the any arbitrary character of the message that sender wants to send to the receiver. We first need to convert \( M \) to an integer \( m \), s.t. \( 0 \leq m < n \) and \( \gcd(m, n) = 1 \). Find such \( m \) that is co-prime with \( n \) can be done efficiently with an algorithm called padding scheme [38]. After \( m \) is obtained, we compute the ciphertext as

\[
c \equiv m^e \pmod{n},
\]

utilizing only the public key.

**Decryption:**

The receiver, who has the private key, can decrypt the message by

\[
m \equiv c^d \pmod{n},
\]
3.3 McEliece Cryptosystem

The McEliece cryptosystem\cite{17} is a public key cryptosystem whose security rests on the difficult problem of decoding an unknown error-correcting code, which is NP-hard. Such cryptosystems are called code-based cryptosystems.

Again, suppose Bob wants to send his message to Alice.

**Key Generation:**
1. Alice selects a binary \((n, k)\)-linear error correcting code \(C\) that can correct up to \(t\) errors. Originally, binary Goppa codes are used for its easiness of decoding and it has resisted cryptoanalysis so far. Parameters \(n, k, t\) are agreed by the Bob and Alice beforehand. The algorithm requires the error correcting code selected must have an efficient decoding algorithm. Denote the code generating matrix, of size \(k \times n\) as \(G\).
2. Alice selects a random \(k \times k\) binary non-singular matrix \(S\).
3. Alice selects a random \(n \times n\) permutation matrix \(P\). Permutation matrix \(P\) is a square matrix that contains exactly one 1 in each row and each column. It should be seen as a linear mapping that permutes the order of the original vector, in the manner determined by the configuration of \(P\).
4. Alice then computes the \(k \times n\) matrix \(\hat{G}\) such that \(\hat{G} = SGP\).

**Key Distribution:**
Alice will send her public key \((\hat{G}, t)\) via a reliable(not necessarily secure)channel and keep her private key \((S, G, P)\) secret.

**Encryption:**
1. Suppose the message that Bob wants to send Alice is \(m \in Z\). Then \(m\) will first be translated into a binary sequence of length \(k\).
2. Bob computes the vector \(c' = m\hat{G}\). Note that \(m\hat{G}\) in computed in the sense of modulo 2 sum.
3. Bob generates a random \(n\)-bit vector \(z\) of weight exactly \(t\).
4. Bob computes the ciphertext as \(c = c' + z\), in the sense of modulo 2 sum, and send it to Alice.
Decryption: Upon receiving $c$, Alice will conduct the following steps, using her private key only, to decrypt the message.

1. Computes $\hat{c} = cP^{-1}$.
2. Uses the decoding algorithm for code $C$ to decode $\hat{c}$ to $\hat{m}$.
3. Finally, computes $m = \hat{m}S^{-1}$.

Proof of Correctness:

Since $\hat{c} = cP^{-1} = (c' + z)P^{-1} = m\hat{G} + z)P^{-1} = mSG + zP^{-1}$, since $z$ is chosen to have weight $t$ and $P$ is a permutation matrix (thus so is $P^{-1}$), $zP^{-1}$ has weight at most $t$.

Thus, the decoding algorithm, which can correct up to $t$ errors, is able to get rid of $zP^{-1}$ and find the corresponding $\hat{m} = mS$. Thus, original message $m$ is thus decrypted as $m = \hat{m}S^{-1}$.

Remarks:

Though McEliece cryptosystem is computationally secure, neither it nor any code-based cryptosystem has received much acceptance in the cryptography community, partly due to the large size of public keys\[18]\[21]. As an example, when Goppa code is used with the parameters suggested by McEliece, i.e. $k = 524$, $n = 1024$, $t = 50$, the public key $\hat{G}$ will contain $k(n - k) = 524(1024 - 524) = 262000$ bits, at the order of $2^{18}$, which would likely cause implementation issues. The other major drawback is that the ciphertext usually has to be made much longer than the plaintext. To resolve these issues, in all simulations in the thesis, we break down the serialized binary representations of the source into shorter blocks and have encryptions done blockwisely, for better feasibility of the implementation.

In general, code-based cryptosystems are believed to be more promising in the future as storage and transmission costs go down and computation powers in machines improve. Moreover, code-based cryptosystems do have some advantages over many current practical ciphers, like RSA. The most important advantage is their (much) faster encryptions and decryptions. Take the example of McEliece cryptosystem,
encryption and decryption require (only) matrix multiplications while schemes like RSA, typically require raising a number to a (large) power. Simulation results on post-encryption compression performances in Chapter 4 should give some hints on other advantages of McEliece cryptosystem in specific, over RSA.
Chapter 4

Proposed Architecture and Simulation Results

In this chapter, we will formally propose an architecture of compressing encrypted data and argue that in theory, it should enable the same compression performance as when no encryption is performed. Simulation results, however, will show this is not always the case. Some discussions on the simulation results will follow.

4.1 Source Specifics:

In this section, we will list all the sources to be compressed and give the expressions of their entropy rates. Recall that all those sources are Markov Random Fields (MRFs) and therefore we will continue using the notations in Chapter 2.

1. i.i.d. Binary Bernoulli sources:

$s = \{s_1, \ldots, s_n\}$ is an i.i.d Bernoulli source of bias $p$, or $\text{Bern}(p)$ if $s_1, \ldots, s_n$ are independent and for $\forall i$,

$$\Pr\{s_i = \theta\} = p^\theta(1-p)^{1-\theta}, \quad \text{(4.1)}$$

where $\theta = \{0, 1\}$. 

43
In the context of the pairwise factorization in (2.10), each node weight \( \phi_i(\theta) = \Pr\{s_i = \theta\} \), for \( \theta = \{0, 1\} \), and each the edge weight should be set to some arbitrary value, same across all edges, since there is actually no edge between any two source nodes. Apparently, the entropy, \( H(s) \), given by,

\[
H(s) = H(p) = -p \log_2(p) - (1 - p) \log_2(1 - p),
\]

(4.2)
gives us the average number of bits of information we get based on observing one symbol. It also characterizes the uncertainty, or unpredictability of the source. The higher the entropy is, the less predictable the source is. The importance of the entropy lies in its operational significance concerning coding the source, since \( H(s) \) represents the average number of bits of information per symbol from the source, we should expect that at least \( H(s) \) bits per symbol have to be used in order to represent the source without any loss of the information. This is called the \textbf{source coding theorem}, which essentially states that for any information source \( s \):

(i). The average number of bits per symbol of any uniquely decodable code (or in the context of the thesis, the best compression rate achievable) of \( s \) must be at least \( H(s) \), the entropy of the source.

(ii). If the string of symbols is sufficiently long, there exists a uniquely decodable code for the source such that the average number of bits per symbol of the code is as close to \( H(s) \) as desired.

2. Markov Source of Order One:

As stated before, the Markov source of order 1 has the pairwise factorization. Equation (2.4) clearly shows that \( \phi_1(\theta) = \Pr\{s_1 = \theta\} \). Each of all the other node potentials should be set uniform over the entire source alphabet and the edge potentials are given
by the transitional densities \( p(S_{i+1} \mid S_i) \). In this thesis, we will only consider the special case where \( p(S_{i+1} \mid S_i) \) is the same for all \( i \). Such Markov chains are referred to as stationary or time-homogeneous.

For a stationary Markov chain of order 1, \( S = S_1, \ldots, S_n, \ldots \), the entropy rate of the source \( S \) is given by:

\[
H(S) = \lim_{n \to \infty} H(S_n \mid S_{n-1}, \ldots S_1) = H(S_2 \mid S_1),
\]

where the last step takes advantage of the fact that \( S \) is a Markov chain of order 1 and is stationary.

The conditional entropy \( H(S_2 \mid S_1) \) can then be calculated using the stationary density of each element in the alphabet as well as the transitional densities as follows:

without loss of generality, let the alphabet of the source be \( \{1, \ldots, m\} \) and let \( \mu_i \) denote the steady state probability of \( i \), and let \( p_{ij} \) denote the conditional probability \( \Pr\{s_{k+1} = j \mid s_k = i\} \), for all \( k \), then the source entropy \( H(s) \) is given by:

\[
H(s) = - \sum_{i=1}^{m} \mu_i \sum_{j=1}^{m} p_{ij} \log_2(p_{ij}),
\]

Note that:

(i) The convention \( \log_2(0) = 0 \) is used.

(ii) Given the state transition matrix \( P \), with \( P_{ij} = p_{ij}, \forall i, j \in \{1, \ldots, m\} \), the stationary densities \( \mu = (\mu_1, \ldots, \mu_m) \) can be found. More specifically, when the Markov chain is in its steady state, the stationary density of any arbitrary state \( j \), should satisfy: \( \mu_j = \sum_i \mu_i P_{ij} \), or compactly, \( \mu = \mu P \), from which we can solve for the stationary densities \( \mu \).
3. 2D Binary Ising Model:

Recall equation (2.6), here we only consider the homogeneous and symmetric Ising model, where \( \phi_i(1) = 1 - \phi_i(0) = p = 1/2 \) for all \( i \) and \( \varphi_{ij}(0,0) = \varphi_{ij}(1,1) = 1 - \varphi_{ij}(0,1) = 1 - \varphi_{ij}(1,0) = 1 - q \), for \( \forall (i,j) \in \mathcal{E} \). We refer to this source as Ising\((0.5, q)\).

The entropy of 2D Ising\((0.5,q)\) source is much more involved. Onsager gives an exact expression in [19] of the entropy of Ising source, with the limit of the number of nodes going to infinity. The results will be given here with the proof omitted. Interested readers are referred to [37] and [19] for more details. Let \( q \) denote the probability of neighbouring nodes taking different values, and let \( N \) be the number of nodes in each row and each column. Also, assume periodic boundary conditions, then the entropy of 2D Ising\((0.5, q)\), \( H(s) \) is given by:

\[
H(s) = \lim_{N \to \infty} N^2 h(s),
\]

where \( h(s) \), called the entropy density, is given by(with respect to \( \ln \), instead of \( \log_2 \)):

\[
h(s) = \ln(2) + \frac{1}{8\pi^2} \int_0^{2\pi} \int_0^{2\pi} \ln[a^2 - b(\cos(\theta_1) + \cos(\theta_2))]d\theta_1 d\theta_2
- \frac{J}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \frac{2ab - a(\cos\theta_1 + \cos\theta_2)}{a^2 - b(\cos\theta_1 + \cos\theta_2)} d\theta_1 d\theta_2,
\]

where

\[
a = \frac{2q^2 - 2q + 1}{2q - 2q^2}
\]

\[
b = \frac{1 - 2q}{2q - 2q^2}
\]

\[
J = \frac{1}{2} \ln\left(\frac{1 - q}{q}\right)
\]

We see that, once parameters \( a, b, J \) are determined for a given \( q \), entropy density may be calculated numerically. Finally, in order to convert the entropy to be in bits
(with respect to log₂), we need to divide the entropy with respect to ln by the factor of ln2.

In practice, when the size of the grid is relatively small, the gap between the true entropy of the source and the limiting entropy can be significant. Therefore, Markov Chain Monte Carlo (MCMC) simulation techniques [20] are used to give approximations of the true source entropy. This approximated entropy is used as a more important benchmark for the compression performances. The following figure gives the limiting entropy as well as the approximated entropies for Ising(0.5, q) sources of lengths 100, (approximately) 1000, 10000, respectively:

![Figure 4-1: Entropy of Ising models of different sizes](image)

4.2 Compression of Encrypted Data:

In this section, we will first propose the algorithm of compressing the encrypted data and then argue that the theoretical performance of compressing an encrypted source
should be the same as that when no encryption is ever performed (in subsection 4.2.1).

In subsections 4.2.2 and 4.2.3, respectively, simulation results on both synthetic and real world data will be given, followed by discussions on various aspects of the algorithm.

### 4.2.1 An algorithm of compressing encrypted data and its performance in theory:

Let \( s = \{s_1, \ldots, s_n\} \) be the MRF source with joint distribution \( p(s) \). Moreover, let \( k \) be the keyword and the source be encrypted to ciphertext \( k(s) \). Generally speaking, some number of consecutive source symbols, say \( l \), can form up a block and be encrypted jointly, as if a larger character were encrypted and a larger alphabet were used. Here, for demonstrative purposes, we will proceed as the source is encrypted symbolwisely. In fact, it will become clear later under "on Symbolwise Encryption vs Blockwise Encryption" (pg. 70-71), an overly large alphabet will significantly increase the computational complexity of the algorithm. So a small \( l \), for example \( l = 1 \), corresponding to symbolwise encryption, is desirable. With \( l = 1 \), we will use \( k(s)_i \) to denote the ciphertext for source node \( s_i \). Recall that, in section 2.3.1, we introduced the compression architecture in which the source model needs to be made available only at the decoder. Imagine, we now have both the source model \( p(s) \) and the key \( k \) available at the decoder, then a new symbol translation pair, (with liberties taken in notations), \( t'_{M \rightarrow 2}^{(k)} \) as well as \( t'_{2 \rightarrow M}^{(k)} \), can be defined such that a symbol and the binary representation of its ciphertext can be converted from one to another. Note that, the translation pair is a function of the key \( k \), and thus \( k \) is used to parameterize the translation pairs. Accordingly, we can define the message translation pair: \( T'_{M \rightarrow 2}^{(k)} : (S \rightarrow R^+) \rightarrow (GF(2) \rightarrow R^+)^{B'} \) and \( T'_{2 \rightarrow M}^{(k)} : (GF(2) \rightarrow R^+)^{B'} \rightarrow (S \rightarrow R^+) \) that converts between a message \( m^{(M)} \) over \( S \) and a \( B' \)-tuple of messages \( m^{(2)} = m_{1}^{(2)}, \ldots, m_{B'}^{(2)} \) over \( GF(2) \), where \( B' \) is the bit-length of each symbol's ciphertext. Therefore, in theory, our model-free compression structure, should see the problem of compressing...
encrypted source data merely as an ordinary model-free compression problem, but with a different message translation pair defined, so that the encoding and decoding (joint decompressing and decryption) algorithms are essentially the same as the ones described in section 2.3.

Essentially, at the decoder, during each iteration, the message sent to any source symbol $s_i$ from the code subgraph, $m^{(M)}_{C-i}(s_i)$ is obtained by message decryption followed by conventional translation $T_{2\rightarrow M}$. The message sent from the graph subgraph to each bit of the source nodes' representational map, $m^{(2)}_{G-i\rightarrow M}(z_{i\omega})$, is obtained by conventional message translation $T_{M\rightarrow 2}$ followed by message encryption. The rest of the decoding algorithm remains unchanged.

Moreover, since the encryption scheme must be a one to one mapping to qualify as a valid encryption scheme, we have $H(s) = H(k(s))$ (for any given key $k$), from which we see the limit of the compression performances should not be affected. Therefore, in theory, the proposed algorithm should be able to compress an encrypted source as well as it compresses the original, unencrypted source.

### 4.2.2 Simulation Results on Synthetic Data

In the following subsection, we will show the simulation results of compressing encrypted sources. The results will show that, with the only exception of compressing one-time-pad encrypted data, there is always performance loss in compression when an encryption is performed prior to the compression, compared to when no encryption is performed. Note that, the source data in this subsection is **synthetic data**, which means it is generated exactly according to the underlying model so there is no model-data mismatch that would necessarily result in performance loss in compression.

For data sources, we consider binary sources and large-alphabet sources. We will encrypt binary sources (binary Bernoulli i.i.d. sources, binary Markov chain of order
one, binary 2D Ising models, etc.) only with bitwise OTP and encrypt large-alphabet sources with schemes that are more naturally defined over integers, i.e. large-alphabet OTP, McEliece cryptosystems, RSA. Note that, when dealing with binary Bernoulli and Markov sources, we could choose to treat it as large alphabet sources by binding some number of bits, say $b$, together as an integer and encrypt each integer with integer-based encryption schemes (e.g. McEliece, RSA, etc.). However, this is not really necessary since if a binary source is bitwise Bernoulli i.i.d. (resp. bitwise Markov source of order 1) then the binded large-alphabet source is also symbol-wise i.i.d (resp. symbol-wise Markov of order 1). Therefore, the above stated attempts will be incorporated later when we encrypt large-alphabet sources with integer-based encryption schemes.

In each of the following simulations, let $B$ be the bit-length of each source symbol and $n$ be the number of symbols in the source vector. Then for each given encoding matrix $H$ of size $k \times nB$, its compression rate $r_{com}$ is defined as $r_{com} = r_{code} + r_{dope}$, where the coding rate, $r_{code} = \text{rank}(H)/nB$(which usually can be made to equal $r_{nom} = k/nB$ by selecting $H$ such that rows are independent), and the doping rate $r_{dope} = (\text{number of bits doped})/nB$. Furthermore, we define the best achievable compression performance, or the best compression performance as the lowest compression rate $r_{com}$, such that the encrypted source can be recovered losslessly (the algorithm converges to the correct result in 500 iterations). Given $H$, the doping rate, as well as which bits to dope, are tuning parameters that we can work on to optimize the best compression performance. For each simulation result below, the doping rate used will be specified. In the plots below, the best compression performances versus (essentially) different source entropies, are provided. Unless otherwise specified, each data point is obtained as the average over 20 trials.

(1) Binary Bernoulli i.i.d. Sources, Encrypted by OTP

Figure 4-2 describes the performance of compressing (OTP-encrypted and unen-
encrypted) binary Bernoulli i.i.d sources of different values of \( p = \Pr\{s_i = 0\} \), \( \forall i \). The source length \( n = 1000 \) and \( r_{dope} = 0 \).

![Figure 4-2: Compression of OTP-Encrypted Binary Bernoulli Sources](image)

Observations:

(a). The performance of compressing encrypted data is as good as that when no encryption is performed.

(b). We also tried \( r_{dope} = 0.01 \) as well as \( r_{dope} = 0.1 \) but did not see visible differences in their best compression performances (and thus those curves are omitted) and the impact of different doping rates seems to determine only the rates of convergence—the larger the doping rate is, the faster the algorithm converges.

(c). There is a gap between the best achievable compression rates and the entropy rates. The gap is much larger in the high entropy (or high rate) regions than in the low entropy (or low rate) regions.
In Figure 4-3 (doping rate=0) and Figure 4-4 (doping rate=0.1), the horizontal axis denotes $p_{stay} = \phi_i(0,0) = \phi_i(1,1) = \Pr\{s_i = \theta \mid s_{i-1} = \theta\}$, $\theta = \{0,1\}$, $\forall i$, in a homogeneous binary Markov chain of order 1. For each doping rate, we tested source lengths $n = 1000$ and $n = 10000$.

**Figure 4-3: Compression of OTP encrypted Binary Markov source, doping rate=0**

**Observations:**

(a) For each doping rate and each source length, the performance of compressing OTP-encrypted sources is the same the as that of compressing the same source without encryption.

(b) For both doping rates, compression performances on the source of length $n = 10000$ are better than those when $n = 1000$. However, the differences are not significant. We conjecture the performances of $n = 10000$ slightly outperform those of $n = 1000$ since for a given $\theta$, a longer portion of the Markov chain was in its station-
Figure 4-4: Compression of OTP encrypted Binary Markov source, doping rate=0.1

ary distribution when $n = 10000$. However, for all $\theta$'s, it takes much fewer random variables than even $n = 1000$ for two-state Markov chains to reach the stationary distribution. Therefore, the differences in performances are expected to be small, which is also found from the simulations.

(c) $r_{dope} = 0.1$ enables better performances than $r_{dope} = 0$, although the improvement is small relative to the gap between the best compression performances and the entropy rates. Also, the proposed architecture again demonstrates its competitiveness in low entropy regions, i.e. the region with large $\theta$'s.

(3) Binary Ising Model, Encrypted by OTP

Figures 4-5 and 4-6 show the best achievable compression rates of OTP-encrypted Ising($0.5, q$) sources of different sizes($10 \times 10$ and $100 \times 100$, respectively). The best compression rates obtained under different doping rates are all compared with the limiting entropy rates as well as the simulated source entropy of the corresponding
size. In all cases, best compression rates are the average of the best compression rates of 50 trials.

Figure 4-5: Compressing OTP-Encrypted $10 \times 10$ Ising Model

Observations:
(a) For both source sizes and all doping rates, compression performances are not jeopardized by OTP (thus for simplicity, curves of compression of the original, unencrypted sources are omitted in Figure 4-5 and Figure 4-6).
(b) For both source sizes, $r_{dope} = 0.05$ enables better compression performances (of OTP encrypted data) than $r_{dope} = 0.02$. However, $r_{dope} = 0.1$ enables better performances (for most entropy rates) than $r_{dope} = 0.05$ only for the $100 \times 100$ Ising source and the performance gap is more significant at high entropy region. On the other hand, for the case of the $10 \times 10$ Ising source, compression performances under $r_{dope} = 0.1$ are worse than those under $r_{dope} = 0.05$, except for in the very high entropy region, where a higher doping rate is needed intuitively. Based on the above
facts, we will refer to $r_{dope} = 0.02$ as an **insufficient doping rate** for both $10 \times 10$ and $100 \times 100$ Ising sources, where an appropriate increase of the doping rate will help the algorithm converge correctly and such positive effect outweighs the negative effect that a higher $r_{dope}$ is added in when calculating $r_{com}$. Similarly, $r_{dope} = 0.05$ is insufficient for the $100 \times 100$ Ising source. However, for the $10 \times 10$ Ising source, from the fact that even $r_{dope} = 0.055$ results in slightly worse compression performances than $r_{dope} = 0.05$ does (the curve corresponding to $r_{dope} = 0.055$ was not shown in Figure 4-5 since it is rather close to that of $r_{code} = 0.05$), we conclude that $r_{code} = 0.05$ is **sufficient** for the $10 \times 10$ Ising source – the positive effect that an even higher doping rate has on the algorithm converging correctly is outweighed by the negative effect of a higher $r_{dope}$ being added, when computing $r_{com}$ numerically. Therefore, if we want to find the optimal doping rate for the $10 \times 10$ Ising source, we could start with $r_{dope} = 0.05$ and gradually decrease the doping rate until it becomes insufficient again. Likewise, we may find the optimal doping rate for the $100 \times 100$ Ising source by gradually increasing the doping rate from 0.05 until it becomes sufficient.

(c) For a given doping rate, the $100 \times 100$ source has better compression performances than the $10 \times 10$ source. Performance difference is larger in the high rate region than in the low rate region.

(d) Also, it is worth noticing that there is a phase transition around $q = \sqrt{2}/2$, such that long-range correlations are high above this threshold\[19]\[37]. Significant compression gains are achievable above this threshold, in the low rate region. However, in those cases, the Ising source is in the ferromagnetic phase, and the Gibbs samples of the source are likely to be trapped in a state with high probability and the Gibbs sampling can take very long to reach other states. Therefore, the average (best achievable) performance over 50 trials for each of those high $q$ cases, likely represents only the compression performances with respect to realizations of several highly probable states.
Some General Remarks on OTP:

Before investigating the case of compressing encrypted large-alphabet sources, we make some general remarks on the effect of OTP on post-encryption compression performances. In all cases above, we see that OTP does not jeopardize the compression performances. This is just as expected—given the key, the encrypted source is just another source of the same statistical structure, same length and same entropy, therefore the algorithm merely sees a compressing encrypted source problem as a compressing unencrypted source problem and the performance of compressing an OTP (including generalized OTP) encrypted source is thus the same as compressing the same source without encryption. Recall the description of Chapter 3, the main problem with OTP is that it is not practical—the length of the key has to have the same length as the source and be purely randomly generated, which is not feasible in most real applications—therefore, in all simulations to follow, we won’t explicitly show performance curves of OTP, but will instead focus on more practical schemes, e.g. McEliece Cryptosystem and RSA.

(4). Large-alphabet Markov Source of order 1, Encrypted by RSA and McEliece Cryptosystem

We now consider homogeneous irreducible aperiodic Markov chain of length \( n = 1000 \), over \( \text{GF}(M) \), where \( M > 2 \) is the size of the source alphabet. Namely, source \( s^n = \{s_1, \ldots, s_n\} \), with each element taking a value in alphabet \( A = \{0, 1, \ldots, (M - 1)\} \) and transitional densities, or second order statistics \( \Pr\{s_{k+1} = \beta | s_k = \alpha\} = p_{\alpha \beta}, \forall k = 1, \ldots (n - 1) \), where \( \alpha, \beta \in A \). We here consider cases \( M = 16 \) (a.k.a 4-bit sources) and \( M = 256 \) (a.k.a. 8-bit sources).

The expression of source entropy \( H(s) \) was given in section 4.1 and one of its variants, bitwise entropy, \( H_b(s) \) is defined as, \( H_b(s) = H(s)/[\log_2 M] \). Bitwise entropy is particularly useful in our application since we can hope to compare compression...
performances over sources with alphabets of different sizes.

In simulations below, 4-bit and 8-bit Markov sources of length \( n = 1000 \) with different bitwise entropies are symbolwisely encrypted by RSA and McEliece cryptosystems, respectively, and the best compression rates are compared to those without encryption as well as the bitwise entropy of the source. In the descriptions of observations to follow, "McEliece (resp. RSA) performance" of a certain source, refers to the compression performance of the source encrypted by McEliece (resp. RSA) and "no encryption performances" refers to the performances of compressing the unencrypted sources.

![Figure 4-7: Compressing encrypted 4-bit Markov sources, doping=0.05](image)

Observations:

(1). There is a visible gap between the McEliece performances and the no-encryption performances. The gap is relatively small, compared to the inherent gap between the no-encryption performances and the source entropy, in the low rate region and gets larger as entropy gets large. The gap between RSA performances and no-encryption performances...
performances is larger than that between McEliece performances and no-encryption performances.

(2). Source entropy and doping rate kept same, the no-encryption, McEliee and RSA performances are slightly better for 8-bit sources than their counterparts for 4-bit sources.

(3). All other factors kept equal, $r_{dope} = 0.1$ enables better compression performances than $r_{dope} = 0.05$ for both 8-bit and 4-bit sources. Moreover, further investigations show that $r_{dope} = 0.1$ is close to (all rates above $r_{dope} = 0.12$ have been found empirically to be sufficient for both 8-bit and 4-bit sources) a sufficient doping rate for both 8-bit and 4-bit sources.
4.2.3 Compressing Encrypted text files

In all simulations above, we have limited our attentions to synthetic data, where there is no mismatch between the data and the underlying source model. Strictly speaking, the Gibbs samples of the Ising model are only (very good) approximates, but they can be treated as exact in this application. However, data from the real world usually do not come from such simple source models and therefore it’s usually hard to implement the above algorithm with the exact model underlying the observed data. Therefore, when using some simple source models to approximate the exact model, some performance loss due to the model-data mismatch is expected. However, such approximation is still desirable since it brings about the feasibility of some fundamental operations (compression, inference) that essentially relies on the simpleness of source models.

One of the initial motivations of this research was to move toward practical compression of encrypted English text files. We will take in as inputs English files excerpted to some fixed length that guarantees the computational feasibility. Using the language of
the previous chapters, the potentials (node potentials, edge potentials, etc.) necessary for the algorithm are taken from the publicly available zeroth, first and second-order models for English[22]. Entropies derived from the first and second order models are 3.36 bits/character and 2.77 bits/character, respectively. In limit, Shannon has estimated the entropy rate of the 27-letter English text to be 2.3 bits/character[26]. As stated, compression performances are expected to be worse than those of the synthetic data cases, since the Markov models of different orders are all approximations of the English source. The higher the order of the Markov model is, the better the approximation is, while at the same time, the higher the algorithm’s complexity is. There is always a trade-off.

Now we describe the simulations to be conducted:

We categorize files to be encrypted-and-compressed into Group A and Group B. Group A contains two files [23] [24] that are among the classical literatures based on which the first and second order Markov models of English are developed. Group B contains 10 random articles, chosen from the Oct.10th, 2015 Economist magazine.
Each file in each group is excerpted to have length (in characters) \( n = 10000 \) and is modified so that the cardinality of the alphabet = 27 (only lowercase letters as well as the space are considered). Thus, the bit length of the source is 50000. The choice of bit length aims at guaranteeing reasonable long file length while maintaining algorithm's computational feasibility.

Each file in each group is encrypted by McEliece and RSA, i.e. each file now has two encrypted versions. Then, two best compression performances are obtained for each encrypted version of each file: one assumes, at the decoder, that the source has the first order Markov model and the other assumes that the source has the second order Markov model. Note that, slight changes from equations (2.21) to (2.26) are needed when second order Markov model is assumed. Namely, we need to modify those equations to incorporate the potentials defined over cliques of length 3. The performances of each test (no encryption, McEliece, RSA) for the classical files (files 1 and 2) are reported in Table 4.1 and Table 4.2. For simplicity, for articles in *Economist*, only the average of the best compression rates, over the 10 articles, is reported in Table 4.3.

Moreover, we also generated two synthetic files according to the first and second order Markov models of English, respectively. The same tests are conducted, with correct source model assumed. Results are reported in Table 4.4. In all simulations mentioned above, \( r_{dope} = 0.1 \) is used. All numbers in the tables are in the unit of bits.

In each of the four tables, we can see the effects of different encryption schemes on post-encryption compression performances by comparing post-encryption compression performances corresponding to a certain encryption scheme with the "No encryption performances". The row led by "1st order" (resp. "2nd order") provides information on the presumed bitwise source entropy rate as well as the best-compression performances of different tests, when the first order (resp. second order) Markov model is assumed by the decoder.

Observations on the simulation results:
(a) The proposed architecture is not the most competitive on compressing English files, which can be inferred from previous simulations on synthetic data, where we found that the proposed architecture works particularly well in the low rate (low entropy) region, but not that well in the high rate (high entropy) region. However, according to the first (resp. second) order Markov models of English, the bitwise entropy of the source is 0.672 (resp. 0.554) bits, both of which are in the (medium-)high rate region.

(b) From the best no encryption compression performances, there seems to be smaller data-model mismatch in classical files than in Economist files, which is expected since the classical files (File 1 and File 2) are among the ones from which the first and second order Markov models of English are estimated. Moreover, from the fact that in each table, a smaller gap between the compression performances and the source entropy is achieved when second order Markov model is assumed at the decoder, than when first order model is assumed, it is also verified that the second-order model is a better approximate of the 27-letter English source than the first-order model.

(c) Same as the synthetic data case, McEliece cryptosystem, outperforms RSA in real world data sources. We will discuss why they result in very different post-encryption compression performances in section 4.3.1 and further in Chapter 5.
4.3 Discussions

4.3.1 Discussions on the results

From simulation results above, we see that the post-encryption compression performances of McEliece and RSA were visibly worse than no-encryption compression performances, with the former to be relatively better. Since McEliece and RSA are practical encryption schemes, the results indicate that the McEliece cryptosystem could be promising for our applications, at least in the low rate regions. We will use this section to discuss why McEliece cryptosystems can outperform RSA in the aforementioned application.

On Comparing RSA and McEliece Cryptosystems

Recall that we have stated earlier in section 2.3 that when dealing with large-alphabet sources, the proposed algorithm of compressing encrypted data will incur no architectural loss at the message translation layer if and only if bits in a symbol’s binary representation (in this specific application, bits in the binary representation of a symbol’s ciphertext) are independent, if each bit in symbols’ binary representations is seen as as a random variable, given the key for a certain encryption scheme. However, the independence condition is often not satisfied. In fact, as long as the encryption scheme encrypts a symbol to a longer integer (in the sense of bit length), then the
resulting binary representation of a symbol's ciphertext cannot contain completely independent bits. Therefore, to understand the role of a certain encryption scheme in the post-encryption compression performances, we should investigate how close the resulting binary representation of a symbol's ciphertext is from an independent binary sequence. We therefore design the following experiment:

Let alphabet $\mathcal{A} = \{0,1,\ldots,15\}$, with alphabet size $M=16$ and bit-length of the source $B=4$. We assume equal priors among all symbols in the alphabet, i.e. $\pi_0 = \pi_1 = \ldots = \pi_{15} = \frac{1}{16}$, so that we can see that the four bits in the binary representations of symbols are independent and each has equal marginals, i.e. $p_i(0) = p_i(1) = 0.5, \forall i = \{1,2,3,4\}$, where $i$ refers to the index of the bit counting from the left in source symbols' binary representations. Now, we encrypt each character in the alphabet by McEliece cryptosystem and RSA, respectively, in the following manner:

**McEliece Cryptosystem:**

For a simpler demonstration, we will here use the McEliece cryptosystem based on $(7,4)$ Hamming code. Using notations in previous chapters:

$$G = \begin{pmatrix} 
1 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 
\end{pmatrix},$$

$$S = \begin{pmatrix} 
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 
\end{pmatrix}.$$
where we can see that $S$ is invertible; $G$ is the code generator matrix with a known, fast decoding algorithm of an error-correcting code that can correct $t = 1$ error; $P$ is a permutation matrix. Therefore $(S, G, P)$ jointly form up a valid private key.

Thus, the public key $\hat{G} = \begin{pmatrix} 1 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1 \end{pmatrix}$.

Moreover, we randomly choose a weight 1 noise vector $z = (1, 0, 0, 0, 0, 0, 0)$. Therefore, each plaintext word $m \in \{0, 1\}^4$ will be encrypted as $c = m\hat{G} + z$, where all sums involved are in the sense of modulo 2. Table 4.5 lists all words of length 4 and their ciphertexts.

We can see, given all 16 symbols in the plaintexts having uniform priors, each of the seven bits in the binary translation for ciphertexts has equal densities for 0 and 1. Moreover each combination of two, three or four bits are still independent. The proof is trivial and is omitted here.

We also have done several similar simulations using other valid private keys $(S, G, P)$ and $z$ and find the above property to be true in all cases encountered. Though rigorous proof that generalizes to all valid $(S, G, P)$ and $z$ may not be simple, we conjecture that the above property can be generalized to general McEliece cryptosystems based
<table>
<thead>
<tr>
<th>character</th>
<th>binary translation</th>
<th>binary translation for ciphertexts</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0 0 0 0</td>
<td>1 0 0 0 0 0</td>
</tr>
<tr>
<td>1</td>
<td>0 0 0 1</td>
<td>1 0 0 1 1 1</td>
</tr>
<tr>
<td>2</td>
<td>0 0 1 0</td>
<td>1 1 0 1 0 1</td>
</tr>
<tr>
<td>3</td>
<td>0 0 1 1</td>
<td>1 1 0 0 1 0</td>
</tr>
<tr>
<td>4</td>
<td>0 1 0 0</td>
<td>1 0 1 1 0 0</td>
</tr>
<tr>
<td>5</td>
<td>0 1 0 1</td>
<td>1 0 1 0 0 1</td>
</tr>
<tr>
<td>6</td>
<td>0 1 1 0</td>
<td>1 1 1 0 1 0</td>
</tr>
<tr>
<td>7</td>
<td>0 1 1 1</td>
<td>1 1 1 1 0 0</td>
</tr>
<tr>
<td>8</td>
<td>1 0 0 0</td>
<td>0 0 0 1 1 0</td>
</tr>
<tr>
<td>9</td>
<td>1 0 0 1</td>
<td>0 0 0 1 0 0</td>
</tr>
<tr>
<td>10</td>
<td>1 0 1 0</td>
<td>0 1 0 1 0 0</td>
</tr>
<tr>
<td>11</td>
<td>1 0 1 1</td>
<td>0 1 0 0 1 1</td>
</tr>
<tr>
<td>12</td>
<td>1 1 0 0</td>
<td>0 0 1 1 0 1</td>
</tr>
<tr>
<td>13</td>
<td>1 1 0 1</td>
<td>0 0 1 0 1 0</td>
</tr>
<tr>
<td>14</td>
<td>1 1 1 0</td>
<td>0 1 1 0 0 0</td>
</tr>
<tr>
<td>15</td>
<td>1 1 1 1</td>
<td>0 1 1 1 1 1</td>
</tr>
</tbody>
</table>

Table 4.5: (4,7) McEliece Encryption

on Hamming codes.

**RSA:**

Now, let's see a comparative example of RSA. The choices of parameters in the following example are all valid according to Chapter 3, though they may not be practically desirable for the considerations of security due to their small sizes— they are used here only for demonstrative purposes. We will use RSA to encrypt four-bit symbols to seven-bit symbols, same as the case of McEliece cryptosystem, and see how close to an independent sequence the encrypted binary sequence is. From there, we may discover why the McEliece cryptosystem may have outperformed the RSA in post-encrypting compression performances. Specifically, using one set of the parameters in the simulation as an example:

(i) Take two distinct primes of similar bit lengths, $p = 11, q = 13$. Thus, $n = pq = 143$ and $\phi(n) = \phi(p)\phi(q) = n - (p + q - 1) = 120$. 
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(ii) Now we choose $e$, as part of the public key, such that $\gcd(e, \phi(n)) = 1$. We here choose $e = 7$. Thus, the public key, $\text{pbk} = (n, e) = (143, 7)$. Note that the choice of $e$ is not unique and in practice, the smaller $e$ is typically chosen, among all valid ones, the one in favor of computational simplicity.

(iii) Now we determine $d$, such that $1 \leq d < \phi(n)$, as the multiplicative inverse of $e$, with respect to $\phi(n)$, i.e. $de \equiv 1 \pmod{\phi(n)}$. It can be found that $d = 103$. The private key is thus determined as $\text{prk} = (\phi(n), d) = (120, 103)$.

Recall in Chapter 3, the encrypting algorithm of RSA first converts each plaintext symbol $M$ into an integer $m$, such that $0 < m < n$ and $\gcd(m, n) = 1$. The necessity of such conversion comes from the fact that it's very likely that some of the plaintext symbols (i.e. M's) are not themselves co-prime with $n$. For each M, the choice of $m$ is otherwise random (as long as all M's are converted to different $m$'s) and there was no empirical indication in previous simulations that the choice of $m$ for each character M matters significantly to the compression performances. Table 4.6 gives the ciphertext (in decimal and binary forms) for each integer $M \in \{0, \ldots, 15\}$.

We observe that the second and third bits (from the left), denoted as $b_2$ and $b_3$, respectively, satisfy:

\[
\begin{align*}
P_{00} &= \frac{5}{16}, P_{01} = \frac{3}{16}, \\
P_{10} &= \frac{1}{4}, P_{11} = \frac{1}{4}, \\
\Pr\{b_2 = 0\} &= \Pr\{b_2 = 1\} = \frac{1}{2}, \\
\Pr\{b_3 = 0\} &= \frac{9}{16} = 1 - \Pr\{b_3 = 1\},
\end{align*}
\]

Where $P_{ij}$ denotes $\Pr\{b_2 = i, b_3 = j\}$, for $i, j \in \{0, 1\}$. 
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Thus, \( P_{00} \neq \Pr\{b_2 = 0\}\Pr\{b_3 = 0\} \), from which we conclude that \( b_2 \) and \( b_3 \) are no longer independent. Similar pairwise dependent relations can be found over many pairs within the seven bits in the ciphertext.

Moreover, let’s see which encryption scheme results in 7-bit binary representations of the symbols’ ciphertexts that are closer (in distribution) to independent sequences. Assuming symbols in the alphabet have uniform priors, i.e. \( \pi(0) = \pi(1) = \ldots = \pi(15) = 1/16 \). Let \( p_{ME} \) and \( p_R \) denote the joint distribution of the output 7-bit sequences of McEliece and RSA, respectively. Furthermore, use \( q_{ME} \), \( q_R \), respectively to denote the joint distribution of 7 independent bits, each has marginals according to Table 4.5 and 4.6. We compare KL divergences \( D_{KL}(p_{ME}||q_{ME}) \) as well as \( D_{KL}(p_R||q_R) \) to measure which encryption scheme will result in an output sequence whose joint distribution is closer to a 7-bit independent binary sequence. Recall that, there would be no architectural loss, if the output sequence had joint density \( q_{ME} \) or \( q_R \), respectively.

<table>
<thead>
<tr>
<th>character M</th>
<th>m</th>
<th>ciphertext ( = m^e (mod \ n) )</th>
<th>binary representation of ciphertext</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0 0 0 0 0 0 1</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>42</td>
<td>0 1 0 1 0 1 0</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>82</td>
<td>1 0 1 0 0 1 0</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>47</td>
<td>0 1 0 1 1 1 1</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>85</td>
<td>1 0 1 0 1 0 1</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>6</td>
<td>0 0 0 0 1 1 0</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>57</td>
<td>0 1 1 0 0 1 0</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>48</td>
<td>0 1 1 0 0 0 0</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>10</td>
<td>0 0 0 1 0 1 0</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>12</td>
<td>0 0 0 1 1 0 0</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>53</td>
<td>0 1 1 0 1 0 1</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td>115</td>
<td>1 1 1 0 0 1 1</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>3</td>
<td>0 0 0 0 0 1 1</td>
</tr>
<tr>
<td>13</td>
<td>17</td>
<td>30</td>
<td>0 0 1 1 1 1 0</td>
</tr>
<tr>
<td>14</td>
<td>19</td>
<td>46</td>
<td>0 1 0 1 1 1 0</td>
</tr>
<tr>
<td>15</td>
<td>21</td>
<td>109</td>
<td>1 1 0 1 1 0 1</td>
</tr>
</tbody>
</table>

Table 4.6: (4,7) RSA Encryption
There are only 16 (out of a total of $2^7 = 128$) codewords $x \in \{0, 1\}^7$ with $p_{ME}(x) = 1/16 \neq 0$. Moreover, since $q_{ME}(x) = 1/2^7$, for all $x \in \{0, 1\}^7$, and each bit in the ciphertext of McEliece cryptosystem has equal marginals over 0 and 1. Thus,

$$D_{KL}(p_{ME}\|q_{ME}) = 16 \cdot \frac{1}{16} \log_2(1/16)/(1/2^7) = 3$$

For the case of RSA, for the codewords $y$'s with nonzero $p_{R}(y)$, we still have $p_{R}(y) = 1/16$, but for those $y$'s, $q_{R}(y) \neq 1/2^7$. Instead, from Table 4.6, the marginals of each bit and $q_{R}(y)$ for each $y$ can thus be calculated, with the assumption of those 7 bits are independent. After some tedious calculations, we find,

$$D_{KL}(p_{R}\|q_{R}) = 3.432 > 3 = D_{KL}(p_{ME}\|q_{ME})$$

Moreover, ten different sets of parameters (including the set above) of RSA (all mapping 4-bit plaintexts to 7-bit ciphertexts) give an average $D_{KL}(p_{R}\|q_{R}) = 3.64$, which indicates that the binary representation of the ciphertext of McEliece cryptosystem is "closer" to an independent sequence than that of RSA. Therefore, the loss-free assumption is a worse one for RSA than for the McEliece cryptosystem and a larger performance loss should be expected for RSA. The above arguments offer one explanation on why the post-encryption compression performances are worse for RSA than McEliece cryptosystem. Later in Chapter 5, we will offer another perspective on the same issue and will subsequently argue these two perspectives are essentially consistent with each other.

**On Symbolwise Encryption vs Blockwise Encryption**

In all simulations of compressing encrypted large-alphabet sources above, we encrypted the source symbolwisely – namely, each symbol in the large alphabet source is encrypted individually by the same encryption scheme with the same key. This makes the cipher easy to break. We could instead attempt to bind a number of symbols, say $l$, together as a block, and treat symbols in each block as a larger integer. Then, the new source will be the same kind, but with a larger alphabet. For exam-
ple, if the source is generated as a 4-bit Markov source of order 1, but we choose to bind $l = 2$ symbols together as an 8-bit integer. Then the source becomes an 8-bit Markov source of order 1, with the transitional densities determined by those of the 4-bit sources. Therefore, the efforts of binding two 4-bit symbols and then encrypting the 8-bit symbols, have been incorporated in the attempts of compressing 8-bit Markov sources, where the best compression rates achievable, under different source entropies, have been provided. As can be seen from the previous simulations, there is slight performance improvements when compressing encrypted 8-bit sources, over compressing encrypted 4-bit sources, therefore, binding the symbols could potentially improve post-encryption compression performances. However, the complexity of the algorithm when encrypting over a larger alphabet is much higher than that when encrypting over a smaller alphabet. This can be seen from the fact that to implement the algorithm, there must be a translation table defined, which maps each symbol in the alphabet to its ciphertext (in binary form), based upon which message translations between layers are defined. The size of the translation table, which is bottlenecks the simplicity of the algorithm, increases geometrically with block length $l$. Therefore, if we were to bind a large number of symbols together for encryption, the (slight) advantage of post-encryption compression performances is significantly outweighed by the disadvantage of exploding complexity of the algorithm. Therefore, we have adopted the symbolwise encryption scheme.

Moreover, since the proposed algorithm essentially relies on messages passed iteratively between layers. Similar to message passing algorithms, good decoding performances will benefit greatly from the absence of short loops in the code subgraph, which is determined by the encoding matrix $H$. We will use the next subsection to describe the general methodology in finding such good encoding matrix $H$ – the Progressive Edge Growth Algorithms.
4.3.2 On finding the (sub-)optimal encoding matrix \( H \)

Given the nominal compression rate and the (bitwise) length of the source, there are many possible constructions of parity check matrix \( H \) that can be used as encoding matrices. In general, to achieve the best compression performance, the **Progressive Edge Growth (PEG)**-construction [27][28] should be used. In this section, we will provide a brief introduction of the PEG algorithm.

**Progressive Edge Growth Construction**

In graph theory, *girth* refers to the length of the shortest cycle in a graph. For each symbol node (a.k.a source node) in the graph, a *local girth* can be defined as the length of the shortest cycle passing through that symbol node. Apparently, the girth of the graph is the smallest among all local girths. Since belief propagation algorithms generally work better if short cycles can be avoided, therefore constructing a Tanner graph with large girth is more than desirable for our application. Though constructing a Tanner graph of the given size with the largest possible girth is a rather difficult combinatorial problem, a sub-optimum algorithm to construct a Tanner graph with a relatively large girth is simple and feasible. PEG algorithm, where edges are constructed one by one such that local girth of each symbol node is maximized. Moreover, given the degree of each source node and the size of the matrix as inputs of the algorithm, the placement of each new edge is expected to have as small impact on the (graph) girth as possible. The fundamental idea is, for each source node, we attempt to find the most distant check node and then to place a new edge between the source node and this most distant check node.

Specifically, we construct edges for each source node sequentially. For source node \( s_j \), when searching for the most distant check node to \( s_j \), we need to generate the current subgraph from \( s_j \). After we travel the subgraph down for depth \( l \), denote \( N_{s_j}^l \) as the set of check nodes included. Finally, two situations can occur:
(1). $N_{s_j}^l$ stops increasing and there are still some check nodes not included.

(2). $N_{s_j}^l$ includes all check nodes but $N_{s_j}^{l-1}$ does not.

Situation (1) usually occurs when the algorithm is in its early phase. The algorithm will choose one of the check nodes that are not currently reachable from $s_j$ and create an edge between them. Under situation (2), all check nodes are reachable from $s_j$ and the algorithm essentially chooses a check node from those that are not included in $N_{s_j}^{l-1}$ but are included in $N_{s_j}^l$, since these check nodes are the ones at the largest distance from $s_j$. When there are multiple check nodes in the above-stated set of candidates check nodes, we choose among them the one that has the smallest number of edges in the current graph setting. Furthermore, if there are more than one candidate check nodes that share the smallest number of edges, we can randomly choose one of them. The detailed algorithm can be found in [27] [28] and many other textbooks and is omitted here. In general, PEG algorithm generates a matrix with check node degree as regular as possible, which avoids overly large degrees on some of the check nodes, since strongly uneven degree distributions over check nodes have been shown empirically to worsen the performance of BP.

To generate an $m \times n$ binary PEG matrix $H$, in the worst case, the computational complexity and storage requirements scale as $O(mn)$ and $O(n)$, respectively. It outperforms Gallager's explicit construction for parity-check matrices corresponding to large girth graphs, which both of the computational complexity and the storage requirements, scale, in the best case, with $O(n^2)$.

The following theorem provides a lower bound of the girth of the graph corresponds to the PEG-generated low-density parity-check $k \times n$ matrix $H$:

Let $(V, E)$ be an (in general) irregular Tanner graph in which $d_{c}^{\text{max}}$ and $d_{s}^{\text{max}}$, respectively, are the largest degrees of the degree sequences $D_c$, and of the sequence of check node degrees and $D_s$, the sequence of source node degrees. Then the girth $g$ of this
graph is lower-bounded by

\[ g \geq 2([t_{low}] + 2), \quad (4.14) \]

where \( t_{low} \) is given by

\[ t_{low} = \frac{\log(kd_c^{max} - kd_{cmax} - k + 1)}{\log([d_s^{max} - 1][d_c^{max} - 1])} - 1 \quad (4.15) \]

which can be proved to outperform Gallager's construction with respect to large girth in the generated graph.

To give an idea of what the lower bound looks like, assuming we stick to the case of: \( n = 2k \), with \( d_s = 3 \) for all source nodes \( s_i \), \( d_{ca} = 6 \) for all check nodes \( x_a \), which constitutes a regular \( (d_s, d_c) = (3, 6) \) PEG matrix. We wish to see how the girth changes with the number of check nodes \( k \):

since \( t_{low} = \log(6k - 2k - k + 1)/\log((3 - 1)(6 - 1)) = \log(3k + 1)/\log10 = \log(3k + 1) \),

where the log is of base 10. Therefore,

\[ g \geq 2([t_{low}] + 2) = 2([\log(3k + 1)] + 2), \quad (4.16) \]

In our applications of interest, \( k \) has the order of \( 10^2 \) or \( 10^3 \), and we find from Figure 4-10 that PEG provides Tanner graphs of girth at least 8, which is in general satisfactory for our purposes of applications.

With the size of the matrix given, the tuning parameters for the PEG algorithm are the degree distributions of the source symbols. Given the average degree of the all source symbols, there are many possibilities of source degree distributions, each of which corresponds to a different version of PEG matrix and may result in different girth in the graph and finally different compression performances. There is no good theoretical results on the properties of the best source degree distributions, though PEG is known to be able to provide \( H \) good enough for our purposes of simulations.
On the gap between compression performances and source entropy rates

We note that, for all sources (see Figures 4-2 to 4-10), even including binary sources, where there is no architectural loss inherent in the algorithm, there is still a visible gap between the best compression rates achievable and the source entropy rates. According to [7], the gap does not result from any architectural loss but instead primarily from the non-optimal code selection. The loss could be reduced, however, only empirically. Assuming idealized, perfect code is used, the best compression rate achievable is referred to as the BP decoding threshold, denoted as $\epsilon^{\text{BP}}$, in the sense that should the compression rate be below $\epsilon^{\text{BP}}$, the BP algorithm will be sure to fail to converge to the correct result. There are literatures [29] that discover results of some good code selections to enable the best compression rate to approach $\epsilon^{\text{BP}}$. However, since the major objective of this thesis was on the feasibility of compressing the encrypted data and the properties of encryption schemes, or more generally,
properties of data-processing techniques, that could potentially enable such good post-encryption(post-processing) compression performances, we are generally satisfied with any of the suboptimal H's generated by the PEG algorithms.

4.3.3 On optimal choice of doping

As briefly described before, some bits have to be doped so that the decoder can have some deterministic beliefs, on which the BP algorithm essentially relies for successful decoding. Without these deterministic beliefs, BP algorithms will likely lack the dynamics to converge to the correct solutions. Since doping will release the information, we are of course only interested in cases where only a small proportion(say, no more than 10%) of the bits need to be doped.

Given the number of bits to be doped as well as the encoding matrix H, the choice of which bits to dope can be optimized empirically in order to achieve the best possible compression performances. Some level of such efforts has been incorporated in all simulations in this chapter. In general, a closed-form, generalized optimal strategy on choosing the doping bits is intractable but there are some general guidelines one can follow in finding the best choices of doping:

(1) For compressing encrypted large-alphabet sources, it is better to dope all bits of a subset of symbols(or equivalently, to "dope some symbols") than to randomly dope the same number of bits. The reason behind it is simple – the fact that a subset of symbols are doped helps with some reliable symbol-level macro-structures being repetitively injected into the inference by the iterative nature of the decoding, which we believe has contributed to reducing the loss incurred at the message-translation layer.

(2) For compressing encrypted i.i.d. Bernoulli sources as well as Markov sources of order 1, large number of simulations indicate the manner of doping does not play a
visible role in the compression performances, so purely random doping is satisfactory. For Ising models, we believe it is desirable to avoid any un-doped bit to be adjacent with two or more doped bits. We are not able to analytically prove this observation but have firms believe this is true.

4.3.4 On Compression based on non-binary LDPC codes

During the course of this project, we have attempted to adapt the architecture into one based on non-binary LDPC codes so that no message translation is needed and the performance loss associated with the translation layer may thus be avoided. However, [30] states that the classical Belief Propagation algorithm over \( \text{GF}(q) \) has a computational complexity of \( O(q^2) \) and can be transferred into frequency domain, which scales down the complexity to \( O(q \log_2 q) \). Therefore, in our application, if non-binary LDPC based compression is used, computational feasibility requires ciphertexts being kept extremely small, (since \( q \) has to be small), which is impossible for most real-life encryption schemes. Therefore, in this thesis, we have concentrated our attentions only to the architecture based on binary LDPC codes.
Chapter 5

Further Discussions

In Chapter 4, we showed simulation results of compressing encrypted data. In this chapter, we will further our discussion in Chapter 4 by noticing that encryption schemes can be seen as a special class of data processing techniques, where the plain-texts are processed by the encryption block in the system. In fact, in some other applications, source data needs to be processed in some way before it is compressed and transmitted and given a specific data processing operation, it is important to see whether a good compression performance is possible after such an operation. In this Chapter, we will focus on a subset of operations—linear operations and investigate what properties that a (linear) operation should have in order to enable good post-processing compression performances and argue that these properties are essentially in consistent with the analysis in Chapter 4.

5.1 Bit-level Sparsity of Linear Operations

In Chapter 4, an encryption operation can be seen as a block of source symbols, whose serialized binary representations are concatenated to form up bit sequence $b$ of length $B$, are mapped into a bit sequence $n$, of bit length $N$, by some operation $T : \{0, 1\}^B \rightarrow \{0, 1\}^N$. If $T$ is constrained to be seen as a linear mapping, then depending on the specific functionality of the encryption scheme, this mapping, as
will be shown later, may depend on the input, which we will denote as $T_b$ and refer to as an *inhomogeneous* linear operation. If $T$ is not a function of input $b$, then we call such linear mapping *homogeneous*. Note that, in this chapter, homogeneousness is with respect to bit-level operations and should not be confused with that with respect to integer operations. In fact, all integer-based encryption schemes must be homogeneous with respect to integer operations to be valid, but some of them may not be homogeneous in terms of bit-level operations. Moreover, for simplicity, in all descriptions to follow, "operations (resp. mappings)" mean "linear operations (resp. mappings)".

For a general mapping $T : \{0, 1\}^B \rightarrow \{0, 1\}^N$, with abuse of notation, we borrow the concepts in encryption schemes and refer to $\{0, 1\}^B$ as the plaintext and $\{0, 1\}^N$ as the ciphertext. In addition, we define $\lambda = (\lambda_1, \ldots, \lambda_B)$ as the degree distribution of each bit in the plaintext. Namely, $\lambda_i$ is the number of bits in the ciphertext that $b_i$ is incident to in the graph associated with mapping $T$. Finally, define the bit-level density of operation $T$, $\text{den}(T)$, as $\text{den}(T) = \frac{\sum_i \lambda_i}{B}$.

Apparently, McEliece cryptostems, defined based on binary linear error-correcting codes, is homogeneous — given the public key $\tilde{G}$, all possible plaintexts are mapped to the ciphertext, in the same way. This is also the case for all code-based cryptosystems. However, given the public keys, $\text{pbk}=(n,e)$, RSA is inhomogeneous. We emphasize that any quantitative analysis of the compression performances of data either encrypted by RSA, or processed by any mapping that is not bitwise homogeneous from the perspective of their bit-wise sparsity, might not be completely scientifically sound, but some qualitative conclusions can be drawn nonetheless.

**Analysis on effects of Operation Density on Post-Operation Compression Performances for Homogeneous Operations**

First, for data processing operations that are homogeneous, it is worth seeing what
role the density of an operation plays in post-processing compression performances, since intuitively, given the encoding matrix H fixed, the more dense the pre-compression operation is, the more short loops may be created in the combined graph, which worsens the performances of loopy belief propagations. Ideally, joint optimization could be done over T and H, such that the number of short loops are minimized. However, in practice, we usually don’t enjoy such degree of freedom—either T or H is fixed, or at least confined within a small subset, (for example, H is constructed by some sub-optimal algorithm, such as Progressive Edge Growth algorithm). Therefore, we aim at achieving some sub-optimal joint design—given LDPC parity-check matrix H, which is sub-optimal in its own right, we attempt to understand the role that den(T) makes in the post-processing compression performances and then identify the properties that operations should have for good post-processing compression performances.

We design the following simulations:

Simulations:

1. Definitions of Two Groups of Operations.

We define two groups, A and B, both of which include matrices that resemble encryption blocks. In Group A, we define $G_A^{(m)}$ (3 ≤ m ≤ 6) as the code generating matrix for $(2^m - 1, 2^m - m - 1)$ Hamming code, which has the size of $(2^m - m - 1) \times (2^m - 1)$. Note that, $G_A^{(m)}$ will have $2^m - m - 1$ columns of weight 1 and m columns of weight $2^{m-1} - 1$. We denote $G_A^{(m)} = [I \ P]$; where I is the $(2^m - m - 1) \times (2^m - m - 1)$ identity matrix and P is $(2^m - m - 1) \times m$, where each column has weight $2^{m-1} - 1$. Apparently, the mappings defined in Group A are all one-to-one.

With each $G_A^{(m)}$ defined, define its counterpart in Group B, $G_B^{(m)}$ (for 3 ≤ m ≤ 6) as: $G_B^{(m)} = [H_m \ P^*]$, where H_m is of the size $(2^m - m - 1) \times (2^m - m - 1)$, and row i of $G_B^{(m)}$ is obtained by the modulo 2 sum of row i to row $2^m - m - 1$ of $G_A^{(m)}$. Therefore, we see that H_m is upper diagonal and thus rows of $G_B^{(m)}$ remain independent. Moreover, Row($G_B^{(m)}$) = Row($G_A^{(m)}$), where we use Row(△) to denote the row space of the operation defined by matrix △, since row space is preserved under elementary row
operations. Therefore, the set of ciphertexts remains the same and thus the mapping defined by $G_B^{(m)}$ is also one-to-one.

To demonstrate, let's see the toy examples, $G_A^{(3)}$ and $G_B^{(3)}$:

$$G_A^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 & 1 & 1 \ 0 & 1 & 0 & 0 & 1 & 0 \ 0 & 0 & 1 & 0 & 0 & 1 \ 0 & 0 & 0 & 1 & 1 & 1 \end{pmatrix}, \quad \begin{pmatrix} 1 & 1 & 1 & 1 & 1 \ 0 & 1 & 1 & 1 & 0 \ 0 & 0 & 1 & 1 & 1 \ 0 & 0 & 0 & 1 & 1 \end{pmatrix}$$

To calculate the density of operation den($G_B^{(m)}$), we need to calculate the number of ones in $P^*$. Since $P$ is fixed for a given $m$, so is $P^*$. There might not be generic results on the number of 1's in $P^*$, as a function of $m$, but empirical results show that there is, at the very most, a rather mild decrease on the number of 1's in $P^*$, compared to that in $P$. At the same time, as $m$ gets larger, even just from $m = 3$ to $m = 6$, we can see the proportion of the number of columns in $P$ (and in $P^*$) takes in the total number of columns, $m/(2^m - 1)$, is rapidly vanishing and the impact of the potential disparity between the number of 1's in $P^*$ and that in $P$, has a rather small impact in the density of the operation. Therefore, we would hereafter make the assumption that the number of 1's in $P^*$ equals that in $P$ for simplicity.

Therefore, the number of 1's in $G_B^{(m)}$, equals, $$\frac{(1+2^m-m-1)\cdot(2^m-m-1)}{2} + m \cdot (2^{m-1} - 1) = \frac{(2^m-m)(2^m-m-1)}{2} + m \cdot (2^{m-1} - 1).$$ Therefore, By definition,

$$\text{den}(G_A^{(m)}) = \frac{(2^m - m - 1) \cdot 1 + m \cdot (2^{m-1} - 1)}{2^m - m - 1} = 1 + \frac{m \cdot (2^{m-1} - 1)}{2^m - m - 1}, \quad (5.1)$$

$$\text{den}(G_B^{(m)}) = \frac{(2^m-m)(2^m-m-1)}{2} + m \cdot (2^{m-1} - 1) = \frac{2^m - m}{2} + \frac{m \cdot (2^{m-1} - 1)}{2^m - m - 1}, \quad (5.2)$$

As $m$ gets large, we plot den($G_A^{(m)}$) and den($G_B^{(m)}$), versus $m$. Note that in Figure 5-1, only the points at integers $m$ carry physical significance. However, we present
continuous plots simply for a better demonstration of increasing rates of the density of operations with the increase of $m$.

We can see the gap between $\text{den}(G^{(m)}_A)$ and $\text{den}(G^{(m)}_B)$, $\text{den}(G^{(m)}_B) - \text{den}(G^{(m)}_A) = \frac{2^m-m-2}{2}$, which roughly doubles for each increment of $m$.


In part 1, we showed that for each $m$, $\text{den}(G^{(m)}_A)$ and $\text{den}(G^{(m)}_B)$ will generate the same set of outputs (or ciphertexts), with $\text{den}(G^{(m)}_A)$ being a more sparse operation while $\text{den}(G^{(m)}_B)$ being a more dense operation. We now compare post-operation compression performances of the two groups of operations to see how post-operation compression performances may vary with the density of processing operations.

Let the source $s = \{s_1, \ldots, s_n\}$ be 4-bit Markov source of order 1 with source length
n=1000. Source alphabet is thus \( \mathcal{A} = \{0, 1, \ldots, 15\} \). Doping rate, \( r_{\text{dope}} = 0.1 \).

For a given \( m \), we use \( l(m) \) to denote the processing block length, i.e., the maximum number of source symbols whose concatenated binary representations are jointly processed by \( \text{den}(G_A^{(m)}) \) (or \( \text{den}(G_B^{(m)}) \)). Therefore, \( l(m) = \lfloor (2^m - m - 1)/4 \rfloor \) and the remaining \( (2^m - m - 1) - 4 \cdot l(m) \) positions in each block are filled up with some random bits, whose impact, already diminishing with the increase of \( m \), can be completely eliminated by doping those bits in the compression process. For example, if \( m = 4 \), then each processing block consists of the concatenated binary representation of \( l(4) = \lfloor (2^4 - 4 - 1)/4 \rfloor = 2 \) symbols, followed by three random bits. Each block is then processed by \( \text{den}(G_A^{(m)}) \) and \( \text{den}(G_B^{(m)}) \), respectively, and the processed sequences are then compressed by progressive edge growth generated matrix \( H \) of the correct sizes. As usual, the best compression performances achievable, corresponding to \( \text{den}(G_A^{(m)}) \) and \( \text{den}(G_B^{(m)}) \) are provided in Figure 5-2 and Figure 5-3, respectively.

**Observations and Comments:**

1. All operations have negative effects of different extents on compression performances, as can be seen from the comparison between no-processing compression performances and the compression performances after any operations stated above.

2. We see that within each group (Group A or Group B), compression performance gets worse as \( m \) increases. There is only very mild loss in performance within group \( G_A^{(m)} \), as \( m \) increases. However, there is much more visible compression loss within group \( G_B^{(m)} \), as \( m \) increases. This is consistent with the fact that \( \text{den}(G_A^{(m)}) \) increases with \( m \) mildly while \( \text{den}(G_B^{(m)}) \) increases with \( m \) more drastically.

3. We notice that, the post-operation compression performances satisfy:

\[
\text{per}(G_A^{(3)}) > \text{per}(G_A^{(4)}) > \text{per}(G_A^{(5)}) > \text{per}(G_A^{(6)}) > \text{per}(G_B^{(3)}),
\]

(5.3)
Figure 5-2: Operation Density on Compression Performance—Markov sources ($G_A^{(m)}$)

and

$$\text{per}(G_B^{(3)}) > \text{per}(G_B^{(4)}) > \text{per}(G_B^{(5)}) > \text{per}(G_B^{(6)}),$$

(5.4)

where $\text{per}(\triangle_1) > \text{per}(\triangle_2)$ refers to the best achievable compression rates of the source processed by operation $\triangle_1$ are (almost) always smaller (a.k.a. the compression performances are always better) than those when the same source is processed by $\triangle_2$. Note that, the last inequality in (5.3) is not strict—there are several sample points (under several source entropies) where $\text{per}(G_B^{(3)})$ enables better performances than $\text{per}(G_A^{(6)})$ (see the green curve and the purple curve representing performances...
of $G_{B}^{(3)}$ and $G_{A}^{(6)}$, respectively, in both Figure 5-2 and 5-3), though at more sample points, per($G_{A}^{(6)}$) enables better compression performances than per($G_{B}^{(3)}$) so that we still claim the last inequality as in (5.3). Note that, (5.3) is again consistent with the fact that, den($G_{A}^{(3)}$) < den($G_{A}^{(4)}$) < den($G_{A}^{(5)}$) < den($G_{A}^{(6)}$) < den($G_{B}^{(3)}$), with the gap for the last inequality being extremely small. We may conclude that for a homogeneous operation, its density is the most important factor in the post-operation compression performances. However, when two operations have densities that are sufficiently close to each other, other factors, for example, the compatibility of the
specific form of an operation with the encoding matrix H, may play the most important role determining which operation will enable better post-operation compression performances.

5.2 Some further discussions on the performance of RSA

Recall simulation results in Chapter 4, where we see RSA-performances are inferior to McEliece-performances. However, since the bit-level (linear) operation underlying RSA is not homogeneous, it may not be scientifically strict to use the analysis in section 5.1. However, we may informally use the next toy example to demonstrate that, should we use the similar analysis of section 5.1 for RSA, we would find each output bit depends on each input bit within an encryption block, which is consistent with the inferior post-encryption compression performances of RSA.

Simulations:

We continue using the public key that we have used in Chapter 4, pbk=(n,e)=(143,7), for the RSA encrypting algorithm, and get the following plaintext-ciphertext mapping(Table 5-1):

Denote the plaintext as \( p = [p_1 \ p_2 \ p_3 \ p_4] \), and the ciphertext as \( c = [c_1 \ c_2 \ c_3 \ c_4 \ c_5 \ c_6 \ c_7] \). Furthermore, use \( p_{\sim i} \) to denote all other bits in \( p \), except for \( p_i \).

To determine whether \( p_i \) is dependent with \( c_j \), we can do the following: fix a combination for \( p_{\sim i} \), and see whether in any of those combinations, a flip of \( p_i \) will result in a flip of \( c_j \). If for each possible \( 2^3 = 8 \) combinations of \( p_{\sim i} \), a flip of \( p_i \) does not result in a flip of \( c_j \), then we conclude that \( p_i \) and \( c_j \) are independent. Otherwise, we
Table 5.1: (4,7) RSA-Encryption Mappings

<table>
<thead>
<tr>
<th>binary representation of character M</th>
<th>ciphertext</th>
<th>binary representation of ciphertext</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>1</td>
<td>000000001</td>
</tr>
<tr>
<td>0001</td>
<td>42</td>
<td>010101010</td>
</tr>
<tr>
<td>0010</td>
<td>82</td>
<td>101001001</td>
</tr>
<tr>
<td>0011</td>
<td>47</td>
<td>010111111</td>
</tr>
<tr>
<td>0100</td>
<td>85</td>
<td>101010101</td>
</tr>
<tr>
<td>0101</td>
<td>6</td>
<td>000011001</td>
</tr>
<tr>
<td>0110</td>
<td>57</td>
<td>011100110</td>
</tr>
<tr>
<td>0111</td>
<td>48</td>
<td>011000000</td>
</tr>
<tr>
<td>1000</td>
<td>10</td>
<td>000101010</td>
</tr>
<tr>
<td>1001</td>
<td>12</td>
<td>000110000</td>
</tr>
<tr>
<td>1010</td>
<td>53</td>
<td>011010101</td>
</tr>
<tr>
<td>1011</td>
<td>115</td>
<td>11100111</td>
</tr>
<tr>
<td>1100</td>
<td>3</td>
<td>00000111</td>
</tr>
<tr>
<td>1101</td>
<td>30</td>
<td>00111110</td>
</tr>
<tr>
<td>1110</td>
<td>46</td>
<td>01011110</td>
</tr>
<tr>
<td>1111</td>
<td>109</td>
<td>11011011</td>
</tr>
</tbody>
</table>

By the above test, we can conclude that \((p_i, c_j)\) are dependent, for \(\forall i \in \{1, 2, 3, 4\}, \forall j \in \{1, \ldots 7\}\). Similar tests have also been conducted for a larger public key \(\text{pbk}=(n,e)\), where \(n = pq = 61 \times 53 = 3233\) and \(e = 17\). This will typically map a plaintext of length 6 to a ciphertext of length 12 and we can draw from the simulation results the same conclusion – within each encryption block of RSA, each bit of the ciphertext depends on each bit of the plaintext.

**Brief Justification on the Unification of Arguments from Chapters 4 and 5**

Finally, we argue that the argument we just provided is essentially consistent with the one in Chapter 4. Recall that in Chapter 4, we argued that the algorithm looks the problem of compressing encrypted data merely as an ordinary compression problem, with different symbol (and thus message) translations defined, depending on
the functionality of the encryption scheme as well as the key used. Inherent in the algorithm, the independency among the bits in each symbol's binary representation is assumed for the algorithm to be completely lossless and we have seen that RSA typically generates a binary sequence that is far from (in the sense of distance of distributions) independent and thus more performance loss should be expected for RSA than for McEliece cryptosystem. This is in fact consistent with the argument we just presented in Chapter 5: if an operation is dense, like in RSA, where each output bit is dependent of each input bit within an encryption block, then it is readily imaginable that the output sequence of RSA is far from an independent sequence. Therefore, the arguments provided in Chapters 4 and 5 are in fact different perspectives of the same story.
Chapter 6

Conclusions and Future Work

In this thesis, we took advantage of a model-free compression structure to develop a practical algorithm to compress encrypted data. We argued that in theory, the algorithm should work as well as if no encryption is performed. Moreover, simulation results on encrypted synthetic and real world data were given. We also generalized encryption schemes to data-processing techniques and presented tests to illustrate the effects of sparsity of linear operations on the post-operation compression performances. Moreover, two arguments on the reason why compression performances are visibly different for RSA and McEliece system are provided in Chapters 4 and 5, respectively. We also argued that these two arguments are consistent with each other.

Note that, the model-free compression architecture, on which our work is based, is a lot more competitive when the source is in the low entropy regimes, which prevents the performances of compressing practically encrypted English files, which has medium-high entropy, from being extremely competitive. Moreover, text files need to be compressed losslessly, which may be overly demanding to the system, given the inevitable mismatch between real world text files and Markov models of English. However, many other signals in the real world are sparse in some domain and can be smartly compressed without degradation can be noticed, or even if the loss can be noticed, the loss does not outweigh the benefit of the significant reduction of size of signals. For example, such lossy compressions are more common in com-
pressing multimedia signals, which may also need to be encrypted before they are compressed. Therefore, we will suspect the architecture be more competitive in compressing encrypted multimedia signals. This is one of the promising open problems to be addressed. Some efforts so far on model-free lossy compression can be found in [7][32].

Some other open problems of this research include:
1. A deeper understanding of the reason why in all simulations above, the proposed algorithm is more competitive, i.e. the performance loss is smaller, in the low entropy region than in the high entropy region.
2. A deeper understanding of the effects of pre-compression operations in the compression performances. Most conclusions so far have been based on simulations results and are verified by designed tests. More analytical arguments are still needed.
3. Designs of encryption schemes, tailored to lossless and lossy model-free compression architectures based on LDPC codes are needed.
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