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Wandering minds, restless brains and mindful thinking: A network-based
perspective

by
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Degree of Doctor of Philosophy in Cognitive Science

People vary significantly across multiple cognitive domains, and that variation may
be related to individual differences in the intrinsic functional architecture of the
human brain. Such individual differences can be characterized via resting-state
measurement of temporal synchrony between brain regions (i.e. functional
connectivity). Here, I examine individual differences in working memory and
mindfulness in relation to connectivity between the medial prefrontal cortex
(MPFC) and dorsolateral prefrontal cortex (DLPFC). The DLPFC is a major
component of the executive control network that increased in activation during
tasks involving working memory and mental control. Young adults exhibit greater
working memory capacity (how much information could be maintained and
manipulated in mind) with greater MPFC-DLPFC negative correlation (whereas
older adults show reduced working memory capacity and MPFC-DLPFC correlation
relative to younger adults). Increased dispositional mindfulness (everyday
awareness of the present moment) is associated with greater MPFC-DLPFC positive
correlations, at rest. Thus, variation in two advantageous human abilities, working
memory capacity and mindfulness, may be related to opposite patterns of inter-
network functional connectivity (MPFC-DLPFC). The MPFC is a prominent
component of the default-mode network (DMN), which typically decreases in
activation during attention-demanding task requiring external focus. Given its
relevance to mindfulness tendencies, mind-wandering (MW) episodes engage
distributed regions within the DMN. I also investigate mind-wandering frequency
using experience sampling with fMRI. MW transiently engages cortical regions
associated with executive control and state-level mind wandering is reduced in
those with greater trait-level mindfulness, as measured by resting-state functional
connectivity.
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General Introduction and Background

As neuroscientists, we strive to gain a more comprehensive understanding of

the organization, structure and function of the brain through variety of modalities.

Brain imaging techniques, utilizing humans and non-human primates, have been

integral to establish the foundation for cognitive neuroscience; investigating the

biological substrates of cognitive function and behavior. It provides for an

opportunity to link the manifestation of mental processes back to an underlying

neural basis.

With the implementation of non-invasive imaging methods such as positron

emission tomography (PET) and functional magnetic resonance imaging (fMRI), one

is able to measure the functional response properties of the cerebral cortex within a

living organism (Kwong et al., 1992; Ogawa et al., 1992). In addition, structural

imaging techniques like diffusion tensor imaging (DTI) visualize the myelinated

white matter tracts in the brain that are essential to facilitate effective transmission

of neurological signals, while disruption may indicate disease, aging or a cognitive

deficiency. fMRI measures local changes in magnetic susceptibility caused by

dynamic fluctuations in the concentration of deoxyhemoglobin in the vasculature,

due to neuronal activation (Logothetis et al., 2001). Conclusions drawn from these

methods should always be scrutinized appropriately and carefully interpreted due

to the fact that fMRI actually measure the changes in the blood-oxygenation-level-

depending (BOLD) signal, which we use as an indirect proxy for neural activity

(Logothetis, 2008) and offer limited spatial resolution (Engel et al., 2007). However,
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these imaging methods have proven invaluable to the neuroscience field and

effective in visualizing the functional organization of the brain across multiple

contexts. Many neuroimaging studies have investigation the brain's task-induced

physiological response to stimuli, as we attempt to assess of the human brain

response to variation in the external environment. Nevertheless, as of late, much

attention has been paid to evaluating the intrinsic neural activity that is constantly

fluctuating throughout the brain, in the absence of an explicit task, instruction or

goal.

The brain's "dark energy"

Initially, this intrinsic activity was thought to be noise within the BOLD signal

(Biswal et al., 1995). Indeed, some noise may be created by nuisances that include

the following: scanner electronics, subject movement, respiration, and systemic

variations in cardiovascular dynamics. These can confound results and significantly

effect interpretability. But, those spontaneous fluctuations, or noise, have since

provided an extraordinary degree of insight regarding the neural architecture of the

human brain (van Dijk et al., 2010). During wakeful rest, in the absence of an explicit

task, the functional organization of the brain can be observed through the intrinsic

activity of slow, neural fluctuations that exhibit reliable spatial and temporal

coherence. Temporally synchronous, low frequency (<0.1Hz) spontaneous activity is

found between regions of the brain that are functionally related, but may not be

anatomically connected (Honey et al., 2009).
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Figure 1. A schematic representation of the relationship of blood flow and glucose utilization
(blue) to oxygen consumption (red) and cellular activity (x-axis) at baseline and during increases
(activation) and decreases (deactivation) in neuronal activity. The presence of aerobic glycolosis
causes activity-dependent variations in oxygen availability in the brain that are detectable by fMRI.
Activations as seen by fMRI result from a disproportionate increase in blood flow and glucose
utilization, whereas deactivations result from the opposite. At baseline, time-varying fluctuations in
neuronal activity are seen as spontaneous fluctuations in the fMRI BOLD signal (insert, green line)
(Raichle & Mintun 2006).

Studies that focus on resting-state networks (RSNs) have become increasingly

popular due to several important properties that make it a powerful research

endeavor for neuroimaging studies. A sufficient amount of neurophysiological

evidence for RSNs have been gathered from electrophysiological recordings (He et

al., 2008; Scholvinck et al., 2010). Given the low "cost" of task-related neural

activity, we can postulate that the majority of the brain's energy may be purely
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allocated to intrinsic activity. Many in the field consider a significant fraction of the

BOLD signal, below 0.1Hz, to reflect fluctuating neuronal activity (Raichle & Mintun,

2006; Figure 1). Task-induced increases neuronal metabolism are typically small

(about 2%) compared the energy consumed in the interest of "running" the brain at

baseline. Undoubtedly, one may be tempted to assume that this ration of energy

utilization reflects the processes necessary for housekeeping like neuronal repair or

protein trafficking. However, the vast majority of evidence suggests that those

proposed functions consume relatively small fraction of the brain's energy "budget"

(Raichle & Mintun, 2006). Future research will be necessary to execute a more in-

depth exploration of the distribution of energy throughout the brain. The

spontaneous fluctuations are also extremely reliable across studies and there is a

tremendous amount of reproducibility across datasets and healthy individuals

(Biswal et al., 2010; Damoiseaux et al., 2006). In addition, resting-state neural

activity can be observed across various levels of consciousness and studies have

consistently demonstrated their presence in other species (Fox & Raichle, 2007;

Vincent et al., 2007). Distinct RSNs have been shown to resemble networks that are

coactive with cortical regions cited in task-induced activation studies (Smith et al.,

2009). However, in some instances, intra-network temporal coherence does not

reliably predict structural connectivity between spatially distributed cortical

regions. Resting-state functional connections can be perceived without direct,

monosynaptic connections between respective brain regions. This phenomenon was

demonstrated between the right and left visual cortices (Vincent et al., 2007). When

investigating several anatomically distinct brain areas that share temporal
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synchrony across functionally related regions, these temporal correlations can

reveal "functional connectivity" showing multiple details maps of complex neural

networks, which is indicative of shared cognitive function (Beckmann et al., 2005).

Within these RSNs, we observe variations in the strength of correlation between

nodes under certain conditions, with age and disease (Fair et al., 2008; Zhang &

Raichle, 2010). It appears that alterations in the coherence between anatomical

structures within a RSN may be an indicator of incipient disease. In addition

intrinsic neural activity contributes to the variability in evoked signals (Fox et al.,

2006) and associated behavior (Fox & Raichle, 2007). Finally, in combination with

the existence of several identifiable RSNs that demonstrate unique spatial and

temporal synchrony, there are dynamic interactions between them and other task-

related functional networks (Raichle, 2011).

Techniques for characterizing inter-/intra-network relationships

Resting-state networks illustrate low frequency, spontaneous fluctuations in the

BOLD signal, which represent the intrinsic organization and activity of the brain.

Recent work has also shown that intrinsic connectivity measures are potentially

beneficial as biomarkers for monitoring disease progression and treatment effects

in clinical trials and individual patients (Chou et al., 2012). Using resting-state

functional connectivity MRI (rs-fcMRI), one is able to quantify the degree of

functional coupling (temporal) between nodes within a network and between

distinct functional networks.
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Functional connectivity, indicative of segregated neural processing, is essential to

the active process of defining distinct and distributed networks in the brain.

Connectivity can be seen at varying levels of scale; individual neurons exhibit

connectivity at the cellular level. However, we also detect correlations between

neuronal populations and large-scale networks (Rubinov & Sporns, 2010; Sporns et

al., 2007). We can infer functional coupling through correlations of neural activity

based on measured statistical dependencies between remove neurophysiological

events, estimated by measure correlation, coherence or phase-locking. Given that

these spontaneous fluctuations are compared at a fine temporal scale, measures of

functional connectivity are highly time-dependent (Figure 2).
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Figure 2. The basis of functional connectivity MRI (fcMRI). Examples from a single subject depict
correlated spontaneous fluctuations between right and left motor cortex (top) and absence of
correlation between motor and visual regions (bottom) (van Dijk et al., 2010).
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The neural activity patterns of these systems can change on multiple time scales.

Unfortunately, functional coupling between two regions and the specific direction of

correlation or underlying structure cannot be definitively inferred (Friston, 2011).

Rs-fcMRI is using to identify networks in gray matter at rest and quantify the

relationship between specific network regions and other spatially distributed

networks. Functional networks are most commonly generated from correlation

maps using either seed-based correlation mapping or independent component

analysis (ICA).

Seed-based correlation mapping, the primary method implemented in this thesis, is

a widely used approach to resting-state connectivity. A region of interest (ROI) must

be chosen as the seed, often based on a priori knowledge. The BOLD signal time

course is extracted from the seed region and ever other voxel in the brain to create a

whole-brain correlation map. The time course illustrates the spontaneous temporal

fluctuations of each voxel during the acquisition of the resting functional images.

Correlations are computed between the seed-ROI time series and that of every other

voxel in the brain. Measures of connectivity, or temporal coupling, within and

between networks are commonly quantified using the Person product-moment

correlation method. However, there are many other techniques that are currently

being implemented in the field.

Rs-fcMRI has significant potential for application for the following reasons: resting,

spontaneous, fluctuations provide good signal-to-noise, require minimal patient
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compliance, and often can be obtained under anesthesia .Translational work can be

conducted, in part, by focusing on group differences for collecting diagnostic and

prognostic information. It can also be useful as guidance for invasive and non-

invasive treatments (Fox & Greicius, 2010). Many studies have noted changes in

resting functional connectivity in various neurological and psychiatric diseases.

Those network disruptions and alterations may have potential as clinical

biomarkers in the future. Next, we will highlight the need for significant quality

assurance in order to correctly interpret results from functional connectivity

analyses.

Artifacts effects must be carefully mitigated withfunctional connectivity

Several studies have demonstrated that subject motion can introduce systematic

correlation effects (artifacts) on network measures despite attempts to account for

them (Dijk et al., 2012; Power et al., 2012; Satterthwaite et al., 2012). These studies

demonstrated that varying amounts of head motion translation and rotation may

introduce artificial reductions in long-distance network coupling and increases in

local, short-distance correlations within large-scale distributed networks such as

the default-mode and fronto-parietal control networks. This line of research

emphasizes the importance of effective techniques that mitigate subject motion

effects in task-free functional connectivity, beyond the common corrective steps that

may include spatial registration or regions of motion parameters. This is

particularly important for special populations, like older adults or others, for whom

motion is a considerable concern in the scanner environment. Signal artifacts can
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also be created from significant deviations in the global mean intensity, and can be

generated from scanner drift of non-neuronal physiological contributions from

respiration of cardiac pulsations. In light of these findings, results presented in this

thesis have undergone rigorous artifact rejection as an effective method to assure

the integrity of our results (Whitfield-Gabrieli & Nieto-Castanon, 2012). These

techniques allow for the detection of signal outliers and subject motion and signal

intensity beyond designated parameters. The next section will given an in-depth

overview of the most prominent resting-state network, one that is more engaged

during passive than active cognitive states.

Default brain activity

The default-mode network (DMN) is a collection of brain regions that are primarily

characterized by expressing greater neural activity during rest, while tending to

concurrently deactivate during external, attention-demanding tasks require mental

control (Gusnard & Raichle, 2001). Shulman and colleagues (Shulman et al., 1997)

were the first to conduct a meta-analysis of task-inducted deactivations to

determine the coactive brain regions during passive mental states. The term

"deactivation" is used to describe neural activity relative to a target experimental

task. Brain areas showing more activity in the target condition are considered

"activated," while regions less active relative to the target condition were label is

"deactivated.
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Anatomically, the DMN is composed of the medial prefrontal cortex (MPFC),

posterior cingulate cortex (PCC), and the lateral parietal cortices and shown nearly

complete convergence across studies. The hippocampal formation and lateral

temporal cortex have also been linked to this network, however both are far less

robust compared to the aforementioned cortical regions (Buckner et al., 2008). Rs-

fcMRI also reflects its structural connectivity and projections (Buckner et al., 2009;

Damoiseaux & Greicius, 2009). The specific role of this network has yet to be

determined in concrete terms. However, this thesis will explore its role in certain

cognitive states involving self-generated thoughts and many studies have shown its

engagement across a multitude contexts as well. They suggest that the DMN is

involved in episodic memory (Greicius & Menon, 2004), memory consolidation

(Miall & Robertson, 2006), self-related or internal processes (Buckner & Carroll,

2007; Christoff et al., 2011; Gusnard et al., 2001; Wicker et al., 2003), when imaging

future of remember past events (Schacter et al., 2007; Spreng & Grady, 2010) and

other types of social cognition (Schilbach et al., 2008). It has also been associated

with more general processes like stimulus-independency (Mason et al., 2007) or

task-unrelated thought (McKiernan et al., 2006). Many studies have shown that

DMN to play a significant role in spontaneous cognition (Andrews-Hanna et al.,

2010) and mind wandering states (Christoff et al., 2009). It increases activity during

passive tasks when spontaneous, self-generated thoughts are expected to be at their

highest (Binder et al., 1999; Mazoyer et al., 2001) and attenuates its activated with

externally demanding tasks become more difficult (McKiernan et al., 2006).

Alterations or disruptions in the DMN, specifically, have been reported in several
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neuropsychiatric disorders and in normal aging (see Fox & Griecius, 2010; Broyd et

al., 2009; Zhang & Raichle, 2010 for review).

Temporally antagonistic brain networks

It has been suggest that some brain systems are intrinsically organized into

functional networks with negative functional connectivity, or anticorrelation, given

that their spontaneous fluctuations are temporally out of phase. The DMN,

prominently reviewed above, has been shown to be anticorrelated with a "task-

positive" brain network that includes the dorsal attention (DA) network and fronto-

parietal control network (Fox et al., 2005; FPC; can be broken further into executive

control and salience networks), often engaged in external, attention-demanding

tasks or those involving intense mental focus (Fox et al., 2005; Fransson, 2005;

Griecius et al., 2003; Kelly et al., 2008; Uddin et al., 2009; Figure 3).
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Figure 3. Intrinsic correlations between seed (PCC) and all other voxels in the brain for a single
subject during rest. The spatial distribution of the correlation coefficients shows both positive
correlations. The time course for a single run is shown for the seed. Regions positively correlated
with the seed regions (a component of the DMN) are in orange, while those that are negatively
correlated are shown in blue (Fox et al., 2005)

The DA is commonly thought to consist of regions including the intraparietal sulcus,

frontal eye fields, visual areas and the middle temporal motion. The FPC, made up

of the executive control and salience networks, is made up of the dorsolateral

prefrontal cortex (DLPFC), sensorimotor areas (executive control), dorsal anterior

cingulate and anterior insula (salience; Fox et al., 2005; Toro et al., 2008). In concert,

when active, these exogenous networks suppress activity in the DMN. Literature

indicates that the strength of negative coupling, or anticorrelation, between the

DMN and task-positive regions is associated with variability in task performance
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(Hampson et al., 2010; Kelly et al., 2008). Abnormalities in the negative relationship

between these networks have been found in patients with ADHD (Uddin et al.,

2008), bipolar disorder (Chai et al., 2011), schizophrenia (Whitfield-Gabrieli et al.,

2009) and Alzheimer's dementia (Wang et al., 2007).

Some suggest that these anticorrelations may be artificially produced by global

signal regression, a preprocessing technique for removing noise in the fMRI BOLD

time series (Desjardins et al., 2001; Macey et al., 2004; Zarahn et al., 1997).

However, this complication can be resolved by ensuring the global signal is kept

intact and correcting for physiological noise by regressing principal components

from noise regions of interest, in which the signal is unlikely to be related to neural

activity (Chai et al., 2012). These and other results indicate that there is a neuronal

basis for observed task-independent negative response in the brain (Lin et al.,

2011). This thesis will describe experiments that utilize these methodological

advancements to improve the quality of empirical findings.

The analyses to follow

And, it is from this context that this thesis will focus; examining the networks of the

brain that are task-independent and spontaneous that fulfill important role within

functional neuroimaging. The first chapter will present a study that utilizes

individual differences in intrinsic neural architecture to establish associations with

cognitive performance and the progression of aging. Next, an experiment will be

presented that focuses on a brain network and its associated cognitive states that is
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more active during passive states and exhibits a marked task-induced deactivation.

Finally, the third chapter will implement resting-state analyses presented in chapter

one toward stimulus-independent cognition presented in chapter two in order to

further test that predictive abilities of these methodologies for higher order

cognition.
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CHAPTER I: Resting-state connectivity and correlations with aging, working
memory and individual differences

Introduction

Working memory (WM) capacity, defined as the amount of goal-relevant

information that can be both maintained and manipulated, declines with age (Craik

et al. 1990) and varies considerably among individuals (Engle, 2002). In contrast to

measures of simple short-term maintenance of information (e.g. digit span), greater

WM capacity is associated with superior performance in a broad range of high-level

cognitive domains, including reading comprehension, problem solving, and

inhibitory control (Conway et al., 2003). WM capacity is thought to reflect central

executive capability (Baddeley, 1992; Engle, 2002), and to depend on dorsolateral

prefrontal cortex (DLPFC), parietal cortex, anterior cingulate cortex, and the basal

ganglia (D'Esposito et al., 1999; D'Esposito et al., 2007; Frank et al., 2001; Levy and

Goldman-Rakic, 2000). Here, we asked whether a relationship exists between

variation in WM capacity, due to aging or across younger individuals, and the

intrinsic functional architecture of the human brain as measured by resting-state

functional connectivity.

Spontaneous fluctuations in functionally related brain regions are correlated

with each other in the absence of external stimuli, and the patterns of these

correlations have been thought to reveal intrinsic relations of brain regions

(Beckmann et al., 2005; Biswal et al., 1995; Greicius et al., 2003). During rest, in

young adults, there are strong correlations between components of the default-

mode network (DMN), brain regions that are commonly deactivated during external
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or attention-demanding tasks involving mental control (Fox et al., 2005, Fransson,

2005, Greicius et al., 2003; Raichle et al., 2001). Anatomically, the DMN includes

medial prefrontal cortex (MPFC), posterior cingulate cortex (PCC), left and right

lateral parietal (LLP and RLP) cortices, and bilateral medial temporal lobe (MTL)

regions (Buckner et al., 2008).

Resting-state correlations among the components of the DMN appear to be

significantly reduced in age-associated pathologies (Greicius et al., 2004; Hedden et

al., 2009) and in typically aging older adults (Andrews-Hanna et al., 2007; Balsters

et al., 2013; Damoiseaux et al., 2008; Grady et al., 2010; Mowinckel et al., 2012; Sala-

Llonch et al., 1202; Sambataro et al., 2010). This may be due, in part, to the

particular vulnerability of long-range DMN functional connections to the effects of

normal aging (Allen et al., 2011; Andrews-Hanna et al., 2007; Hafkemeijer et al.,

2012; Fillippini et al., 2012; Tomasi & Volkow, 2012) or a consequence of more

motion-related artifactual time points in elderly participants (Power et al., 2012;

Van Dijk et al., 2012). Although widespread reductions in resting functional

connectivity are observed with advancing age, some studies also report localized

increases in resting-state functional connectivity. Older adults, relative to younger

adults, have shown increased frontal-lobe coherence (Filippini et al., 2012) and

increased functional connectivity within fronto-parietal cortical regions (Mowinckel

et al., 2012).

Networks in the brain appear to have an intrinsic organization such that

different networks may exhibit negative functional connectivity, or are

anticorrelated with one another at rest. In young adults, components of the DMN are
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negatively correlated with brain networks comprised of regions commonly

activated for external tasks that demand attention and mental control, including the

DLPFC (Fox et al., 2005; Fransson, 2005). Evaluation of negatively correlated

networks has proven controversial due to global signal regression, a method used

commonly to mitigate physiological noise in resting-state functional imaging

studies. Global signal regression is known to mathematically generate

anticorrelations (Murphy et al., 2009; Saad et al., 2012). Given these issues, valid

analysis of negatively correlated networks has developed into a topic of particular

interest in the field (Chang and Glover, 2009; Fox et al., 2009; Hampson et al., 2010;

Saad et al., 2012; Van Dijk et al., 2010; Weissenbacher et al., 2009). With the caveat

that prior studies of the influence of age on anticorrelations have employed global

signal regression, there is evidence that healthy aging is also characterized by

reduced negative correlations at rest between the DMN and cortical regions

commonly recruited during attention-demanding tasks (Wu et al., 2011).

Variation in DMN connectivity has been associated with variation in

executive functions and WM capacity. Among older adults, reduced MPFC-PCC

connectivity correlated with worse performance on executive-function and other

cognitive measures (Andrews-Hanna et al., 2007) and reduced connectivity in a

DMN network dominated by the MPFC correlated with worse performance on a

trail-making test (Damoiseaux et al., 2008). Neither study reported a correlation

between these brain measures and variation among young adults, because that was

either not examined (Andrews-Hanna et al., 2007) or was not significant in 10

participants (Damoiseaux et al., 2008). For young adults, there is a report of a
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positive correlation between magnitude of MPFC-DLPFC anticorrelation and WM

capacity, as measured by an n-back task (Hampson et al., 2010). The relation

between reduced MPFC-DLPFC resting-state anticorrelation and reduced WM

capacity is consistent with findings from patients with schizophrenia (Whitfield-

Gabrieli et al., 2009).

Although variability in resting-state functional connectivity has been

associated with variation in WM in relation to aging and to individual differences

among young adults, there are two major gaps in the current understanding of that

association. First, studies of aging have implicated positive correlations with the

MPFC as being related to age-associated reduction in WM capacity, whereas the one

study of variation among young adults has, instead, implicated negative correlations

with MPFC. This leaves open the question about whether age-related changes in WM

and individual differences among young adults in WM capacity are associated with

shared or distinct variations in intrinsic functional connectivity (no one study has

discovered such common variation in both younger and older adults). Second, the

above functional connectivity findings were reported before it was well understood

that greater movement in older than younger adults can produce artifactual results

(Power et al., 2012; Van Dijk et al., 2012) or that global signal regression can

mathematically generate anticorrelations (Murphy et al., 2009; Saad et al., 2012).

Therefore, it is unknown whether the prior findings would hold when

methodological improvements were implemented.

Here, we explored whether there exists shared or distinct characteristics of

intrinsic brain function for age-related declines in WM capacity and for individual
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differences among young adults in WM capacity. We focused on MPFC positive and

negative functional connectivity because bi-directional correlations of the MPFC

with different regions have been implicated across studies of aging or of individual

differences among young adults in relation to executive functions and WM capacity

(Andrews-Hanna et al., 2007; Damoiseaux et al., 2007; Hampson et al., 2010). We

examined the relation of MPFC-DLPFC anticorrelations and MPFC-PCC positive

correlations to WM capacity (Experiment 1) in 27 younger and 27 older healthy

adults with capacity measured by the Letter-Number Sequencing subtest from the

Wechsler Adult Intelligence Scale (WAIS-III), and in 70 younger adults (Experiment

2) with a composite measure of Operation and Reading Span tests (Turner & Engle,

1989; Unsworth et al., 2005). In both experiments, we implemented methods that

minimize the influence of motion artifacts and physiological noise and allow for

valid interpretations of negative correlations (Behzadi et al., 2007; Chai et al., 2012;

Whitfield-Gabrieli and Nieto Castanon, 2012).

Materials and Methods

Experiment 1

Participants

Participants were 27 older adults (15 women) between 65 and 89 years of

age (M = 75.7 years, SD = 6.7) and 27 younger adults (15 women) between 20 and

33 years of age (M = 24.8, SD = 3.4). Written informed consent for participation in

the study was obtained from all participants and approved by the MIT Institutional

Review Board. All participants were healthy, right-handed individuals (Oldfield,
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1971) from the Boston metropolitan area who satisfied the following criteria: native

English speakers; no contraindications to MRI; and absence of neurological or

psychiatric impairments or associated medications. All participants had normal or

corrected-to-normal vision. No participant exhibited evidence of mild cognitive

impairment or dementia; participants were excluded if they scored <27 on the Mini-

Mental State Examination (Folstein & Folstein, 1975).

Neuropsychological and Demographic Measures

The Letter-Number Sequencing subtest from the Wechsler Adult Intelligence

Scale (WAIS-III) was used as the measure of WM capacity. Participants were read a

combination of numbers and letters, and then asked to recall first the numbers in

ascending order and then the letters in alphabetical order. The score was the

maximum number of items reordered and recalled correctly from WM (Wechsler,

2002). Two measures were used to assess comparability of the age groups. The

American version of the National Reading Test (AMNART) (Grober & Sliwinksi,

1991) was used to estimate crystallized IQ. Socioeconomic status (SES) was

measured with the Hollingshead SES scale, which separately ranks an individual's

educational and occupational attainment on scales ranging from 1-7. A weighted

score was computed by multiplying the educational score by 4 and the occupational

score by 7 and summing the 2 scores (Hollingshead, 1957). Lower scores indicate

higher SES. Because the majority of younger participants had not yet completed

their educations, we compared the older group to the SES scores for the parents of

the younger group.
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MRI Data Acquisition

Functional magnetic resonance imaging (fMRI) data were acquired using a

3-Tesla Siemens Tim Trio scanner (Siemens, Erlangen, Germany) paired with a

12-channel phased-array whole-head coil. Head motion was restrained with

foam pillows and extendable padded head clamps-3D Ti-weighted magnetization

prepared rapid acquisition gradient echo (MP-RAGE) anatomical images were

collected with the following parameters: time repetition (TR) = 2530ms, time echo

(TE) = 3.39ms, flip angle (FA) = 70, 1.33 x 1.0 x 1.33 mm resolution, 2x

acceleration. Functional T2*-weighted images were acquired using a

gradient-echo echo-planar pulse sequence sensitive to bold oxygenation

level-dependent (BOLD) contrast (Kwong et al., 1992; Ogawa et al., 1992)

with the following parameters: TR = 2000ms, TE = 30ms, FA = 900, 3.0mm

isotropic resolution. Thirty-six transverse slices covered the whole brain

and were acquired in an interleaved fashion. Functional data were acquired

while the participant was instructed to rest with eyes open for a period

of 5 minutes consisting of 150 volumes. To allow for T1-equilibration effects, 4

dummy volumes were discarded prior to acquisition. Online prospective acquisition

correction (PACE) was applied to the EPI sequence.

Resting State Preprocessing

Resting-state fMRI data were first preprocessed in SPM5 (Wellcome

Department of Imaging Neuroscience, London, UK;
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(http://wwwfil.ion.ucl.ac.uk/spm/spm5.htm). Images were realigned (motion

corrected), spatially normalized to the Montreal Neurological Institute (MNI)

stereotactic space, and smoothed with a six mm kernel. Quality assurance was

performed on the functional time series in order to detect outliers in the motion and

global signal intensity using the in-house software art

(http:/www.nitrc.org/projects/artifact detect). From each participant, an image

was identified as an outlier if composite movement from a preceding image

exceeded 0.5mm, or if the global mean intensity was greater than 3 standard

deviations from the mean image intensity for the run in which it was collected. This

composite motion measure was defined by the art tool. By default, art converts the 6

rotation/translation head motion parameters into another set of 6 parameters

characterizing the trajectories of 6 points located on the center of each of the faces

of a bounding box around the brain. It then computes the maximum scan-to-scan

movement of any of these points as the single 'composite' scan-to-scan movement

measure, which is thresholded to determine outliers. Identified outliers were

included as nuisance parameters, as one regressor per outlier, within the first level

general linear models.

Functional Connectivity Analysis

Functional connectivity analysis was performed with a seed-driven approach

using the in-house, custom software Conn (http://www.nitrc.org/projects/conn;

Whitfield-Gabrieli & Nieto-Castanon, 2012). The MPFC seed was defined a priori

from the literature (Fox et al., 2005; Whitfield-Gabrieli et al., 2009) as 10mm
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spheres around the coordinates for the MPFC (-1, 47, -4) in MNI space. Physiological

and other spurious sources of noise were estimated using the aCompcor method

(Behzadi et al., 2007; Chai et al. 2012; Whitfield-Gabrieli et al., 2012), and removed

together with movement-related and artifactual covariates. The residual BOLD time-

series was band-pass filtered (0.009Hz to 0.08Hz). Each participant's structural

image was segmented into white matter (WM), gray matter (GM), and cerebral

spinal fluid (CSF) using SPM8. WM and CSF masks were eroded by one voxel to

avoid partial volume effects with adjacent gray matter. The first 3 principal

components of the signals from the eroded WM and CSF noise ROIs were removed

with regression.

First-level correlation maps were produced by extracting the residual BOLD

time course from the MPFC seed and computing Pearson's correlation coefficients

between that time course and the time courses of all other voxels in the brain.

Correlation coefficients were Fisher transformed into 'Z' scores, which increases

normality and allows for improved second-level General Linear Model analyses. All

reported clusters were significant at an FDR cluster-corrected threshold of p <.05.

Within Group Analyses: MPFC seed-to-voxel group analyses were separately

performed using one-sample t-tests for within the young cohort (n = 27), and the

older cohort (n = 27).

Between Group Analyses (Older vs. Younger): MPFC seed-to-voxel between group

connectivity analyses were performed using two sample t-tests.

MPFC functional connectivity correlation with WM: We investigated the relationship

of (a) the magnitude of resting-state correlations from the MPFC that were either
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positively correlated with the PCC or negatively correlated with the bilateral DLPFC

regions and (b) the measure of WM performance assessed outside of the scanner

(Letter-Number Sequencing task). We performed a one-sample t-test for the entire

group (n = 54) and functionally defined (a) the left and right DLPFC clusters (within

BA 46/9) that were significantly anticorrelated with the MPFC, and (b) the PCC

cluster (BA30/31) that was significantly positively correlated with the MPFC seed.

We then extracted the mean Z-values from the bilateral DLPFC and PCC clusters for

each participant of both cohorts and correlated those values with their WM

capacities (as defined by the letter-number sequencing task) within both groups.

Thus, the ROIs were unbiased because they were derived from all participants and

independently from any behavioral measures.

Matched Groups on Motion Artifacts

To ensure that between group results were not driven by age-related

differences in motion artifacts, we performed additional between-group analyses of

subgroups of older and younger adults who did not differ significantly on movement

and other artifacts. Within each cohort, 5 participants were removed (n = 44) to

create groups equated for artifacts. Two-sample t-tests were performed to directly

compare the connectivity maps between older and younger adults in the movement

and artifact-matched groups.
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Experiment 2

Participants

Participants were 70 younger adults (39 women) between the ages of 18 and

29 years of age (M = 21.6 years, SD = 2.6). Written informed consent was approved

by the MIT Institutional Review Board. Participants were required to be adults

between the ages of 18 and 45, right-handed, in good health, and not taking any

drugs. They were recruited through web advertisements, physical flyers, and e-mail

to the Northeastern and Tufts college mailing lists.

Neuropsychological and Demographic Measures

The automated Operation Span and Reading Span tasks were used as

measures of complex WM capacity (Unsworth et al., 2005). For the Operation Span

task, participants were presented with alternating letters and math equations, and

asked to remember the letters while assessing whether each equation was valid. Set

sizes ranged from 3-letters to 7-letters, with each set size presented for 3 trials over

the course of the task, in a random order. At the end of each trial, participants

reported the letters in the order they were presented. The dependent measure was

the sum of all perfectly remembered letter sets. For the Reading Span task,

participants were presented with alternating letters and sentences, and asked to

remember the letters while assessing whether each sentence was sensical. Set sizes

and scoring were identical to the automated Operation Span. Finally, Operation
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Span and Reading Span scores were summed to create a single measure estimating a

participant's complex WM capacity (composite score).

MRI Data Acquisition

Data were acquired on a 3T Tim Trio Siemens scanner using a 32-channel

head coil. Ti-weighted whole brain anatomical images (MPRAGE sequence,

256x256 voxels, 1x1.3-mm in-plane resolution, 1.3-mm slice thickness) were

acquired. All participants underwent a resting functional MRI scan of 6 min with the

instructions "keep your eyes closed and think of nothing in particular". Resting scan

images were obtained in 62 2-mm thick transverse slices, covering the entire brain

(interleaved EPI sequence, T2*-weighted images; repetition time = 6 s, echo time =

30 ms, flip angle = 90, 67 slices with 2x2x2 mm voxels). PACE was applied to the EPI

sequence.

Data Analysis

Resting-state fMRI data for Experiment 2 were first preprocessed in SPM8

(Wellcome Department of Imaging Neuroscience, London, UK;

http://www.fil.ion.ucl.ac.uk/spm), using standard spatial preprocessing steps.

Images were slice-time corrected, realigned and resliced, normalized in MNI space

and smoothed with a 4-mm kernel.

Functional Connectivity Analysis
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The first four scans were excluded from analysis, as there were no dummy

scans during initial acquisition. The preprocessing, artifact detection and rejection,

aCompCor denoising to address physiological aliasing and subsequent seed driven

functional connectivity analyses were identical to those in Experiment 1.

Importantly, the left and right DLPFC clusters were defined from the entire group's

anticorrelation with the MPFC (independent of WM) and the mean DLPFC Z-values

from the clusters were then correlated with the complex WM scores.

Results

Neuropsychological Measures for Experiment 1

There was no significant difference between younger (M = 119.74, SD = 5.8)

and older (M = 120.37, SD = 7.6) groups for AMNART scores (t(52) = 0.36, p = 0.73)

or for the Hollingshead SES scale (younger: M = 28.37, SD = 10.0; older: M = 31.96,

SD = 11.6; (t(52) = 1.22, p = 0.22). The younger group (M = 15.15, SD = 3.4)

performed significantly better than the older group (M = 10.70, SD = 2.5) on the

Letter-Number Sequencing Test (t(52) = 5.44, p < 0.001)). Analyses of behavioral

measures were performed with two-tailed t tests.

Artifact detection

Relative to younger adults (M = 1.1% of 150 time points, SD = 1.6%), older

adults (M = 2.4% of 150 time points, SD = 3.0%) had significantly more artifacts (the

union of motion and intensity outliers) (t(52) = 2.05, p < 0.05). MPFC correlations

and anticorrelations increased post artifact detection and rejection, most noticeably
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in the older adults (Figure 4.C). Post artifact rejection, there was a wide-spread

increase in positive MPFC functional correlations in the older adults, but MPFC

anticorrelations only increased in posterior brain regions (Figure 4.C).

In order to make certain that group differences between younger and older

adults were not were not driven by age-related differences in motion artifacts, we

performed between group analyses on the groups who were matched on motion

artifacts (after eliminating five participants from each cohort (n = 44)). For these

matched groups, there was no significant difference in motion and other artifacts

(t(42) = 0.00, p = 1.00).

Table. 1.

MPFCAnticorrelations Young > Old, FDR cluster corrected (p < 0.05)

Clusters (x,y,z) (MNI) Clusters BA k
(38,34,28) rightDLPFC 9 166

(30, 6, 8) right Insular Cortex 13 131

(48, 38,4) right DLPFC 46 130

(-40, 40, 30) left DLPFC 9 113

(-18, 2, 60) left Premotor Cortex 6 185

(18, 22, 6) right Anterior Cingulate 33 100

(20, 52, -6) right Anterior PFC 10 98

(32, 38, 0) right Inferior PFG 47 102

(30, 6, 8) right Insular Cortex 13 229

(38, 34, 28) right DLPFC 9 161

(48, 38, 4) right DLPFC 46 179

BA=Brodmann Area, k=spatial extent(voxel), FDR=false discovery rate
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2.3.3 Group Differences in Intrinsic Functional Organization

Using a seed-to-voxel analysis, the positive correlation between the MPFC

seed and the PCC was significantly reduced in older relative to younger adults, (p <

0.05, cluster-level, FDR corrected). With the MPFC seed, there was a significant

reduction in bilateral DLPFC anticorrelations in older relative to younger adults

(Figure 4.A, top row; Table 1). There was a significant reduction in the magnitude

of bilateral DLPFC anticorrelations with the MPFC seed in the artifact-matched

groups (Figure 4.A, second row).
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Figure 4. (A) Resting-state anticorrelations for the medial prefrontal cortex (MPFC)
seed are reduced in older adults; (top row) for younger adults (left column), older adults (middle
column), and younger > older adults (right column). Top row depicts results from all participants.
Second row depicts results from groups matched for motion artifacts. Results thresholded at p < 0.05,
FDR cluster corrected in top two rows. The third row shows the same analyses at a more liberal
threshold (p = .05, unc), and reveals that age-related differences occur only in frontal regions even at
this threshold. (B) Resting-state anticorrelation for younger (gray) and older (black) adults between
MPFC and bilateral DLPFCs; only younger adults exhibited significant anticorrelations in left and
right DLPFC. (C) Positive and negative resting whole-brain correlation changes due to artifact
rejection.
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The magnitude of the bilateral DLPFC anticorrelations defined by the entire (n = 54)

group with respect to the MFPC seed was not significantly different from zero in

older participants (right: t(52) = 0.61, p = 0.53, left: t(52) = 0.52, p = 0.61) (Figure

4.B). In fact, there were no observed MPFC-DLPFC anticorrelations in the elderly

cohort, even when evaluated at a liberal threshold of p = 0.05 uncorrected (Figure

4.A, third row).

Correlations with WM performance

There was not a significant correlation between greater MPFC-PCC

correlation and superior performance on the Letter-Number Sequencing task within

either the older (r = 0.01, p = 0.95) or the younger group (r = 0.18, p = 0.38). Greater

anticorrelation between the MPFC and the right DLPFC was significantly associated

with better performance within the younger group (r = -0.43, p < 0.05), but not

within the older group (r = -0.11, p = 0.51) (Figure 5). The lack of association within

the older group may be attributable to a restricted range of variance in the greatly

reduced anticorrelation between MPFC and right DLPFC. Correlations in the

younger adults remained significant after removing a young adult with an apparent

outlier value in the MPFC/DLPFC anticorrelations. The left DLPFC was not

significantly correlated with WM performance within either group.
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Figure 5. Correlation between the magnitudes of MPFC-right DLPFC anticorrelation and WM
performance (Letter-Number Sequencing) for younger (A) and older (B) adults for Experiment 1.
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Results for Experiment 2

We replicated and extended our findings in Experiment 1 (that greater

resting-state MPFC-DLPFC anticorrelation was associated with greater WM capacity

among young adults) with a new independent group with a larger sample size

(n=70). The primary analysis was performed with the composite score from two

complex WM measures (i.e. Operation Span and Reading Span). Greater MPFC-left

DLPFC anticorrelations were significantly correlated with composite WM scores (r =

-0.24, p = 0.04) (Figure 6).
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Figure 6. Correlation between the magnitudes of MPFC-left DLPFC anticorrelation and WM
performance (composite of Operation and Reading Span) for in younger adults for Experiment 2.

Discussion

We found convergent evidence from aging and from individual differences among

young adults of a relation between greater WM capacity and greater magnitude of

MPFC-DLPFC anticorrelation. Older adults exhibited both reduced WM and reduced

MPFC-DLPFC anticorrelation relative to younger adults. Furthermore, greater WM

capacity was associated with greater MPFC-DLPFC anticorrelation in two

independent cohorts of young adults (total n = 97) with two different WM measures.
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Age-Related Differences in WM Capacity and MPFC-DLPFCAnticorrelation

The behavioral findings were consistent with those generally observed in

healthy aging (Hedden & Gabrieli, 2004, 2005). Younger and older participants

scored similarly on the AMNART, a measure of vocabulary knowledge, consistent

with evidence that crystallized knowledge or intelligence remains relatively intact

during healthy aging (Park et al., 2002; Schaie, 1996). In contrast, older participants

scored significantly less well on the measure of WM capacity, consistent with

evidence that WM or fluid intelligence abilities decline in healthy aging (Park et al.,

2002; Schaie, 1996). The validity of comparing these two groups of younger and

older participants was supported by similar AMNART scores and similar SES status

(with the use of parental SES for the younger adults who have often not completed

education or reached final career and economic status).

There was also a significant age-related reduction in MPFC-DLPFC resting-

state anticorrelation. This finding is consistent with a prior study that employed a

potentially problematic method of global signal regression to examine

anticorrelations (Wu et al., 2011). In addition, older adults, relative to younger

adults, exhibited significant reductions in MPFC-PCC positive correlations. Reduced

positive MPFC-PCC correlations are consistent with prior reports of reduced

functional connectivity in normal aging (Andrews-Hanna et al., 2007; Damoiseaux et

al., 2008). Aging appeared to have a more severe impact on the MPFC-DLPFC

anticorrelation because that anticorrelation was statistically absent, whereas the
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reduced MPFC-PCC positive correlation remained significantly above zero in the

older adults.

Unlike prior studies reporting associations between MPFC-PCC positive

correlations and measures of WM or other executive functions (Andrews-Hanna et

al., 2007; Damoiseaux et al., 2008), we did not observe such a correlation within

either younger or older adults in Experiment 1. This difference across studies may

be due to variations in analytic approaches, sample characteristics, choice of

neuropsychological tests, or other factors. For example, some studies do not

measure resting-state correlations as in the present study, but perform correlations

on the residuals of an event-related activation design (e.g., Andrews-Hanna et al.,

2007). Another study found a significant correlation between DMN anticorrelations

during a 3-back task and WM performance on the 3-back task (Sala-Llonch et al,

2012). This relationship was not found in any of the less demanding n-back levels,

but the anticorrelation during the interleaved fixation periods also correlated with

WM performance during the 3-back condition (there was no report of the DMN

anticorrelations during the pure rest condition and WM performance on the 3-back

task). However, there is evidence that an active n-back task influences the rest

periods within the task design, and therefore may be different from calculating the

anticorrelations from pure rest (Pyka et al. 2009). In the present study, all resting-

state measures were taken from pure resting-state scans, and are therefore not

confounded with task performance.

The age-associated alteration in functional connectivity may be associated

with age-related alteration in structural connectivity of white matter pathways as
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measured by diffusion tensor imaging (DTI). Older adults exhibit reduced integrity

relative to younger people, especially in anterior regions near the DLPFC (e.g., Head

et al., 2004; Pfefferbaum et al., 2005; Salat et al., 2005). Altered integrity of anterior

white-matter pathways has been associated with age-related reductions in cognitive

control and executive functions (Charlton et al., 2006; Deary et al., 2006; Grieve et

al., 2007; O'Sullivan et al., 2001, Penke et al., 2010). Indeed, such region-specific

alterations of white matter in typical aging have been related to individual

differences in cognitive control among older adults, whereas cortical thickness and

age-related alterations of temporal and parietal lobe white matter were unrelated

(Ziegler et al., 2010).

Because many neural and psychological changes occur in concert with aging,

it is difficult to make strong causal assertions between specific neural and specific

psychological changes (Salthouse, 2010). Nevertheless, it is noteworthy that the

MPFC is particularly vulnerable to aging functionally as the MPFC-DLPFC

anticorrelation was statistically eliminated (also Wu et al., 2011).

Individual Differences in WM Capacity and MPFC-DLPFC

Greater MPFC-DLPFC anticorrelation at rest was associated with greater WM

capacity across two independent samples totaling 97 young adults and using two

different measures of WM capacity. In Experiment 1, greater WM capacity among

young adults, as measured by a Letter-Number Sequencing task, was associated

with greater right-lateralized MPFC-DLPFC anticorrelation. In Experiment 2, greater
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WM capacity among young adults, as measured by a composite score from the

Operation-Span and Reading-Span tasks, was associated with greater left-lateralized

MPFC-DLPFC anticorrelation. Importantly, all of these correlations were observed in

an analysis in which MPFC-DLPFC anticorrelations were defined consistently and

independently from the WM capacity measures. The observation that greater MPFC-

DLPFC anticorrelation was associated with greater WM capacity regardless of the

specific measure of WM capacity indicates that this brain-behavior relation is

generalizable.

Among young adults, the laterality of the MPFC-DLPFC anticorrelation

shifted across different measures of WM capacity, and it is unclear what factor

explains this difference. All three WM capacity measures involved simultaneous

maintenance and manipulation of information in WM, with variation in the amount

of that information. An advantage of such complex tasks is that they tax WM

capacity, but a disadvantage is all the tasks involve many kinds of mental

operations. In Experiment 2, the primary WM measure was a composite of the

Operation-Span and Reading-Span tasks. Such a composite has the virtue that it

provides a task-independent latent measure of the underlying construct of WM

capacity that is not overly sensitive to the measurement properties of a single task.

It is also possible that different WM measures are related to different neural circuits.

Overall, however, the two experiments converged in showing that greater

magnitudes of MPFC-DLPFC resting-state anticorrelations were associated with

greater WM capacity among young adults.
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Methodological Considerations

Compared to previous resting-state fMRI studies examining aging and

individual differences, the present study had a number of potential methodological

advantages. First, we used the aCompCor method of noise reduction (Behzadi et al.,

2007) as implemented in Conn (Whitfield-Gabrieli and Nieto Castanon, 2012). This

method avoids explicit global signal regression, a widely used preprocessing

technique known to mathematically generate anticorrelations (Murphy et al., 2009;

Saad et al., 2012; Van Dijk et al, 2010; Wong et al., 2012) which as a result renders

anticorrelations uninterpretable (e.g., Chang & Glover, 2009) and may compromise

the interpretability of positive correlations (Saad et al., 2012). The approach used in

the present study is more likely to yield interpretable negative correlations and

provides higher sensitivity and specificity for positive correlations (Chai et al.,

2012). The differences in anticorrelations observed across age groups and

individual differences within age groups observed in the present study are therefore

less likely attributable to artifacts from data processing methods and may reflect

biological processes. Second, we employed a method of artifact rejection above and

beyond motion regression in order to reduce motion-related artifacts common in

aging. As expected, the older adults had significantly more artifactual time points

removed from analysis (although the percentage of time points removed was small

for both groups). After artifact rejection, there was an apparent increase of posterior

anticorrelations in the older adults, whereas frontal anticorrelations remained

eliminated even at a liberal threshold of p = 0.05 uncorrected. These findings

suggest that aging disproportionately degrades MPFC-DLPFC anticorrelations.
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Greater movement in older relative to younger adults raised the possibility

that differential connectivity findings could reflect differential movement. This

appears unlikely, however, because age-related differences were also found when

comparing younger and older groups after they were matched for movement and

artifact outliers. Thus, the age-related differences are more likely to reflect actual

differences in intrinsic brain organization.

Finally, the major findings regarding individual differences in intrinsic

functional brain organization in relation to WM capacity were based on brain

imaging correlations independent of behavioral measures. Specifically, the DLPFC

regions were defined without reference to the WM behavior. Thus, the relations

between the MPFC-DLPFC anticorrelations and WM performance were not

contingent upon a whole-brain search for correlations with performance.

Limitations

One limitation to this study is that the older adult population may have

substantially more cortical atrophy and more CSF, which may have differentially

affected the normalization procedure. Another limitation is that although the use of

different WM measures in Experiments 1 and 2 promote the generalizability of the

findings, the different measures precluded a direct replication. Finally,

anticorrelations are consistently found in young adults between specific

neuroanatomical systems (e.g., the default mode network and the frontal-parietal

network) and the magnitude of these anticorrelations relate to individual
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differences in behavior (e.g., WM performance), but the neural mechanisms

underlying these anticorrelations remain unknown.

Conclusion

In older adults, there was reduced WM capacity and the apparent elimination

of MPFC-DLPFC anticorrelation. In younger adults, there were associations between

greater magnitudes of WM capacity and greater MPFC-DLPFC anticorrelations.

These results suggest that intrinsic anticorrelations between the MPFC, a node in

the DMN, and DLPFC, a cortical region involved in cognitive control, may serve as a

shared indicator of WM capacity both in aging and in individual differences among

young adults. Also, just as WM capacity declines in older adulthood, WM capacity

grows markedly in development from childhood to young adulthood, and so do

MPFC-DLPFC anticorrelations (Chai et al., 2014).

Differences in intrinsic functional organization in the resting state may

reflect the ongoing history of interactions among brain regions during active

cognitive performance in everyday life. Ultimately, it will be valuable to relate

directly such resting-state and active-performance network dynamics. Resting-state

studies are limited in interpretation by the absence of ongoing behavioral measures.

Conversely, active performance studies are limited by the interpretation of brain

activations occurring at different levels of performance in younger and older adults

or among younger adults. Thus, one study reported that age-related reductions in

activation during a WM task can be understood essentially in terms of variation in

WM capacity (Schneider-Garces et al., 2009). Conversely, another study reported
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that age-related differences activation cannot be explained solely by variation in

WM capacity (Bennett et al., 2013). Future studies that integrate resting-state and

active-performance measures in younger and older adults with varying WM

capacities in both age groups may clarify the extent to which individual differences

among younger adults and age-related declines in older adults reflect shared and

unique brain differences.
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fMRI assessment of mind-wandering frequency via experience sampling

Introduction

In the previous chapter, substantial connections were established regarding

functional brain networks and their respective cognitive abilities, in the absence of a

direct external stimulus or task. One of these networks in particular, the default-

mode network (DMN), exhibits task-induced deactivation in the presence of an

attention-demanding task. However, many studies have revealed that this network

is associated with a myriad of additional cognitive states that all tap into a similar

underlying thread: thoughts that are generated at one's on volition (self-generated),

independent of explicit task instructions or stimuli. For example, many of these

tasks necessitate that participants recruit neural resources to engage in the

following cognitive activities: to retrieve episodic, autobiographical, or semantic

information, to think about or plan aspects of his or her personal future, to imagine

novel scenes, to infer the mental states of others, to reason about moral dilemmas,

to comprehend narratives, to self-reflect, to reference information to one's self and

appraise or reappraise emotional information (Andrews-Hanna et al., 2014). In

addition, neural activity in the DMN has been related to mind wandering (MW),

which will be extensively examined going forward (Christoff et al., 2009; Stawarczyk

et al., 2011). This next chapter will outline the cognitive neuroscience of MW, the

empirical investigation of human MW frequency and sustained attention using fMRI

and the relationship between MW and functional networks, like the aforementioned

DMN.
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The cognitive neuroscience of mind wandering

Within the literature concerning human functional brain imaging,

considerable attention has been paid to the intrinsic neural activity that is

constantly fluctuating throughout the brain with a certain degree of cohesiveness, in

the absence of an explicit task or goal. These fluctuations have since provided an

extraordinary degree of insight into the functional organization of brain, and studies

suggest that this continuous neural activity may also be linked to spontaneous

conscious thought (Andrews-Hanna, 2012). This type of cognition, loosely

connected to or independent from our current environmental input, has become a

significant point of interest in the fields of both psychology and neuroscience

(Raichle et al., 2001;Smallwood & Schooler, 2006). Providing substantive credibility,

these fluctuations are consistent across studies, various levels of consciousness,

ages and in other species (Biswal et al., 2010). However, additional research is

necessary in order to increase our understanding of the thoughts that are typically

associated with these networks.

Many have termed these cognitive phenomena as "self-generated mental

activity" which has, historically, been used as an overarching category to describe a

complex and heterogeneous class of cognition. Within this class, certain terms may

accentuate their independence from ongoing events such as task-unrelated thought

(TUT), and stimulus-independent thought (SIT) and mind-wandering (MW), while
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others may capture the locus of our attention: internally directed, spontaneous, or

autobiographical thought (Andrews-Hanna et al., 2014). These terms refer to a

specific cognitive state during which an associated conscious experience is relatively

more dependent on individual's internal personal concerns, preoccupations and

hopes (self-generated), rather than explicit perceptual input (perceptually-

generated) in the external environment. These frequent thoughts can also be

characterized according to multiple interacting dimensions: personal significance,

temporal orientation, valence, social orientation, level of specificity/detail and

representational format (inner speech vs. visual imagery).

The number of studies exploring these research topics, regarding undirected

thought in cognitive neuroscience, (i.e., mind-wandering) have increased (Callard et

al., 2013) in the past decade. For our purposes, we define MW as the unconscious

and spontaneous interruption of, or deviation from, a cognitively engaging task

requiring deliberate attention or focus to internal mental representations of

personal thoughts, often at the cost of task-relevant perceptual stimuli (Gruberger

et al., 2011; Fox et al., 2013; Mrazek et al., 2014 Andrews-Hanna et al., 2014;

Smallwood & Schooler, 2015). TUT, or unconstrained mental activity, is relevant to

the field given research that shows we spend a sizeable portion of our waking

thought in these psychological states (Killingsworth & Gilbert, 2010).

Since MW is one of the most ubiquitous and common of all mental activities, many

can appreciate the normal, daily occurrence when one's thoughts may stray
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momentarily (or longer) from a task at hand. Recent scientific efforts have

attempted to uncover the neural correlates of MW in combination with its

associated behavioral characteristics. Historically, there has been an extensive body

of literature regarding the behavioral aspects of mind wandering in the laboratory

setting. These studies have, creatively, developed experimental designs in order to

establish an environment that is conducive to mind wandering, while also a

designing methods by which instances of task-unrelated thoughts can be recorded

and measured.

Studies have also shown that, for young adults, the majority of thoughts that

occur during MW episodes are future-oriented, or prospective in nature (Klinger,

1971, 1999; Mason et al., 2007; Singer, 1966; Smallwood et al., 2009).

This particular cognitive state may reflect people's ongoing and unresolved

concerns, and perhaps the anticipation and planning of personally relevant future

goals (autobiographical planning) (Klinger, 1971; Smallwood et al., 2009). Often,

mind wandering is framed in a negative light, at the expense of performance on a

task at hand. However, moments of MW may also be helpful in allowing for

dishabituation or relieving tedium (Schooler et al., 2014). In addition, several

investigations of task-unrelated thinking (mind-wandering) have proposed that

these episodes can provide some cognitive benefit, with two important daily

activities in particular: future thinking/planning and creative thinking/creative

incubation. In the face of semantic satiation, mind wandering is also able to reduce

mind-numbing of repetitive stimuli as facilitated by perceptual decoupling
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(Mooneyham & Schooler, 2016). It is also conceivable that TUTs may come at some

cost to task performance. Most people would go to great lengths to avoid being left

alone to contend with their own thoughts; many prefer to be cognitive engaged

rather than remain idle, even if that activity could have negative or physically

harmful implications (Wilson et al., 2014). Studies investigating the disruptive

effects of MW (the majority) have been explored most thoroughly in educational

settings, where the frequency of MW is negatively correlated with reading

comprehension performance (Schooler et al., 2004). In addition, MW can result in

changes in mood (Killingsworth & Gilbert, 2010) and deficits associated with

executive processing such as sustained attention, working memory and tests of

aptitude or general intelligence (Mooneyham & Schooler, 2013). Using brain

imaging techniques like fMRI, we can attempt to visualize the cortical regions that

contribute to the experience of mind-wandering episodes.

Functional neuroimaging with mind-wandering thoughts

Neuroimaging studies utilize fMRI in order to visualize the mental activity of

spontaneous self-generated, task-unrelated thoughts. However, to date, very few

experiments have directly examined periods of MW against non-MW (Christoff et al.,

2009; Stawarczyk et al., 2011; Hasenkamp et al., 2013; Allen et al., 2013; Fox et al.,

2013; Kucyi & Davis, 2014; Tusche et al., 2014; Xu et al., 2014; Fox et al., 2015;

Stawarczyk & D'Argembeau, 2015), although several studies have addressed it

indirectly (e.g. Mason et al., 2007; Andrews-Hanna et al., 2010) (they tend to assume

an a priori link between default-mode network (DMN) activity and MW). These
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studies suggest that self-generated cognition is linked to functional activation in the

medial prefrontal cortex (MPFC) and posterior cingulate cortex (PCC), which are

significant midline components of the DMN (Buckner et al., 2008). In concert with

DMN recruitment, MW is also associated with neural activity in executive regions of

the dorsal anterior cingulate cortex (dACC) and dorsolateral prefrontal cortex

(DLPFC), which may help to explain why MW can undermine task performance

under cognitively demanding conditions (Christoff et al., 2009; Fox et el., 2015). A

significant distinction has also been made regarding meta-awareness, or the

knowledge of locus of one's thoughts at any given time. Those that tend to be aware

of their thoughts, during mind-wandering states, will exhibit reduced activity in the

cortical regions associated with task-unrelated thoughts (Brewer et al., 2011)

However, there remain two significant gaps in the extant literature regarding

neuroimaging investigations of MW frequency in humans: 1) There has yet to be a

replication of study with an experimental design optimized to measure the

quantitative aspects of mind wandering with online experience-sampling, using

fMRI and 2) MW studies have yet to combine self-reported instances of MW

frequency with an extensive characterization of the subjects with variables that may

measure cognitive function, trait tendencies of personality and daily thoughts and

mindfulness (Christoff et al., 2009). Previous studies have not sufficiently evaluated

their subject populations on dimensions of attention-deficit hyperactivity disorder

or expertise with mindfulness meditation. Both of these issues have the potential to

present significant confounds in this type of research, if they are not accounted for

sufficiently. This research is designed to address some of these unmet needs.
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Here, we explore the neural correlates of mind-wandering frequency and

meta-awareness in young adults with experience sampling by extending previous

experimental designs in the field. Prior studies have ether assessed experience

while measuring neural activity online (Allen et al., 2013; Christoff et al., 2009;

Kucyi & Davis, 2014; Smallwood & Andrews-Hanna, 2013; Stawarczyk &

D'Argembeau, 2015), or have relied on retrospective measures of thoughts that

emerge during the collection of resting-state images (Andrews-Hanna et al., 2010;

Gorgolewski et al., 2014). Studies have yet to reliably and consistently demonstrate

the cortical substrates of these cognitive states and results would have significant

implications (Christoff et al., 2009). A cohort of 29 young adults subjects completed

an exhaustive cognitive assessment that included measurements of memory,

executive function and processing speed. These cognitive metrics were collected

alongside additional personal information from each participant regarding

tendencies for task-unrelated thought, mindfulness and personality. Each

participant completed a task of sustained attention in the scanner that contains

intermittent thought probes in order to gauge the loci and awareness of thoughts, in

an online manner. Based on a previous study (Christoff et al., 2009), we

hypothesized that mind-wandering episodes will be associated with activation of

default mode network regions. In addition, executive control regions may also be

coactivated to indicate control over, and manipulation of, self-generated content.
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Materials and Methods

Participants

Participants were 30 younger adults (23 women) between 18 and 32 years of age

(M = 23.4, SD = 3.8). Written informed consent for participation in the study was

obtained from all participants and approved by the MIT Institutional Review Board.

All participants were healthy, right-handed individuals from the Boston

metropolitan are who satisfied the following criteria: native English speakers; no

contraindications to MRI; and absence of neurological or psychiatric impairments or

associated medications that could affect the central nervous system or brain. All

participants had normal or corrected-to-normal vision. One subject was excluded

due to fatigue, which left her unable to sufficiently complete the task (n = 29).

Participants were also asked to provide information regarding their experience

with, or expertise in, the practice of mindfulness meditation. Individuals were also

screened for attention-deficit-hyperactivity-disorder (ADHD) given its relevance for

the subject matter in this research study

Neuropsychological and demographic measures

The Wechsler Test of Adult Reading (WTAR) (Holdnack, 2001) was administered to

estimate crystallized IQ. The examiner began by presenting the first of a list of

words, while prompting the subject to pronounce each word out load until all 50

words have been spoken. The procedure was discontinued if the subject provided

12 consecutive incorrect pronunciations. Lists of acceptable pronunciations and

tape recordings were provided by the publisher to account for words with multiple
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pronunciation variants. Each correct pronunciation was given a score of 1, with 50

as the maximum raw score. The raw score was standardized by age and compared

to the scores predicted for a particular demographic classification. Trait-level

mindfulness of each subject was collected prior to the scanning session, using two

separate measures. The Kentucky Inventory of Mindfulness Skills (KMS; Baer et al.,

2004) is a self-report inventory of mindfulness in which individuals are asked to

rate the degree to which each statement applies to them on a 5 - point Likert-style

scale ranging from 1 (never or very rarely true) to 5 (almost always or always true).

The KMS is designed to assess 4 mindfulness skills: observing, describing, accepting

and acting. Items reflect either direct descriptions of the mindfulness skills, or they

describe the absence of that skill and are reverse scored. High scores indicated more

mindfulness. The Mindful Attention Awareness Scale (MAAS; Brown & Ryan, 2003)

is a 5 - item, single dimension measure of trait mindfulness. The MAAS measures

the frequency of open and receptive attention to, and awareness of, ongoing events

and experiences. Response options range from 1 (almost never) to 6 (almost

always). Example items include the following: "I could be experiencing some

emotion and not be conscious of it until some time later," or "I find it difficult to stay

focused on what's happening in the present," and "I rush through activities without

being really attentive to them." The MAAS focuses on the presence or the absence of

awareness of what is occurring in the present moment. Item scores were reverse-

coded and the mean was computed, making higher scores indicated a greater level

of dispositional or trait mindfulness. The validity of our measure of interest for trait-
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level mindfulness, the MAAS, was established through a significant correlation (r =

0.59, p < 0.001) with the KMS for these participants.

Characterization of experience with mindfulness practice

In order to account for previous experience with mindfulness meditation practice

that may contribute to changes in neural architecture, subjects were classified into

two groups based on their responses to the following questions: "Have you ever

practiced mindfulness or meditation? If so, how often have you practiced

mindfulness or meditation in the past year? Please tell us about your experience."

They were categorized as either 'advanced practitioners' or 'meditation-naive'. This

classification was based on cutoffs established in previous studies concerning

expertise in mindfulness meditation practice (Garrison et al., 2013).

Screening for ADHD

In order to obtain information about ADHD diagnosis from the healthy controls

participating in this study, a researcher from Massachusetts General Hospital (MGH)

contacted the subjects by phone. After providing verbal consent the researcher

completed the AHDH module of the KSADS-E, a structured psychiatric interview

designed to elicit and record past episodes of child and adolescent psychiatric

disorder. The results were reviewed with a clinician associated with the study and

the subject was used as a member of included subjects only if they do not meet

criteria for diagnosis of ADHD. If the subject met criteria for DSM-V ADHD diagnosis

after completion of the KSADS-E module, they may be considered an ADHD subject
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for a subsequent experiment. However, no other assessments or procedures would

be conducted with those subjects.

Study data were collected and managed using REDCap electronic data capture tools

hosted at Massachusetts Institute of Technology (Harris et al., 2009). REDCap

(Research Electronic Data Capture) is a secure, web-based application designed to

support data capture for research studies by providing the following capabilities: 1)

an intuitive interface for validated data entry; 2) audit trails for tracking data

manipulation and export procedures; 3) automated export procedures for seamless

data downloads to common statistical packages; and 4) procedures for importing

data from external sources.

fMRI task procedure: Experience sampling

To assess the frequency of MW instances and extent of meta-awareness for

individuals in a scanner environment, participants completed a version of the

sustained attention to response task (SART) (Robertson et al., 1997) paradigm.

However, this particular version was adapted from Christoff et al., 2009 and allowed

for online experience sampling in the form of thought probes, during fMRI session.

The SART has been widely accepted and considered to be effective in imaging

conditions for the following reasons: 1) successful execution of the task seems to

require executive control over habitual responding; 2) it has featured prominently

in research investigating mind wandering, and; 3) it demonstrates that task-
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unrelated thoughts (MW) reliably predict errors at the level of occasions and

individuals. Specifically, errors in the SART have been shown to result from

attentional disengagement, with lapses being independent of motor response

decoupling (Seli, 2016). In addition, the methodology implemented in this study (the

combination of the thought-probe method with the SART) has successfully been

used in previous brain imaging studies, which illustrates a strong relationship

between off-task, conscious experiences and decreased task performance (Christoff

et al., 2009; Stawarczyk et al., 2011; Sakai et al., 2013). Although experience

sampling in the scanner environment provides a connection between current neural

activity and subjective reports, this method may disrupt the normal time course of

brain activity signals (Smallwood & Schooler, 2015).

The sustained attention to response task (SART)

In the scanner environment, numbers were presented serially on a screen that was

back-projected at the end of the scanner bore, and each will be centered and

followed by a mask. The task, (FIGURE 7) a version of a go/no-go paradigm,

required subjects to respond frequently to 'non-targets' via button press and

withhold response to infrequent 'target' stimuli. The frequency of 'go' stimuli

effectively generates a habitual response in each subject that must eventually be

suppressed on the 'target' no-go trial presentations.
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fMRI - Sustained Attention to Response Task

Press button for 0-2 and 4-9
Withhold response to 3

1) MIND?

2) AWARE?

Correct 0 0 W 10 0
response & 0. CL 9L C.

0 a
0. Z

0

Stimulus 2 9 8 0 1 7 3 5

Time (s) 0 2 4 6 8 10 12 14
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MIND?: ON or OFF

AWARE?: YES or NO
adapted from Christoff et al., 2009, PNAS

FIGURE 7. An experience sampling approach was used to collect self -reports about subjects' focus
of attention while they performed a concurrent task (the SART). Also, task accuracy at targets was
used as a behavioral index of mind wandering. Analyses focused on the interval of time immediately
prior to experience sampling probes to dissociate the effects of mind wandering from the effects of
answering the probe.

76

A ---
38

0
a.

44 1 5

44 46 48



Each of 4 sessions (~15 min in duration) consisted of 340 trials (stimulus

presentations) and includes 16 thought probes, 16 targets and 308 nontargets. Each

digit (target and non-target) was presented for 300ms, with an interstimulus

interval of 1700ms (fixation/response period), using python-based presentation

software (Peirce, 2007; 2009). At the same frequency as the target, thought probes

were presented to each subject pseudorandomly. Both the targets and thought

probes were presented at moments that interrupted the task, unpredictable to the

subjects. Each trial presented non-target stimuli as random numbers between 0 and

9, which required a single button response. The target stimuli were the number 3's,

which require subjects to inhibit responding as an exercise of vigilance. The order of

each event of interest (target and thought probes) was pseudocounterbalanced so

that there was a variable distance (5-15 trials) between events, uniformly

distributed within each session (4 total). The structure of this paradigm was similar

to previous studies (see Christoff et al., 2009). The thought probes were presented

to assess the participant's cognitive state immediately prior to the interruption.

Two questions were posed to each participant at the moment of the thought probes,

and displayed on the screen for of 4 seconds, to allow sufficient time for a response.

The first question asked subjects to respond with the type of thoughts they

experienced right before the probe presentation. Possible answers reflected one of

two mental states: task engagement and focus or thoughts that could not be

categorized as such. The second question assessed the ability to notice, or be aware
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of, the locus one's thoughts. Possible answer reflected either the awareness or lack

thereof, regarding the first question that was asked. Given the novelty of the

questions during this experiment, explicit instructions were given to each

participant in order to minimize against the natural bias of reporting task-unrelated

thoughts. Experimenters stressed the normalcy of off-tasks thoughts during this

situation by conveying the following statements to the subject: "During the task, you

may find yourself periodically thinking about something other than the task that's in

front of you. We are interested in the types of thoughts people have during tasks like

this, and it would be completely normal to think about things that are unrelated to

the task during these periods. We ask that you try your best to honestly report the

content of your thoughts by choosing the response that most accurately reflects

them, at the times they are requested. In addition, once you become familiar with

these methods, please try to respond consistently if certain types of thoughts arise

frequently during the scanning session." In order to familiarize participants with

this thought-sampling method, they performed a practice version of the SART with

though-probes outside the scanner immediately prior to the imaging session (5

minutes of practice). During this time, all other questions regarding the experiment

were answered.

MRI data acquisition

Functional magnetic resonance imaging (fMRI) data were acquired using a 3-Tesla

Siemens Tim Trio scanner (Siemens, Erlangen, Germany) paired with a 32-channel
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phased-array whole-head coil. Head motion was restrained with foam pillows and

additional padding, when appropriate. 3-dimensional Ti-weighted magnetization

prepared rapid acquisition gradient echo (MP-RAGE) anatomical images were

collected with the following parameters: time repetition (TR) = 2530 msec, time

echo (TE) = 4.43 msec flip angle (FA) = 70, 1.0 x 1.0 x 1.0 mm resolution, 2x

acceleration. Functional T2*-weighted images were acquired using a gradient-echo

echo-planar pulse sequence sensitive to bold oxygenation level-dependent (BOLD)

contrast (Kwong et al., 1992; Ogawa et al., 1992) with the following parameters: TR

= 2500 msec, TE = 30 msec, FA = 900, 3.0 mm isotropic resolution. Forty transverse

slices covered the whole brain and were acquired in an interleaved fashion. Resting-

state functional data were acquired while the participant was instructed to rest with

eyes open for a period of 6 minutes, 25 seconds, consisting of 150 volumes. During

task periods, functional images were collected with the following with the same

parameters as those during the resting-state scans. However, task-related data

contained forty interleaved, transverse slices that covered the whole brain. Runs

lasted for a period of 14 minutes, 55 seconds during which 354 volumes were

collected. Online prospective acquisition correction was applied to the EPI

sequence.

Data processing

Imaging data were converted to the OpenfMRI format (openfmri.org) and processed

using Nipype, a flexible Python-based framework for interfacing across imaging

software platforms. The software packages used in this analysis pipeline included
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FMRIB Software Library (FSL 5.0.8), FreeSurfer (5.3.0; Fischl, 2012), Advanced

Normalization Tools (ANTS; Avants et al., 2009), and Nipype's implementation of

Artifact Detection Tools (ART).

FreeSurfer was used for cortical parcellation and subcortical segmentation of each

subject's T1 - weighted anatomical image; surfaces were visually inspected for

quality and manually edited. Functional images were realigned using FSL's

MCFLIRT, with the reference volume labeled as the first in the run. Functional data

were spatially smoothed with a 6mm FWHM Gaussian kernel, with a high-pass filter

of 1/120Hz. ART was used as quality assurance in order to identify outlier volumes

based on composite motion (greater than 2mm of volume-to-volume) and global

signal intensity. This composite measure was defined specifically for the toolbox. By

default, it converts the 6 rotation/translation head motion parameters into another

set of 6 parameters characterizing the trajectories of 6 points located on the center

of each of the faces of a bounding box around the brain. It then computes the

maximum volume-to-volume movement of any of these points as the single

'composite' movement measure, which is thresholded at 2mm to determine outliers.

Outliers were included as nuisance parameters, as one regressor per outlier, within

the first level general linear models. Participants were excluded from the group

analysis if greater than 20% of their functional runs were flagged by ART as motion

outliers. The average of the median of each realigned functional run was calculated,

and this image was coregistered to the structural scan using FreeSurfer's bbregister.

ANTS was used to register the structural image of each subject to MNI space (Oasis-

30 Atropos template in MNI152, 2mm version).
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First-level analyses were performed using a general linear model approach.

Regressors in the design matrix included eleven task conditions, as demonstrated in

previous experimental designs (Christoff et al., 2009). These conditions were

convolved with a double gamma hemodynamic response function. Realignment

parameters and motion outliers detected by ART were included in the model as

nuisance regressors. Several contrasts of interest were examined: OFF task > ON

task (mind wandering > focused engagement), Incorrect responses > Correct

responses (attentional lapses > response inhibition). A fixed effect analysis was

performed to combine contrast images across runs, and a composite transform

(bbregister and ANTS transformations) was used to normalize the resulting contrast

images to MNI space in a single interpolation step. The normalized contrast and

variance images were entered into a random - effects group - level analysis using

FSL'sflameo. Whole - brain z -statistic images were corrected for multiple

comparisons using a threshold of Z > 2.3 and a cluster significance threshold of p <

0.05 (Gaussian Random Field Theory).

Results

Characterization of experience with mindfulness meditation practice

None of the subjects qualified as advanced practitioners of mindfulness meditation

within this cohort of young adults. Self-reported meditation practice hours were

compared to hours required by the most widely used mindfulness training program
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for non-practitioners, mindfulness-based stress-reduction (MBSR), which is

associated with significant structural and functional brain alterations (Hblzel et al.,

2011; Kabat-Zinn, 1990; Kilpatrick et al., 2011). These steps were taken to ensure

that participants were meditation-naive and had not surpassed the minimal

threshold of meditation practice sufficient to introduce confounds of practice-

mediated brain effects. MBSR requires 31 hours of direct instruction over 8 weeks

and additional practice at home, at a minimum of 4 hours per week. Almost all

subjects (n = 29) did not exceed 1 hour per week for that duration of time. One

subject, in particular, indicated consistent practice close to 3 times per week, but

failed to provide sufficient description of practice duration in order to compare

practice to standard MBSR protocol.

Task performance

During the intervals before off-task probes, subjects made errors that were not

significantly different than before on-task probes (t(56) = 1.47, p = 0.15). There was

a significant difference in reaction time in the moments prior to thought probes,

subjects were faster in their responses to stimuli before on-task reports than off-

task (t(56) = 4.3, p < 0.001). Subjects reported being off-task for 47% of thought

probes (SE=2,2%) and on-task on 53% of the probes (t(56) = 1.06, p = 0.29). And,

participants were more likely to be aware of the locus of their thoughts at any given

moment, when they are probed (t(56) = 3.7, p < 0.005). Of the off-task intervals,

subjects reported being unaware of the locus of their attention about half of the

time, relative to reports of being aware (t(56) = 0.19, p = 0.85)
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Figure 8. Activations preceding mind-wandering episodes as measured by thought probes (top)
and task performance accuracy. Top images illustrate activation preceding reports of mind
wandering (intervals prior to off-task vs. on-task probes). Regions for activation reports of OFF > ON
occur in subgenual anterior cingulate cortex. Bottom images shot activations preceding SART errors
(intervals prior to incorrect vs. correct targets). Regions of activation include the following:
ventral/medial/anterior prefrontal cortex, orbitofrontal cortex, posterior cingulate cortex, bilateral
inferior lateral parietal lobules(Table 2 ). n = 29, Z = 2.3, p = 0.05
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Functional imaging during task

When episodes of mind wandering were compared with those of being on task

(intervals before off-task probes vs. intervals before on-task probes), activation of

the default mode network observed (Figure 8, top). Specifically, recruited regions

were located in the subgenual anterior cingulate cortex (BA 25), a prominent

subcortical region with critical projections to and from the ventral striatum and

nucleus accumbens. In addition, activations associated with SART performance

errors were investigated, reflecting theory that goo/no-go errors are associated

with lapses in attention due to mind wandering (intervals before SART commission

errors compared with intervals before correct target withholds) (Figure 8,

bottom). Activations were observed in DMN and executive control regions: left

pre/postcentral gyrus, left midde/superior temporal gyrus, parahippocampal gyrus,

precuneus, angular gyri, bilateral inferior parietal lobules.. All regions of activation

are noted in Table 2.
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Table. 2.

Task activations for OFF > ON reports

Clusters (x,yz) (MNI) Clusters BA k
(0, 14, -2) Subgenual Cingulate Cortex 25 554

BA=Brodmann Area, k=spatial extent(voxel), FDR=false discovery rate

Task activations for Incorrect > Correct trials

Clusters (x,y,z) (MNI) Clusters BA k
(70, 29, 53) left Pre/Postcentral Gyrus 6 920

(-64, -20, -16) left Middle/Superior TG 21/22 1411

(2,60,-8) MPFC 25/10/11 3336

(50, -70, 34) r/l Inferior Parietal Lobule 31/39 4897

BA=Brodmann Area, k=spatial extent(voxel), FDR=false discovery rate

Discussion

This study set out to assess the neural recruitment associated with mind wandering

and in humans, as measured by self-report. In addition, it provides the first potential

replication of empirical evidence of mind-wandering frequency, independent of

thought content (Christoff et al., 2009).

Indeed, results indicate that midline regions of the DMN are involved with mind

wandering and related cognitive states. There are, however, several points of

contrast to highlight between previous studies and we will address each of them

individually. There is only one previous experiment that is constructed similarly, by
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focusing on the frequency of human mind wandering the meta-cognition while

allowing for sufficient opportunities to observe individual variability in attention

over long periods. As such, most comparisons will be made to this study, in

particular (Christoff et al., 2009).

Behaviorally, there were differences in reaction time during the SART that were not

observed previously in mind-wandering assessments in the fMRI environment.

Participants were slower to respond to stimuli immediately prior to off-task reports,

which indicate mind wandering. A vast behavioral literature cites faster reaction

times prior to errors that are often attributed to pre-error "speeding" (McVay et al.,

2013). In these cases, individuals fall into a continual motor response which may

leave them prone to make mistakes if vigilance is not appropriately high. However,

previous fMRI studies of MW have not found the behavioral differences that we

discovered in this study (Christoff et al., 2009; Stawarcyzk et al., 2011). It's possible

that, given the rigor of scanner versus laboratory environment, faster response are

associated with better task engagement (more on-task responses) compared to the

possible decoupling of thought, which may contribute to slower responses times as

a result of inattention. In addition, differences were found in the frequency of

reports reflecting meta-awareness. Christoff et al., 2009 found that subjects were as

likely to aware of the focus of their thoughts as they are unaware, as measured by

self-report. Our results indicated the subjects, on average, spent significantly more

time with some degree of meta-awareness. There area a couple of points that could

explain this difference. This study presents about a 70% increase in the number of
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subjects compared to the previous investigation. It's possible that the fewer number

of subjects was not sufficient to elicit group differences in this response that would

have been seen eventually, with greater power. Individual interpretations of the

instructions could also explain behavioral differences in reports of meta-cognition.

Instructions, detailed in the method section above, could have been different than

those in other studies. Given the reliance on subjective response for these thought

probes, the interpretation of the subjects and their ability to accurately report may

explain some variability in empirical studies that implement experience sampling.

Lastly, results indicated that there was not a significant difference in the occurrence

of errors prior to thought probes, that would predict response. The previous study

observed, during the intervals before off-task reports, subjects made significantly

more errors on the SART than during the intervals before on-task reports. This

result appears in line with findings that suggest performance errors are associated

with off-task, or mind wandering thoughts. It's not entirely clear why our results do

not support this line of thinking, even in the context of the scanner environment,

which could elicit different behavior that differs from that of a laboratory setting.

One reason could be an insufficient number of errors in the intervals of interest

prior to the thought probes. There may not have been enough errors during those

time periods, compared to errors made outside of those intervals, to establish the

validity of an association between errors and subsequent thought probe reports.

Further studies are necessary to resolve some of these behavioral issues.
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Out brain imaging findings demonstrated that self-reported mind-wandering

episodes are associated with activation in the subgenual anterior cingulate cortex

(ventral MPFC; BA25). In addition, performance errors activated the distributed

network of the DMN including left lateralized activations of task positive regions

(precentral gyrus) and extending in the medial temporal cortex.

Mind-wandering episodes were characterized by generating a contrast of off-task

reports greater than on task. Our results show significant, but focal activation along

the midline near the ventral MPFC and subgenual cingulate cortex. The ventral

MPFC activation is in line with previous findings, but lacks the spatial extent of

results that demonstrate activation in the PCC/precuneus, inferior lateral parietal

lobule and later prefrontal cortex (Christoff et al., 2009). There are a couple of

reasons that may explain the differences in results between these two similarly

constructed experiments. First differences in the subject number could facilitate the

differences in contrasts of interests. It's possible that effects that were seen at a

fewer number of subjects reflect the coherent responses of those subjects that may

not have survived when the cohort was doubled. Second, given the subjective nature

of self-reports and the administration of instruction, there could be significant

variability between subjects (Figure 9). Participants could be biased to avoid

reporting responses that do not show them in a positive light. Also, it assumes that

individuals possess the ability to appraise and evaluate their own thoughts in ways

that are most likely unique to them. Differences in interpretation of instruction

could drive variability within a group and explain differences between these studies,
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particularly with a smaller sample size. In a similar vein, these data showed distinct

results from our hypothesized activations for OFF > ON, so we further scrutinized

each subject to find what individual differences in subject performance may be

driving these images. In our search, we discovered several subjects that projected

the activations we expected but were in the negative direction (Figure 10). It's

unclear what's driving these "flipped" subjects. But, it's clear that these regions are

occurring in the predicted spatial locations based on our hypotheses. Further

research will be necessary in order to resolve these issues.
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Figure 10. Group-level images for activations greater during off-task than off-task reports (n = 7).
The specific subjects, at the first-level contrast, demonstrated activation patterns that appear to be
"flipped" or the exact opposite direction of expected activations. It is unclear as to what is driving the
differences for these subjects compared to others in the cohort.

Our second contrast of interest, the regions of activation prior to errors, shows

recruitment throughout components of the default mode network (medial temporal

cortex, MPFC, PCC, bilateral IPLs) in addition to the left precentral gyrus. Indeed, a

previous study has shown the similar regions are activated preceding errors that

are recruited in mind wandering (Christoff et al., 2009). This provides further

support for the idea that SART performance errors can be attributed to attentional

lapses due to mind wandering (Seli et al., 2016). However, Christoff et al., 2009 only

cited small and concentrated regions of the MPFC as associated with brain

activation preceding performance errors. In context, this result may seem a bit odd.

One should consider that two measures of mind wandering in these studies:

subjective measures by self report and objective measures by performance errors.

This statement suggests that, by definition, activation preceding SART errors should
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be able to provide an accurate depiction on mind wandering, as there is no possible

subjective bias involved. It is uncertain as to why previous studies have not been

able to demonstrate such robust activations as shown here, and this provides

sufficient brain imaging evidence that performance errors are indicative of mind-

wandering states.

Limitations

There are several limitations associated with this study that should be considered in

order to evaluate the significance of observed findings. A replication of a previous

study of mind-wandering frequency was demonstrated, however stark differences

in methods make it difficult to interpret findings relative to the initial experiment.

Variation in methodology is not exclusive to the comparison within this thesis. Few

studies employ similar data acquisition methods and behavioral assessments, and

reporting of these aspects can be lacking at times. Going forward, the field would

benefit greatly from more transparent documentation of steps taken and more

frequent replication in order solidify findings that have become accepted in the field.

In addition, we recognized that forcing subjects to choice between focused attention

in mind wandering is nuanced. However, our investigation was not currently

interested in the qualitative aspects of the mind-wandering experience.

Conclusion

This study investigated the frequency of human mind wandering using experience

sampling with fMRI. Findings indicate that both subjective and objective measures
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of mind wandering to engage neural recruitment in component regions of the DMN

that may include the executive control network. Results should be evaluated in the

context of massive improvements in technical methods and analytic approaches

over a previous study years ago (Christoff et al., 2009). In addition to replicating

some of the cited empirical results, these findings extend the narrative on mind-

wandering research by bringing to light weaknesses in current studies and

implementing steps to ensure the validity of brain activations. Future studies should

continue to improve methodology while concurrently investigating special

populations for which this type of research could be incredibly helpful, such as the

elderly or those with ADHD.
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Resting-state indicators of variation in trait-level mindfulness

Introduction

This thesis initially demonstrated that the intrinsic architecture of the brain can be

used to identify individual differences in cognitive abilities (Keller et al., 2015).

Resting-state connectivity revealed individual differences in working memory

capacity and changes due to aging. Chapter 2 referenced those aforementioned

functional networks and regions of interest, which were investigated (DMN and its

component regions) in order to determine their contribution to other cognitive

states, independent of the external environment. The components of the default-

mode network are recruited during mind-wandering episodes, while performing a

sustained attention task in the scanner (Christoff et al., 2009; Keller et al., in prep).

Finally, this third chapter integrates methods utilized in Chapter 1 (seed-driven,

resting-state connectivity) with cortical regions networks of interest presented

previously (Chapter 2; DMN) to investigate how the intrinsic architecture of the

brain can reveal individual differences in the tendency to engage in certain cognitive

states in daily life. Given the relevance to mind-wandering research, this chapter

explores the capacity for intrinsic functional connectivity to identify individual

differences in dispositional mindfulness, within a normal population.
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Mindfulness meditation

Parallel to the growing popularity of mind-wandering research (Callard et al., 2013),

mindfulness meditation has become increasingly prevalent within mainstream

culture and in empirical studies spanning the fields of philosophy, psychology,

medicine and cognitive neuroscience. However, interest in this subject matter is not

new. Mindfulness meditation practice is thought to build a compelling set of

capabilities with broad and positive effects across a range of human behaviors:

improved vigilance, working memory capacity, emotional regulation, executive

function, and metacognition; reduced mind wandering; and recovery from

psychological disorders such as depression, anxiety, or posttraumatic stress

disorder (Baird et al., 2014; Hofmann et al., 2010; MacLean et al., 2010; Mrazek et

al., 2012; Mrazek et al., 2013; Polusny et al., 2015; Tang et al., 2007; Teper et al.,

2013). These benefits, derived from significant meditation practice, have also been

explored to establish the functional and structure brain alterations that accompany

improvements in health, cognitive ability and affect.

Within this field, there is a diversity of opinion as to the exact definition of

mindfulness. This may create conflicts as practices and studies may not be

comparable in the methods implemented. It still remains, today, as an issue of

contention among scientist and practitioners, particularly as it increases in

prevalence within the field of cognitive neuroscience (Awasthi, 2013; Bishop et al.,

2004; Grossman & Van Dam, 2011; Kabat-Zinn, 1994). For our purposes, we use one
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of the most widely circulated as "paying attention on purpose, in the present

moment, and non-judgmentally, to the unfolding of experience moment to moment"

(Kabat-Zinn, 1994). Outside of the laboratory, this might be exhibited through the

control of one's locus of attentional thought, the inhibition of elaborative or

perseverative thinking and the reorientation after disengagement due to attentional

lapses (Mooneyham et al., 2016). Although much of the aforementioned literature

cites the positive attributes of mindfulness meditation interventions, we will focus

on the inherent tendency for an individual to exhibit mindful behaviors, without

intervention, practice or training.

Cognitive neuroscience of mindfulness

Cognitive neuroscientists are just one of many groups intrigued by mindfulness

meditation practice and implications for brain health and cognitive function.

Recently, the field has endeavored to understand the neural underpinnings of this

cognitive state and establish the brain bases for mindfulness within the context of

mind wandering (lack of mindfulness) and the cognitive machinery of attention.

Mind wandering engages a distributed cortical network (Christoff et al., 2009; Keller

et al., in prep) and the inter and intra-network interactions have been investigated

using a variety of neuroimaging methods (Christoff et al., 2009; Stawarczyk et al.,

2011; Hasenkamp et al., 2013; Allen et al., 2013; Fox et al., 2013; Kucyi & Davis,

2014; Tusche et al., 2014; Xu et al., 2014; Fox et al., 2015; Stawarczyk &

D'Argembeau, 2015). In this vein, particular attention is given to the default-mode
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network (DMN) in addition cognitive control regions involved with executive

function. Many brain imaging studies investigate how these brain networks and

their component nodes are changes as a result of mindfulness meditation training or

a cross-sectional analysis comparing naive participants to expert practitioners (see

Fox et al., 2016 for review). Often, the communication between cortical regions can

be quantified by using functional connectivity, which assesses temporal synchrony

of brain fluctuations, either spontaneously generated or task-induced. However,

before investigating the influence of connectivity on the manifestation of mindful

behaviors, it is necessary to review the contribution of each respective cortical

region to the experience of mindfulness.

The experience of mindfulness is often associated with the ability to control the

direction of one's attention, to regulate emotions effectively and increase self-

awareness and knowledge of one's thoughts at any given time. Mindful meditation, a

form of mental training, can improve these abilities even as it is practiced in many

different ways, which can often make it challenging to compare findings within the

field. Studies have shown that mindfulness is associated with the interaction

between default-mode, salience and executive networks, in addition to the

individual regions of which they are comprised (Fox et al., 2016; Mooneyham et al.,

2016). Within these networks, there are notable regions that are frequently

referenced within the context of mindful thinking.
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The default mode network, deactivated during the external focus of attention, is also

involved with the spontaneous internal generation of stimulus independent thought.

Therefore, mindfulness practice has great relevance to the DMN because it often

requires an individual to sample and appraise the content of thoughts frequently.

This periodic sampling of the content of thoughts may be linked to individual

differences in mind-wandering frequency during daily life (Smallwood, 2013). As

previously mentioned, the DMN is comprised of a core midline network that

includes the medial prefrontal cortex (MPFC) and posterior cingulate cortex (PCC).

This functional network (core) is well-connected in function and structure to many

other regions distributed throughout the brain and is known as an important zone

of integration. Studies have frequently cited it's involvement with self-related

processes that include the following types of thought: self-referential,

autobiographical, judgmental, moral, emotionally evaluative and socially valent. In

particular, the PCC has been linked to autonomic arousal, meta-awareness and

mental monitoring for behaviorally relevant information. (Brewer et al., 2011).

Integrated with the core network within the DMN, is the medial temporal subsystem

with includes the hippocampal and parahippocampal complex, ventromedial

prefrontal and retrospenial cortices. This subsystem has been noted to be heavily

involved with mentalizing about the past or future and retrieving episodic memory.

The final subsystem of the DMN, the dorsal medial subsystem, is comprised of the

dorsomedial prefrontal cortex, the inferior frontal gyrus, lateral temporal cortex and

the lateral superior and ventral frontal cortices. These cortical regions have been

associated with social cognition, theory of mind and semantic or conceptual
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processing (Andrews-Hanna et al., 2010; Andrews-Hanna et al., 2014; Mooneyham

et al., 2016). In a collaborative manner, these subsystems can combine the support a

broad collection of cognitive states and processes.

Frequently considered to be antagonistic to the DMN, the executive network falls

within a greater task-positive collection of regions, typically recruited during goal-

oriented external focus or mental control. These brain regions are grouped

underneath the fronto-parietal control network (FPC: Spreng, 2012), in combination

with the salience network, which will be subsequently addressed. The executive

network includes the dorsolateral prefrontal cortex (DLPFC) and posterior parietal

cortices (Spreng et al., 2012). Given the role of the executive control network in

contrast to the DMN, it is thought to be involved with the maintenance and

manipulation of memory in mind, the ability to make decisions or informed

judgments, updating behavioral rules to meet task demands, inhibiting irrelevant

information, planning for the future by manipulating the content of memory from

the past and active control of the locus of attention. In the bigger picture, these

cognitive abilities can be thought to hold significant relevant for the experience of

mindful thought with may require the sustained attention and control of inward-

facing focus or thoughts. It is proposed that these cognitive mechanisms are similar

to those necessary to maintain the focus or mental control of external elements.

However, there are conditions under which the executive control network becomes

functionally coupled with the DMN, principally those involved goal-directed

cognition that is focused internally (autobiographical planning) (Spreng et al.,

2010). The coactivation of these normally antagonistic networks provides the
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introduction to certain cognitive states for which the connectivity flexibly changes.

Indeed, some brain regions within both of these networks (DMN and executive) are

recruited under mind-wandering conditions, particularly with a lack of meta-

awareness (Christoff et al., 2009).

Often recruited in coordination with executive network regions, the salience

network is made up of the dorsal anterior cingulate (dACC) and bilateral insulae

(Ham et al., 2013; Menon & Uddin, 2010; Yeo et al., 2011;). These regions may be

most relevant to the experience of mindfulness, given their role in interoception and

reallocating/redirecting attentional resources. It is also worthwhile to note the

considerable connections these salience nodes have to other subcortical regions like

the amygdala, hypothalamus and sustantia nigra (Seeley et al., 2007). Given

functional connectivity to these regions, it is reasonable to assume that this network

has significant involvement with affective and autonomic processing, in addition to

receiving multimodal sensory information. (Craig, 2009). The salience network is

also well positioned, in function and structure, to facilitate the integration of sensory

and cognitive information. Specifically, it allows for the dynamic and flexible

coupling of the executive control and default-mode network as the insula plays a

significant role. It appears to activate and deactivate these respective networks, and

its activations peaks also tend to precede those of the executive control and default

mode networks (Sridharan et al., 2008). Much of the field converges on the idea that

the salience network serves an integral role in modulating the allocation of

attentional resources towards external or internal loci. Most importantly, it

possesses the ability to inhibit DMN activity and guide executive control network
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processing toward relevant targets (Mooneyham et al., 2016), In sum, we consider

this network vital to the maintenance of cognitive states that comprise the

experience of mindfulness.

Mindfulness training and resting-state functional connectivity

fMRI studies often use functional connectivity analyses to quantify the degree of

temporal correlation between components of a network. This approach can

characterize functional changes that may occur following meditation training.

Typical studies will examine pre/post training effects or compare nayve controls to

experienced practitioners, as defined by the hypotheses of each individual study

(Fox et al., 2016; Mooneyham et al., 2016; Tang et al., 2015). For the training studies,

resting-state analyses are often implemented post-training to assess the impact of

mindfulness practice on intrinsic networks, relative to controls. Experiments have

shown that correlated intra-network connectivity of the DMN, salience and

executive networks, respectively, is associated with mindfulness. (Berkovich-Ohana

et al., 2014; Hasenkamp & Barsalou, 2012; Kilpatrick et al., 2011; Prakash et al.,

2013; Taylor et al., 2013). Other studies, however, have explored the association

with inter-network resting-state connectivity and mindfulness, particularly with

executive control (Creswell et al., 2016; Doll et al., 2015; Hasenkamp & Barsalou,

2012; King et al., 2016). These findings demonstrate the effects of mindfulness

training on intrinsic brain connectivity. Between networks, mindfulness is also

correlated with connectivity of the DMN and salience networks. Specifically, the
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more mindful individuals showed a decreased correlation between the anterior and

posterior components of the DMN and a stronger anticorrelation between the insula

(salience network) and posterior DMN (PCC; Doll et al., 2015). Results also

demonstrate that mindfulness meditation training (compared to relaxation training

without a mindfulness component) increased resting-state functional connectivity

between the DMN (PCC) and left DLPFC (executive). This may suggest that

mindfulness meditation training may couple one's resting-state DMN with regions

implicated in executive control (DLPFC; Creswell et al., 2016). In addition, training

regimens have been helpful in mitigating the negative effects of post-traumatic

stress disorder (PTSD). A pilot study of a novel mindfulness-based intervention for

PTSD reports preliminary evidence of changes in resting-state functional

connectivity in DMN (PCC) and DLPFC (bilateral) and dorsal anterior cingulate

(dACC; salience) following a mindfulness-based exposure therapy. Increasing DMN-

DLPFC connectivity at rest was related to PTSD symptom improvement and

consistent with other cross-sectional and longitudinal studies in meditators and

psychiatric patients (King et al., 2016). It's also important to note that, along with

the PCC seed (DMN), the ventral MPFC was also used as a seed but no significant

clusters were discovered in any contrast. Finally, in a study by Haskencamp and

Barsalou (2012), an anterior MPFC/ACC seed was established resting-state

functional connectivity between high and low meditation practitioners was

compared. High practice participants exhibited increased connectivity to many

regions, including the left inferior frontal gyrus and right DLPFC (executive). These

findings demonstrated that inter-network connectivity between the DMN (or its
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component regions) and other task positive regions (salience and executive

networks) is associated with mindfulness meditation training. Furthermore,

because altered connectivity of brain regions in experienced meditators was

observed in a non-meditative state (resting), this may represent a transference of

cognitive abilities "off the cushion" into daily life (Hasenkamp & Barasalou, 2012)

Trait-level mindfulness effects

Mindfulness can be viewed as an important trait that reflects one's greater tendency

to pay attention to and be aware of surroundings and experience the present

moment without judgment. Although mindfulness can be trained or cultivated

through various forms of meditation, it has been conceptualized as a trait-like or

dispositional characteristic, in which levels can vary naturally in the general

population. (Brown & Ryan, 2003). This presents the question of whether resting-

state connectivity patterns can reveal dispositional mindfulness tendencies in a

normal population, without significant meditation training? One previous study

investigated this issue by using measures of trait-level mindfulness and resting-

connectivity with a population of meditation-naive subjects. Specifically, they

employed regional homogeneity (ReHo) to measure the local synchronization of

spontaneous activity during rest. This approach is a voxel-based measure of brain

activity, which evaluates the similarity or synchronization between the time series

of a given voxel and its nearest neighbors (Zang et al., 2004). This measure is based
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on the hypothesis that intrinsic brain activity is manifested by clusters of voxels

rather than single voxels. Kendall's coefficient is used as an index to evaluated the

similarity of the time series within a cluster of a given voxel and its nearest

neighbors. ReHo requires no a priori definition of ROIs and can provide information

about local/regional activity of regions throughout the brain. The degree of ReHo

was then compared to each participant's mindfulness, as measured by the MAAS.

They hypothesized that individual differences in dispositional mindfulness would be

correlated with resting connectivity in brain regions associated with executive

attention emotion processing, body awareness and self-related processing (Kong et

al., 2015). These ReHo results concluded that dispositional mindfulness was

associated with resting-state connectivity signals in left orbitofrontal cortex, left

parahippocampal gyrus, right insula, and negatively associated with ReHo in right

inferior frontal gyrus.

Given these previous findings, we conducted a seed-based, resting-state functional

connectivity analysis in order to identify neural correlates of individual differences

in trait-level mindfulness. The same subjects from Chapter 2 are used in this

analysis, providing the unique opportunity to evaluate results in the context of in-

scanner task performance data.

Materials and Methods

Participants
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Participants were 30 younger adults (23 women) between 18 and 32 years of age

(M = 23.4, SD = 3.8). Written informed consent for participation in the study was

obtained from all participants and approved by the MIT Institutional Review Board.

All participants were healthy, right-handed individuals from the Boston

metropolitan are who satisfied the following criteria: native English speakers; no

contraindications to MRI; and absence of neurological or psychiatric impairments or

associated medications that could affect the central nervous system or brain. All

participants had normal or corrected-to-normal vision. Participants were also asked

to provide information regarding their experience with, or expertise in, the practice

of mindfulness meditation. Individuals were also screened for attention-deficit-

hyperactivity-disorder (ADHD) given its relevance for the subject matter in this

research study.

Neuropsychological and demographic measures

The Wechsler Test of Adult Reading (WTAR) (Holdnack, 2001) was administered to

estimate crystallized IQ. The examiner began by presenting the first of a list of

words, while prompting the subject to pronounce each word out load until all 50

words have been spoken. The procedure was discontinued if the subject provided

12 consecutive incorrect pronunciations. Lists of acceptable pronunciations and

tape recordings were provided by the publisher to account for words with multiple

pronunciation variants. Each correct pronunciation was given a score of 1, with 50

as the maximum raw score. The raw score was standardized by age and compared

to the scores predicted for a particular demographic classification. Trait-level
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mindfulness of each subject was collected prior to the scanning session, using two

separate measures. The Kentucky Inventory of Mindfulness Skills (KIMS; Baer et al.,

2004) is a self-report inventory of mindfulness in which individuals are asked to

rate the degree to which each statement applies to them on a 5 - point Likert-style

scale ranging from 1 (never or very rarely true) to 5 (almost always or always true).

The KMS is designed to assess 4 mindfulness skills: observing, describing, accepting

and acting. Items reflect either direct descriptions of the mindfulness skills, or they

describe the absence of that skill and are reverse scored. High scores indicated more

mindfulness. The Mindful Attention Awareness Scale (MAAS; Brown & Ryan, 2003)

is a 5 - item, single dimension measure of trait mindfulness. The MAAS measures

the frequency of open and receptive attention to, and awareness of, ongoing events

and experiences. Response options range from 1 (almost never) to 6 (almost

always). Example items include the following: "I could be experiencing some

emotion and not be conscious of it until some time later," or "I find it difficult to stay

focused on what's happening in the present," and "I rush through activities without

being really attentive to them." The MAAS focuses on the presence or the absence of

awareness of what is occurring in the present moment. Item scores were reverse-

coded and the mean was computed, making higher scores indicated a greater level

of dispositional or trait mindfulness. The validity of our measure of interest for trait-

level mindfulness, the MAAS, was established through a significant correlation (r =

0.59, p < 0.001) with the KIMS for these participants.

Characterization of experience with mindfulness practice
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In order to account for previous experience with mindfulness meditation practice

that may contribute to changes in neural architecture, subjects were classified into

two groups based on their responses to the following questions: "Have you ever

practiced mindfulness or meditation? If so, how often have you practiced

mindfulness or meditation in the past year? Please tell us about your experience."

They were categorized as either 'advanced practitioners' or 'meditation-naive'. This

classification was based on cutoffs established in previous studies concerning

expertise in mindfulness meditation practice (Garrison et al., 2013).

Screening for ADHD

In order to obtain information about ADHD diagnosis from the healthy controls

participating in this study, a researcher from Massachusetts General Hospital (MGH)

contacted the subjects by phone. After providing verbal consent the researcher

completed the AHDH module of the KSADS-E, a structured psychiatric interview

designed to elicit and record past episodes of child and adolescent psychiatric

disorder. The results were reviewed with a clinician associated with the study and

the subject was used as a member of included subjects only if they do not meet

criteria for diagnosis of ADHD. If the subject met criteria for DSM-V ADHD diagnosis

after completion of the KSADS-E module, they may be considered an ADHD subject

for a subsequent experiment. However, no other assessments or procedures would

be conducted with those subjects.
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Study data were collected and managed using REDCap electronic data capture tools

hosted at Massachusetts Institute of Technology (Harris et al., 2009). REDCap

(Research Electronic Data Capture) is a secure, web-based application designed to

support data capture for research studies by providing the following capabilities: 1)

an intuitive interface for validated data entry; 2) audit trails for tracking data

manipulation and export procedures; 3) automated export procedures for seamless

data downloads to common statistical packages; and 4) procedures for importing

data from external sources.

MRI data acquisition

Functional magnetic resonance imaging (fMRI) data were acquired using a 3-Tesla

Siemens Tim Trio scanner (Siemens, Erlangen, Germany) paired with a 32-channel

phased-array whole-head coil. Head motion was restrained with foam pillows and

additional padding, when appropriate. 3-dimensional Ti-weighted magnetization

prepared rapid acquisition gradient echo (MP-RAGE) anatomical images were

collected with the following parameters: time repetition (TR) = 2530 msec, time

echo (TE) = 4.43 msec flip angle (FA) = 70, 1.0 x 1.0 x 1.0 mm resolution, 2x

acceleration. Functional T2*-weighted images were acquired using a gradient-echo

echo-planar pulse sequence sensitive to bold oxygenation level-dependent (BOLD)

contrast (Kwong et al., 1992; Ogawa et al., 1992) with the following parameters: TR

= 2500 msec, TE = 30 msec, FA = 900, 3.0 mm isotropic resolution. Forty transverse

slices covered the whole brain and were acquired in an interleaved fashion.
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Functional data were acquired while the participant was instructed to rest with eyes

open for a period of 6 minutes, 25 seconds, consisting of 150 volumes. Online

prospective acquisition correction was applied to the EPI sequence.

Resting-state data processing

Resting-state fMRI data were first preprocessed in SPM12 (Wellcome Department of

Imaging Neuroscience, London, UK). Images were realigned (motion corrected),

spatially normalized to the Montreal Neurological Institute (MNI) stereotactic space,

and smoothed with a six mm kernel. Quality assurance we performed on the

functional time series in order to detect outliers in the motion and global signal

intensity using the art toolbox. From each subject, an image was identified as an

outlier if composite movement from a preceding imaged exceeded 1mm, or if the

global mean intensity was greater than 3 standard deviations from the mean image

intensity for the run in which it was collected. This composite motion measure was

defined by the art tool. By default, art converts the 6 rotation/translation head

motion parameters into another set of 6 parameters characterizing the trajectories

of 6 points located on the center of each of the faces of a bounding box around the

brain. It then computes the maximum scan-to-scan movement of any of these points

as the single 'composite' scan-to-scan movement measure, which is thresholded to

determine outliers. Outliers, as identified by this process, were included as nuisance

parameters within the first level general linear models, as one regressor per outlier.
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Resting-state functional connectivity analysis

Functional connectivity analysis was performed with a seed-driven approach using

Conn (Whitfield-Gabrieli & Nieto-Castanon, 2012). The MPFC seed was defined a

priori from the literature (Fox et al., 2005; Keller et al., 2015; Whitfield-Gabrieli et

al., 2009) as 10mm spheres around the coordinates for the medial prefrontal cortex

(-1, 47, -4) in MNI space. Physiological and other spurious sources of noise were

estimated using the aCompcor method (Behzadi et al., 2007; Chai et al., 2012; Keller

et al., 2015; Whitfield-Gabrieli et al., 2009), and removed together with movement-

related and artifactual covariates. The residual BOLD time-series was band-pass

filtered (0.008 Hz - 0.09 Hz). Each subject's structural image was segmented into

white matter, gray matter and cerebral spinal fluid using SPM12. White matter and

cerebral spinal fluid masks were eroded by one voxel to avoid partial volume effects

with adjacent gray matter. The first 3 principal components of the signals from the

eroded white matter and cerebral spinal fluid noise ROIs were removed with

regression.

First-level correlation maps were produced by extracting the residual BOLD time

course from the MPFC seed and computing Pearson's correlation coefficients

between that time course and the time courses of all other voxels in the brain.

Correlation coefficients were Fisher transformed into 'Z' scores, which increases

normality and allows for improved second-level General Linear Model analyses. All

reported clusters were significant at an FDR cluster-corrected threshold of p < 0.05.
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MPFC functional connectivity with mindfulness

We investigate the relationship of the magnitude of resting-state correlations from

the MPFC and a measure of trait-level mindfulness assessed outside of the scanner

(MAAS). A whole-brain search was conducted with the mindfulness score (MAAS)

of each subject as covariates of interest. A cluster corrected threshold of p < 0.05

FDR cluster-corrected was set.

Results

Correlations with dispositional mindfulness

Subjects reported an average mindfulness score on the MAAS of 3.82 out of 5 (SD =

0.61). Greater connectivity from the MPFC to a cluster of regions spanning the

superior and middle frontal gyri (-22, 42, 8; 412 voxels) was significantly associated

with higher mindfulness (MAAS) (r = 0.77)(Figure 11). In addition, a second

measure of mindfulness (KIMS) was also significantly correlated with greater left-

lateralized functional connectivity to similar regions. (Figure 12). In addition, MPFC

resting-state connectivity patterns associated with increase mindfulness also

correlated with reduced mind wandering during and fMRI assessment of off-task

thoughts using experience sampling (Figure 13).
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Figure 11. Seed-to-voxel resting-state analysis revealed that increasing connectivity between
MPFC and left frontal gyrus is correlated with greater dispositional mindfulness( 412 voxels, peak
coordinate= -22, 42, 8.)
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Figure 12. Figure illustrates the left-lateralization of mindfulness, as measured by seed-to-voxel
connectivity from the MPFC at rest. Images are shown under more liberal threshold than primary
analysis (p = 0.05 whole-brain, uncorrected), in order to demonstrate the spatial extent and
consistency of effects across different measures. All cluster shown are p < 0.05 FDR cluster-corrected.
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Figure 13. Greater MPFC-left DLPFC connectivity at rest was associated with less mind wandering

(without meta-awareness) during the SART, as measured by the number of off-task and unaware
subjective reports during thought probes (r = -0.39, p = 0.03).

118

Mindfulness Attention Awareness Scale



Discussion

We found evidence from individual differences among young adults of a relation

between greater trait-level mindfulness (with 2 different measures) and MPFC

connectivity to left-lateralized frontal regions, at rest. These regions span frontal

DMN and executive regions, and effects do not appear exclusively in one network or

the other. Instead, it suggests, a combination of intrinsic connectivity effects may

explain individual differences for those with higher self-reported mindfulness in his

or her daily life.

This study suggests, like others comparing meditators to controls, that trait-level

mindfulness is associated with differences in the intrinsic architecture of the brain,

with a particular focus on the DMN and executive network regions. In particular,

there are two interesting aspects to this finding as it relates to individual

dispositional mindfulness and associated behavior.

First, it indicates that, for those with greater train-level mindfulness, they

demonstrated functional connectivity patterns they trend toward those of

experienced meditators and practitioners. This proposes that higher degrees of trait

mindfulness exhibit intrinsic connectivity patterns that resemble (trending toward)

those of practitioners that are consistent across resting-state and meditation

conditions, but to a less significant degree. The consistency of connectivity across

both meditation and resting periods suggests that meditation practice may

transform the resting-state experience into one that resembles a meditative state.

119



(Brewer et al., 2011). We can postulate that those individuals in our study, with

greater trait-level mindfulness, possess a moderate form of the intrinsic

connectivity that meditators observe as a function of experience dependent

plasticity of default mode and executive networks. However, results also indicate

that individual differences in intrinsic connectivity due to mindfulness cannot be

attributed to effects in one network or another. It may be a combination of resting-

state effects that have been cited in the literature, that manifest in an intermediate

left-lateralized, frontal cortical region that expresses both of these mechanisms. One

study has shown that individual differences in trait-level mindfulness can be

explained by increases in resting-state homogeneity at rest (Kong et al., 2015).

Results could reflect the increased local connectivity of the voxels surrounding the

MPFC seed, which may have contributed to increased connectivity to brain regions

that are functionally connected to the DMN in frontal cortex. In addition, studies

have shown that individual differences in dispositional connectivity are associated

with greater inter-network connectivity between salience/executive and default-

mode networks at rest, post-training Creswell et al., 2016; Doll et al., 2015;

Hasenkamp & Barsalou, 2012; King et al., 2016). Our results illustrated connectivity

patterns that also support these findings, but in a naive population that has not been

trained. Therefore, correlations between the DMN and other task positive networks

perhaps reflect the stronger ability for these individuals to manipulate internal

information and control their self-generated thoughts.
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Second, it generates questions about the daily practices and tendencies necessary,

in parallel with associated behavior, to induce functional changes in the brain. We

know that frequent mindfulness meditation practice can induce network

connectivity changes, but it is possible that certain individuals naturally develop

intrinsic connectivity that resembles the "mindful brain" more than the average

person. It is also possible that an accumulation of unintended mindful behaviors,

over time, has an effect on intrinsic architecture of the brain.

The consistent left-lateralization of increased mindfulness may be associated with

the dorsal medial subsystem of the DMN (Mooneyham et al., 2016). Typically

involved with mentalizing and conceptual processing, it includes the dorsomedial

prefrontal cortex and the tempoparietal junction. The regions are widely appreciate

for their for their role in mentalizing, the metacognitive process of inferring or

reflecting upon the mental state of other people and/or one's self. It is also known to

contribute to social and/or self-reflective aspects of autobiographical memory or

future thought. (Andrews-Hanna et al., 2014). Results suggest that the cognitive

processes that support dispositional mindfulness without training may be explained

by underlying connectivity differences within this subsystem of the DMN and it's

spontaneous interactions with regions in the salience/executive network regions.

Future studies are necessary to investigate these issues.

It should be noted that the region of interest, identified via resting-state connectivity

with MAAS, is quite heterogeneous. The cluster, defined via whole-brain search as
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positive correlated with mindfulness measures as a covariate, spans regions that

may include both the superior frontal gyrus (region not distinct from DMN) and

executive network(DLPFC). This result could indicate that, in addition to increased

intra-network connectivity of the DMN (regional homogeneity; Kong et al., 2015),

greater mindfulness is accompanied by stronger positive connectivity with

executive regions to which they are not normally positively correlated. Increased

connectivity within DMN could be associated with a greater extent of self-related

processes and the executive control regions are necessary to manipulate and

organize these thoughts internally.

Limitations

There are several challenges associated with conducting research on the neural

basis of mindfulness. One issue is the diversity of mindfulness scales that have been

shown to be associated with different types of functional connectivity (Doll et al.,

2015). Also, a variety of different methodological designs are used to investigate

patterns of functional connectivity including the following: correlational studies,

longitudinal training studies, and cross-sectional studies comparing expert

meditators, or practitioners with moderate meditation experience (Mooneyham et

al., 2016). The methods in the acquisition of resting-state functional also vary

considerably. In our study, we instructed subjects to rest and remain with their

eyes open. However, some studies allow participants to close their eyes (Kong et al.,

2015) which makes it difficult to compare between environmental conditions. We

also acknowledge that cortical region identified in the whole-brain search for
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correlations with mindfulness was not identified independent of the covariates.

Methods employed in Chapter 1, in which a region of interest was defined

independent of cognitive measures, may be a more robust demonstration of this

analysis.

Conclusion

In young adult controls, individual differences trait-level mindfulness were related

to resting-state connectivity. Greater mindfulness was correlated with increased

connectivity to left lateralized DLPFC and superior frontal gyrus regions, from a

seed in the MPFC. These results suggest that intrinsic functional connectivity

between MPFC, a node of the DMN, and DLPFC, a component of the executive

network, may serve as an indicated of individual differences in dispositional

mindfulness within a normal populations of healthy young adult controls. It also

indicates that this unique and intermediate connectivity pattern could reflect the

parallel mechanisms of increased intra-network connectivity to the local region of

the MPFC and increased inter-network connectivity between DMN and executive

regions.

For a typical population, greater trait-level mindfulness is accompanied by

increased intra-network resting-state connectivity using metrics of regional

homogeneity (Kong et al., 2015) and increased inter-network connectivity to

executive cortical regions. Ultimately, it will be valuable to relate directly such

resting-state and active-performance network dynamics. Resting-state studies are
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limited in interpretation by the absence of online behavioral measures. Future

studies that integrate resting-state and active-performance measures of

mindfulness for naYve participants and clarify the extent to which individual

differences in intrinsic brain connectivity can explain variations in mindfulness and

predict behavior during empirical studies of mindfulness training.
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