Secure Electric Power Grid Operation

by

Ming Qing Foo

B.A. Electrical and Information Sciences
University of Cambridge, 2013

Submitted to the School of Engineering
in partial fulfillment of the requirements for the degree of
Master of Science in Computation for Design and Optimization

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

September 2015

© Massachusetts Institute of Technology 2015. All rights reserved.

Signature redacted

Certified by............
Mardavij Roozbehani
Principal Research Scientist
Laboratory for Information and Decision Systems
Thesis Supervisor

Certified by............
Saurabh Amin
Assistant Professor of Civil and Environmental Engineering
Thesis Reader

Accepted by............
Nicolas Hadjiconstantinou
Professor of Mechanical Engineering
Co-Director, Computation for Design and Optimization
Secure Electric Power Grid Operation

by

Ming Qing Foo

Submitted to the School of Engineering
on August 7, 2015, in partial fulfillment of the
requirements for the degree of
Master of Science in Computation for Design and Optimization

Abstract

This thesis examines two problems concerning the secure and reliable operation of the electric power grid. The first part studies the distributed operation of the electric power grid using the power flow problem, which is vital to the operation of the grid. The power flow problem is a feasibility problem for finding an assignment of complex bus voltages that satisfies the power flow equations and is within operational and safety limits. For reliability and privacy reasons, it is desirable to solve the power flow problem in a distributed manner. Two novel distributed algorithms are presented for solving convex feasibility problems for networks based on the Method of Alternating Projections (MAP) and the Projected Consensus algorithm. These algorithms distribute computation among the nodes of the network and do not require any form of central coordination. The original problem is equivalently split into small local sub-problems, which are coordinated locally via a thin communication protocol. Although the power flow problem is non-convex, the new algorithms are demonstrated to be powerful heuristics using IEEE test beds. Quadratically Constrained Quadratic Programs (QCQP), which occur in the projection sub-problems, are studied and methods for solving them efficiently are developed. The second part addresses the robustness and resiliency of state estimation algorithms for cyber-physical systems. The operation of the electric power grid is modeled as a dynamical system that is supported by numerous feedback control mechanisms, which depend heavily on state estimation algorithms. The electric power grid is constantly under attack and, if left unchecked, these attacks may corrupt state estimates and lead to severe consequences. This thesis proposes a novel dynamic state estimator that is resilient against data injection attacks and robust to modeling errors and additive noise signals. By leveraging principles of robust optimization, the estimator can be formulated as a convex optimization problem and its effectiveness is demonstrated in simulations of an IEEE 14-bus system.
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Chapter 1

Introduction

The electric power grid is the largest and most complex engineering system in the world. For over a century, it has contributed to the growth of the world’s economy and quality of life. As our dependence on electricity grows, it will face serious challenges in the near future that will require the intervention of new technologies. This thesis examines two problems concerning the privacy, security and reliability of electric power grid operation.

The first part of this thesis studies the distributed operation of the electric power grid. The term “distributed” will be used to denote an approach that is fully decentralized, which does not require any form of central coordination, which evolves by local message exchanges, and which is scalable. Current operations are dominated by centralized schemes that require complicated communication protocols to monitor operating conditions throughout the grid and a powerful central computer to process the large amount of data, which become impractical as the size of the grid grows. The advent of the smart grid and development of computational abilities in network components will also encourage distributed operation schemes by means of communication between the components, while privacy and security concerns discourage the collection and storage of information. Distributed approaches are also naturally suited for improving system reliability in the presence of faulty processes.

Our motivating application is the power flow problem, which is vital to the operation of the electric power grid. The power flow problem is a feasibility problem for
finding an operating point in a network that is consistent with the physical laws and within operational and safety limits of the network. Due to the quadratic relations between voltage and power, the power flow problem is non-convex. If the optimization of a cost function is also sought, then the problem is equivalent to the Optimal Power Flow (OPF) problem [15]. In the event of a contingency (e.g. a generator or transmission line failure), the priority of the operator is the restoration of grid operation, while optimization and cost are secondary. For this reason, the focus of this thesis is on solving the power flow problem in a quick and reliable manner.

The second part of this thesis studies the cyber-physical security of the electric power grid. The electric power network can be characterized as a Cyber-Physical System (CPS), which is defined as a computer-based system that monitors and controls physical processes using embedded sensors, actuators, control processing units and communication devices. Many other infrastructure that sustain our modern society, such as oil and natural gas distribution, water and waste-water treatment and transportation systems fall under this category.

Unlike traditional research in computer security that has focused on the protection of information [1, 13], the study of cyber-physical security considers how these attacks affect estimation and control algorithms, and ultimately, the physical infrastructure. The operation of a cyber-physical system can be modeled as a dynamical system that is supported by numerous feedback control mechanisms, which depend heavily on state estimation algorithms. As a CPS is connected to the internet for remote monitoring and control, it becomes vulnerable to cyber attacks on its communication channels, while its large scale also makes it challenging to secure every system component. Failure to check these attacks may corrupt state estimates and lead to physical consequences in the forms of faults and failures.

The term "resilient" will be used to describe a system that can withstand attacks, while a "robust" system is insensitive to random disturbances and modeling errors, i.e., discrepancies between the model used to design the state estimate and the real dynamics of the controlled system. It is necessary to distinguish between resilient estimation from the relatively well-studied field of robust estimation. The latter assumes
that the disturbance signals are natural and that they follow a specific probabilistic model. These assumptions are not justifiable when adversarial actions are involved.

Early research on the design of resilient systems have focused on the characterization of undetectable attacks and on attack detection and identification techniques. These range from a simple application of data time-stamps [54] to hypothesis testing using residuals [14, 37, 42]. More recent works have addressed the problem of state estimation despite attacks, but assume the absence of modeling errors and noise signals. These assumptions are difficult to guarantee in practice, which motivates the goal of this thesis – to design a dynamic state estimator that is both robust and resilient.

1.1 Literature Review

1.1.1 Electric Power Grid Operation

The electric power grid consists of three interacting physical elements: i) generating units produces electric energy by harnessing other forms of energy; ii) loads are the end users that consume electric energy in a multitude of ways; and iii) the transmission and distribution network connects the generating units to the loads. In this section, we briefly describe the main physical elements of the electric power grid and how they operate in tandem.

Electric power is produced by generating units that convert primary energy into electric energy. Primary energy comes from a number of sources, such as fossil and nuclear fuels and other renewable energy sources. The transmission system carries electric power over long distances in transmission lines from the generating units to the distribution system, which subsequently transmits electric power from distribution substations to loads that are in close proximity. Distribution networks are distinguished from transmission networks by their voltage levels and topologies. Transmission networks have meshed topologies with higher voltage levels to reduce transmission losses, while distribution networks usually have radial topologies with
lower voltage levels to cater to load requirements.

At the end users, electric power is consumed by a wide variety of loads. Loads can have impedances that are resistive, reactive, or a combination of the two. Resistive loads consume only real power while reactive loads may consume or supply reactive power. To cope with different types of loads, generating units must be able to absorb and supply both real and reactive power.

The objective of real-time operation of the electric power grid is to ensure that the system remains stable and protected while meeting end user demands for electric power. Unlike oil and gas, electricity cannot be stored economically except in small quantities. The development of new storage technologies and high penetrations of electric vehicles may change this, but these developments are unlikely to occur in the near future. The main challenge for operators is that the supply of electricity must match consumption at all times. Since the load is changing all the time in ways that cannot be perfectly predicted, generation must follow the load in real time. To this end, the operator must solve the power flow problem, which will be discussed in detail in Appendix B.

1.1.2 Distributed Feasibility Algorithms for Networks

A feasibility or constraint satisfaction problem is defined by its three main components: variables, values and constraints. A solution to a feasibility problem is an assignment of values to variables that satisfies all constraints.

We are interested in solving feasibility problems that can be distributed across many agents. The classical approach to distributed algorithms has been decomposition: based on the specific structure of the constraints, the problem is decomposed into a number of sub-problems. These sub problems can be solved independently, but they typically require a centralized coordinator to ensure that the local decisions converge to a global feasible solution. In addition, the algorithm imposes a certain computation and communication structure among the individual agents.

However, the situation is the reverse in certain emerging applications of network problems: the communication and computation structure of the problem is given and
the implementation of a centralized coordinator is undesirable or infeasible. Examples include ad hoc wireless communication networks [16] and sensor networks [47] that are characterized by a lack of centralized control and access to information. Furthermore, a distributed approach may be preferred in the case of very-large scale networks where sub-problems are easier to solve simply because they are smaller or because they have a special structure that can be exploited.

We shall focus on solving feasibility problems for networks that have the following characteristics:

1. The network has a variable-based model – there exist $m$ nodes $1, 2, \cdots, m$, and each variable $x_i$ belongs to the node $i$.

2. There exist constraints on each node and inter-node constraints, in which case an edge is drawn between each pair of nodes.

3. Communication is restricted to immediate neighbors.

4. Knowledge (i.e., domains, variables and constraints) is local to nodes and their neighbors, and cannot be centralized for different reasons.

5. A solution is an assignment of values to nodes that satisfies every constraint, i.e. globally consistent.

6. All nodes cooperate to find a solution.

The feasibility problem considered here shares similarities with the distributed constraint satisfaction problem that was first studied by Yokoo [52] and which has since gained considerable interest in the field of artificial intelligence. Unlike Yokoo’s problem, we assume a static communication structure between nodes and do not restrict ourselves to discrete variables and constraint sets.

In any distributed algorithm, a communication and timing model is necessary. We will use a synchronous model, which is the simplest model to describe, program, and reason about. Steps are performed in a synchronized fashion across agents. Synchronization solely requires that the algorithm instances each have access to a
shared sense of time, and that this can be achieved without information sharing or other communication between agents. A suitable protocol is the Network Time Protocol (NTP).

In addition, we assume the existence of a reliable underlying communication structure among the nodes and are not concerned about the implementation of the physical communication network. This is because our primary concern here is cooperation among intelligent nodes rather than solving feasibility problems by certain multiprocessor architectures.

Although distributed feasibility algorithms appear to be similar to parallel processing methods for solving feasibility problems, research motivations are fundamentally different. The primary concern in parallel processing is efficiency, while distributed feasibility algorithms assume that we can choose any type of parallel computer architecture.

1.1.3 Secure State Estimation

For linear systems under attack, [22] maps the resilient state estimation problem onto an $\ell_0$ optimization problem when the attacks are unbounded and provides a characterization of the maximum number of attacks that can be tolerated. The estimator is subsequently relaxed using the $\ell_1/\ell_p$ norm and demonstrated to be effective under the prescribed conditions. However, this approach assumes the absence of modeling errors and noise signals.

[41] extends the previous estimator for linear systems with bounded noise signals and modeling errors by constraining them in the optimization problem. However, this approach generates an estimate for the case where the noise signals and modeling errors are benign, i.e., they cancel out the attack signals, and hence does not provide the robustification that we seek. [53] proposes a robust and resilient estimator that generates unbiased estimates asymptotically when the system is perturbed by noise signals that are zero mean, Gaussian white processes. Both estimators require the solution of a combinatorial problem, which is intractable for large systems.

A zero-sum game theoretic approach to robust and resilient estimation can be
formulated using $H_\infty$ filtering [46]. The problem is viewed as a dynamic game between two players with competing goals. The first player is the CPS operator, whose objective is to minimize a cost function that depends on the estimation errors. The second player is the adversary, who wants to maximize the same objective. In this setting, the noise signals and modeling errors are assumed to be adversarial.

Even in the absence of attacks, the robust estimation problem with modeling errors and noise signals is of significant interest and has been primarily considered from the Bayesian perspective, i.e., with the assumption of known priors. The robust Kalman filtering approach in [49] minimizes the mean squared state estimation error asymptotically using multiple steady-state Riccatti equations, whereas the set-valued filtering approach in [12] utilizes semidefinite relaxation techniques for computing minimal size ellipsoids that bound the solution set of a system of uncertain linear equations.

Another set of relevant literature pertains to that of robust optimization, which addresses the problem of optimization under uncertainty, in which the uncertainty model is not stochastic, but rather deterministic and set-based (e.g., [3, 5]). Of particular relevance is the subject of robust regression and specifically of the equivalence of robustification and regularization in linear regression under some assumptions on the uncertainty sets [23, 6]. This equivalence is a key tool that we will make use of in our design of a robust and resilient estimator.

1.2 Contributions

Distributed Feasibility Algorithms with Application to the Power Flow Problem

The first part of this thesis presents two novel feasibility algorithms that are based on the Method of Alternating Projections (MAP) and the Projected Consensus algorithms. Our algorithms solve convex feasibility problems by distributing computation among nodes and require only local information exchanges. The main application of
our algorithms is the power flow problem, which finds a feasible set of complex bus voltages and is vital to the operation of the electric power grid. Although the power flow problem is non-convex, our algorithms are demonstrated to be effective heuristics using various IEEE test beds. Furthermore, it will be shown that the projection sub-problems in our algorithms can be formulated as non-convex Quadratically Constrained Quadratic Programs (QCQPs) that can be solved efficiently.

Robust and Resilient State Estimation with Application to Electric Power Grid Operation

The second part of this thesis presents a novel state estimation algorithm that is resilient to data injection attacks and robust to modeling errors and additive noise signals. By leveraging principles of robust optimization, the estimator can be formulated as a convex optimization problem and the use of cross-validation to determine its hyperparameters is advocated. The effectiveness of our estimator is demonstrated in simulations of an IEEE 14-bus system.

1.3 Notation and Basic Results

For any vector $v \in \mathbb{R}^n$, $v_{a:b} \in \mathbb{R}^{n}$, $1 \leq a \leq b \leq n$, denotes the subset of $v$ comprising the $a$-th to $b$-th entries of $v$, inclusive. We also denote the Euclidean norm by $\| \cdot \|$.

For any matrix $M \in \mathbb{R}^{m \times n}$, $M_{(i,:)} \in \mathbb{R}^n$ denotes the $i$-th row of $M$, $i \in \{1, \cdots, m\}$, and $M_{(:,j)} \in \mathbb{R}^m$ denotes the $j$-th column of $M$, $j \in \{1, \cdots, n\}$. $M^T$ denotes the transpose of $M$. We introduce several matrix norms used in this paper:

- $\ell_0$ norm: $\|M\|_{\ell_0} =$ number of nonzero rows of $M$
- "mixed" $\ell_1/\ell_r$ norm: $\|M\|_{\ell_1/\ell_r} = \sum_{i=1}^m \|M_{(i,:)}\|_{\ell_r}$
- $(\ell_q/\ell_r)$ subordinate norm: $\|M\|_{(\ell_q,\ell_r)} = \max_{\|\beta\|_q \neq 0} \frac{\|M\|_{\ell_r}}{\|\beta\|_q}$

For two matrices $A, B \in \mathbb{R}^{m \times n}$, the trace inner-product over $\mathbb{R}^{m \times n}$ is defined as $A \cdot B = \text{trace} (A^T B)$.
When the context makes it clear, we will use 0 (or 1) to denote either a matrix, vector or scalar of zeros (or ones).

1.4 Thesis Overview

The thesis is organized as follows.

Chapters 2 and 3 studies the distributed operation of the electric power grid. In Chapter 2, we first review Quadratically Constrained Quadratic Programs (QCQPs), a class of optimization problems that occur frequently in power system analysis, and show that certain classes of non-convex QQCPs can be solved efficiently. In Chapter 3, we study feasibility problems for networks and develop two new algorithms that distribute computation among network nodes whilst restricting information exchanges to take place only along network edges. We demonstrate that these algorithms are powerful heuristics for solving the power flow problem using IEEE test beds. Chapter 4, addresses the problem of grid cyber-physical security by developing a dynamic state estimator that is resilient against adversarial actions and robust to modeling errors and additive noise signals. We demonstrate the effectiveness of our estimator using simulations of an IEEE 14-bus system. Finally in Chapter 5, we conclude with a summary of our findings and suggestions for future research.
Chapter 2

Quadratically Constrained Quadratic Programs

A Quadratically Constrained Quadratic Program (QCQP) is an optimization problem of the following form:

\[ \begin{align*}
\min & \quad f_0(x) \\
\text{s.t.} & \quad f_i(x) \leq 0 \quad i = 1, \ldots, m \\
& \quad x \in \mathbb{R}^n
\end{align*} \]  

(2.1)

where \( f_i : \mathbb{R}^n \to \mathbb{R}, i = 0, \ldots, m \), are quadratic functions defined as:

\[ f_i(x) := x^\top Q_i x + 2 q_i^\top x + \gamma_i \]

with coefficients \( Q_i \in \mathbb{S}^n, q_i \in \mathbb{R}^n \) and \( \gamma_i \in \mathbb{R}, i = 0, \ldots, m \). \( Q_i \) is allowed to be a zero matrix, thus QCQPs include Linear Programs and Quadratic Programs. Notice that an equality constraint can be represented as two inequality constraints.

QCQP is a general class of optimization problem with a wide range of applications. It can model binary variables with the constraint \( x^2 - x = 0 \), allowing combinatorial problems such as the knapsack or max-cut problems to be cast as QCQPs [26]. QCQPs also appear in trust-region sub-problems [44] of Sequential Quadratic Programming methods in nonlinear programming [7].
The quadratic function \( f_i \) is convex if and only if \( Q_i \succeq 0 \). (2.1) is a convex optimization problem if \( f_0, \ldots, f_m \) are convex, in which case it can be solved in polynomial time by Semidefinite Programming methods [9], or more efficiently by specialized Second-Order Cone Programming algorithms [36].

In general, QCQPs non-convex and therefore lack computationally tractable solution methods. The standard approach in such cases is to solve a relaxation, in which (2.1) is cast as a Semidefinite Program or Second-Order Cone Program. In certain cases, these relaxations are exact, i.e., the optimal value of the relaxation is equal to the true optimal value and an solution of (2.1) can be recovered from every solution of the relaxation. It turns out that these relaxations are exact for several classes of non-convex QCQPs.

This chapter studies non-convex QCQPs and their relaxations. Due to the quadratic relationship between voltage and power, QCQPs occur in electric power system analysis. The two most important problems in power flow analysis, the optimal power flow (OPF) problem and power flow problem can be formulated as QCQPs [8]. Several conditions under which the relaxations are exact will be provided and our motivation for studying QCQPs will become clear in Chapter 3 when QCQPs are encountered in the projection sub-problems.

### 2.1 Convex Relaxations

#### 2.1.1 Semidefinite Programming Relaxation

The homogenized version of (2.1) is

\[
\begin{align*}
\min & \quad x^T Q_0 x + 2 t q_0^T x + t^2 \gamma_0 \\
\text{s.t.} & \quad x^T Q_i x + 2 t q_i^T x + t^2 \gamma_i \leq 0 \quad i = 1, \ldots, m \\
& \quad t^2 = 1 \\
& \quad x \in \mathbb{R}^n, \quad t \in \mathbb{R}
\end{align*}
\]  

(2.1A)

If \((x, t)\) solves (2.1A), then \(\frac{1}{t}x\) solves (2.1) with the same objective function value.
We adopt the following matrix notations:

\[
M_i = \begin{pmatrix}
\gamma_i & q_i^T \\
q_i & Q_i
\end{pmatrix}, \quad i = 0, \cdots, m \quad \text{and} \quad M_{m+1} = \begin{pmatrix} 1 & 0^T \\
0 & 0
\end{pmatrix}
\]

If we rewrite the quadratic functions as trace inner-products between two matrices, it is clear that (2.1A) admits the following lifted representation to the real symmetric space \( S^{n+1} \):

\[
\begin{align*}
\min & \quad M_0 \cdot X \\
\text{s.t.} & \quad M_i \cdot X \leq 0 \quad i = 1, \cdots, m \\
& \quad M_{m+1} \cdot X = 1 \\
X &= \begin{pmatrix} X_{00} & x^T \\
x & xx^T \end{pmatrix} \\
X_{00} &\in \mathbb{R}, \quad x \in \mathbb{R}^n
\end{align*}
\]

Notice that the non-convex equality constraint

\[
X = \begin{pmatrix} X_{00} & x^T \\
x & xx^T \end{pmatrix}
\]

is equivalent to \( X \succeq 0 \) and \( \text{rank}(X) = 1 \). A usual approach to relax this constraint is to drop the constraint \( \text{rank}(X) = 1 \), thus obtaining the following Semidefinite Programming relaxation of (2.1A):

\[
\mu_2^* = \min \quad M_0 \cdot X \\
\text{s.t.} \quad M_i \cdot X \leq 0 \quad i = 1, \cdots, m \\
& \quad M_{m+1} \cdot X = 1 \\
& \quad X \in S^{n+1}_+
\] (2.2)

Unlike (2.1), (2.2) is a Semidefinite Program and it can be solved in polynomial time [9].
2.1.2 Lagrangian Dual Relaxation

It is useful to define the following notations:

\[ Q_\lambda := Q_0 + \sum_{i=1}^{m} \lambda_i Q_i \]
\[ q_\lambda := q_0 + \sum_{i=1}^{m} \lambda_i q_i \]
\[ \gamma_\lambda := \gamma_0 + \sum_{i=1}^{m} \lambda_i \gamma_i \]

for some \( \lambda \in \mathbb{R}^n \).

The Lagrangian of (2.1) can be written as

\[ L(x, \lambda) = x^T Q_\lambda x + 2q_\lambda^T x + \gamma_\lambda \]

To derive the Lagrange dual relaxation of (2.1),

\[ \mu_3^* = \min_{x \in \mathbb{R}^n} \max_{\lambda \in \mathbb{R}_+^m} L(x, \lambda) \]
\[ \geq \max_{\lambda \in \mathbb{R}_+^m} \min_{x \in \mathbb{R}^n} L(x, \lambda) \]
\[ =: \mu_2^* \]

Applying Shor’s relaxation scheme [45],

\[ \mu_3^* = \max \tau \]
\[ \text{s.t.} \quad M_0 - \tau M_{m+1} + \sum_{i=1}^{m} \lambda_i M_i \succeq 0 \]
\[ \lambda_i \geq 0, \quad i = 1 \ldots, m \]
\[ \tau \in \mathbb{R} \]  

(2.3)

Notice that (2.3) is a Semidefinite Program. It is straightforward to verify that (2.3) is also the conic dual of (2.2), i.e., \( \mu_3^* \leq \mu_2^* \).
2.2 Equivalence of Relaxations

Assumption 2.1. (2.1) satisfies the Slater regularity condition, i.e. there exists $\bar{x}$ such that $f_i(\bar{x}) < 0$, $i = 1, \cdots, m$. It follows that (2.2) satisfies the Slater regularity condition as well.

Proposition 2.1 ([51]). (2.3) satisfies the Slater regularity condition when either

(a) at least one of the $m$ constraints is ellipsoidal, or

(b) the objective function is strictly convex.

Proof. For case (a), let us assume that the $i$-th constraint is ellipsoidal, i.e. $Q_i > 0$ and $\gamma_i + q_i^TQ_i^{-1}q_i < 0$. If we let $\lambda_i > 0$ be sufficiently large and $\lambda_j = 1$, $j \neq i$, we have

$$Q_0 + \sum_{i=1}^{m} \lambda_i Q_i > 0$$

Then we let $\tau < 0$ be sufficiently large in absolute value to obtain

$$M_0 - \tau M_{m+1} + \sum_{i=1}^{m} \lambda_i M_i > 0$$

For case (b), we have $Q_0 > 0$. Let $\lambda_1 = \cdots = \lambda_m = \varepsilon$ for some $\varepsilon > 0$ that is sufficiently small, and $\tau < 0$ be sufficiently large in absolute value such that

$$M_0 - \tau M_{m+1} + \varepsilon \sum_{i=1}^{m} M_i > 0$$

It is a well-known result in optimization that strong duality holds for a convex optimization problem under constraint qualification such as Slater regularity condition [51]. Hence, if either Assumption 2.1 or the hypothesis of Proposition 2.1 holds, then we have strong duality between (2.2) and (2.3), i.e., $\mu_2^* = \mu_3^*$.
2.3 Exactness of Relaxations

In general, the solutions of the relaxations (2.2) and (2.3) do not solve (2.1) but they can provide lower bounds, i.e., \( \mu^*_2 \leq \mu^*_1 \leq \mu^*_1 \). If a solution of (2.1) can be recovered from a solution of (2.2) or (2.3) in polynomial time, then (2.2) or (2.3) is said to be an exact relaxation of (2.1). Several authors have studied conditions under which the relaxation is exact. Here we provide a few of them.

Lemma 2.1 ([8]). Assume that the feasible set of (2.1) is bounded. If \( X^* \) solves (2.2) and \( \text{rank}(X^*) \leq 1 \), then \( \mu^*_2 = \mu^*_1 \) and \( \frac{1}{4} x^* \) solves (2.1), where \( \begin{pmatrix} t^* \\ x^* \end{pmatrix} \) uniquely solves

\[
X^* = \begin{pmatrix} t^* \\ x^* \end{pmatrix} \begin{pmatrix} t^* \\ x^* \end{pmatrix}^T.
\]

Proof. Since the feasible sets of (2.1) and hence (2.2) are bounded, \( \mu^*_1 \) and \( \mu^*_2 \) are finite. Given any feasible solution \( x \) of (2.1),

\[
X := \begin{pmatrix} 1 \\ x \end{pmatrix} \begin{pmatrix} 1 \\ x \end{pmatrix}^T
\]

is a feasible solution of (2.2). Hence (2.2) is feasible and \( \mu^*_2 \leq \mu^*_1 \).

If \( \text{rank}(X^*) = 0 \), then \( X^* = 0 \) and an optimal solution to (2.1) is \( x^* = 0 \), and therefore \( \mu^*_2 = \mu^*_1 \).

If \( \text{rank}(X^*) = 1 \), then \( X^* \) has the unique decomposition

\[
X^* = \begin{pmatrix} t^* \\ x^* \end{pmatrix} \begin{pmatrix} t^* \\ x^* \end{pmatrix}
\]

and \( \mu^*_2 = \text{trace}(M_0 \cdot X^*) = x^T Q_0 x^* + \frac{2}{t^*} q_i x^* + (t^*)^2 \gamma_i = \mu^*_1 \).

\[\square\]

Theorem 2.1 ([31]). Assume that there exists a sign vector \( \sigma \in \{-1, 1\}^{n+1} \) such that

\[
[M_i]_{jk} \sigma_j \sigma_k \leq 0, \quad 0 \leq j < k \leq n, \quad 1 \leq i \leq m
\]
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Let

$$
\hat{X} = \begin{pmatrix}
\hat{X}_{00} & \hat{X}_{11} & \cdots & \hat{X}_{1n} \\
\hat{X}_{11} & \ddots & \vdots \\
\vdots & \ddots & \ddots \\
\hat{X}_{nn} & \cdots & \hat{X}_{nn}
\end{pmatrix}
$$

be an optimal solution of (2.2). Then

is an optimal solution of (2.1).

Proof. From our hypothesis, we observe that:

$$
\hat{x}_0 = 1 \quad \text{and} \quad \hat{x}_j^2 = \hat{X}_{jj} \quad j = 1, \cdots, n
$$

Since $X$ is positive semidefinite,

$$
(X_{jk})^2 \leq X_{jj} X_{kk}, \quad 0 \leq j < k \leq n
$$

Hence, it follows that:

$$
[M_{i}]_{jk} \hat{x}_j \hat{x}_k = [M_{i}]_{jk} \sigma_j \sigma_k \sqrt{X_{jj}} \sqrt{X_{kk}} \\
\leq [M_{i}]_{jk} X_{jk}, \quad 0 \leq j < k \leq n, \quad 0 \leq i \leq m
$$
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For $i = 0, \cdots, m$, we obtain
\[
\begin{pmatrix}
\tilde{x}_0 \\
\hat{x}
\end{pmatrix}^\top M_i \begin{pmatrix}
\tilde{x}_0 \\
\hat{x}
\end{pmatrix} = \sum_{j=0}^n \sum_{k=0}^n [M_i]_{jk} \tilde{x}_j \hat{x}_k \\
\leq \sum_{j=0}^n \sum_{k=0}^n [M_i]_{jk} X_{jk}
\]
\[
= M_i \cdot X
\]

This implies that $\begin{pmatrix}
\tilde{x}_0 \\
\hat{x}
\end{pmatrix}$ is a feasible solution of (2.1A). Since (2.2) is a relaxation of (2.1A), $\begin{pmatrix}
\tilde{x}_0 \\
\hat{x}
\end{pmatrix}$ is also an optimal solution of (2.1A).

\[\Box\]

### 2.3.1 S-Procedure

Suppose $g_i : V \rightarrow \mathbb{R}$, $i = 0, \cdots, m$, are $m + 1$ real valued functionals defined on a vector space $\mathbb{V}$. Consider the minimization problem

\[
\min \quad g_0(x) \\
\text{s.t.} \quad g_i(x) \leq 0, \quad i = 1, \cdots, m \\
\quad x \in \mathbb{V}
\]

(P)

The Lagrangian of (P) is

\[
L(x, \tau) = g_0(x) + \sum_{i=1}^m \tau_i g_i(x)
\]

Consider the following two conditions

\[
g_0(x) \geq 0 \quad \forall \quad x \in \mathbb{V}, \quad \text{s.t.} \quad g_i(x) \leq 0, \quad i = 1, \cdots, m \quad (S1)
\]

\[
\exists \quad \tau_i \geq 0, \quad i = 1, \cdots, m, \quad \forall \quad x \in \mathbb{V} \quad \text{s.t.} \quad g_0(x) + \sum_{i=1}^m \tau_i g_i(x) \geq 0 \quad (S2)
\]
It is straightforward to show that (S2) ⇒ (S1):

(S2) ⇒ ∃ τi ≥ 0, i = 1, · · · , m, s.t. g0(x) ≥ −∑m

In general, the converse may not be true. The S-Procedure for (P) is the method of verifying (S1) using (S2). This is helpful since (S2) is generally easier to verify than (S1). If (S1) ⇒ (S2), the S-Procedure is said to be lossless.

**Theorem 2.2** (Theorem 3.1 [24]). *Connection of the losslessness of the S-Procedure with strong duality*

The S-Procedure for (P) is lossless if and only if strong duality holds in (P), i.e.

\[
\max_{\tau \geq 0} \min_{x \in \mathcal{V}} g_0(x) + \sum_{i=1}^{m} \tau_i g_i(x) = \mu_P^*
\]

**Proof.** The proof applies the S-Procedure for the inequality \(g_0(x) - c \geq 0\) for some \(c \in \mathbb{R}\), subject to the constraints \(g_i(x) \leq 0, i = 1, \cdots, m\).

We begin with the proof of the sufficient condition. Choosing \(c = \mu_P^*\), (S1) gives

\[g_0(x) \geq \mu_P^* \quad \forall \quad x \in \mathcal{V}, \quad \text{s.t.} \quad g_i(x) \leq 0, \quad i = 1, \cdots, m\]

Losslessness of the S-Procedure implies (S2):

\[\exists \tau_i \geq 0, \quad i = 1, \cdots, m, \quad \forall \quad x \in \mathcal{V}, \quad \text{s.t.} \quad g_0(x) + \sum_{i=1}^{m} \tau_i g_i(x) \geq \mu_P^*\]

Hence we obtain the inequality

\[\max_{\tau \geq 0} \min_{x \in \mathcal{V}} g_0(x) + \sum_{i=1}^{m} \tau_i g_i(x) \geq \mu_P^*\]
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It is straightforward to show the reverse inequality. For any $\tau \geq 0$,

$$\min_{x \in V} g_0(x) + \sum_{i=1}^{m} \tau_i g_i(x) \leq \min_{x \in V} g_0(x) = \mu^*_P$$

s.t. $g_i(x) \leq 0, \ i = 1, \cdots, m$

Taking the maximum of both sides over all $\tau \geq 0$,

$$\max \min_{\tau \geq 0} \min_{x \in V} g_0(x) + \sum_{i=1}^{m} \tau_i g_i(x) \leq \mu^*_P$$

Conversely, the application of strong duality and (S1) gives

$$\max \min_{\tau \geq 0} \min_{x \in V} g_0(x) + \sum_{i=1}^{m} \tau_i g_i(x) = \min_{x \in V} g_0(x)$$

s.t. $g_i(x) \leq 0, \ i = 1, \cdots, m$

$$\geq c$$

Therefore there exists $\tau_i \geq 0, \ i = 1, \cdots, m$, such that $g_0(x) + \sum_{i=1}^{m} \tau_i g_i \geq c$ for all $x \in V$, i.e.,

$$g_0(x) - c + \sum_{i=1}^{m} \tau_i g_i \geq 0$$

which satisfies (S2).

\[ \square \]

**Definition 2.1.** (P) is said to satisfy the regularity condition if

$$\exists \ \bar{x} \in V, \ s.t. \ g_j(\bar{x}) < 0, \ j = 1, \cdots, m \quad (2.4)$$

**Lemma 2.2** (Lemma 2.1.1 [18]). For (P), define the mapping $\varphi : V \to \mathbb{R}^{m+1}$,

$$\varphi(x) = \begin{pmatrix} g_0(x) \\ g_1(x) \\ \vdots \\ g_m(x) \end{pmatrix}$$
If \((P)\) satisfies the regularity condition (2.4) and its joint image set \(\Theta := \{\varphi(x) \mid x \in \mathbb{V}\} \subseteq \mathbb{R}^{m+1}\) is convex, then the \(S\)-Procedure for \((P)\) is lossless.

**Proof.** An equivalent characterization of \((S1)\) is

\[
\Theta \cap \Xi = \emptyset
\]

where \(\Xi = \{(\xi_0, \xi) \in \mathbb{R} \times \mathbb{R}^m : \xi_0 < 0, \xi \leq 0\}\) is a convex cone. The separation theorem states that disjoint convex sets can be separated by a hyperplane, i.e., there exists a non-zero \((\bar{\lambda}_0, \bar{\lambda}) \in \mathbb{R} \times \mathbb{R}^m\) such that

\[
\bar{\lambda}_0 \theta_0 + \sum_{i=1}^{m} \bar{\lambda}_i \theta_i \geq 0 \quad \forall \ (\theta_0, \theta) \in \Theta
\]

(2.5)

\[
\bar{\lambda}_0 \xi_0 + \sum_{i=1}^{m} \bar{\lambda}_i \xi_i \leq 0 \quad \forall \ (\xi_0, \xi) \in \Xi
\]

(2.6)

Since \((-1, 0) \in \Xi\), from (2.6) we get \(\bar{\lambda}_0 \geq 0\). Using \((-\varepsilon, -e_i) \in \Xi\), where \(e_i \in \mathbb{R}^m\) is the \(i\)-th unit vector and \(\varepsilon > 0\), we get \(\bar{\lambda}_i \geq 0, i = 1, \cdots, m\).

By the regularity assumption (2.4), there exists \(\bar{\alpha} \in \mathbb{V}\) such that \(\theta_i = g_i(\bar{\alpha}) < 0, i = 1, \cdots, m\). Thus (2.5) implies that \(\bar{\lambda}_0 > 0\). If we multiply (2.5) by \(\frac{1}{\bar{\lambda}_0}\), we obtain

\[
g_0(x) + \sum_{i=1}^{m} \frac{\bar{\lambda}_i}{\bar{\lambda}_0} g_i(x) \geq 0 \quad \forall \ x \in \mathbb{V}
\]

which shows that \((S2)\) holds with \(\lambda_i = \frac{\bar{\lambda}_i}{\bar{\lambda}_0}, i = 1, \cdots, m\).

\[\square\]

**Remark 2.1.** Yakubovich's \(S\)-lemma (1971) proves the losslessness of the \(S\)-Procedure when \(m = 1\), and \(g_0, g_1 : \mathbb{R}^n \to \mathbb{R}\) are quadratic functions.

We now turn our attention back to quadratic functions. In the rest of the section, we will consider the application of \(S\)-Procedure theorems on (2.1).
Lemma 2.3. Define the mapping \( \varphi : \mathbb{R}^n \to \mathbb{R}^{m+1} \),

\[
\varphi(x) = \begin{pmatrix}
x^T Q_0 x \\
x^T Q_1 x \\
\vdots \\
x^T Q_m x
\end{pmatrix}
\]

If \( Q_i, i = 0, \cdots, m \), are real, diagonal matrices, then its joint image set \( \Theta = \{ \varphi(x) \mid x \in \mathbb{R}^n \} \) is convex.

Proof. For any \( \lambda \in [0, 1] \), and \( x_1, x_2 \in \mathbb{R}^2 \), we want to prove

\[
\lambda \varphi(x_1) + (1 - \lambda) \varphi(x_2) \in \Theta = \{ \varphi(x) \mid x \in \mathbb{R}^n \}
\]

Since \( Q_i, i = 0, \cdots, m \), are real, diagonal, we observe that \( \varphi(\cdot) \) is linear with respect to \( x_i^2, i = 1, \cdots, n \), hence \( \varphi(\cdot) \) and its image set \( \Theta \) are convex.

\( \square \)

Lemma 2.4 (Theorem 2.1 [24]). Consider (2.1). Assume that \( Q_i, i = 0, \cdots, m \) are real, diagonal matrices and (2.1) satisfies the regularity condition. Then the S-Procedure for (2.1) is lossless.

Proof. Let us first assume that \( f_i, i = 0, \cdots, m \) are homogeneous quadratic functions. Since \( Q_i, i = 0, \cdots, m \) are real, diagonal matrices, we may use Lemma 2.3 to deduce that the joint image set of (2.1) is convex and the application of Lemma 2.2 completes the proof.

Now let \( f_i, i = 0, \cdots, m \) be general, not necessarily homogeneous, quadratic functions. We may assume the Slater point to be \( \bar{x} = 0 \), so that the regularity condition is equivalent to \( f_i(0) = \gamma_i < 0, i = 1, \cdots, m \); if this is not the case, we replace \( f_i(x) = f_i(x + \bar{x}) \).

Define homogeneous versions of our quadratic functions \( F_i : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}, i = \)
0, \cdots, m, \text{ where} \]

\[
F_i(x, \xi) = \begin{cases} 
\xi^2 f_i \left( \frac{1}{\xi} x \right) & \text{if } \xi \neq 0 \\
x^T Q_i x & \text{if } \xi = 0
\end{cases}
\] (2.7)

It is clear that

\[
F_i(x, \xi) = x^T Q_i x + 2\xi q_i^T + \xi^2 \gamma_i
\]

Recall that (S1) of the S-Procedure states

\[f_0(x) \geq 0 \ \forall \ x \in \mathbb{R}^n, \ \text{s.t.} \ f_i(x) \leq 0, \ i = 1, \cdots, m\]

An equivalent statement for our new functions is

\[F_0(x, \xi) \geq 0 \ \forall \ (x, \xi) \in \mathbb{R}^n \times \mathbb{R}, \ \text{s.t.} \ F_i(x, \xi) \leq 0, \ i = 1, \cdots, m \] (S1')

We now proceed to prove (S1) \(\Rightarrow\) (S1'). By contraposition, assume that there exists \((x, \xi) \in \mathbb{R}^n \times \mathbb{R}\) such that:

\[F_0(x, \xi) < 0 \ \text{s.t.} \ F_i(x, \xi) \leq 0, \ i = 1, \cdots, m\]

If \(\xi \neq 0\),

\[
f_0 \left( \frac{1}{\xi} x \right) = \frac{1}{\xi^2} F_0(x, \xi) < 0
\]

\[
f_i \left( \frac{1}{\xi} x \right) = \frac{1}{\xi^2} F_i(x, \xi) \leq 0, \ i = 1, \cdots, m
\]

which contradicts (S1).

If \(\xi = 0\), the same result is obtained by observing the continuity and boundedness of \(f_i, i = 0, \cdots, m\).
Furthermore, choosing \((x, \xi) = (0, 1)\) gives

\[ F_i(0, 1) = f_i(0) < 0, \quad i = 1, \cdots, m \]

Therefore the regularity condition (2.4) is satisfied by the new functions, so we can apply the homogeneous version of the theorem that has been proven above. We obtain

\[
\exists \tau_i \geq 0, \quad i = 1, \cdots, m, \text{ s.t. } F_0(x) + \sum_{i=1}^{m} \tau_i F_i(x) \geq 0, \quad \forall \ x \in \mathbb{R}^n \quad (S2')
\]

which recovers (S2) if we let \(\xi = 1\).

\[\square\]

**Theorem 2.3.** Assume that (2.1) satisfies the regularity condition (2.4) and \(Q_j, j = 0, \cdots, m,\) are diagonal. Then its Lagrangian relaxation (2.3) is tight.

**Proof.** The proof follows from Lemmas 2.2, 2.3, and 2.4, and Theorem 2.2.

\[\square\]
Chapter 3

Distributed Feasibility Algorithms for solving the Power Flow Problem

A canonical problem in distributed systems and networks is to simultaneously satisfy constraints between neighboring nodes. As the size of the problem grows, centralized algorithms become impractical and undesirable, due to the reliance on a central processor. On the other hand, distributed computing environments are on the rise due to advances in hardware and networking technologies, leading to renewed interest in distributed algorithms. Such algorithms have been studied in a wide variety of feasibility problems, the most widely known being that of average consensus, i.e., of calculating an average in a distributed manner [21, 40].

The shift towards distributed algorithms is also driven by various application domains. In electric power networks or communication networks, for example, privacy and security concerns discourage the collection and storage of information while the growth in the number of active components with sensing and computational capabilities has fueled interest in distributed operation schemes. Distributed approaches are also naturally suited for improving system reliability in the presence of faulty processes.

Given a network of interconnected nodes, each with its own value (such as a measurement, position or vote) and with constraints between each node and its neighbors, this chapter develops two novel algorithms for finding feasible assignments of values
for all nodes when all constraints are convex. The algorithms, based on the Method of Alternating Projections (MAP) and the Projected Consensus algorithm, distribute computation among nodes and do not assume the existence of a communication infrastructure with topology different from the network. In other words, a node only needs to communicate with its immediate neighbors in the network.

The main application for our algorithms is the power flow problem, which is central to the operation of the electric power grid. The problem is formulated as a feasibility problem for finding an operating point that is consistent with the physical laws and within operational and safety limits of the grid. Due to the quadratic relations between voltage and power, the power flow problem is non-convex. If the optimization of a cost function is also sought, then the problem is equivalent to the Optimal Power Flow problem that was first introduced by [15]. In the event of a contingency (e.g. a generator or transmission line failure), the priority of the operator is the restoration of grid operation, while optimization and cost are secondary. For this reason, the focus of this chapter is on solving the power flow problem in a quick and reliable manner.

At first glance, applying convex feasibility algorithms on a non-convex problem would seem to contradict the convexity assumptions underlying these algorithms. But in fact, these algorithms turn out to be well-defined for general feasibility problems and often are powerful heuristics even for NP-hard non-convex problems in areas such as phase retrieval in image processing and synthesis problems in low-order control design, see, e.g. [2, 29]. Furthermore, the projection sub-problems encountered when solving the power flow problem can be formulated as Quadratically Constrained Quadratic Programs (QCQP) that can be solved efficiently.

### 3.1 Problem Statement

Consider a network of interconnected nodes that is described by the undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{1, \ldots, m\}$ represents the set of nodes and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ represents the set of undirected edges between nodes. $N_i := \{j : (i, j) \in \mathcal{E}\}$ is defined
as the set of be neighbors of node $i$, excluding $i$ itself, whereas $I_i := N_i \cup \{x_i\}$. Each node is assigned a value (such as a measurement, position or vote) and when it is clear from the context, $\mathcal{V}$, $N_i$ and $I_i$ will also be used to refer to the nodal values: $\mathcal{V} = \{x_1, \cdots, x_m\}$, $N_i := \{x_j : (i, j) \in \mathcal{E}\}$ and $I_i := N_i \cup \{i\}$.

For each node $i$, its value $x_i$ and those of its neighbors are constrained to lie in the (local constraint) set $S_i$. It is assumed that every nodal value $x_i$ belongs to the same Euclidean space $\mathbb{E}$, thus $S_i \subseteq \mathbb{E}^{\lvert I_i \rvert}$ and all nodal values can be aggregated into the value tuple $x = (x_1, \cdots, x_m) \in \mathbb{E}^m$. The feasible set of the problem is denoted as $\mathcal{S} \subseteq \mathbb{E}^m$.

The feasibility problem is to find an assignment of nodal values such that all constraint sets are satisfied simultaneously, for which an example is given in Figure 3-1. In the example, the nodal values $x_1$, $x_2$ and $x_3$ are constrained to lie in the set $S_1 = \{(x_1, x_2, x_3) \in \mathbb{E}^3 : f_1(x_1, x_2, x_3) \leq 0\}$. Similar observations can be made for the the constraint sets $S_2$, $S_3$ and $S_4$.

The goal of this thesis is to develop algorithms for solving the feasibility problem in a manner that i) distributes computation among nodes, ii) requires only (local) information exchanges along edges (i.e., with neighbors), and iii) keeps knowledge (e.g. domains, constraints) local to nodes.
3.2 Preliminary Material

3.2.1 Basic Results

For some Euclidean space $E$, $E^m$ consists of ordered $m$-tuples of elements of $E$.

**Definition 3.1.** Given a set $S \subseteq E$ and a vector $x \in E$, the projection (if it exists) of $x$ onto $S$ is a point $p \in S$ such that

$$
\|p - x\| = d(x, S) := \inf_{s \in S} \|x - s\|
$$

If $p$ is unique, then the projection onto $S$ is the operator $P_S : E \rightarrow S$ that maps $x$ to its nearest point in $S$. We write $P_S(x) = p$. When the projection is not unique we consider $P_S$ to be a set valued mapping, i.e. $P_S(x) = \{p \in S : \|p - x\| = d(x, S)\}$.

**Definition 3.2.** Given a set $T \subseteq E^{n+m}$, its projection onto the space of the first $n$ coordinates is the set $U \subseteq E^n$ that is defined as follows:

$$(x_1, \ldots, x_n) \in U \iff \exists (y_1, \ldots, y_m) \in E^m \text{ such that } (x_1, \ldots, x_n, y_1, \ldots, y_m) \in T$$

The projection onto the space of coordinates with indices $\{i_1, \ldots, i_n\} \subseteq \{1, \ldots, n+m\}$ is defined similarly.

3.2.2 Survey of Feasibility Algorithms

For this section, we assume that all sets belong to the same space, i.e., $S_i \subseteq E^m$.

The Method of Alternating Projections (MAP) was first proposed by Von Neumann [48] for finding the projection of a given point onto the intersection of two closed subspaces in a Hilbert space by iteratively projecting a point between the two sets. The method has since been rediscovered many times in the literature due to its simplicity and intuitive appeal. It extends in an obvious manner for finding points in the intersection $S$ of multiple closed, convex sets $S_1, \cdots, S_m$ [11]. It is worth mentioning that the limit point in Bregman’s scheme need not be the closest in the intersection to the starting point.
The MAP algorithm assumes that $P_S$ is difficult to compute, whereas $P_{S_i}$, $i = 1, \cdots, m$ are easy to obtain. Beginning with the initial value $x(0)$, the MAP algorithm solves a convex feasibility problem by generating a sequence of iterates $\{x^i(t)\}$, with $i = 0, \cdots, m$ (see Figure 3-2(a)). The superscript $i$ indicates the cyclical projection onto the constraint sets $S_1, \cdots, S_m$, while the subscript $j$ represents the entry index. The sequence is defined by the recursive formulas

$$
\begin{align*}
    x^0(t) &= x^m(t-1) \\
    x^i(t) &= P_{S_i}(x^{i-1}(t)), \quad i = 1, \cdots, m
\end{align*}
$$

(3.1)

with initial value $x^m(0) = x(0)$.

As mentioned, (3.1) does not necessarily generate a limit point closest to $x(0)$. More recently, Boyle [10] and Dykstra [19] proposed a modification that allows MAP to generate a limit point that is closest in the intersection to $x(0)$. An extra sequence of increments $\{y^i(t)\}$ is generated, and the sequences are defined by the recursive formulas

$$
\begin{align*}
    x^0(t) &= x^m(t-1) \\
    x^i(t) &= P_{S_i}(x^{i-1}(t) - y^i(t-1)) \quad , \quad i = 1, \cdots, m \\
    y^i(t) &= x^i - (x^{i-1}(t) - y^i(t-1)) \quad , \quad i = 1, \cdots, m
\end{align*}
$$

(3.2)

with initial values $x^m(0) = x(0)$ and $y^i(t) = 0, i = 1, \cdots, m$. If $S$ is non-empty, then the sequence of iterates in (3.2) will converge to $P_S(x(0))$.

The appeal of the MAP algorithm for convex feasibility problems lies in the ease of the projection sub-problem. If a closed set in a Euclidean space is convex, then the projection of any point onto that set has a unique solution. Furthermore, computing the projection is tractable computationally using modern interior point methods provided the set is reasonably described [39]. These properties of the MAP algorithm make it popular in a wide range of applications such as finding the correlation between stock returns [30] and solving the positive semidefinite matrix completion problem [9]. However, the MAP algorithm is not amenable for parallel or distributed
Using a different approach, the Projected Consensus algorithm [38] solves a convex feasibility problem by assigning an agent to each constraint set $S_1, \ldots, S_m$ and coordinating the actions of the agents to reach a consensus on a solution that satisfies all the constraints.

At time step $t$, agent $i$ generates and stores an estimate $r^i(t)$ of $x$ that is constrained to lie in $S_i$ known only to agent $i$. Given a (possibly time-varying) communication network between agents, the collective objective of the agents is to cooperatively reach a consensus on a common vector $x^*$ through a sequence of local estimate updates subject to the local constraint sets and local information exchanges with neighboring agents. The algorithm can be formulated as an iterative sequence defined by the recursive formula

$$r^i(t + 1) = P_{S_i} \left( \sum_{j=1}^{m} a^i_j(t) r^j(t) \right), \quad i = 1, \ldots, m$$
Figure 3-2: Comparison of the MAP, DCS and CC algorithms for two closed, convex sets $S_1$ and $S_2$. 

(a) MAP algorithm (3.1) 

(b) DCS algorithm (3.4) 

(c) CC algorithm (3.6) (3.7)
3.2.3 Feasibility Algorithms in the Absence of Convexity

The attractive theories of the MAP and Projected Consensus algorithms and their extensive use for solving convex feasibility problems make it tempting to experiment with analogous heuristics for non-convex feasibility problems. In fact, these heuristics are quite popular in practice, in areas such as phase retrieval in image processing [2] and synthesis problems in low-order control design [29].

The analogous non-convex heuristics for the MAP and Projected Consensus algorithms may appear difficult to implement on non-convex problems. A key ingredient in the proofs of these algorithms was to use the non-expansivity of projections, allowing a rich fixed point theory to be applied. Such properties do not hold for general non-convex sets. Furthermore, the projection mapping for non-convex sets will no longer guarantee a unique solution and are hard to compute in general. As consequence, global convergence of either algorithm is no longer achievable. We must be content with a local theory.

Nevertheless, application of MAP for non-convex feasibility problems has been studied extensively and local convergence is guaranteed under assumptions of good geometric property of the sets [34, 35]. We state some of these results.

**Definition 3.3.** A closed set $S \subseteq \mathbb{E}$ is super-regular at $s \in S$ if, for all $\delta > 0$, any two points $x, y$ sufficiently near $s$ with $y \in S$ and any point $z \in P_S(x)$ satisfy

$$\langle y - z, x - y \rangle \leq \delta \|y - z\| \cdot \|x - z\|$$

**Definition 3.4.** Two sets $S, T \subseteq \mathbb{E}$ have linearly regular intersection at $x^* \in S \cap T$ if there exist constants $\alpha, \beta > 0$ such that for all $x \in S \cap B(x^*, \alpha)$ and $y \in T \cap B(x^*, \alpha)$, and all $\rho \in (0, \alpha]$, we have

$$B(0, \beta \rho) \subseteq ((S - x) \cap \rho B(0, 1)) - ((T - y) \cap B(0, \rho))$$

**Theorem 3.1** ([35]). Consider closed sets $S, T \subseteq \mathbb{E}$ and a point $x^* \in S \cap T$. Suppose $S$ is super-regular at $x^*$. Furthermore, suppose that $S$ and $T$ have linearly regular in-
intersection at \( x^* \). Then for any initial point sufficiently close to \( x^* \), the MAP algorithm converges to a point in \( S \cap T \).

Proof. See Theorem 5.16 of [35].

The projection sub-problem for some fundamental non-convex sets is also relatively easy. Examples include the set of matrices of some fixed rank and any set defined by a single quadratic equation or inequality, which is analogous to the classical “trust region sub-problem”. When the set is defined by one or more quadratic equations or inequalities, the projection sub-problem becomes a Quadratically Constrained Quadratic Program (QCQP). QCQPs are of particular interest because they occur frequently in power flow problems. Although they are non-convex and NP-hard in general, we show in Chapter 2 that a large class of QCQP is computationally tractable.

### 3.3 Distributed Constraint Satisfaction Algorithm

The appeal of the MAP algorithm for convex feasibility problems lies in its simplicity and ease of implementation, given a subroutine that solves the projection sub-problem efficiently. However, it is not amenable for parallel or distributed implementation. In this section, we propose an extension of the MAP algorithm that solves the feasibility problem for a network in a distributed manner.

The new algorithm is inspired by the coordinate descent method: at time step \( t \), each node \( i \) in the network generates an estimate of its variable \( x_i(t) \) and solves a projection sub-problem with respect to \( x_i(t) \), while keeping other variables fixed. The sub-problem is an optimization problem with respect to a single variable and thus it can be computed more efficiently than the sub-problem considered in the MAP algorithm (3.1). Through a sequence of projections and message exchanges with their neighbors, the nodes update their estimates so that, eventually, all constraints are simultaneously satisfied (see Figure 3-2). We call our algorithm the Distributed Constraint Satisfaction (DCS) algorithm and illustrate it with the following example.
Example 3.3.1. Consider a feasibility problem for the network in Figure 3-1. At time step $t$, the neighbors of node 1 broadcast their estimates $x_2(t)$ and $x_3(t)$ to node 1, as depicted in Figure 3-3. To obtain a new estimate, node 1 solves the projection sub-problem

$$\min_{x_1} \|x_1 - x_1(t)\|^2$$

s.t. $(x_1, x_2(t), x_3(t)) \in S_1$ \hfill (3.3)

We denote the feasible set of (3.3) as $X_1(t)$ and the solution to be $\tilde{x}_1(t) = P_{X_1(t)}(x_1(t))$. Node 1 obtains a new estimate using the relation $x_1(t+1) = a_1(t)x_1(t) + (1-a_1(t))\tilde{x}_1(t)$ for some weight $a_1(t)$.

The other nodes carry out the same operations simultaneously and $X_2(t)$, $X_3(t)$ and $X_4(t)$ can be derived similarly. The process is repeated until all constraints are satisfied.

Summarizing Example 3.3.1, the DCS algorithm generates two sequences of iterates $\{x_i(t)\}$ and $\{\tilde{x}_i(t)\}$ that are defined by the recursive formulas$^1$:

$^1$We assume that $P_{X_i(t)}(x_i(t))$ has a unique solution.
For $i = 1, \ldots, m$, 

\[
\tilde{x}_i(t) = P_{X_i(t)}(x_i(t)) \\
x_i(t+1) = a_i(t) \tilde{x}_i(t) + (1 - a_i(t))x_i(t)
\]

(3.4)

where $a_i(t)$ are non-negative weights and each $\tilde{x}_i(t)$ is constrained to lie in the set $X_i(t) \subseteq \mathbb{E}$, which depends on the values of $i$’s neighbors and is known only to node $i$. In other words, $X_i(t)$ is the projection of $S_i$ onto the space of coordinate $i$, with the neighbors taking on the values $x_j(t)$, $j \in N(i)$. For example, if $i = 1$, then

\[
X_1(t) = \{x_1 \in \mathbb{E} \mid (x_1, x_2(t), \ldots, x_m(t)) \in S_1\}
\]

### 3.4 Constrained Consensus Algorithms

We will now develop an extension of the Projected Consensus Algorithm that solves the feasibility problem for a network. An agent is associated with a node in the network and its constraint set. Instead of assigning the same set of variables to every agent, each agent is only assigned the variables of the corresponding node and its neighbors. At time step $t$, each agent (node) $i$ generates the estimate

\[
r^i(t) = \{x^i_j(t) : j \in I_i\}
\]

where $x^i_j(t)$ is the estimate of variable $x_j$ generated by agent $i$ at time step $t$. Through a sequence of projections and message exchanges with their neighbors, the agents update their estimates so that, eventually, all constraints are simultaneously satisfied (see Figure 3-2). We call this algorithm the Constrained Consensus (CC) algorithm and illustrate it with the following example.
Example 3.4.1. Consider a feasibility problem for the network in Figure 3-1. At time step $t$, agent 1 stores the estimate

$$\hat{r}^1(t) = \{x_j^1(t) : j \in I_t\} = \{x_1^1(t), x_2^1(t), x_3^1(t)\}$$

The neighbors of agent 1 broadcast their estimates to agent 1, as depicted in Figure 3-4. Agent 1 forms a convex combination of its estimate with the estimates received from other agents using the relation

$$\hat{r}^i(t) = \{\hat{x}^1_1(t), \hat{x}^1_2(t), \hat{x}^1_3(t)\}$$

where

$$\hat{x}^1_1(t) = a^1_{1,1}(t) x^1_1(t) + a^1_{1,2}(t) x^1_2(t) + a^1_{1,3}(t) x^1_3(t)$$
$$\hat{x}^1_2(t) = a^1_{2,1}(t) x^2_1(t) + a^1_{2,2}(t) x^2_2(t)$$
$$\hat{x}^1_3(t) = a^1_{3,1}(t) x^3_1(t) + a^1_{3,3}(t) x^3_3(t)$$

To obtain its estimate for time step $t + 1$, agent 1 solves the projection problem

$$\min_{x_1, x_2, x_3} \|x_1 - \hat{x}^1_1(t)\|^2 + \|x_2 - \hat{x}^1_2(t)\|^2 + \|x_3 - \hat{x}^1_3(t)\|^2$$
$$s.t. \quad (x_1, x_2, x_3) \in S_1$$

(3.5)
We denote the solution of (3.5) as
\[ r_1(t + 1) = P_{S_i}(\hat{r}_1(t)) \]
\[ = \{ \hat{x}_1^i(t + 1), \hat{x}_2^i(t + 1), \hat{x}_3^i(t + 1) \} \]

The other agents carry out the same operations simultaneously, and the process is repeated until all constraints are satisfied.

To summarize Example 3.4.1, the CC algorithm first assigns an agent for each node in $\mathcal{V}$. Agent $i$ keeps the set of local decision estimates $\{ x_k : k \in I_i \}$, and at time step $t$ agent $i$ generates the estimate
\[ r^i(t) = \{ x_j^i(t) : j \in I_i \} \]
where $x_j^i(t)$ is the estimate of $x_k$ held by agent $i$. In general, one or more agents may hold estimates of the same variable. $r^i(t)$ is a vector that is constrained to lie in the set $S_i \subseteq \mathbb{R}^{|I_i|}$.

The collective goal of the agents is to find a feasible vector $x^*$, i.e.,
\[ x^* = (x_1^*, \cdots, x_m^*) \in \mathcal{S} \]
through the sequence of local estimate updates and local information exchanges defined as follows:\footnote{We assume that $P_{X_i}(\hat{r}^i(t))$ has a unique solution.}

For $i = 1, \cdots, m$,
\[ \tilde{x}_j^i(t) = \sum_{k \in I_i} a_{j,k}^i(t) x_j^k(t), \quad j \in I_i \]
\[ r^i(t + 1) = P_{S_i}(\hat{r}^i(t)) \]
where $\hat{r}^i(t) = \{ \tilde{x}_j^i(t) : j \in I_i \}$ and $a_{j,k}^i(t)$ are non-negative weights such that $0 \leq a_{j,k}^i(t) \leq 1$.\footnote{We assume that $P_{X_i}(\hat{r}^i(t))$ has a unique solution.}
3.4.1 Convergence Analysis

The convergence analysis of the CC algorithm for the case where $S_1, \ldots, S_m$ are closed and convex and $S$ is non-empty is inspired by the work of [38]. We will now state a few assumptions that will be required in our analysis.

**Assumption 3.1 (Weights rule).** There exists a scalar $\eta$, with $0 < \eta < 1$, such that for all $i$,

(a) $a_{i,i}^t(t) \geq \eta$

(b) $a_{j,k}^t(t) \geq \eta$ if $(j, k) \in \mathcal{E}$

(c) $a_{j,k}^t(t) = 0$ if $(j, k) \notin \mathcal{E}$, $i \neq j$ and $i \neq k$

**Assumption 3.2 (Double stochasticity).** For all $i$, the weights $a_{j,k}^t(t)$ satisfy

(a) $\sum_{k=1}^m a_{j,k}^t(t) = 1$ if $j \in N(i)$

(b) $\sum_{i=1}^n a_{j,k}^t(t) = 1$ if $(j, k) \in \mathcal{E}$

For full details of the analysis, the reader is referred to Appendix A.

3.5 Power Flow Problem: An Application

3.5.1 Problem Formulation

Consider an electric power grid with a set of buses $\mathcal{V} = \{1, \ldots, m\}$ and a set of lines $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. Given the $m \times m$ bus admittance matrix $Y := G + iB$, the power flow problem seeks to find a vector of complex bus voltages $V := V_d + iV_q$ that is consistent with the power flow equations, is within operational limits and satisfies
complex power demands at every bus. It is formulated as

\[
\begin{align*}
\text{find} & \quad V_{d,i}, \ V_{q,i}, \quad \forall \ i \in \mathcal{V} \\
\text{s.t.} & \quad P_{G,i}^{\min} \leq V_{d,i} \sum_{j \in \mathcal{I}_i} (V_{d,j} G_{ij} - V_{q,j} B_{ij}) + V_{q,i} \sum_{j \in \mathcal{I}_i} (V_{q,j} G_{ij} + V_{d,j} B_{ij}) + P_{D,i} \\
& \quad \leq P_{G,i}^{\max} \quad \forall \ \ i \in \mathcal{V} \\
Q_{G,i}^{\min} \leq & \quad V_{q,i} \sum_{j \in \mathcal{I}_i} (V_{d,j} G_{ij} - V_{q,j} B_{ij}) - V_{d,i} \sum_{j \in \mathcal{I}_i} (V_{q,j} G_{ij} + V_{d,j} B_{ij}) + Q_{D,i} \\
& \quad \leq Q_{G,i}^{\max} \quad \forall \ \ i \in \mathcal{V} \\
(V_i^{\min})^2 \leq V_{d,i}^2 + V_{q,i}^2 \leq (V_i^{\max})^2 & \quad \forall \ \ i \in \mathcal{V}
\end{align*}
\]

where generator limits \( P_{G,i}^{\min}, P_{G,i}^{\max}, Q_{G,i}^{\min}, Q_{G,i}^{\max} \), real and reactive power demands \( P_{D,i} \) and \( Q_{D,i} \), and \( Q_{G,i}^{\max} \) and voltage magnitude limits \( V_i^{\min} \) and \( V_i^{\max} \) are assumed to be known. The reader is referred to Appendix B for a detailed derivation of the power flow problem and its parameters.

### 3.5.2 Implementation

It is clear that the power flow problem is a feasibility problem for a network, where the nodes are represented by buses and the constraints are local to the nodes and their neighbors. We shall now show that the distributed feasibility algorithms developed in Sections 3.3 and 3.4 are well-defined for the power flow problem because the projection sub-problems can be formulated as Quadratically Constrained Quadratic Programs (QCQPs) that can be solved efficiently.

Each bus \( i \) has the local variable

\[
X_i = \left( V_{d,i}, V_{q,i} \right) \in \mathbb{R}^2
\]

such that the state of the transmission system is given by

\[
x = (x_1, \cdots, x_m) \in \mathbb{R}^{2m}
\]
DCS algorithm

At time step $t$, bus $i$ generates the estimate

$$x_i(t) = \left(V_{d,i}(t), V_{q,i}(t)\right)$$

and solves the sub-problem

$$\min \left\| \hat{V}_{d,i} - V_{d,i}(t) \right\|^2 + \left\| \hat{V}_{q,i} - V_{q,i}(t) \right\|^2$$

s.t. $P_{G,i}^{\min} \leq \hat{V}_{d,i} \sum_{j \in N_i} (V_{d,j}(t) G_{ij} - V_{q,j}(t) B_{ij}) + \hat{V}_{q,i} \sum_{j \in N_i} (V_{q,j}(t) G_{ij} + V_{d,j}(t) B_{ij})$

$$+ \hat{V}_{d,i} \left( \hat{V}_{d,i} G_{ii} - \hat{V}_{q,i} B_{ii} \right) + \hat{V}_{q,i} \left( \hat{V}_{q,i} G_{ii} + \hat{V}_{d,i} B_{ii} \right) + P_{D,i} \leq P_{G,i}^{\max}$$

$Q_{G,i}^{\min} \leq \hat{V}_{q,i} \sum_{j \in N_i} (V_{d,j}(t) G_{ij} - V_{q,j}(t) B_{ij}) - \hat{V}_{d,i} \sum_{j \in N_i} (V_{q,j}(t) G_{ij} + V_{d,j}(t) B_{ij})$

$$+ \hat{V}_{d,i} \left( \hat{V}_{d,i} G_{ii} - \hat{V}_{d,i} B_{ii} \right) - \hat{V}_{q,i} \left( \hat{V}_{d,i} G_{ii} + \hat{V}_{d,i} B_{ii} \right) + Q_{D,i} \leq Q_{G,i}^{\max}$$

$$(V_i^{\min})^2 \leq \hat{V}_{d,i}^2 + \hat{V}_{q,i}^2 \leq (V_i^{\max})^2$$

(3.8)

The optimization variables are indicated by a “hat” (namely $\hat{V}_{d,i}$ and $\hat{V}_{q,i}$), while the other variables (e.g. $V_{d,j}(t)$ and $V_{q,j}(t)$) are given. Notice that (3.8) is a Quadratically Constrained Quadratic Program and the equivalent quadratic matrices $Q_i$ (see (2.1)) are diagonal. Assuming that (3.8) satisfies the regularity condition, we can apply Theorem 2.3 to deduce that the convex relaxation of (3.8) will be exact.

CC algorithm

Each bus is assigned an agent. At time step $t$, agent $i$ generates the estimate

$$r^i(t) = \{x_j^i(t) : j \in I_i\}$$
and solves the sub-problem

\[
\min \sum_{j \in \mathcal{I}_i} \left\| \tilde{V}_{d,i} - V_{d,i}(t) \right\|^2 + \sum_{j \in \mathcal{I}_i} \left\| \tilde{V}_{q,i} - V_{q,i}(t) \right\|^2
\]

s.t. \( P_{G,i}^{\min} \leq \tilde{V}_{d,i} \sum_{j \in \mathcal{I}_i} (\tilde{V}_{d,j} G_{ij} - \tilde{V}_{q,j} B_{ij}) + \tilde{V}_{q,i} \sum_{j \in \mathcal{I}_i} (\tilde{V}_{d,j}(t) G_{ij} + \tilde{V}_{d,j}(t) B_{ij}) + P_{D,i} \leq P_{G,i}^{\max} \)

\( Q_{G,i}^{\min} \leq \tilde{V}_{q,i} \sum_{j \in \mathcal{I}_i} (\tilde{V}_{d,j} G_{ij} - \tilde{V}_{q,j} B_{ij}) - \tilde{V}_{d,i} \sum_{j \in \mathcal{I}_i} (\tilde{V}_{q,j} G_{ij} + \tilde{V}_{d,j} B_{ij}) + Q_{D,i} \leq Q_{G,i}^{\max} \)

\( (V_{i}^{\min})^2 \leq \tilde{V}_{d,i}^2 + \tilde{V}_{q,i}^2 \leq (V_{i}^{\max})^2 \)  

(3.9)

The optimization variables are indicated by a “hat” (e.g. \( \tilde{V}_{d,i} \) and \( \tilde{V}_{q,i} \)), while the other variables (e.g. \( V_{d,i}(t) \) and \( V_{q,i}(t) \)) are given. Notice that (3.9) is a Quadratically Constrained Quadratic Program (QCQP). Although there are no guarantees for the exactness of the convex relaxations of (3.9), in practice they are found to be exact by verifying the conditions of Lemma 2.1.

### 3.5.3 Numerical Results

We validate the CC and DCS algorithms developed in Sections 3.4 and 3.3 using IEEE test beds from the Power Systems Test Case Archives [17] and MATPOWER archives by [55].

The algorithms are implemented in MATLAB and a MATLAB interface to CVX provided by [27] and [28] is used to solve the projection sub-problems. In all cases, the algorithms are initialized with a flat profile (i.e., \( V_{d,i} = 1 \) and \( V_{q,i} = 0 \) for \( i = 1, \ldots, m \)) and the criteria for declaring convergence is that norm of update differences are less than \( 10^{-3} \), with the further requirement that constraints must be satisfied within a precision of \( 10^{-3} \). For comparison, the same problem is also solved with the MAP algorithm (3.1).

The results of a serial implementation of the CC, DCS and MAP algorithms on an Intel Core i7-3720QM 2.60 GHz Processor are summarized in Table 3.5.3. In our serial implementation, a “cycle” of the above algorithms completes when all nodes have consecutively solved their corresponding projection sub-problems.
The DCS algorithm converges in the shortest time all test cases, largely due to the ease of solving the projection sub-problems (involving the least number of variables). The CC algorithm has an easier projection sub-problem compared to the MAP algorithm, but appears to perform worse than the MAP algorithm. In practice, the CC and DCS algorithms will be executed in parallel across processors at each node, thus they can show even greater performance improvements over the MAP algorithm.

<table>
<thead>
<tr>
<th>Number of buses</th>
<th>Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAP</td>
</tr>
<tr>
<td>5</td>
<td>59, 6.0s</td>
</tr>
<tr>
<td>9</td>
<td>25, 5.4s</td>
</tr>
<tr>
<td>14</td>
<td>216, 76.2s</td>
</tr>
<tr>
<td>30</td>
<td>418, 310.8s</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of algorithms for solving the power flow problem. (Number of cycles, Total CPU time)
Chapter 4

Secure Estimation for Cyber-Physical Systems

Cyber-physical are computer-based systems that monitor and control physical processes using embedded sensors, actuators, control processing units and communication devices. They characterize many of the critical infrastructure that sustain our modern society, such as electric power grids, oil and natural gas distribution, water treatment and transportation systems. The disruption of their operation can have disastrous consequences on public health and the economy.

The operation of a cyber-physical system can be modeled as a dynamical system that is supported by numerous feedback mechanisms. These mechanisms rely heavily on state estimation algorithms to work correctly and an entire field of research has been dedicated to improving these algorithms. As more cyber-physical systems are connected to the internet for remote monitoring and control, they become vulnerable to attacks on their communication channels, while their large scales make it challenging to secure every system component. Failure to check these attacks may corrupt state estimates and lead to physical consequences in the forms of faults and failures.

This chapter considers the problem of estimating the states of a noisy and uncertain cyber-physical system that is subject to data injection attacks [14, 37, 42] on its actuators and sensors. By leveraging principles of robust optimization, a novel robust and resilient state estimator that can be formulated as a convex optimization problem
is proposed. The effectiveness of our estimator is demonstrated in simulations of an IEEE 14-bus system.

4.1 Problem Statement

A noisy and uncertain cyber-physical system that is under attack can be modeled by the following linear, time invariant (LTI) dynamical system:

\[ \begin{align*}
    x_{k+1} &= \tilde{A} x_k + \tilde{B} (u_k + d_k) + w_k \\
    y_k &= \tilde{C} x_k + \tilde{D} (u_k + d_k) + e_k + v_k
\end{align*} \tag{4.1} \]

where \( x_k \in \mathbb{R}^n \) is the state vector at time \( k \), \( u_k \in \mathbb{R}^m \) is a known input vector and \( y_k \in \mathbb{R}^p \) is the measurement vector, \( w_k \in \mathbb{R}^n \) and \( v_k \in \mathbb{R}^p \) are process and measurement noise signals. The data injection attacks carried out by the adversary are generalized by the attack signals \( d_k \in \mathbb{R}^m \) and \( e_k \in \mathbb{R}^p \) that are injected into the actuators and sensors, respectively. The system parameters \( \tilde{A} := A + \delta A, \tilde{B} := B + \delta B, \)
\( \tilde{C} := C + \delta C \) and \( \tilde{D} := D + \delta D \) each consists of a known part \((A, B, C \text{ and } D)\) as well as an unknown part \((\delta A, \delta B, \delta C \text{ and } \delta D)\) that represents (possibly time-varying) modeling errors. We shall henceforth refer to the modeling errors and noise signals as uncertainties, and the attack signals as attacks (on actuators and sensors).

We will assume in this paper that all pairs \((\tilde{A}, \tilde{C})\) are observable and that the known inputs \( u_k \) are independent of \( x_0 \) (i.e., we consider the closed loop dynamics in which the dependence of \( u_k \) on \( x_0 \) is already incorporated into the system). In addition, adversary attacks a fixed subset of the sensors and actuators. Note that if sensor \( i \in \{1, \cdots, p\} \) is not attacked then necessarily \( e_k^{(i)} = 0 \) for all time steps \( k \); otherwise \( e_k^{(i)} \) can take any value, i.e., the attack signals are arbitrary and unpredictable. The same observation holds for the attacks on actuators \( d_k \).

The objective of this paper is robust and resilient estimation: given \( T \) corrupted measurements \( y_0, y_1, \cdots, y_{T-1} \), we wish to obtain estimates for the states \( x_0, \cdots, x_{T-1} \) that are 1) robust to uncertainties, and 2) resilient to attacks.
4.2 Preliminary Material

4.2.1 Known System with Sensor Attacks Only

We begin with the following simplified system:

\[
\begin{align*}
    x_{k+1} &= A x_k \\
y_k &= C x_k + e_k
\end{align*}
\]  

(4.2)

The goal of the estimator is to reconstruct the initial state \(x_0\) of the plant from the corrupted measurements \(y_0, \cdots, y_{T-1}\). Since \(A\) is known, the remaining states \(x_1, \cdots, x_{T-1}\), can be reconstructed from \(x_0\) using (4.2) and therefore it is sufficient for the estimator to reconstruct \(x_0\).

The system (4.2) can be written compactly as

\[
Y = \Phi(x_0) + E
\]

where \(Y := [y_0, \cdots, y_{T-1}] \in \mathbb{R}^{p \times T}\), \(E := [e_0, \cdots, e_{T-1}] \in \mathbb{R}^{p \times T}\) and \(\Phi\) is a linear map defined by \(\Phi : \mathbb{R}^n \rightarrow \mathbb{R}^{p \times T}\), \(\Phi(x) = \begin{bmatrix} Cx & CAx & \cdots & CAT^{-1}x \end{bmatrix}\).

The optimal estimator of (4.2) is given by \([22]\) as

\[
x_0 = \arg\min_{x_0 \in \mathbb{R}^n} \|E\|_{\ell_0} = \arg\min_{x_0 \in \mathbb{R}^n} \|Y - \Phi(x_0)\|_{\ell_0}
\]

(4.3)

It has been shown that, if \((A, C)\) is observable, then the maximum number of attacked sensors (such that \(x_0\) can be reconstructed exactly) is \([\frac{n}{2} - 1]\). Additionally, the maximum number of correctable errors cannot increase beyond a window size of \(T = n\) measurements (a consequence of Cayley-Hamilton theorem).

However, since (4.3) is intractable (NP-hard), we consider a convex relaxation of the optimal estimator using a "mixed" \(\ell_1/\ell_r\) norm that is also used in the compressed sensing literature [20], i.e., the relaxed estimator minimizes the \(\ell_1/\ell_r\) norm of \(E\):

\[
\hat{x}_0 = \arg\min_{x_0 \in \mathbb{R}^n} \|E\|_{\ell_1/\ell_r} = \arg\min_{x_0 \in \mathbb{R}^n} \|Y - \Phi(x_0)\|_{\ell_1/\ell_r}
\]

(4.4)
The “hat” on \( \hat{x}_0 \) denotes that the relaxed estimator (4.4) generates an estimate of \( x_0 \), whereas the optimal estimator (4.3) recovers the exact \( x_0 \). The relaxed estimator (4.4) has been demonstrated to generate estimates that are close to the exact solutions in [22].

4.2.2 Known System with Actuator and Sensor Attacks

Next, we consider the following system

\[
x_{k+1} = Ax_k + B(u_k + d_k) \\
y_k = Cx_k + D(u_k + d_k) + e_k
\]

(4.5)

(4.5) can be written compactly as

\[
Y = \Phi(x_0) + \Theta(U) + \Theta(D) + E
\]

where \( Y := [y_0, \ldots, y_{T-1}] \in \mathbb{R}^{p \times T} \), and \( U \in \mathbb{R}^{m \times T} \), \( D \in \mathbb{R}^{m \times T} \) and \( E \in \mathbb{R}^{p \times T} \) are defined similarly. \( \Phi : \mathbb{R}^n \to \mathbb{R}^{p \times T} \) and \( \Theta : \mathbb{R}^{m \times T} \to \mathbb{R}^{p \times T} \) are linear maps defined by

\[
\Phi(x) = \begin{bmatrix} Cx & CAx & \cdots & CAT^{-1}x \end{bmatrix}
\]

\[
\Theta(U) = \begin{bmatrix} Du_0 & CBu_0 + Du_1 & \cdots & C \sum_{i=0}^{T-2} A^{T-2-i}Bu_i + Du_{T-1} \end{bmatrix}
\]

\[
\Theta(D) = \begin{bmatrix} Dd_0 & CBD_0 + Dd_1 & \cdots & C \sum_{i=0}^{T-2} A^{T-2-i}Bd_i + Dd_{T-1} \end{bmatrix}
\]

For (4.5), the optimal estimator is given by [22] as

\[
(x_0, D) = \arg \min_{x_0 \in \mathbb{R}^n, D \in \mathbb{R}^{m \times T}} \| Y - \Phi(x_0) - \Theta(U) - \Theta(D) - E \|_{\ell_0} + \| D \|_{\ell_0}
\]

(4.6)

In contrast to (4.3), the optimal estimator in (4.6) has to generate the initial state \( x_0 \) as well as the actuator attacks \( D \) so that the remaining states \( x_1, \ldots, x_{T-1} \) can be recovered using (4.5).
Similar to (4.4), the following convex relaxation of (4.6) is considered:

$$
(x_0, \hat{D}) = \arg \min_{x_0 \in \mathbb{R}^n, \hat{D} \in \mathbb{R}^{m \times T}} \|Y - \Phi(x_0) - \Theta(U) - \Theta(D)\|_{\ell_1/\ell_r} + \lambda \|D\|_{\ell_1/\ell_r}
$$

(4.7)

where $\lambda$ is a tuning parameter. Since the system parameters are known, the estimates of the remaining states $\hat{x}_1, \cdots, \hat{x}_{T-1}$ can be obtained using $\hat{x}_0$, estimates of the actuator attacks $\hat{D} := [\hat{d}_0, \cdots, \hat{d}_{T-1}]$ and (4.5).

### 4.2.3 Equivalence of Robust Regression and $\ell_q$-Regularization

A useful theorem that we shall make use of in our design of a robust estimator is the equivalence of robust regression and $\ell_q$-regularization for the ($\ell_q, \ell_r$) subordinate norm.

**Theorem 4.1** (Equivalence of Robust Regression and $\ell_q$-Regularization [6, Corollary 1]). Let $\delta \Psi$ be an uncertain matrix belonging to the uncertainty set $\mathcal{U}(t_q, t_r) = \{\delta \Psi : \|\delta \Psi\|_{(t_q, t_r)} \leq \rho\}$. If $q, r \in [1, \infty]$ then for some matrix $\Psi$ and vectors $y, \beta$, we have

$$
\max_{\delta \Psi \in \mathcal{U}(t_q, t_r)} \|y - (\Psi + \delta \Psi)\beta\|_{\ell_r} = \|y - \Psi\beta\|_{\ell_r} + \rho \|\beta\|_{t_q}.
$$

**Proof.** See [6, Corollary 1].

It is worth noting that there are theorems similar to Theorem 4.1 for the Schatten and Frobenius norms [3, 6, 50].
4.3 Robust and Resilient State Estimation

Now we are ready to consider the system in (4.1), restated below

\[ x_{k+1} = \tilde{A} x_k + \tilde{B} (u_k + d_k) + w_k \]
\[ y_k = \tilde{C} x_k + \tilde{D} (u_k + d_k) + e_k + v_k \]  

(4.1)

(4.1) can be compactly written as

\[ Y = \Phi(x_0) + \Theta(U) + \Theta(D) + \Upsilon(W, V) + E \]  

where \( Y := \begin{bmatrix} y_0 & \ldots & y_{T-1} \end{bmatrix} \in \mathbb{R}^{p \times T} \), and \( D \in \mathbb{R}^{m \times T} \), \( U \in \mathbb{R}^{p \times T} \), \( W \in \mathbb{R}^{n \times T} \), \( V \in \mathbb{R}^{p \times T} \) and \( E \in \mathbb{R}^{p \times n} \) are defined similarly. \( \Phi, \Theta, \Upsilon \) are linear maps \( \Phi : \mathbb{R}^n \to \mathbb{R}^{p \times T} \), \( \Theta : \mathbb{R}^{m \times T} \to \mathbb{R}^{p \times T} \) and \( \Upsilon : \mathbb{R}^{n \times T} \times \mathbb{R}^{p \times T} \to \mathbb{R}^{p \times T} \) defined as

\[ \Phi(x) = \begin{bmatrix} \tilde{C}x & \tilde{C}Ax & \ldots & \tilde{C}A^{T-1}x \end{bmatrix} \]
\[ \Theta(U) = \begin{bmatrix} \tilde{D}u_0 & \tilde{C}\tilde{B}u_0 + \tilde{D}u_1 & \ldots & \tilde{C} \sum_{i=0}^{T-2} \tilde{A}^{T-2-i} \tilde{B}u_i + \tilde{D}u_{T-1} \end{bmatrix} \]
\[ \Theta(D) = \begin{bmatrix} \tilde{D}d_0 & \tilde{C}\tilde{B}d_0 + \tilde{D}d_1 & \ldots & \tilde{C} \sum_{i=0}^{T-2} \tilde{A}^{T-2-i} \tilde{B}d_i + \tilde{D}d_{T-1} \end{bmatrix} \]
\[ \Upsilon(W, V) = \begin{bmatrix} v_0 & \tilde{C}w_0 + v_1 & \ldots & \tilde{C} \sum_{i=0}^{T-2} \tilde{A}^{T-2-i} w_i + v_{T-1} \end{bmatrix} \]  

(4.9)

In light of the uncertain parameters in (4.1), we consider the robustification of the estimator in (4.7) by using the compact representation in (4.8), i.e.,

\[
(\hat{x}_0, \hat{D}) = \arg\min_{x_0 \in \mathbb{R}^n} \max_{\delta \Psi \in \mathcal{U}(\ell_{q}, \ell_r)} \||E\||_{\ell_{q} / \ell_r} + \lambda ||D||_{\ell_{r} / \ell_r} \\
= \arg\min_{x_0 \in \mathbb{R}^n} \max_{\delta \Psi \in \mathcal{U}(\ell_{q}, \ell_r)} \||Y - \Phi(x_0) - \Theta(U) - \Theta(D) - \Upsilon(W, V)\||_{\ell_{q} / \ell_r} + \lambda ||D||_{\ell_{r} / \ell_r}
\]  

(4.10)

for some tuning parameter \( \lambda \) and some uncertain \( \delta \Psi \) belonging to the uncertainty set \( \mathcal{U}(\ell_{q}, \ell_r) \). In Section 4.3.1, we will provide two formulas for \( \delta \Psi \) and \( \mathcal{U}(\ell_{q}, \ell_r) \) that will lead to tractable formulations of (4.10). It is noteworthy that by substituting \( E \) into
the objective function, we have avoided equality constraints that are known in the robust optimization community to oftentimes cause infeasibility.

Even with the estimates \((\hat{x}_0, \hat{D})\), we cannot obtain \(\hat{x}_1, \cdots, \hat{x}_{T-1}\) using (4.1) because the system parameters \(\bar{A}, \bar{B}\) and noise signals \(w_k\) are unknown. In Section 4.3.2, we develop a robust estimator for the states \(x_1, \cdots, x_{T-1}\) using \((\hat{x}_0, \hat{D})\).

### 4.3.1 Robust and Resilient Estimation of \(x_0\) and Actuator Attacks

#### Row-wise Uncertainty Sets

Notice that we can use the definition of the \(\ell_1/\ell_r\) norm to rewrite (4.10) as the sum of rows:

\[
(\hat{x}_0, \hat{D}) = \arg \min_{x_0 \in \mathbb{R}^n} \max_{\delta \Psi \in \mathcal{U}_{i}(\ell_q, \ell_r)} \sum_{i=1}^{p} \left\| \left( y - \bar{\Phi}(x_0) - \bar{\Theta}(U) - \bar{\Theta}(D) - \bar{\Gamma}(W, V) \right)_{(i,)\ell_r} \right\| + \lambda \|D\|_{\ell_1/\ell_r} \tag{4.11}
\]

We first consider the sub-problem for the \(i\)-th row of \(E\), i.e.,

\[
\max_{\delta \Psi_i \in \mathcal{U}_{i}(\ell_q, \ell_r)} \|E\|_{\ell_r} = \max_{\delta \Psi_i \in \mathcal{U}_{i}(\ell_q, \ell_r)} \left\| \left( y - \bar{\Phi}(x_0) - \bar{\Theta}(U) - \bar{\Theta}(D) - \bar{\Gamma}(W, V) \right)_{(i,)\ell_r} \right\| \tag{4.12}
\]

for some uncertain matrix \(\delta \Psi_i\) belonging to the uncertainty set \(\mathcal{U}_{i}(\ell_q, \ell_r)\) that we will now define.

It is helpful to consider another compact representation of (4.1):

\[
y = \bar{\Phi}x_0 + \bar{\Theta}_u(u + d) + \bar{\Theta}_w w + e + v \tag{4.13}
\]

where \(y := \text{vec}(Y), u := \text{vec}(U), d := \text{vec}(D), e := \text{vec}(E), w := \text{vec}(W)\) and
We denote $v := \text{vec}(V)$, as well as the following observability and invertibility matrices

$$
\begin{align*}
\tilde{O} &= \left[ \tilde{C}^T \ (\tilde{C} A)^T \ (\tilde{C} A^2)^T \ \ldots \ (\tilde{C} A^{T-1})^T \right]^T, \\
\tilde{J}_u &= \begin{bmatrix}
\tilde{C} B & \tilde{D} & \tilde{D} & \ldots & \tilde{D} \\
\tilde{C} A \tilde{B} & \tilde{C} B & \tilde{D} & \ldots & \tilde{D} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\tilde{C} A^{T-2} B & \tilde{C} A^{T-3} B & \tilde{C} A^{T-4} B & \ldots & \tilde{D}
\end{bmatrix},
\tilde{J}_w &= \begin{bmatrix}
0 & 0 & 0 & \ldots & 0 \\
\tilde{C} & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\tilde{C} A^{T-2} & \tilde{C} A^{T-3} & \tilde{C} A^{T-4} & \ldots & 0
\end{bmatrix}
\end{align*}
$$

The matrices $O$ and $J_u$ are defined in a similar fashion to (4.9) with the nominal system matrices $A$, $B$, $C$ and $D$. We also define $\delta O := \tilde{O} - O$ and $\delta J_u := \tilde{J}_u - J_u$.

**Definition 4.1 (Row-wise uncertainty sets).** Let

$$
\delta \Psi_i := \left[ \begin{array}{cccc} (\delta O)_i & (\delta J_u)_i & (\delta J_u)_i & (J_w)_i w + (v)_i \end{array} \right]
$$

be an uncertain matrix belonging to the uncertainty set $U_{i(t_q,t_r)} = \{ \delta \Psi_i : \| \delta \Psi_i \|_{(t_q,t_r)} \leq \rho_i \}$ with $(M)_i$ denoting the sub-matrix of $M$ consisting of only the $(i + jq)$-th rows of $M$ for $j = 0, \ldots, T-1$. (e.g., $(\tilde{O})_i := \left[ \tilde{C} (i,:) \ (\tilde{C} A)(i,:) \ (\tilde{C} A^2)(i,:) \ \ldots \ (\tilde{C} A^{T-1})(i,:) \right]^T$).

**Lemma 4.1.** Let $\delta \Psi_i$ and $U_{i(t_q,t_r)}$ be defined according to Definition 4.1. In addition, we define

$$
\Psi_i := \left[ \begin{array}{cccc} (O)_i & (J_u)_i & (J_u)_i & 0_{T \times 1} \end{array} \right],
\beta := \left[ \begin{array}{c} x_0^T \ u^T \ d^T \ 1^T \end{array} \right]
$$

Then, for any $q, r \in [1, \infty]$, (4.12) is equivalent to

$$
\max_{\delta \Psi_i \in U_{i(t_q,t_r)}} \left\| \left( Y - \tilde{\Phi}(x_0) - \tilde{\Theta}(U) - \tilde{\Theta}(D) - \tilde{\Upsilon}(W, V) \right)_{(i,:)} \right\|_{l_r} = \| Y_{(i,:)\cdot} - \Psi_i \beta \|_{l_r} + \rho_i \| \beta \|_{l_q}
$$

**Proof.** We can rewrite $E_{(i,:)\cdot}$ as follows

$$
E_{(i,:)\cdot} = \left( Y - \tilde{\Phi}(x_0) - \tilde{\Theta}(U) - \tilde{\Theta}(D) - \tilde{\Upsilon}(W, V) \right)_{(i,:)\cdot} = Y_{(i,:)\cdot} - (\Psi_i + \delta \Psi_i) \beta.
$$
The result follows by application of Theorem 4.1 on (4.12).

Assumption 4.1 (Uncoupled uncertainty sets). Let $\delta \Psi_i$ and $U_i,_{(\ell_q, \ell_r)}$ be defined according to Definition 4.1. We assume that the uncertainty sets $U_i,_{(\ell_q, \ell_r)}$, $i = 1, \cdots, p$, are uncoupled.

Now we are ready to develop a robust estimator for (4.10).

**Proposition 4.1 (Robust Estimation of $x_0$ with $\ell_1/\ell_r$ relaxation and $\ell_q$-regularization).**

Let Assumption 4.1 hold, and let $\delta \Psi \in U(\ell_q, \ell_r)$ represent $\delta \Psi_i \in U_i,_{(\ell_q, \ell_r)}$ for $i = 1, \cdots, p$. Then, for any $q, r \in [1, \infty)$, the robust estimator is equivalent to the following constrained optimization problem

$$(x_0, \hat{D}) = \arg\min_{x_0 \in \mathbb{R}^n} \|\beta\|_{\ell_q} + \|Y - \Phi(x_0) - \Theta(U) - \Theta(D)\|_{\ell_1/\ell_r} + \lambda\|D\|_{1/\ell_r}$$

s.t. $\beta_{1:n} = x_0$

$\beta_{n+1:n+mT} = \text{vec}(U)$

$\beta_{n+mT+1:n+2mT} = \text{vec}(D)$

$\beta_{n+2mT+1} = 1$  \hspace{1cm} (4.15)

with $\rho := \sum_{i=1}^{p} \rho_i$, $\lambda > 0$ is a tuning parameter that controls the relative weight between the penalty on errors corresponding to attacks on sensors and actuators.

**Proof.** This proposition follows the repeated application of Lemma 4.1 and noticing that $Y_{(i,.)} - \Psi_i \beta = (Y - \Phi(x_0) - \Theta(U) - \Theta(D))_{(i,.)}$. 

We next consider the case $\ell_q = \ell_1$, which significantly simplifies the robust estimator.

**Corollary 4.1 (Robust Estimation of $x_0$ with $\ell_1/\ell_r$ relaxation and $\ell_1$-regularization).**

Let Assumption 4.1 hold, and let $\delta \Psi \in U(\ell_1, \ell_r)$ denote $\delta \Psi_i \in U_i,_{(\ell_1, \ell_r)}$, $i = 1, \cdots, p$. 
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Then, for any \( r \in [1, \infty] \),

\[
(x_0, \hat{D}) = \arg \min_{x_0 \in \mathbb{R}^n} \min_{D \in \mathbb{R}^{m \times T}} \rho\|x_0\|_{\ell_1} + \|Y - \Phi(x_0) - \Theta(U) - \Theta(D)\|_{\ell_1/\ell_r} + \rho\|D\|_{\ell_1/\ell_1} + \lambda\|D\|_{\ell_1/\ell_r}
\]

with \( \lambda > 0 \) as a tuning parameter that controls the relative weight between the penalty on errors corresponding to attacks on sensors and actuators while \( \rho = \sum_{i=1}^{p} \rho_i \), where \( \rho_i \) is a robust parameter for the uncertainty set \( \mathcal{U}_{i, (\ell_q, \ell_r)} \) (see Definition 4.1).

Proof. Noting that

\[
\|\beta\|_{\ell_1} = \|x_0\|_{\ell_1} + \|u\|_{\ell_1} + \|d\|_{\ell_1} + 1,
\]

\[
\|d\|_{\ell_1} = \|D\|_{\ell_1/\ell_1}, \text{ and}
\]

\[
Y_{(i, \cdot)} - \Psi_i \beta = (Y - \Phi(x_0) - \Theta(U) - \Theta(D))_{(i, \cdot)}.
\]

Application of Lemma 4.1 on (4.12) gives

\[
\max_{\delta \psi_i \in \mathcal{U}_{i, (\ell_q, \ell_r)}} \left\| \left( Y - \Phi(x_0) - \Theta(U) - \Theta(D) - \Phi(W, V) \right)_{(i, \cdot)} \right\|_{\ell_r}
= \left\| \left( Y - \Phi(x_0) - \Theta(U) - \Theta(D) \right)_{(i, \cdot)} \right\|_{\ell_r} + \rho_i (\|x_0\|_{\ell_1} + \|u\|_{\ell_1} + \|d\|_{\ell_1} + 1)
\]

Thus (4.11) becomes

\[
(x_0, \hat{D}) = \arg \min_{x_0 \in \mathbb{R}^n} \min_{D \in \mathbb{R}^{m \times T}} \sum_{i=1}^{p} \left\| (Y - \Phi(x_0) - \Theta(U) - \Theta(D))_{(i, \cdot)} \right\|_{\ell_r} + \sum_{i=1}^{p} \rho_i (\|x_0\|_{\ell_1} + \|u\|_{\ell_1} + \|d\|_{\ell_1} + 1)
\]

\[+ \lambda\|D\|_{\ell_1/\ell_r}
\]

\[= \arg \min_{x_0 \in \mathbb{R}^n} \min_{D \in \mathbb{R}^{m \times T}} \|Y - \Phi(x_0) - \Theta(U) - \Theta(D)\|_{\ell_1/\ell_r} + \sum_{i=1}^{p} \rho_i (\|x_0\|_{\ell_1} + \|D\|_{\ell_1/\ell_1} + \lambda\|D\|_{\ell_1/\ell_r})
\]

since we have assumed that \( u \) is independent of \( x_0 \).
Coupled Uncertainty Set

We now consider the case $\ell_q = \ell_r = \ell_1$. We will show that an alternative robust counterpart can be found that accommodates a coupled uncertainty set. This is in contrast to the uncoupled row-wise uncertainty sets in Proposition 4.1 and Corollary 4.1.

**Definition 4.2 (Coupled uncertainty set).** Let $\delta \Psi := \begin{bmatrix} 0 & \delta \mathcal{J}_u & \delta \mathcal{J}_w (\tilde{J}_w w + v) \end{bmatrix}$ be an uncertain matrix belonging to the uncertainty set $\mathcal{U}_{(\ell_1, \ell_1)} = \{ \delta \Psi : \| \delta \Psi \|_{(\ell_1, \ell_1)} \leq \rho \}$.

**Proposition 4.2 (Robust Estimation of $x_0$ with $\ell_1/\ell_1$ relaxation and $\ell_1$-regularization).** Let the uncertain matrix $\delta \Psi$ and its corresponding uncertainty set $\mathcal{U}_{(\ell_1, \ell_1)}$ be defined according to Definition 4.2. Then,

$$(x_0, \hat{D}) = \arg \min_{x_0 \in \mathbb{R}^n, \quad D \in \mathbb{R}^{m \times T}} \| \begin{bmatrix} y - \Phi(x_0) - \Theta(U) - \Theta(D) \end{bmatrix} \|_{\ell_1/\ell_1} + \rho \| x_0 \|_{\ell_1} + (\rho + \lambda) \| D \|_{\ell_1/\ell_1}$$

with $\lambda > 0$ as a tuning parameter.

**Proof.** From the definition of the mixed $\ell_1/\ell_1$-norm, we have

$$\| \begin{bmatrix} y - \Phi(x_0) - \Theta(U) - \Theta(D) \end{bmatrix} \|_{\ell_1/\ell_1} = \| y - \Phi(x_0) - \mathcal{J}_u (u + d) - \mathcal{J}_w w - v \|_{\ell_1}$$

(4.16)

where $\Psi := \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}$ and $\kappa := \begin{bmatrix} x_0^T & u^T & d^T & 1 \end{bmatrix}^T$. Noting that

$$\Psi \kappa = \mathcal{O} x_0,$$

$$\| \kappa \|_{\ell_1} = \| x_0 \|_{\ell_1} + \| u \|_{\ell_1} + \| d \|_{\ell_1} + 1 \quad \text{and}$$

$$\| d \|_{\ell_1} = \| D \|_{\ell_1/\ell_1}$$
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From (4.10) and the application of Theorem 4.1,

\[
(\hat{x}_0, \hat{D}) = \arg \min_{x_0 \in \mathbb{R}^n} \max_{D \in \mathbb{R}^{m \times T}} \left\| Y - \tilde{\Phi}(x_0) - \tilde{\Theta}(U) - \tilde{\Theta}(D) - \tilde{Y}(W, V) \right\|_{\ell_1/\ell_1} + \lambda \|D\|_{\ell_1/\ell_1}
\]

\[
= \arg \min_{x_0 \in \mathbb{R}^n} \max_{D \in \mathbb{R}^{m \times T}} \left\| (y - \mathcal{J}_u u - \mathcal{J}_u d) - (\Psi + \delta \Psi) \kappa \right\|_{\ell_1} + \lambda \|D\|_{\ell_1/\ell_1}
\]

\[
= \arg \min_{x_0 \in \mathbb{R}^n} \max_{d \in \mathbb{R}^m} \left\| y - \mathcal{J}_u u - \mathcal{J}_u d - \mathcal{O}x_0 \right\|_{\ell_1} + \rho \|x_0\|_{\ell_1} + (\rho + \lambda) \|D\|_{\ell_1/\ell_1}
\]

\[
= \arg \min_{x_0 \in \mathbb{R}^n} \max_{d \in \mathbb{R}^m} \left\| y - \mathcal{J}_u u - \mathcal{J}_u d - \mathcal{O}x_0 \right\|_{\ell_1} + \rho \|x_0\|_{\ell_1} + (\rho + \lambda) \|D\|_{\ell_1/\ell_1}
\]

since we have assumed that \( u \) is independent of \( x_0 \). The result follows from the relation

\[
\|Y - \Phi(x_0) - \Theta(U) - \Theta(D)\|_{\ell_1/\ell_1} = \|y - \mathcal{J}_u u - \mathcal{J}_u d - \mathcal{O}x_0\|_{\ell_1}
\]

\[\square\]

**Summary**

We have now gained a key insight that, with an appropriate choice of an uncertainty set from Definitions 4.1 or 4.2, a robustification of (4.7) is equivalent to a regularization procedure. In addition, we restrict ourselves to the cases where \( \ell_q = \ell_1 \).

Summarizing the results of Corollary 4.1 and Proposition 4.2, our robust estimator is given by

\[
(\hat{x}_{0, rob}, \hat{D}_{rob}) = \arg \min_{x_0 \in \mathbb{R}^n} \max_{D \in \mathbb{R}^{m \times T}} \left\| Y - \Phi(x_0) - \Theta(U) - \Theta(D) \right\|_{\ell_1/\ell_r} + \rho \|x_0\|_{\ell_1} + \rho \|D\|_{\ell_1/\ell_1} + \lambda \|D\|_{\ell_1/\ell_r}
\]

(4.17)

where \( \rho \) is a parameter that controls the amount of robustification (a greater \( \rho \) indicates a more conservative estimator) and \( \lambda \) is a tuning parameter.
In contrast, the nominal estimator in (4.7) does not consider modeling errors and noise signals. It is given by

\[
(x_{0,\text{nom}}^t, \hat{D}_{\text{nom}}) = \arg \min_{x_0 \in \mathbb{R}^n, D \in \mathbb{R}^{m \times T}} \| Y - \Phi(x_0) - \Theta(U) - \Theta(D) \|_{\ell_i/\ell_r} + \lambda \| D \|_{\ell_i/\ell_r}
\]  

(4.18)

Remark 4.1. In practice, it is difficult to construct \( p \) because the modeling errors and noise signals cannot be accurately predicted. In addition, there is no clear strategy for selecting the ideal values for \( \lambda \) and \( \ell_r \). Therefore it is natural to use a statistical approach such as cross-validation with data sets to obtain \( p, \lambda \) and \( \ell_r \), which will be discussed in detail in Section 4.4.1.

4.3.2 Robust Estimation of the Remaining States

In the previous section, we have developed a robust and resilient estimator for obtaining \((\hat{x}_0, \hat{D})\). However, we cannot obtain \( \hat{x}_1, \cdots, \hat{x}_{T-1} \) using (4.1) because we do not know the parameters \( \tilde{A}, \tilde{B} \) and noise signals \( w_k \). In this section, we will develop a robust estimator for the states \( x_1, \cdots, x_{T-1} \) using \((\hat{x}_0, \hat{D})\).

The problem can be formulated as: given \((\hat{x}_0, \hat{D})\), we wish to obtain estimates of the states \( X := [x_1^T, x_2^T, \cdots, x_{T-1}^T]^T \) that are robust to modeling errors \( \delta A, \delta B \) and noise signals \( w_k \). First, note that (4.1) can be compactly written as

\[
X = \tilde{P}x_0 + \tilde{K}_u(u + d) + \tilde{K}_w w
\]  

(4.19)

where the state transition and input matrices are given by

\[
\tilde{P} = (\tilde{A}^T)^T \cdots (\tilde{A}^T)^T, \\
\tilde{K}_u = \begin{bmatrix} \tilde{A} \tilde{B} & \tilde{A} \tilde{B} & \tilde{B} & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 \end{bmatrix}, \quad \tilde{K}_w = \begin{bmatrix} I & 0 & 0 & \cdots & 0 & 0 \\
\tilde{A} & I & 0 & \cdots & 0 \end{bmatrix}
\]

(4.20)
The matrices $\mathcal{P}$, $\mathcal{K}_u$ and $\mathcal{K}_w$ are similarly defined with $A$ and $B$ instead of $\tilde{A}$ and $\tilde{B}$. In addition, we define $\delta \mathcal{P} := \tilde{P} - P$ and $\delta \mathcal{K}_u := \tilde{\mathcal{K}}_u - \mathcal{K}_u$.

**Definition 4.3.** Let $\delta \Omega := \begin{bmatrix} \delta \mathcal{P} & \delta \mathcal{K}_u & \tilde{\mathcal{K}}_w \end{bmatrix}$ be an uncertain matrix belonging to the uncertainty set $\mathcal{U}_{(t_q,t_r)} = \{ \delta \Omega : \| \delta \Omega \|_{(t_q,t_r)} \leq \rho \}$.

**Proposition 4.3** (Robust Estimation of State Sequence). Let $\delta \Omega$ and $\mathcal{U}_{(t_q,t_r)}$ be defined according to Definition 4.3. Then, given $x_0 = \hat{x}_0$ and $\hat{d} = \text{vec} \left( \hat{D} \right)$ and for some $q, r \in [1, \infty]$, the robust estimate of $X$ is given by

$$
\hat{X} = \arg \min_{X \in \mathbb{R}^{n(T-1)}} \max_{\delta \Omega \in \mathcal{U}_{(t_q,t_r)}} \| X - \tilde{P} \hat{x}_0 - \tilde{\mathcal{K}}_u (u + \hat{d}) - \tilde{\mathcal{K}}_w w \|_{\ell_r}
= \mathcal{P} \hat{x}_0 + \mathcal{K}_u (u + \hat{d}).
$$

**Proof.** From (4.19) and the definitions in (4.20),

$$
X - \tilde{P} \hat{x}_0 - \tilde{\mathcal{K}}_u (u - \hat{d}) - \tilde{\mathcal{K}}_w w = X - (\Omega + \delta \Omega) \gamma,
$$

where $\Omega := \begin{bmatrix} \mathcal{P} & \mathcal{K}_u & 0 \end{bmatrix}$, $\delta \Omega := \begin{bmatrix} \delta \mathcal{P} & \tilde{\mathcal{K}}_u & \tilde{\mathcal{K}}_w \end{bmatrix}$ and $\gamma = \begin{bmatrix} \hat{x}_0^T & u^T & \hat{d}^T & 1 \end{bmatrix}^T$. Then, by Theorem 4.1, we have

$$
\hat{X} = \arg \min_{X \in \mathbb{R}^{n(T-1)}} \max_{\delta \Omega \in \mathcal{U}_{(t_q,t_r)}} \| X - (\Omega + \delta \Omega) \gamma \|_{\ell_r}
= \arg \min_{X \in \mathbb{R}^{n(T-1)}} \| X - \Omega \gamma \|_{\ell_r} + \| \delta \Omega \|_{\ell_q}
= \arg \min_{X \in \mathbb{R}^{n(T-1)}} \| X - \mathcal{P} \hat{x}_0 - \mathcal{K}_u (u + \hat{d}) \|_{\ell_r} + \| \delta \Omega \|_{\ell_q}
= \mathcal{P} \hat{x}_0 + \mathcal{K}_u (u + \hat{d})
$$

since $\gamma$ is known and $\| z \|_{\ell_r} = 0$ if and only if $z = 0$. □
4.4 Numerical Simulations

In this section, we demonstrate the effectiveness of our robust and resilient estimator \((4.17)\) using an IEEE 14-bus system \([17]\). The system, depicted in Figure 4-1, comprises of 5 synchronous generators and 14 buses. It is represented by 10 states comprising of the rotor angles and frequencies of each generator. The dynamics of the system can be represented by the following uncertain and noisy continuous time LTI model:

\[
\begin{align*}
\dot{x}(t) &= \tilde{A}_c x(t) + \tilde{B}_c (u(t) + d(t)) + w(t) \\
y(t) &= \tilde{C}_c x(t) + \tilde{D}_c (u(t) + d(t)) + e(t) + v(t)
\end{align*}
\]  

(4.21)

where the matrices \(\tilde{A}_c, \tilde{B}_c\) and \(\tilde{C}_c\) are defined in Appendix B and \(\tilde{D}_c = 0\). The other variables denote the same quantities as in (4.1).

To obtain a discrete time model, we discretize (4.21) with a sampling interval of \(\Delta T = 0.05\) s. Similar to [43], \(p = 35\) sensors is deployed to measure the real power injections at every bus, the real power flows along every branch and the rotor angle of generator 1 and the sensor measuring the rotor angle of generator 1 is also protected.
from attacks.

In the following sections, we will describe the cross validation procedure used to determine the hyperparameters of our robust and resilient estimator, as well as the simulations used to compare the performance of our robust and resilient estimator (4.17) with the nominal estimator (4.18). The estimators are implemented in MATLAB and a MATLAB interface to CVX [27, 28] is used to solve the optimization problems. In all our simulations, the initial state $x(0) = x_0$ and uncertainties (modeling errors and noise signals) are drawn from independent and identically distributed Gaussian distributions.

4.4.1 Cross Validation Procedure for Selection of Hyperparameters

In practice, it is difficult to predict the modeling errors and noise signals for the purpose of constructing our uncertainty sets. Thus, it is natural to use a statistical learning procedure known as cross-validation to determine the hyperparameters of our robust and resilient estimator – namely, given some training data, we want to select i) the tuning parameter $\lambda$, ii) the robustification level $\rho$, and iii) the estimation approach among our robust and resilient $\ell_1/\ell_1$, $\ell_1/\ell_2$ and $\ell_1/\ell_\infty$ estimators.

To this end, 200 sets of data (given by the tuple $(x_0, y_0, y_1, \ldots, y_{T-1})$) are generated with a window size of $T = 15$) using a nominal system model with modeling errors and attack signals drawn from i.i.d. Gaussian distributions, initial states $x_0$ drawn from the standard Gaussian distribution, different sets of attacked sensors $K$ of cardinality $q_s = 3$ and different sets of attacked actuators $L$ of cardinality $q_a = 1$. Subsequently, the data is randomly partitioned into three sets: allocate 50% for training, 25% for validation and 25% for testing. The procedure of cross-validation for both the nominal and robust resilient estimators is conducted in the following phases:

**Training:** For each approach ($\ell_1/\ell_1$, $\ell_1/\ell_2$ and $\ell_1/\ell_\infty$), find the best values of $\lambda$ and $\rho$ using the training set.

**Validation:** Using the validation set, select the best approach among the $\ell_1/\ell_1$,
\( \ell_1/\ell_2 \) and \( \ell_1/\ell_\infty \) estimators with \( \lambda \) and \( \rho \) that were determined in the training phase.

**Testing:** Determine how well the resilient estimator (nominal and robust) can predict the values of \( x_0 \) in the testing set.

When the above process is repeated 20 times, average reductions of 16.92\% and 11.68\% in the mean and standard deviation, respectively, of the state estimation errors are observed. Furthermore, when the intensities of the model errors and noise signals are increased by about 2.5 times, a similar cross-validation study shows decreases of 14.06\% and 41.43\% in the mean and standard deviation, respectively, of the state estimation errors.

### 4.4.2 Varying intensities of modeling uncertainty and noise signals

To observe the effects of uncertainties (modeling errors and noise signals) on the performances of our estimators, their intensities are varied while parameters are kept constant. For different intensity levels, the simulations are repeated 100 times with different sets of attacked sensors \( K \) of cardinality \( q_s = 3 \), different sets of attacked actuators \( L \) of cardinality \( q_a = 1 \).

The procedure is repeated for different robust and resilient estimators (\( \ell_1/\ell_1 \), \( \ell_1/\ell_2 \) and \( \ell_1/\ell_\infty \)) and compared with the nominal estimator. From Figure 4-2, it is clear that the nominal estimator has the best performance when the uncertainty intensity is small. As the uncertainty intensity is increased, the situation is reversed, and in addition a larger \( \rho \) (i.e., more conservative robust and resilient estimator) leads to improved estimates.

### 4.4.3 Varying number of sensor and actuator attacks

In this task, the performances of the robust and resilient estimator and the nominal estimator are compared for different number of attacked sensors and actuators. The
results of 100 simulations, summarized in 4-3, indicate that the robust and resilient estimator performs consistently better (with a mean normalized error between 0.6072 and 0.7009) than the nominal estimator (with a mean normalized error between 0.7326 and 0.9360).

Figure 4-3: Mean normalized errors of the nominal and robust $\ell_1/\ell_\infty$ estimators (with $\lambda = 0.2$ and $\rho = 0.1$) simulated on the IEEE 14-bus system. A darker shade indicates a higher relative mean normalized error.
4.4.4 Estimation of the Initial State for Different Attack and Uncertainty Scenarios

Next, we compared the performances of the robust and resilient estimator and the nominal estimator for various scenarios. The results of 500 simulations are summarized in Figure 4-4.

In the first scenario, where the modeling errors and noise signals are absent ("attack only"), it can be observed that the nominal estimator performs the best, thus validating the results of 4.4.2. In the second scenario, where the attack signals are absent ("uncertainty only"), a significant improvement in performance of the robust and resilient estimator over the robust estimator can be observed. The same observations can be drawn from the third scenario ("uncertainty and attack"), where modeling errors, noise signals and attacks are considered.

![Boxplot of Normalized Initial State Error](image)

Figure 4-4: Normalized errors of the nominal $\ell_1/\ell_\infty$ estimator and the robust and resilient $\ell_1/\ell_\infty$ estimator (with $\lambda = 0.2$ and different values for $\rho$) under different scenarios simulated on the IEEE 14-bus system. The dashed lines represent the support of the data, while the box represents the mean and standard deviation of the normalized errors.

4.4.5 Estimation of the State Trajectory for Different Attack and Uncertainty Scenarios

Lastly, the robust estimation of the state trajectory, developed in Section 4.3.2, is validated using the same scenarios that are considered in Section 4.4.4. The results of 100 simulations are summarized in Figure 4-5. As expected, the nominal estimator
performs best in the "attack only" scenario, but fares worse than the robust and resilient estimators in the other scenarios.

Figure 4-5: Normalized errors of the nominal $\ell_1/\ell_\infty$ estimator and the robust and resilient $\ell_1/\ell_\infty$ estimator (with $\lambda = 0.2$ and different values for $\rho$) under different scenarios for the IEEE 14-bus system. The curves represent mean values and the error bars represent standard deviations.
Chapter 5

Conclusion

Distributed Feasibility Algorithms for Networks

In the first part of this thesis, we studied the distributed operation of the electric power grid using the power flow problem. Two novel distributed algorithms are developed for finding feasible assignments of values in a network when all constraints are convex. Our algorithms distribute computation among the nodes of the network and require only local information exchanges. Although the power flow problem is non-convex, our algorithms are demonstrated to be effective heuristics using meaningful power flow scenarios and are shown to perform well in comparison to existing algorithms.

A number of issues, mainly related to convergence analysis, deserve future attention. Also, the choice of weights in the CC and DCS algorithms and their impact on the algorithms' rates of convergence remain open problems.

Secure Estimation for Cyber-Physical Systems

In the second part of this thesis, we studied the cyber-physical security of the electric power grid by considering the problem of state estimation of a noisy and uncertain cyber-physical system that is subjected to data injection attacks. A novel state estimation algorithm that is resilient to adversarial actions and robust to modeling errors and additive noise signals is developed. By leveraging principles of robust optimiza-
tion, the estimator is formulated as a convex optimization problem. The use of cross validation is also advocated for determining the hyperparameters of our estimator and its effectiveness is demonstrated using simulations of an IEEE 14-bus system.

For future research, it will be interesting to adapt the robust and resilient estimator developed in this thesis in a feedback loop for control and compared with a $H_{\infty}$ controller. The robust and resilient estimator can also be improved by developing uncertainty sets that are tailored for specific applications, by taking into account structural vulnerabilities of the particular cyber-physical system.
Appendix A

Convergence Analysis of the CC algorithm

In this section, we analyze the convergence of the CC algorithm for the case where $S_1, \cdots, S_m$ are closed and convex and $S$ is non-empty. We will first introduce several notations for representational convenience, then derive two lemmas, both of which will then be used to establish the convergence properties of the CC algorithm.

For the $m$-tuple $x = (x_1, \cdots, x_m)$ and subset of indices $I \subseteq V$, we let $[x]_I$ denote that the subset of decision variables $\{x_i : i \in I\}$. Similarly for the set $S \subseteq \mathbb{E}^m$, we denote $[S]_I$ denote that projection of $S$ onto the space of the coordinates $i \in I$.

Observe that the update rules (3.6) and (3.7) can be rewritten as

$$\hat{r}^i(t) = \left\{ \sum_{k \in I} a^i_{j,k}(t) x^k_j(t) : j \in I_i \right\}$$

$$r^i(t + 1) = \hat{r}^i(t) + e^i(t)$$

where $e^i(t)$ represents the error due to projection given by

$$e^i(t) = P_{S_i} (\hat{r}^i(t)) - \hat{r}^i(t)$$

The evolution dynamics of the estimates $r^i(t)$ for each agent is decomposed into
a sum of a linear term $\hat{r}^i(t)$ and a non-linear term $e^i(t)$. The linear term captures the
effects of mixing the agent estimates, while the non-linear term captures the effects
of the projection operation.

**Lemma A.1.** Let $S$ be a non-empty closed convex set in $E$. Then for any $x \in E$, we have

$$\|P_S(x) - s\|^2 \leq \|x - s\|^2 - \|P_S(x) - x\|^2 \quad \forall \quad s \in S$$

**Lemma A.2.** Assume that $S_1, \ldots, S_m$ are closed and convex, and $S$ is non-empty.
In addition, let Assumptions 3.1 and 3.2 hold.

(a) For all $x^* \in S$ and all $t$, we have

(i) $\|r^i(t + 1) - [x^*]_{I_i}\|^2 \leq \|\hat{r}^i(t) - [x^*]_{I_i}\|^2 - \|e^i(t)\|^2$

for all $i$

(ii) $\sum_{i=1}^{m} \|\hat{r}^i(t) - [x^*]_{I_i}\|^2 \leq \sum_{i=1}^{m} \|r^i(t) - [x^*]_{I_i}\|^2$

(b) For all $x^* \in S$, the sequences $\left\{ \sum_{i=1}^{m} \|\hat{r}^i(t) - [x^*]_{I_i}\|^2 \right\}$ and $\left\{ \sum_{i=1}^{m} \|r^i(t) - [x^*]_{I_i}\|^2 \right\}$

are monotonically non-increasing with $t$.

(c) The errors $e^i(t)$ converge to zero as $t \to \infty$.

**Proof.** (a) (i)

For any $x^* \in S$ and $i$, we have $[x^*]_{I_i} \in [S]_{I_i}$ and $[S]_{I_i} \subseteq S_i$. It follows that $[x^*]_{I_i} \in S_i$ for all $i$. The application of Lemma A.1 yields

$$\|P_{S_i}(\hat{r}^i(t)) - [x^*]_{I_i}\|^2 \leq \|\hat{r}^i(t) - [x^*]_{I_i}\|^2 - \|P_{S_i}(\hat{r}^i(t)) - \hat{r}^i(t)\|^2$$

Substituting for the update relation (3.6) and error expression (A.3), we obtain

(a)(i).

(a) (ii)
By Assumption 3.2(a) we have $\sum_{k=1}^{m} a_{j,k}^i = \sum_{k \in I_i} a_{j,k}^i = 1$, thus

$$\rho^i(t) - [x^*]_{I_i} = \left\{ \sum_{k \in I_i} a_{j,k}^i(t) \left( (x^k_j(t) - x^*_j) : j \in I_i \right) \right\}$$

Taking the squared norm of $\rho^i(t) - [x^*]_{I_i}$,

$$\|\rho^i(t) - [x^*]_{I_i}\|^2 = \sum_{j \in I_i} \left( \sum_{k \in I_i} a_{j,k}^i(t) \|x^k_j(t) - x^*_j\|^2 \right) \leq \sum_{j \in I_i} \sum_{k \in I_i} a_{j,k}^i(t) \|x^k_j(t) - x^*_j\|^2$$

where the second inequality holds because the inner sum $\sum_{k \in I_i} a_{j,k}^i(t) (x^k_j(t) - x^*_j)$ is a convex combination of $x^k_j(t) - x^*_j$ and the norm operator $\| \cdot \|$ is a convex function. By summing the preceding relations over $i$,

$$\sum_{i=1}^{m} \|\rho^i(t) - [x^*]_{I_i}\|^2 \leq \sum_{j \in I_i} \sum_{k \in I_i} \left( \sum_{i=1}^{m} a_{j,k}^i(t) \right) \|x^k_j(t) - x^*_j\|^2$$

$$= \sum_{j \in I_i} \sum_{k \in I_i} \|x^k_j(t) - x^*_j\|^2$$

by Assumption 3.2(a)

$$= \sum_{k \in I_i} \|\rho_i^k(t) - [x^*]_{I_k}\|^2$$

(b)

Combining parts (a)(i) and (a)(ii),

$$\sum_{i=1}^{m} \|\rho^i(t + 1) - [x^*]_{I_i}\|^2 \leq \sum_{i=1}^{m} \|\rho^i(t) - [x^*]_{I_i}\|^2$$

$$\leq \sum_{i=1}^{m} \|\rho^i(t) - [x^*]_{I_i}\|^2 - \sum_{i=1}^{m} \|e^i(t)\|^2$$

$$\leq \sum_{i=1}^{m} \|\rho^i(t) - [x^*]_{I_i}\|^2$$
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which proves that the sequence \( \left\{ \sum_{i=1}^{m} \| r^i(t) - [x^*]_{r_i} \|^2 \right\} \) is monotonically non-increasing with \( t \). Similarly,

\[
\sum_{i=1}^{m} \| r^i(t + 1) - [x^*]_{r_i} \|^2 \leq \sum_{i=1}^{m} \| r^i(t) - [x^*]_{r_i} \|^2 - \sum_{i=1}^{m} \| e^i(t) \|^2
\]

\[
\leq \sum_{i=1}^{m} \| r^i(t) - [x^*]_{r_i} \|^2
\]

\[
\leq \sum_{i=1}^{m} \| r^i(t) - [x^*]_{r_i} \|^2
\]

which proves that the sequence \( \left\{ \sum_{i=1}^{m} \| r^i(t) - [x^*]_{r_i} \|^2 \right\} \) is monotonically non-increasing with \( t \).

(c)

Summing (a)(i) over \( i \),

\[
\sum_{i=1}^{m} \| e^i(t) \|^2 \leq \sum_{i=1}^{m} \| r^i(t) - [x^*]_{r_i} \|^2 - \sum_{i=1}^{m} \| r^i(t + 1) - [x^*]_{r_i} \|^2
\]

Combining the above relation with (a) (ii),

\[
\sum_{i=1}^{m} \| e^i(t) \|^2 \leq \sum_{i=1}^{m} \| r^i(t) - [x^*]_{r_i} \|^2 - \sum_{i=1}^{m} \| r^i(t + 1) - [x^*]_{r_i} \|^2
\]

\[
\leq \sum_{i=1}^{m} \| r^i(t) - [x^*]_{r_i} \|^2 - \sum_{i=1}^{m} \| r^i(t + 1) - [x^*]_{r_i} \|^2
\]

Summing the above relation over \( t = 0, \cdots, s \), for any \( s > 0 \) and expressing the result as a telescoping series yields

\[
\sum_{t=0}^{s} \sum_{i=1}^{m} \| e^i(t) \|^2 \leq \sum_{i=1}^{m} \| r^i(0) - [x^*]_{r_i} \|^2 - \sum_{i=1}^{m} \| r^i(s + 1) - [x^*]_{r_i} \|^2
\]

\[
\leq \sum_{i=1}^{m} \| r^i(0) - [x^*]_{r_i} \|^2
\]
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By letting \( s \to \infty \),
\[
\sum_{t=0}^{\infty} \sum_{i=1}^{m} \| e^i(t) \|^2 \leq \sum_{i=1}^{m} \| r^i(0) - [x^*]_{I_i} \|^2
\]
which implies \( \lim_{t \to \infty} \| e^i(t) \| = 0 \) for all \( i \).

For the rest of the section, let us assume that \( G \) is a complete graph, i.e. every pair of distinct vertices is connected by a unique edge. We proceed to show that the proposed algorithm becomes equivalent to the Distributed Projected Consensus algorithm and the results of [38] can be applied.

**Assumption A.1.** \( G \) is complete and for all \( i \) and \( k \), the weights \( a^i_{j,k}(t) \), \( j \in V \), are equal i.e.
\[
a^i_{1,k}(t) = a^i_{2,k}(t) = \cdots = a^i_{m,k}(t)
\]

If \( G \) is complete, then \( I_i = V \) for all \( i \), i.e. all agents have the same set of variables.

We can define the auxiliary sequence \( \{y(t)\} \), where \( y(t) \) is given by
\[
y(t) = \frac{1}{m} \sum_{i=1}^{m} \tilde{r}^i(t)
\]

**Lemma A.3.** Assume that \( S_1, \ldots, S_m \) are closed and convex, and \( S \) is non-empty. In addition, let Assumptions 3.1, 3.2 and A.1 hold. Then for all \( i \),
\[
\lim_{t \to \infty} \| r^i(t) - y(t) \| = 0 \quad \text{and} \quad \lim_{t \to \infty} \| \tilde{r}^i(t) - y(t) \| = 0
\]

**Proof.** By Assumption A.1, we can define new weights \( \tilde{a}^i_k(t) \) where, for all \( i \) and \( k \),
\[
\tilde{a}^i_k(t) = a^i_{j,k}(t), \quad j = 1, \ldots, m
\]
such that our update rules (3.6) and (3.7) become

\[
\tilde{r}^i(t) = \sum_{k=1}^{m} \tilde{a}_k^i r^k(t)
\]

(A.6)

\[
r_i(t + 1) = P_{S_i}(\tilde{r}_i(t))
\]

(A.7)

We can verify that (A.5), (A.6) and (A.3) satisfy Assumptions 2, 3, 4 and 5 of [38]. The proof follows by the application of Lemma 4 in [38].

\[\qed\]

**Proposition A.1.** Assume that \(S_1, \ldots, S_m\) are closed and convex, and \(S\) is non-empty. In addition, let Assumptions 3.1, 3.2 and A.1 hold. Then for some \(x^* \in S\), we have

\[
\lim_{t \to \infty} \|r_i(t) - x^*\| = 0 \quad \text{and} \quad \lim_{t \to \infty} \|\tilde{r}_i(t) - x^*\| = 0
\]

**Proof.** The proof follows from the application of (A.5), Lemma A.3, and Proposition 2 of [38].

\[\qed\]
Appendix B

Electric Power System Analysis

Electric power grids can be thought of as electric circuits of nation, or even continent-wide, dimensions. The multivariate versions of Kirchoff’s and Ohm’s laws apply, which are overviewed using a matrix-vector notation. As electric power grids are alternating current circuits, all electric quantities involved are complex valued.

In power engineering nomenclature, a bus is a connection point or node in the electric power grid. It connects various electrical elements such as transmission lines, transformers, generating units and loads. Buses, which may have generating units
and loads connected to them, can inject or remove power from the grid. A bus is called a *generator bus* if it has one or more generating units connected to it and a *load bus* otherwise.

We restrict our analysis to a simplified one-line diagram of the electric power grid under steady-state, synchronized operation with only buses, lines, generating units and loads as shown in Figure B-1. All other electrical elements are assumed to have been absorbed into the line, generating unit, or load models and are not shown explicitly. Further, quantities are measured in the per unit (p.u.) system, which are assumed to be properly normalized. The p.u. system enables uniform three-phase analysis over the different voltage levels present in the electric power grid [25]. Thus, the grid can be represented abstractly by nodes (buses) and edges (lines) in a connected network.

### B.1 Equivalent Π Circuit Model

Consider a system that comprises of two buses, 1 and 2, connected by a line (also known as a branch), which may represent a transmission line or even a transformer. A line between two nodes is represented by the equivalent Π circuit model [4] depicted in Figure B-2.

The model entails the line series impedance $z_{12}$ and a line charging susceptance $b_{12}$.
\( b_{12} \). The line series impedance consists of a resistive part \( r_{12} \) and a reactive (inductive) part \( x_{12} > 0 \), so that \( z_{12} = r_{12} + \text{i}x_{12} \). The line series impedance \( y_{12} := \frac{1}{y_{12}} = g_{12} + \text{i}b_{12} \) is often used in place of the impedance.

Let \( V_1 \) and \( V_2 \) denote the complex voltages at buses 1 and 2 respectively, and \( I_{12} \) the complex current flow from bus 1 to bus 2. Invoking Ohm’s and Kirchoff’s laws on the circuit of Figure B-2, we obtain:

\[
I_{12} = \frac{b_{12}}{2} V_1 + y_{12} (V_1 - V_2)
\]

The reverse current flow \( I_{21} \) is expressed symmetrically. Note that unless \( b_{12} \) is zero, it holds that \( I_{12} \neq I_{21} \).

Building on the two-bus system, consider next a network consisting of a set of buses \( \mathcal{V} = \{ 1, \cdots, m \} \) and a set of lines \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \). By Kirchoff’s current law, the complex current injected at bus \( i \) into the network must equal the sum of currents on the lines incident to bus \( i \), i.e.,

\[
I_i = \sum_{j \in N(i)} I_{ij} = \sum_{j \in N(i)} \left\{ \frac{b_{ij}}{2} V_i + y_{ij} (V_i - V_j) \right\}
\]

where \( N(i) \) is the set of buses incident to bus \( i \), excluding \( i \) itself. Collecting complex bus voltages in the vector \( V \in \mathbb{C}^m \) and complex bus currents in the vector \( I \in \mathbb{C}^m \), we obtain the Multivariate Ohm’s Law:

\[
I = Y V \quad \text{ (B.1)}
\]
where \( Y \in \mathbb{C}^{n \times n} \) is the bus admittance matrix given by

\[
Y_{ij} = \begin{cases} 
\sum_{k \in N(i)} \left( \frac{b_{ik}}{2} + y_{ik} \right) & \text{if } i = j \\
-y_{ij} & \text{if } j \in N(i) \\
0 & \text{otherwise}
\end{cases}
\]

\( Y \) is sparse and symmetric, but not necessarily Hermitian. We use a rectangular representation for the bus admittance matrix \( Y := G + iB \), where \( G \) is the bus conductance matrix and \( B \) is the bus susceptance matrix.

### B.2 Power Flow Equations

A major implication of (B.1) is the control of power flows. We denote \( S_{G,i} := P_{G,i} + iQ_{G,i} \) to be the complex power produced at generator bus \( i \) and \( S_{D,i} := P_{D,i} + iQ_{D,i} \) to be the complex power demanded by bus \( i \). It is convenient to define \( S_i := S_{G,i} - S_{D,i} \) to be the complex power injected at bus \( i \) to the rest of the network.

Typically, the bus voltages and bus admittances are expressed in Cartesian coordinates, i.e. \( V_i := V_{d,i} + iV_{q,i} \) and \( Y_{ij} = G_{ij} + iB_{ij} \). From the definition of power and application of the Multivariate Ohm’s Law (B.1), the complex power injected at bus \( i \) into the network is

\[
S_i = V_i I_i^H
= V_i \left( \sum_{j=1}^{m} Y_{ij} V_j^H \right)^H
= (V_{d,i} + iV_{q,i}) \sum_{j=1}^{m} ((G_{ij} - iB_{ij}) (V_{d,j} - iV_{q,j}))
\]

(B.3)

If we resolve (B.3) into real and imaginary parts, we obtain the real and reactive
powers injected at bus $i$ into the network:

$$
P_i = V_{d,i} \sum_{j=1}^{m} (V_{d,j} G_{ij} - V_{q,j} B_{ij}) + V_{q,i} \sum_{j=1}^{m} (V_{q,j} G_{ij} + V_{d,j} B_{ij}) \quad (B.4)$$

$$
Q_i = V_{q,i} \sum_{j=1}^{m} (V_{d,j} G_{ij} - V_{q,j} B_{ij}) - V_{d,i} \sum_{j=1}^{m} (V_{q,j} G_{ij} + V_{d,j} B_{ij}) \quad (B.5)$$

We can also express the bus voltages in polar coordinates, i.e., $V_i := |V_i|e^{i\theta_i}$. If we resolve (B.2) into real and imaginary parts, we obtain alternative formulas for the real and reactive power injected at bus $i$ into the network:

$$
P_i = |V_i| \sum_{j=1}^{m} (|V_j| G_{ij} \cos \theta_{ij} + |V_j| B_{ij} \sin \theta_{ij}) \quad (B.6)$$

$$
Q_i = |V_i| \sum_{j=1}^{m} (|V_j| G_{ij} \sin \theta_{ij} - |V_j| B_{ij} \cos \theta_{ij}) \quad (B.7)$$

where $\theta_{ij} := \theta_i - \theta_j$. It is common to linearize (B.6) and (B.7) to obtain the DC power flow equations. The DC model hinges on the following assumptions:

- The power network is purely inductive, so the conductance part of the bus admittance matrix is zero, i.e. $G = 0$.

- The voltage phase differences across directly connected buses are small, thus $\theta_{ij} \approx 0$ for every pair of neighboring buses $(i, j)$ and the trigonometric functions in (B.6) and (B.7) are approximated by $\sin \theta_{ij} \approx \theta_i - \theta_j$ and $\cos \theta_{ij} \approx 1$.

- The magnitude of bus voltages is approximately one p.u., i.e. $|V_i| \approx 1$ for all $i$.

The DC model simplifies to:

$$
P_i = \sum_{j=1}^{m} B_{ij} (\theta_i - \theta_j) \quad (B.8)$$

$$
:= P_{G,i} - P_{D,i}$$
B.3 Power Flow Problem

An important problem in electric power grid operation is the problem of power flow, where we want to solve for the steady-state powers and voltages of an electric power grid that are consistent with the power flow equations and within operational limits. The formulation of the power flow problem is based on operational limits of the grid as well as the power flow equations and circuit model described in the preceding sections.

Given a transmission network with a set of buses $\mathcal{V} = \{1, \cdots, m\}$ and a set of transmission lines $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$, the power flow problem is formulated as:

\[
\begin{align*}
\text{find} & \quad V_{d,i}, V_{q,i}, \quad \forall \ i \in \mathcal{V} \\
\text{s.t.} & \quad P_{G,i}^{\text{min}} \leq V_{d,i} \sum_{j=1}^{m} (V_{d,j} G_{ij} - V_{q,j} B_{ij}) + V_{q,i} \sum_{j=1}^{m} (V_{q,j} G_{ij} + V_{d,j} B_{ij}) + P_{D,i} \\
& \quad \leq P_{G,i}^{\text{max}} \quad \forall \ i \in \mathcal{V} \\
Q_{G,i}^{\text{min}} \leq V_{q,i} \sum_{j=1}^{m} (V_{d,j} G_{ij} - V_{q,j} B_{ij}) - V_{d,i} \sum_{j=1}^{m} (V_{q,j} G_{ij} + V_{d,j} B_{ij}) + Q_{D,i} \\
& \quad \leq Q_{G,i}^{\text{max}} \quad \forall \ i \in \mathcal{V} \\
(V_{i}^{\text{min}})^2 \leq V_{d,i}^2 + V_{q,i}^2 \leq (V_{i}^{\text{max}})^2 \quad \forall \ i \in \mathcal{V}
\end{align*}
\]

where generator limits $P_{G,i}^{\text{min}}, P_{G,i}^{\text{max}}, Q_{G,i}^{\text{min}}$ and $Q_{G,i}^{\text{max}}$ and voltage magnitude limits $V_i^{\text{min}}$ and $V_i^{\text{max}}$ are assumed to be known. For load buses, we have $P_{G,i}^{\text{min}} = P_{G,i}^{\text{max}} = Q_{G,i}^{\text{min}} = Q_{G,i}^{\text{max}} = 0$.

The power flow problem seeks to find a set of complex bus voltages, $V_{d,i}, V_{q,i}, \forall i \in \mathcal{V}$, that is consistent with the power equations and operational limits and satisfies complex power demands at every bus. From the solution, real and reactive power generation can be recovered using the power flow equations (B.4) and (B.5).
B.4 Structure-Preserving Power Network Model

Consider a simplified model of an electric power grid consisting of \( n \) generating units \( \{g_1, \cdots, g_n\} \), their associated \( n \) generator buses \( \{b_1, \cdots, b_n\} \), and \( m \) load buses \( \{b_{n+1}, \cdots, b_{n+m}\} \). The interconnection structure of the grid is encoded by a connected admittance-weighted graph. The generators form the vertex set of the graph and the edges represent lines between buses or internal connections between generator buses and their corresponding generating units.

The Laplacian matrix associated with the admittance-weighted graph is the symmetric matrix:

\[
\mathcal{L} = \begin{bmatrix}
\mathcal{L}_{gg} & \mathcal{L}_{gl} \\
\mathcal{L}_{lg} & \mathcal{L}_{ll}
\end{bmatrix} \in \mathbb{R}^{(2n+m) \times (2n+m)}
\]

where the first \( n \) entries are associated with the generating units and the last \( n + m \) entries are associated with the buses. \( \mathcal{L}_{gg} \in \mathbb{R}^{n \times n} \) is diagonal, \( \mathcal{L}_{ll} \in \mathbb{R}^{(n+m) \times (n+m)} \) is invertible and \( \mathcal{L}_{lg} = \mathcal{L}_{gl}^T \).

Given the transient reactances \( z_i \) of the generating units,

\[
\mathcal{L}_{gg} = \text{diag} \left( \frac{1}{z_1}, \cdots, \frac{1}{z_n} \right) \in \mathbb{R}^{n \times n}, \quad \mathcal{L}_{lg} = \begin{bmatrix} -\mathcal{L}_{gg} \\ 0 \end{bmatrix} \in \mathbb{R}^{(n+m) \times n}, \quad \mathcal{L}_{gl} = \mathcal{L}_{lg}^T
\]

And given the bus susceptances \( B_{kj} \), the element in the \( k \)-th row and \( j \)-th column of \( \mathcal{L}_{ll} \) is can be derived using:

\[
[\mathcal{L}_{ll}]_{kj} = \begin{cases} 
- B_{kj} & \text{if } j \neq k \\
\sum_{l \neq k} B_{kl} & \text{if } j = k \text{ and } k \text{ is a load bus} \\
\sum_{l \neq k} B_{kl} + \frac{1}{z_k} & \text{if } j = k \text{ and } k \text{ is a generator bus}
\end{cases}
\]

for \( k = 1, \cdots, n + m \) and \( j = 1, \cdots, n + m \).

A classical mathematical model to describe the behavior of the electric power grid in transient stability studies is the structure-preserving power network model [32, 42]. In this work, we consider the linearized small signal version of the structure-
preserving model, which consists of the linearized swing equations and the DC power flow equations (B.8) [43]. In addition, we use a Kron-reduced representation of the electric power grid to reduce the number of states. The model is given by the linear continuous-time descriptor system

\[ \dot{x}(t) = \tilde{A}_c \, x(t) + \tilde{B}_c \, P(t) \]

where the state \( x(t) = \left[ \delta^T \quad \omega^T \right]^T \in \mathbb{R}^{2n} \) consists of the rotor angles \( \delta \in \mathbb{R}^n \) and the frequencies \( \omega \in \mathbb{R}^n \). The input term

\[ P(t) = \begin{bmatrix} P_\omega(t) \\ P_\delta(t) \end{bmatrix} \in \mathbb{R}^{m+2n} \]

is due to known changes in mechanical input power to the generators \( P_\omega(t) \) and power injections at the buses \( P_\delta(t) \). Furthermore, the descriptor matrices are:

\[
\tilde{A}_c = \begin{bmatrix} 0 & I \\ M^{-1} \left( -\mathcal{L}_{gg} + \mathcal{L}_{gl} \mathcal{L}_{li}^{-1} \mathcal{L}_{lg} \right) & -M^{-1} D \end{bmatrix} \in \mathbb{R}^{2n \times 2n}
\]

\[
\tilde{B}_c = \begin{bmatrix} 0 & 0 \\ M^{-1} & M^{-1} \mathcal{L}_{gl} \mathcal{L}_{li}^{-1} \end{bmatrix} \in \mathbb{R}^{2n \times (m+2n)}
\]

where \( M = \text{diag}(M_1, \cdots, M_n) \) and \( D = \text{diag}(D_1, \cdots, D_n) \) are the diagonal matrices of the generating units’ inertias and damping constants respectively.
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