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Abstract
Quantum entanglement has evolved from being "spooky action at a distance" to being a fundamental information-theoretic resource, extending the frontiers of what is possible in communications, computation, and cryptography. It gives rise to non-local correlations that can be harnessed to perform tasks such as certified randomness generation and classical verification of quantum computation. However, these same non-local correlations also pose a challenge when analyzing complexity-theoretic or cryptographic protocols in a quantum world: the soundness or security of the protocol may no longer hold in the presence of entangled adversaries. This thesis presents several results involving games and protocols with entangled parties; in each result, we introduce new techniques and methods to analyze soundness against adversaries that can manipulate quantum entanglement.

First, we present a protocol wherein a classical verifier interacts with eight non-communicating quantum devices, and for all integer $N$ the verifier can statistically certify that the devices have produced $N$ bits of randomness that is $\varepsilon$-close to uniform, while only using $O(\log^3 \frac{1}{\varepsilon})$ bits of seed randomness. We call this an infinite randomness expansion protocol, because the amount $N$ of certified output randomness is independent of the verifier's seed length. Entanglement is both a blessing and a curse for this protocol: on one hand, the devices need entanglement in order to successfully generate randomness to pass the protocol. But on the other hand, the devices may try to use entanglement to cheat and pass the protocol without producing additional randomness. We show that the monogamous nature of entanglement prevents this from happening.

Next, this thesis studies the parallel repetition of games with entangled players. Raz's classical parallel repetition theorem (SICOMP 1998) is an influential result in complexity theory showing that the maximum success probability of unentangled players in a two-player game must decrease exponentially when the game is repeated in parallel. Its proof is highly non-trivial, and a major open question is whether it extends to the case of entangled players.

We make progress on this question in several ways. First, we present an efficient transformation on games called "anchoring" that converts any $k$-player game $G$ into a $k$-player game $G_1$ such that the entangled value of its $n$-fold parallel repetition, $G_1^n$, is exponentially small in $n$ (provided that the entangled value of $G$ is less than 1). Furthermore, the transformation is completeness preserving, in that if the entangled value of $G$ is 1, then the entangled value of $G_1^n$ is also 1. This yields the first gap amplification procedure for general entangled games that achieves exponential decay.

We also show that parallel repetition of a game causes the entangled value to decrease at a polynomial rate with the number of repetitions. In particular, this gives the first proof that the entangled value of a parallel repeated game converges to 0 for all games who entangled value is less than 1.
The third result of this thesis on entangled parallel repetition is an improved analysis of the parallel repetition of free games with entangled players. Free games are those where the players' questions are independent of each other. We show how to use the fact that the DISJOINTNESS problem of size $N$ can be solved with $O(\sqrt{N})$ qubits of quantum communication in order to speed up the rate of decay for the parallel repetition: given a free game $G$ with entangled value $1 - \epsilon$, its $n$-fold parallel repetition $G''$ has entangled value at most $(1 - \epsilon^{3/2})^\Omega(n/s)$, where $s$ is the length of the players' answers in $G$. In contrast, the best parallel repetition theorem for free games with unentangled players, due to Barak, et al. (RANDOM 2009), shows that for a free game $G$ with entangled value $1 - \delta$, the classical value of $G''$ is at most $(1 - \epsilon^2)^\Omega(n/s)$, which is a slower rate of decay. This suggests a separation between the behavior of entangled games and unentangled games under parallel repetition.

In the final part of this thesis, we examine message authentication in a quantum world. Message authentication is a fundamental task in cryptography that ensures data integrity when communicating over an insecure channel. We consider two settings. One is classical authentication against quantum attacks. The other is total quantum authentication of quantum data.

We give a new class of security definitions for both modes of message authentication. Our definitions capture and strengthen several existing definitions, including that of Boneh-Zhandry (EUROCRYPT 2013), which pertains to superposition attacks on classical authentication schemes, as well as the definition of Barnum, et al. (FOCS 2002), which addresses total authentication of quantum data. Our definitions give strong characterizations for what a quantum adversary is able to do in a message authentication protocol, even when the adversary has quantum side information that is entangled with the message state. We argue that, in the “one time” setting, our definitions are the strongest possible.

We prove that our security definition for total quantum authentication has some surprising implications, such as the ability to reuse the key whenever verification is successful, and a conceptually simple quantum key distribution protocol. We then give several constructions of protocols that satisfy our security definitions: (1) we show that the classical Wegman-Carter scheme with 3-universal hashing is secure against quantum adversaries with quantum side information; (2) we present a protocol based on unitary designs that achieves total quantum authentication, and (3) we show that using the classical Wegman-Carter scheme to authenticate in complementary bases yields a form of total quantum authentication, with bounded key leakage.
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Chapter 1

Introduction

The story of quantum entanglement begins as a troubling conundrum about the interpretation of quantum mechanics. The famous 1935 paper of Einstein, Podolsky and Rosen [40] (known as EPR) considered a thought experiment involving quantumly entangled particles separated by interstellar distances, leading to what EPR considered an untenable description of reality. How could the act of measuring one particle instantaneously affect the state of another particle lightyears away? It must be because the quantum mechanical picture of reality, EPR concluded, was incomplete. For nearly thirty years afterwards, however, most physicists were content with ignoring thorny issues of interpretation, so long as quantum physics continued to produce its fantastically accurate predictions.

When John Bell published his monumental 1964 paper “On the Einstein-Podolsky-Rosen paradox” however, quantum entanglement was suddenly elevated from harmless philosophical nuisance to empirical, falsifiable science [14]. In it, he showed that the predictions of quantum theory were inconsistent with “hidden variable” models of physics, which are theories based on the classical principles advocated by EPR. He presented a simple experiment – involving entangled particles – where if the outcomes were consistent with quantum theory, then local hidden variable theories would be ruled out. In one move, Bell’s theorem (as his result is known) made the foggy problem of interpretation suddenly very concrete and very real – it was testable.

We can distill his experiment into a simple form, in terms of a game. The game consists of three parties: Alice, Bob, and a referee. Before the start of the game, Alice and Bob can perform any amount of collusion. Once the game begins, however, Alice and Bob are not allowed to communicate, and the referee does the following: it picks two bits $x, y$ uniformly and independently at random, and sends $x$ to Alice and $y$ to Bob. The instant that Alice and Bob receive their respective bits, they must perform some physical process as fast as they can in order to produce bits of their own: Alice generates $a$, Bob generates $b$, and both bits are sent to the referee. Their strategy for generating answer bits must be quick so they don’t have time to signal to each other. The referee then compares whether the parity of their answers (i.e., $a \oplus b$) is equal to the logical AND of their questions (i.e., $x \land y$). If so, then Alice and Bob win the game – otherwise they lose. This game is known as the CHSH game, named after its inventors Clauser, Horne, Shimony, and Holt [28].

What is the maximum winning probability of Alice and Bob? In a world governed by the classical principles posited by EPR, the answers of Alice and Bob would be generated by hidden variables (called “elements of reality” by EPR). In this model, we can imagine that Alice and Bob’s strategy to play this game is as follows: in the collusion phase, Alice
and Bob flip a series of coins and each copy down the outcomes. During the game, Alice generates her answer $a$ solely as a deterministic function of the random coin flips from the collusion phase and her question $x$. Bob does the same thing. It is an easy exercise to see that with such a strategy, the maximum winning probability of Alice and Bob is 75%. Even if Alice and Bob used common randomness (by flipping coins before the game, and using the outcomes of the coins during the game to coordinate their answers), their maximum success probability is still bounded by 75%.\(^1\)

However, quantum mechanical Alice and Bob can do significantly better. Before the game, Alice and Bob generate two entangled particles in the state $|\psi\rangle = \frac{|00\rangle + |11\rangle}{\sqrt{2}}$, fittingly known as an EPR pair. Alice takes one particle for herself and Bob takes the other. During the game, Alice and Bob perform measurements on their share of the EPR pair, and they report the measurement outcomes as their answers. By choosing the measurements carefully, Alice and Bob can win this game with probability approximately 85.36%! This also gives another way to formulate Bell’s theorem: using quantum resources, Alice and Bob can win the CHSH game more often than if they were governed by hidden variables.

This immediately suggests an experiment: play the CHSH game many times, and check how many times Alice and Bob win. Any success rate noticeably greater than 75% would imply that the behavior of Alice and Bob – and hence the laws of physics – is non-classical. Here, “Alice”, “Bob”, and the “referee” are personifications of measurement apparatuses and a random number generator that a skilled experimenter could set up in a laboratory. Assuming that (a) all the laboratory equipment is ideal, (b) the components corresponding to Alice and Bob are separated far enough to prevent communication, and (c) the experiment is repeatable, then the empirically observed win rate will give a reliable criterion to reject the hidden variable model of physics.

Since 1964, countless implementations of Bell tests (as his experiments and variations of it are called) have been conducted, each time reaffirming the quantum nature of reality. While ideal experimental conditions cannot be achieved exactly, each experiment has come closer in closing all the so-called Bell test “loopholes”. These are caveats that prevent one from incontrovertibly concluding that nature is behaving non-classically: Alice and Bob could be too close to each other, and thus in principle they could signal to each other during the game; measurement devices could be imperfect, and thus the runs of the game in which the devices did work could artificially inflate the success percentage of Alice and Bob. However, the long history of performing Bell tests recently culminated in a historic milestone: in 2015, the Hanson group of the Netherlands reported the first loophole-free Bell test [54]. Eighty years after the EPR paper, we can finally put the classical vision of nature to rest.

\section*{1.1 Beyond Bell}

Since EPR and Bell, quantum entanglement has grown from a philosophical peculiarity to a fundamental physical phenomenon. We now know that entanglement manifests itself in exotic materials [99], black hole physics [4], and even plant photosynthesis [92]. As quantum information processing – and one day, quantum computing – becomes widespread, we will need precise and exquisite control of complex quantum systems, including the manipulation of entanglement.

\(^1\)This is by averaging: for any strategy involving shared randomness, one can obtain a deterministic strategy that achieves the same success probability by simply fixing the best randomness used by the players.
Quantum entanglement can be regarded as a resource, just like time, energy, and space. We've seen how entanglement is useful for games like the CHSH game: it allows Alice and Bob to win the game with higher probability than if they didn't have entanglement. In quantum protocols such as device-independent quantum key distribution, or delegated quantum computation, the use of entanglement is necessary in order for the protocols to work at all. However, entanglement is not always "good"; it can also be a harmful resource used by an adversary to break the security of a cryptographic protocol or the soundness of a proof system.

This thesis focuses on constraining quantum entanglement in games and protocols. Specifically, I will focus on the behavior of quantum entanglement in infinite randomness expansion protocols the parallel repetition of games, and classical and quantum message authentication in the presence of entangled adversaries. In each of these topics, the central problem is that of characterizing the power of an entangled adversary who is trying to disrupt the desired functionality of the game or protocol. The main contribution of this thesis are techniques for characterizing and mitigating such adversarial entanglement.

1.2 Infinite randomness expansion with untrusted quantum devices

The first part of this thesis studies how quantum entanglement enables classical testing of quantum randomness generation.

The fact that Bell's theorem gives an operational method to distinguish between (local) hidden variable models of reality and quantum theory is only the beginning. One of the most startling implications of Bell's theorem, discovered only ten years ago, is that it also gives an operational method for testing quantum randomness generation.

Recall the CHSH game. Suppose that Alice and Bob employ a deterministic strategy to play the game. That is, Alice's answer $a$ is a deterministic function of her question $x$, and Bob's answer $b$ is another deterministic function of his question $y$. Since this is a hidden variable theory, Alice and Bob's maximum winning probability is $75\%$, over the choice of questions chosen by the referee. If we take this in the contrapositive, then if we observe that Alice and Bob were employing a strategy that allowed them to win more than $75\%$ of the time, we must conclude that their outputs $a$ and $b$ must contain some entropy!

It is imperative to emphasize that, while randomness generation is necessary to win the CHSH game with better than $75\%$ probability, it is not a sufficient condition: as mentioned earlier, if Alice and Bob only employed shared randomness in their strategies, they would not be able to beat the $75\%$ bound. Thus, one should think of the CHSH game as a test for non-classicality, which implies randomness generation.

This simple but powerful observation initiated the study of device-independent randomness expansion. Here, we can test that an untrusted device (consisting of multiple components that cannot communicate with each other) produces randomness by having it play multiple rounds of the CHSH game. Astoundingly, the amount of initial seed randomness required to run such tests can be much less than the amount of output randomness – hence we have expanded the amount of randomness that we started with. Note that, while randomness expansion protocols sound similar to pseudorandom generators, there is nothing "pseudo" about the output: a randomness expansion protocol guarantees that, so long as the device passes the protocol with some minimum probability, the output will contain much more information-theoretic entropy than was contained in the seed!
Without this simple non-communication assumption on the devices, it is easy to see that such black-box randomness testing is impossible. The term “device-independence” means that, other than this, we make no additional assumption on the internal structure of the device. In particular, it could’ve been manufactured by an adversary.

The first randomness expansion protocol was demonstrated by Roger Colbeck in his Ph.D. thesis in 2006 [31], which expanded \( m \) bits of seed randomness to \( cm \) bits of close-to-uniform randomness, for some constant \( c > 1 \). This was followed up by quadratic randomness expansion: \( m \) bits expanded to \( \Theta(m^2) \) bits [84]. Then, two works (one by Vazirani and Vidick [96], and the other by Fehr, et al. [42]) simultaneously demonstrated protocols attaining exponential randomness expansion: successfully passing the protocols certifies that the outputs have \( 2^{\Omega(m)} \) bits of entropy, while only starting with \( m \) initial seed bits.

The obvious open question is, “Can we do better?” Are there any fundamental limits to how much randomness expansion one could achieve? In joint work with Matthew Coudron and Thomas Vidick, we showed that a natural class of non-adaptive randomness expansion protocols could not achieve unbounded expansion [32]; in fact, doubly-exponential expansion \( (m \rightarrow 2^\Omega(m)) \) is the limit. Here, “non-adaptive” means that the inputs given to the devices only depend on the initial seed, and not on their outputs. This limitation applied to nearly every randomness expansion protocol in the literature at the time. Still, the tantalizing question remained: could we circumvent this doubly-exponential barrier by designing adaptive randomness expansion protocols?

In joint work with Matthew Coudron, we demonstrated the existence of an adaptive protocol that involves eight non-communicating devices, and starting with \( m \) bits of seed randomness, produces a string of length \( N \) that is guaranteed to be \( \exp(-poly(m)) \)-close to uniform in statistical distance [33]. Here, \( N \) can be arbitrarily large— to produce a larger random string, you simply run the protocol for more iterations. This settled the “infinite randomness expansion” conjecture.

At the heart of the analysis of our infinite randomness expansion protocol is the construction of a non-adaptive randomness expansion protocol with an especially strong security guarantee about its output: if the protocol succeeds, then the output randomness is unentangled (and hence private) from any external adversary, even if the adversary was originally entangled with the devices used in the protocol, and also generated the seed used by the classical user of the protocol! Given a randomness expansion protocol with such guarantees, then one can safely combine two instances of these protocols in order to adaptively generate an unbounded amount of private and secure randomness, by treating each instance as the supplier of ever-growing amounts of seed randomness for the other instance.

1.3 Parallel repetition of games in the presence of entanglement

The second part of the thesis studies the parallel repetition of games involving entangled players.

Classical parallel repetition. The parallel repetition theorem is an important tool in classical complexity theory and cryptography for amplifying the hardness of two-player games. We have already seen one example of a two-player game, the CHSH game. More generally, a two-player game \( G \) is played as follows: a referee samples a pair of questions \( (x, y) \)
from some distribution \( \mu \), sends \( x \) to the first player (who we call Alice) and \( y \) to the second player (who we call Bob). Alice and Bob cannot communicate during the game. Alice responds with an answer \( a \), Bob responds with an answer \( b \), and the referee checks if \( V(x, y, a, b) = 1 \) for some predicate \( V \). If so, then the players win \( G \).

When the players are classical (that is, their answers are a deterministic function of their questions), we call the maximum success probability of the players in the game \( G \) as the classical value of \( G \), denoted by \( \text{val}(G) \). One of the most important results in classical complexity theory is Raz’s parallel repetition theorem [88], which states the following:

**Theorem 1** (Raz’s parallel repetition theorem). Let \( G \) be a two-player game with classical value \( \text{val}(G) = 1 - \epsilon \). Then

\[
\text{val}(G^n) \leq (1 - \epsilon^3)^\Omega(n)
\]

where the constant in the \( \Omega(\cdot) \) depends on the game \( G \).

Here, \( G^n \) denotes a two-player game called the \( n \)-fold parallel repetition of \( G \), denoted by \( G^n \). In this game, the referee plays \( n \) independent instances of \( G \) in parallel with two players: the referee samples \( n \) independent question pairs \( (x_1, y_1), \ldots, (x_n, y_n) \) from \( \mu \), and sends \( (x_1, \ldots, x_n) \) to Alice, and \( (y_1, \ldots, y_n) \) to Bob. Alice responds with \((a_1, \ldots, a_n)\), and Bob with \((b_1, \ldots, b_n)\). They win the game \( G^n \) only if \( V(x_i, y_i, a_i, b_i) = 1 \) for all \( i = 1, \ldots, n \).

Theorem 1 shows that if \( \text{val}(G) < 1 \), then the players’ success probability in the repeated game \( G^n \) is exponentially small in \( n \). Though the statement is intuitive, the proof of Theorem 1 is nontrivial, and requires clever information-theoretic arguments.

The main application of Raz’s parallel repetition theorem is to the areas of hardness of approximation and probabilistically checkable proofs. The famous PCP Theorem [6] can be formulated in terms of two-player games: it is NP-hard to approximate the (classical) value of a game \( G \) within an additive error of, say, 0.001. The parallel repetition theorem gives a blackbox method to amplify this inapproximability: we can then conclude that for any \( \epsilon > 0 \) it is NP-hard to approximate the classical value of a game \( G \) within an additive error \( 1 - \epsilon \). Since the value of a game is a number between 0 and 1, this implies strong inapproximability for games. From this, optimal inapproximability results for various natural optimization problems can be obtained [52, 38].

**Games with entangled players.** We are primarily interested in the setting of games with entangled players: to produce their answers, Alice and Bob make measurements on an entangled state. When Alice and Bob are allowed to use entangled strategies, we call their maximum success probability the entangled value, denoted by \( \text{val}^*(G) \). There are games for which the entangled value is strictly larger than the classical value; the CHSH game is one example.

The general study of one-round games with entangled players was initiated by Cleve, Høyer, Toner, and Watrous [29]. This study was motivated by the important role that two-player games have in classical complexity theory, as well as the fact that Bell’s theorem and Bell inequalities are naturally formulated in the language of entangled games. Since then, the field of entangled games (also called non-local games by [29]) has blossomed into a rich area that touches upon quantum complexity theory, Hamiltonian complexity, optimization, and more.

**Quantum parallel repetition.** Here we are interested in whether there is a quantum analogue of Raz’s parallel repetition theorem. A natural open question, which we call the
Quantum Parallel Repetition Conjecture, is whether an analogue of Raz's parallel repetition theorem holds when the players are allowed to use shared quantum entanglement as part of their strategy.

We've seen quantum entanglement can be a powerful information theoretic resource (as dramatically demonstrated with the Infinite Randomness Expansion result!). But can it be so powerful as to defeat parallel repetition? In other words, is it possible that there is a game $G$ such that $\text{val}^*(G) < 1$, but for all $n$, $\text{val}^*(G^n)$ is lower bounded by some constant independent of $n$? This ludicrous possibility has not been ruled out, prior to the results in this thesis.

The parallel repetition of entangled games has been studied extensively in recent years. A quantum analogue of Raz's parallel repetition theorem has been established for many special classes of games: including free games [24, 61, 27], projection games [39], XOR games [30], and unique games [64], but the general case has resisted attack. This thesis presents three results concerning the Quantum Parallel Repetition Conjecture, in order of increasing generality and scope:

1. Improved parallel repetition theorems for free entangled games
2. Hardness amplification for general entangled games via anchoring
3. A parallel repetition theorem for all entangled games

In Chapter 4, I will give an in-depth survey of the subject of quantum parallel repetition, as well as summaries of the three results above.

1.4 Message authentication in a quantum world

Message authentication is a fundamental task in cryptography. While encryption hides the contents of a message from an eavesdropper, authentication protects a message from a tamperer. With message authentication, Alice can send a message to Bob, and he can verify the integrity of his received message to check whether it was manipulated by an active adversary. It is well known that encryption and authentication are orthogonal tasks.

A simple message authentication scheme is the following: Alice and Bob share a random secret key $k$, and also agree on a family of hash functions $\{h_k\}$. To authenticate a message $m$, Alice sends $m$ along with the hash $h_k(m)$, called the tag. When Bob receives a message/tag pair $(m', t)$, he checks whether $t = h_k(m')$. If so, then he accepts and concludes that $m'$ is the original message $m$, otherwise he rejects and concludes that some tampering must have happened. This is the classical Wegman-Carter message authentication scheme [101]. The idea is that, if an adversary does not know the secret key $k$ and the hash family is 2-universal, then the adversary has a small chance of successfully changing $(m, h_k(m))$ into another valid message/tag pair.

The last part of this thesis is on message authentication in a quantum world. The main contributions of this work include security definitions for authentication against quantum adversaries that subsume previous ones, as well as authentication schemes instantiating our new definitions. We consider both classical authentication with quantum adversaries, and fully quantum authentication with quantum adversaries.

The famous one-time pad, while achieving perfect encryption, offers no authentication capabilities whatsoever: an adversary can flip any number of bits of the ciphertext without being detected, and the receiver would consequently decipher a message that may have little to do with the original message. On the other hand, many message authentication schemes do not even attempt to hide the message.
Classical authentication in a quantum world. First, we consider what happens if adversaries try to perform quantum attacks on classical authentication schemes. This is part of the broader subject of post-quantum cryptography, where one of the central questions is: which classical cryptographic primitives survive in a world where the adversaries are equipped with quantum computers and are able to mount quantum attacks [15]?

In this setting, we can imagine that message authentication is performed by some physical device, such as a smart card. It is ostensibly non-quantum, performing classical authentication on classical inputs, and returning classical outputs. However, an adversary could in principle operate on this device in a quantum manner, by cooling it down to very low temperatures, shielding it from noise and radiation, and access the device in superposition: for example, if the device used the Wegman-Carter authentication scheme, then the adversary could submit a superposition of messages $\sum m \alpha_m |m\rangle$, and the device would return $\sum_m \alpha_m |m, h_k(m)\rangle$. Furthermore, the adversary could submit a superposition of messages that is entangled with some quantum side information: $\sum m \alpha_m |m\rangle |\varphi_m\rangle$, where $\{|\varphi_m\rangle\}$ are arbitrary quantum states held by the adversary. After authentication, the state is $\sum_m \alpha_m |m, h_k(m)\rangle |\varphi_m\rangle$.

We focus on the one-time setting. That is, the adversary is only able to use the smart card once. Still, could the adversary take advantage of superposition attacks and quantum side information to produce a forgery, i.e., two distinct message/tag pairs $(m_1, h_k(m_1))$ and $(m_2, h_k(m_2))$? Could the adversary extract the secret key $k$ in this way?

In [18], Boneh and Zhandry gave the first security definition for classical authentication against superposition attacks: at minimum, if the adversary is only able to quantumly access the authentication oracle (in this case, the smart card) $q$ times, then it should not be able to produce $q + 1$ valid message/tag pairs with non-negligible probability. When the adversary only performs classical attacks, this coincides with the classical definition of security for message authentication. They prove that the Wegman-Carter scheme, when instantiated with a $q$-wise independent hash family, satisfies this stronger quantum security definition.

However, the Boneh-Zhandry security definition does not constrain the relationship between $q$ message/tag pairs that the adversary could produce, and the $q$ queries made to the authentication oracle. For example, consider the case where the adversary submits one superposition of messages that all start with bob@gmail.com. Suppose the adversary were able to manipulate the authenticated superposition (which may be entangled with quantum side information) to produce an authentication of a message that started with charlie@hotmail.com instead. This is clearly an undesirable outcome, although the Boneh-Zhandry definition does not rule such an attack out.

Our first contribution is a significantly strengthened security definition for one-time classical authentication schemes. It characterizes, in a strong way, the (effective) actions of a quantum adversary, who may share arbitrary quantum entanglement with the messages being authenticated. At a high level, the security definition says that “all the adversary can do” is, given an authenticated state, measure the message/tag pair, and based on the outcome of its measurement, apply an arbitrary quantum operation on its quantum side information. Since a real adversary can certainly do this in an undetectable way, this means that our security definition is the strongest possible.

From this security definition we are able to easily deduce properties such as unforgeability (and hence recover the Boneh-Zhandry security definition for one-time message authentication), as well as ruling out attacks like the one given above. Then, we show how the Wegman-Carter authentication scheme satisfies this strengthened security definition.
Quantum authentication of quantum data. Next, we consider **total quantum authentication**. If we think of authentication as a general cryptographic primitive to detect tampering of a message, then in the quantum setting we should expect that if a receiver accepts an authenticated quantum state, the state should be indistinguishable from the original authenticated message state. A classical authentication scheme like Wegman-Carter cannot provide such functionality; for example, given the authenticated state $\sum_m a_m |m, h_k(m)\rangle$, the adversary could simply measure the state in the computational basis, producing a mixed state; yet this would go undetected by the receiver.

In [9], Barnum et al. investigate the possibility of authenticating quantum data using a quantum protocol. They present a definition of quantum authentication where, conditioned on the protocol succeeding, the sender has effectively teleported a quantum state to the receiver. They then give a scheme which attains this definition. Interestingly, they show that quantum state authentication necessarily implies quantum state encryption.

However, the security definition given by Barnum et al. for quantum authentication does not take entanglement into account; the adversary may have access to quantum side information about the state being authenticated, which could potentially give it more power. Follow up works [53] showed that the Barnum et al. protocol actually has *universal composable security*, which implies that it remains secure in the presence of side information. However, no general definition for authentication with quantum side information was given.

Our second contribution is a strengthened security definition for total quantum authentication that handles quantum side information. Again, our security definition gives a strong characterization of the adversary's actions on the authenticated message state: essentially "all the adversary can do" conditioned on the receiver accepting is to perform an arbitrary quantum operation on its quantum side information, independently of the message state. Since a real adversary could do this without detection, this is the strongest possible security definition.

This security definition subsumes the definition given by Barnum, et al. It also implies surprising consequences: a quantum authentication scheme can be easily turned into a *quantum key distribution* protocol, in which two parties Alice and Bob can generate shared private keys that are secure against an active quantum eavesdropper. Furthermore, our security definition implies a *key reuse property*: whenever the receiver accepts, not only is the message state certified to be untouched by the adversary, the key is also guaranteed to be independent of the adversary.3

Finally, we present two schemes that perform total quantum authentication: the first one, based on unitary designs, satisfies the security definition outright. The second one is based on applying the Wegman-Carter classical authentication scheme in complementary bases. The caveat with the second scheme is that it potentially leaks certain bits of the key, although we have control over which bits of the key are insecure. It makes up for this caveat by being conceptually very simple.

---

3Hayden, et al. [53] also show that the specific protocol of Barnum, et al. implies quantum key distribution and (partial) key reuse.
Chapter 2

Preliminaries

2.1 Notation

2.1.1 Sets and indices

For an integer $n$, we let $[n] = \{1, \ldots, n\}$. For an alphabet $\mathcal{X}$, we let $\mathcal{X}^n$ denote the $n$-fold Cartesian product of $\mathcal{X}$. We denote elements of $\mathcal{X}^n$ by $x^n = (x_1, \ldots, x_n)$. For a subset $C = \{i_1, \ldots, i_t\} \subseteq [n]$, we let $x_C$ denote the ordered tuple $(x_{i_1}, \ldots, x_{i_t})$.

We write $\mathbb{R}$ to denote the field of real numbers, $\mathbb{C}$ to denote the field of complex numbers, $\mathbb{Z}$ to denote the ring of integers, and $\mathbb{N}$ to denote the set of natural numbers $\{1, 2, \ldots\}$.

2.1.2 Linear algebra

We use $I$ to denote the identity matrix. For Hermitian matrices $A, B$ we write $A \preceq B$ to indicate that $A - B$ is positive semidefinite. For a linear operator $X$ acting on a complex vector space, we let $\text{ad}_X[\cdot]$ to denote the map that takes linear operators $\rho \mapsto X\rho X^\dagger$.

2.1.3 Probability distributions, random variables, and expectations

We let capital letters denote random variables and lower case letters denote specific samples. We will use superscripts to denote tuples, e.g., $X^n : = (X_1, \ldots, X_n)$, $x^n = (x_1, \ldots, x_n)$. For a subset $C \subseteq [n]$ we write $X_C$ to denote the sub-tuple of $X^n$ indexed by $C$. We use $P_X$ to denote the probability distribution of random variable $X$, and $P_X(x)$ to denote the probability that $X = x$ for some value $x$. For multiple random variables, e.g., $X, Y, Z$, $P_{XYZ}(x, y, z)$ denotes their joint distribution with respect to some probability space understood from context.

We use $P_{Y|X=x}(y)$ to denote the conditional distribution $P_{Y|X}(y, x)/P_X(x)$, which is defined when $P_X(x) > 0$. When conditioning on many variables, we usually use the shorthand $P_{X|Y,Z}$ to denote the distribution $P_{X|Y,Y,Z}$ for example, we write $P_{Y|\omega_{-i},x,y}$ to denote $P_{Y|\omega_{-i},X_i=x,Y_i=y}$. For an event $W$ we let $P_{XY|W}$ denote the distribution conditioned on $W$. We use the notation $E_X f(x)$ and $E_{P_X} f(x)$ to denote the expectation $\Sigma x P_X(x)f(x)$.

Let $P_{X_0}$ be a distribution of $\mathcal{X}$, and for every $x$ in the support of $P_{X_0}$, let $P_{Y|X_i=x}$ be a conditional distribution defined over $\mathcal{Y}$. We define the distribution $P_{X_0}P_{Y|X_1}$ over $\mathcal{X} \times \mathcal{Y}$ as

$$(P_{X_0}P_{Y|X_1})(x, y) : = P_{X_0}(x) \cdot P_{Y|X_1=x}(y).$$
Additionally, we write $P_{X_0 \mid Z} P_{Y \mid X_1}$ to denote the distribution $(P_{X_0 \mid Z} P_{Y \mid X_1})(x, z, y) := P_{X_0 \mid Z}(x, z) \cdot P_{Y \mid X_1}(y)$. For two random variables $X_0$ and $X_1$ over the same set $\mathcal{X}$, $P_{X_0} \approx_{\varepsilon} P_{X_1}$ indicates that the total variation distance between $P_{X_0}$ and $P_{X_1}$,

$$||P_{X_0} - P_{X_1}|| := \frac{1}{2} \sum_{x \in \mathcal{X}} |P_{X_0}(x) - P_{X_1}(x)|,$$

is at most $\varepsilon$.

The following simple lemma will be used repeatedly.

**Lemma 2.** Let $Q_F$ and $S_F$ be two probability distributions of some random variable $F$, and let $R_{G \mid F}$ be a conditional probability distribution for some random variable $G$, conditioned on $F$. Then

$$||Q_F R_{G \mid F} - S_F R_{G \mid F}|| = ||Q_F - S_F||.$$

**Proof.** Note that $||Q_F R_{G \mid F} - S_F R_{G \mid F}||$ is equal to

$$\frac{1}{2} \sum_{f, g} |Q(f) R(g \mid f) - S(f) R(g \mid f)| = \frac{1}{2} \sum_{f} |Q(f) - S(f)| \cdot \left( \sum_{g} R(g \mid f) \right)$$

$$= \frac{1}{2} \sum_{f} |Q(f) - S(f)|$$

$$= ||Q_F - S_F||. \quad \Box$$

### 2.2 Quantum states and measurements

For comprehensive references on quantum information we refer the reader to [82, 102]. We use $\mathcal{H}$ to denote a finite dimensional Hilbert space. A $d$-dimensional quantum pure state is a unit-length vector $|\psi\rangle \in \mathbb{C}^d$. A matrix $\rho \in \mathbb{C}^{d \times d}$ is a $d$-dimensional density matrix if it is positive semidefinite and has trace 1. A positive operator valued measurement (POVM) with outcome set $\mathcal{A}$ is a set of positive semidefinite matrices $\{E_a\}$ labeled by $a \in \mathcal{A}$ that sum to the identity. Given a density matrix $\rho \in \mathbb{C}^{d \times d}$ and a POVM $\{E_a\}$ where each $E_a$ acts on $\mathbb{C}^{d \times d}$, each outcome $a \in \mathcal{A}$ occurs with probability $\text{Tr}(\rho E_a)$, and for each outcome the state $\rho$ is transformed into the post-measurement state

$$\rho_a = \frac{\sqrt{E_a} \rho \sqrt{E_a}}{\text{Tr}(\rho E_a)}$$

where $\sqrt{E_a}$ denotes the matrix square root of $E_a$. The reader may be aware that the post-measurement states of a POVM have a unitary freedom, but in this thesis we shall restrict ourselves to the canonical post-measurement states just defined.

We will use the convention that, when $|\psi\rangle$ is a pure state, $\psi$ refers to the rank-1 density matrix $|\psi\rangle\langle\psi|$. We use superscripts to denote system labels; so $\rho^{AB}$ will denote the density matrix on the systems $A$ and $B$. A classical-quantum state $\rho^{XE}$ is classical on $X$ and quantum on $E$ if it can be written as $\rho^{XE} = \sum_x p(x)|x\rangle\langle x| \otimes \rho_X^E$ for some probability measure $p(\cdot)$.
The state $\rho_{XE}$ is by definition the $E$ part of the state $\rho_{XLE}$, conditioned on the classical register $X = x$. We write $\rho_{XE}$ to denote the state $|x\rangle\langle x| \otimes \rho_{E}^x$.

We will generally decorate states (both pure states and density matrices) with superscripts to indicate the spaces and registers they reside in.

2.3 Norms and distance measures

For a vector $|\psi\rangle$, we use $||\psi||$ to denote its Euclidean length. For a matrix $A$, we will use $\|A\|_1$ to denote its trace norm $\text{Tr}(\sqrt{AA^\dagger})$. A density matrix is a positive semidefinite matrix with trace 1. The fidelity between two density matrices $\rho$ and $\sigma$ is defined as $F(\rho, \sigma) = \sqrt{\text{Tr}(\sqrt{\rho \sigma})}$. The Fuchs-van de Graaf inequalities relate fidelity and trace norm as

$$1 - F(\rho, \sigma) \leq \frac{1}{2} ||\rho - \sigma||_1 \leq \sqrt{1 - F(\rho, \sigma)^2}. \quad (2.1)$$

2.3.1 Hellinger distance

The fidelity distance measure is not a metric on the space of positive semidefinite operators. For one, it does not satisfy a triangle inequality. However, one can convert fidelity into other measures that are metrics. One such measure is the Hellinger distance, defined as $h(\rho, \sigma) := \sqrt{1 - F(\rho, \sigma)}$. In this paper, we will use the squared Hellinger metric, denoted by $h^2(\rho, \sigma) := 1 - F(\rho, \sigma)$, as the primary distance measure between quantum states. It satisfies many pleasant properties, including the following:

**Fact 3** (Triangle inequality). Let $n \geq 2$ and let $\rho_1, \ldots, \rho_{n+1}$ be density matrices. Then

$$h^2(\rho_1, \rho_{n+1}) \leq n \sum_i h^2(\rho_i, \rho_{i+1}).$$

**Proof.** We adapt the proof from [24]. For $i \in [n]$ let $a_i = \arccos(F(\rho_i, \rho_{i+1}))$. Let $a = \arccos(F(\rho_1, \rho_{n+1}))$. Then, since $\arccos(F(\cdot, \cdot))$ is a distance measure for quantum states, we have $a \leq \sum_i a_i$. Then we have

$$h^2(\rho_1, \rho_{n+1}) = 1 - \cos(a) \leq n^2(1 - \cos(a/n)) \leq n \sum_i (1 - \cos(a_i)) = n \sum_{i=1}^n h^2(\rho_i, \rho_{i+1}).$$

**Fact 4** (Contractivity under quantum operations). Let $E$ be a quantum operation, and let $\rho$ and $\sigma$ be density matrices. Then $h^2(E(\rho), E(\sigma)) \leq h^2(\rho, \sigma)$.

**Fact 5** (Unitary invariance). Let $U$ be unitary, and let $\rho$ and $\sigma$ be density matrices. Then $h^2(U\rho U^\dagger, U\sigma U^\dagger) = h^2(\rho, \sigma)$.

**Fact 6** (Convexity). Let $\{A_i\}$ and $\{B_i\}$ be finite collections of positive semidefinite operators, and let $\{p_i\}$ be a probability distribution. Then $h^2(\sum_i p_i A_i \sum_i p_i B_i) \leq \sum_i p_i h^2(A_i, B_i)$.

**Fact 7**. Let $\{A_i\}$ and $\{B_i\}$ be finite collections of positive semidefinite operators, and let $\{p_i\}$ be a probability distribution. Then $h^2(\sum_i p_i |i\rangle \langle i| \otimes A_i \sum_i p_i |i\rangle \langle i| \otimes B_i) = \sum_i p_i h^2(A_i, B_i)$.

**Fact 8** ([58]). Let $\rho$ and $\sigma$ be density matrices. Then $S(\rho \| \sigma) \geq h^2(\rho, \sigma)$. 23
2.4 Quantum information theory

For two positive semidefinite operators \( \rho, \sigma \), the relative entropy \( S(\rho \| \sigma) \) is defined to be \( \text{Tr}(\rho (\log \rho - \log \sigma)) \). The relative min-entropy \( S_\infty(\rho \| \sigma) \) is defined as \( \min\{ \lambda : \rho \preceq 2^\lambda \sigma \} \).

Let \( \rho_{AB} \) be a bipartite state. The mutual information \( I(A : B)_\rho \) is defined as \( S(\rho_{AB} \| \rho^A \otimes \rho^B) \). For a classical-quantum state \( \rho_{XAB} \) that is classical on \( X \) and quantum on \( AB \), we write \( I(A; B|X)_\rho \) to indicate \( I(A; B)_\rho \).

We define quantum min-entropy. Let \( \rho_{AB} \) be a bipartite density matrix. The min-entropy of \( A \) conditioned on \( B \) is defined as

\[
H_{\min}(A|B)_\rho := \max\{ \lambda \in \mathbb{R} : \exists \sigma_B \in D(\mathcal{H}_B) \text{ s.t. } \rho_{AB} \preceq 2^{-\lambda} \mathbb{I}_A \otimes \sigma_B \}
\]

where \( D(\mathcal{H}_B) \) denotes the set of density matrices on register \( B \). Let \( \varepsilon > 0 \). Then \( \varepsilon \)-smoothed min-entropy of \( A \) conditioned on \( B \) is defined as

\[
H_{\varepsilon \min}(A|B)_\rho := \max_{\rho_{AB} \in B(\rho_{AB}, \varepsilon)} H_{\min}(A|B)_\rho,
\]

where \( B(\rho_{AB}, \varepsilon) \) is the set of sub-normalized density matrices within trace distance \( \varepsilon \) of \( \rho_{AB} \). For a detailed reference on quantum min-entropy, we refer the reader to [91].

The following propositions and facts will be useful throughout this thesis.

**Proposition 9** (Pinsker's inequality). For all density matrices \( \rho, \sigma \), \( \frac{1}{2} \| \rho - \sigma \|_1^2 \leq S(\rho \| \sigma) \).

**Fact 10** ([61], Fact II.8). Let \( \rho = \sum_z P_z(z) |z\rangle \langle z| \otimes \rho_z \), and \( \rho' = \sum_z P'_z(z) |z\rangle \langle z| \otimes \rho'_z \). Then \( S(\rho' \| \rho) = S(P'_Z \| P_Z) + \sum_z S(\rho'_z \| \rho_z) \). In particular, \( S(\rho' \| \rho) \geq \sum_z S(\rho'_z \| \rho_z) \).

**Fact 11** ([58]). Let \( \mu \) be a probability distribution on \( X \). Let \( \rho = \sum_{x \in X} \mu_x |x\rangle \langle x| \otimes \rho^A_x \). Then \( I(X : A)_\rho = \mathbb{E}_{x \sim \mu} [S(\rho_x \| \rho)] \).

**Fact 12** ([61], Fact II.11). Let \( \rho^{XY} \) and \( \sigma^{XY} \) be quantum states. Then \( S(\rho^{XY} \| \sigma^{XY}) \geq S(\rho^X \| \sigma^X) \).

**Fact 13.** Let \( \rho^{XY} \) and \( \sigma^{XY} = \sigma^X \otimes \sigma^Y \) be quantum states. Then \( S(\rho^{XY} \| \sigma^{XY}) \geq S(\rho^X \| \sigma^X) + S(\rho^Y \| \sigma^Y) \).

**Fact 14** ([61], Lemma II.13). Let \( \rho = \rho_0 + (1 - p) \rho_1 \). Then \( S_\infty(\rho_0 \| \rho) \leq \log 1/p \).

**Fact 15.** Let \( \rho^{AB} \) and \( \sigma^{AB} \) be density matrices. Then \( S_\infty(\rho^{AB} \| \sigma^{AB}) \geq S_\infty(\rho^A \| \sigma^B) \).

**Fact 16.** Let \( \rho, \sigma, \) and \( \tau \) be density matrices such that \( S_\infty(\rho \| \sigma) \leq \lambda_1 \) and \( S_\infty(\sigma \| \tau) \leq \lambda_2 \). Then \( S_\infty(\rho \| \tau) \leq \lambda_1 + \lambda_2 \).

**Fact 17.** Let \( \rho, \sigma, \) and \( \tau \) be density matrices such that \( S(\rho \| \sigma) \leq \lambda_1 \) and \( S(\sigma \| \tau) \leq \lambda_2 \). Then \( S(\rho \| \tau) \leq \lambda_1 + \lambda_2 \).

**Proof.** \( S(\sigma \| \tau) = \lambda_2 \) implies that \( 2^{-\lambda_2} \sigma \leq \tau \). Then,

\[
S(\rho \| \tau) = \text{Tr}(\rho (\log \rho - \log \tau)) \\
\leq \text{Tr}(\rho (\log \rho - \log 2^{-\lambda_2} \sigma)) \\
\leq \text{Tr}(\rho (\log \rho - (-\lambda_2) \mathbb{I} - \log \sigma)) \\
\leq \lambda_2 + \text{Tr}(\rho (\log \rho - \log \sigma)) \\
= \lambda_1 + \lambda_2.
\]
2.4.1 Quantum Raz’s Lemma

We prove a quantum analogue of Raz’s Lemma, which is the central tool behind many information-theoretic proofs of parallel repetition theorems [88, 55, 8]:

**Lemma 18** (Quantum Raz’s Lemma). Let $\rho$ and $\sigma$ be two CQ states with $\rho_{XA} = \rho_{X_1X_2...X_nA}$ and $\sigma = \sigma_{XA} = \sigma_{X_1} \otimes \sigma_{X_2} \otimes \ldots \otimes \sigma_{X_n} \otimes \sigma_A$ with $X = X_1X_2...X_n$ classical in both states. Then

$$\sum_{i=1}^n I(X_i : A)_\rho \leq S(\rho_{XA} \| \sigma_{XA}). \quad (2.2)$$

**Proof.** By the chain rule (Fact 10) we have

$$S(\rho_{XA} \| \sigma_{XA}) = S(\rho_{X_1} \| \sigma_{X_1}) + \mathbb{E}_{x_1 \sim \rho_{X_1}} S(\rho_{X_2|X_1=x_1} \| \sigma_{X_2}) + \ldots + \mathbb{E}_{x_{n-1} \sim \rho_{X_{n-1}}} S(\rho_{A|X=x} \| \sigma_A), \quad (2.3)$$

where $x_1 \sim \rho_{X_1}$ means sampling $x_1$ according to the classical distribution $\rho_{X_1}$, and similarly for $x \sim \rho_{X_1...X_n}$. Consider any of the first $n$ terms in (2.3). We have

$$\mathbb{E}_{x_1 \sim \rho_{X_1}} S(\rho_{X_1} \| \sigma_{X_1}) \geq \mathbb{E}_{x_1 \sim \rho_{X_1}} S(\rho_{X_1|X=x} \| \sigma_{X_1}) = I(X_1 : A)_\rho,$$

where $\rho_{X_1|X=x}$ stands for $\rho_{X_1|x_{<i}}$. Now consider the last term in (2.3):

$$\mathbb{E}_{x \sim \rho_X} S(\rho_{A|X=x} \| \sigma_A) \geq \mathbb{E}_{x \sim \rho_X} S(\rho_{A|X=x} \| \rho_A) = S(\rho_{XA} \| \rho_X \otimes \rho_A) = I(X : A)_\rho = \sum_{i=1}^n I(X_i : A|X_1X_2...X_{i-1})_\rho.$$

Summing up the last two equations and using $I(X_i : AX_1...X_i) = I(X_i : X_1...X_{i-1}) + I(X_i : A|X_1...X_{i-1})$ implies

$$S(\rho_{XA} \| \sigma_{XA}) \geq \sum_{i=1}^n I(X_i : AX_1...X_{i-1})_\rho \geq \sum_{i=1}^n I(X_i : A)_\rho,$$

where the last inequality follows from strong subadditivity, i.e., $I(X_i : X_1...X_{i-1}|A)_\rho \geq 0$. \qed
Chapter 3

Infinite Randomness Expansion

The work presented in this chapter was conducted with Matthew Coudron, and published in the proceedings of Symposium on Theory of Computing in 2014 under the title of “Infinite Randomness Expansion with a Constant Number of Devices” [33].

3.1 Introduction

Bell's Theorem states that the outcomes of local measurements on spatially separated systems cannot be predetermined, due to the phenomenon of quantum entanglement [14]. This is one of the most important "no-go" results in physics because it rules out the possibility of a local hidden variable theory that reproduces the predictions of quantum mechanics. However, Bell's Theorem has also found application in quantum information as a positive result, in that it gives a way to certify the generation of genuine randomness: if measurement outcomes of separated systems exhibit non-local correlations (e.g., correlations that violate so-called Bell Inequalities), then the outcomes cannot be deterministic.

While Bell's Theorem does give a method to certify randomness, there is a caveat. The measurement settings used on the separated systems have to be chosen at random! Nevertheless, it is possible to choose the measurement settings in a randomness-efficient manner such that the measurement outcomes certifiably contain more randomness (as measured by, say, min-entropy) than the amount of randomness used as input. This is the idea behind randomness expansion protocols, in which a classical experimenter, starting with $m$-bits of uniform randomness, can interact with physically isolated devices to certifiably generate $g(m)$ bits of (information theoretic) randomness (ideally with $g(m) \gg m$). Furthermore, these protocols are device-independent: the only assumption made on the devices is that they cannot communicate, and obey the laws of quantum mechanics. In particular, there is no a priori assumption on the internal structure or dynamics of the devices. Indeed, the devices may even have been manufactured by an adversary!

First proposed by Colbeck [31] in 2006, device-independent randomness expansion has flourished into an active area of research [84, 97, 93, 76]. Its study involves a diverse array of concepts from quantum information theory, theoretical computer science, and quantum cryptography, including the monogamy of entanglement [41], randomness extractors [91, 69, 36], and quantum key distribution [10, 97, 76]. Randomness expansion has even been experimentally realized by [84], who reported the generation of 42 bits of randomness...
The fundamental problem in analyzing a randomness expansion protocol is in demonstrating a lower bound on the amount of certified randomness, usually measured by min-entropy. There have been a couple of different approaches. A line of works, starting with [84], gives bounds on the min-entropy by analytically relating the extent to which a Bell inequality is violated to the "guessing probability" of the protocol's output. Another approach, developed in [96], is to utilize the operational definition of min-entropy in a "guessing game", which establishes that a low min-entropy output implies that the non-signaling devices must have communicated during the protocol (a contradiction). This latter approach yields a protocol (which we will refer to as the Vazirani-Vidick protocol in this paper) that not only achieves the state-of-the-art expansion factor $g(m) = \exp(m^{1/3})$, but is also quantum secure: that is, the output contains high min-entropy even from the perspective of a malicious eavesdropper that may be entangled with the protocol devices. Recently, a work by [76] not only achieves quantum security, but randomness expansion that tolerates a constant level of noise in the devices.

The original protocol of [31] obtained $g(m) = \Theta(m)$, or linear expansion. This was improved by Pironio et al. [84] to achieve quadratic expansion $g(m) = \Theta(m^2)$. The protocols of [96, 42, 76] achieve exponential expansion. Perhaps the most tantalizing open question in randomness expansion is: how large an expansion factor $g(m)$ can we achieve? For example, is there a protocol with expansion factor $g(m)$ that is doubly-exponential in $m$? Is there any upper bound on randomness expansion in general?

The only known upper bounds on randomness expansion apply to non-adaptive protocols with two devices (i.e., where the referee's inputs to the devices do not depend on their previous outputs) [32]. There the authors showed that noise robust, non-adaptive protocols must have a finite bound on their expansion factor\footnote{They showed that $g(m) \leq \exp(\exp(m))$, or a doubly-exponential upper bound.}. With the exception of [42], randomness expansion protocols prior to our work were non-adaptive, and hence the results of [32] suggest those protocols have a bounded expansion factor. Thus, going beyond the finite expansion barrier appears to require adaptivity – but it could, \textit{a priori}, be the case that even adaptive protocols are inherently limited to finite randomness expansion.

We present an adaptive protocol that achieves infinite certifiable randomness expansion, using a constant number of non-signaling quantum devices. The output length of our protocol depends only on the number of rounds performed in the protocol (which can be arbitrarily large), and not on the size of the initial random seed! This shows that there is no finite upper bound on the expansion factor of adaptive protocols. Our protocol involves a constant number – eight, specifically – of non-communicating black-box quantum devices, and guarantees that the output of the protocol is close to uniformly random, even from the point of view of a quantum eavesdropper (where the closeness to uniformity is determined by the initial seed length). Our protocol works even in the presence of arbitrary entanglement between the devices and an eavesdropper.

The key technical component of the analysis of the InfiniteExpansion protocol is to show that a sub-protocol, which we call ClusterExpansion, is Input Secure: it generates uniform randomness secure against a quantum adversary, even if that adversary generated the seed randomness earlier in the protocol! Since the ClusterExpansion sub-protocol is Input Secure, composing ClusterExpansion with itself in sequence (i.e., using the outputs of one instance of the protocol as the inputs of another instance) yields another randomness expansion that is doubly-exponential in $m$.

\footnote{It took over a month to collect these many bits – but they were quantumly certified!}
protocol, this time with much larger expansion factor. Our InfiniteExpansion protocol is the infinite composition of the ClusterExpansion sub-protocol.

In Section 6.1.3, we discuss two relevant and enlightening results about randomness expansion [26, 76], which were announced after the original posting of this work (though these results were discovered independently and, unbeknownst to the authors, developed in parallel with this work).

We note here that any exponential randomness expansion protocol with security against a quantum eavesdropper (such as the Vazirani-Vidick protocol, for example) readily yields a protocol using $2N$ devices, which has a randomness expansion given by an exponential tower function of $N$ (i.e. $2^{2^{2^{2^N}}}$): after running such a quantum-secure expansion protocol on one pair of devices, the devices are discarded, and their outputs are fed into a fresh pair of devices (that did not communicate with any previous devices used in the protocol). This “exponential tower” protocol terminates when all $2N$ devices have been used. This was first observed by [104], and in [76] it is noted that the robust exponential expansion protocol given therein can be used to obtain an analogous “tower” randomness expansion protocol, which is also robust.

For all practical intents and purposes, a “tower” expansion protocol can certify much, much (... much much much ...) more randomness than would ever be needed in practice, so one might consider it effectively an “infinite” randomness expansion protocol. However, such a protocol avoids the need to reuse devices, and hence sidesteps the need for Input Security – but secure device reuse is the key conceptual issue that we find interesting.

3.1.1 Barriers to infinite randomness expansion

Here we identify the inherent technical challenges in analyzing any adaptive randomness expansion protocol. In Section 3.2 we discuss how to overcome these challenges. Some of the technical issues discussed here have been identified in previous work (e.g., [42]) and in randomness expansion folklore.

The Extractor Seed and Input Security Problems. In any adaptive randomness expansion scheme there is a stage when intermediate outputs of the protocol are used to generate “derived” inputs for some devices in future stages of the protocol. This creates an inherent difficulty in analyzing adaptive protocols, because the devices involved in the protocol may adversarially take advantage of memory and shared entanglement to attempt to create harmful correlations between intermediate outputs and the the internal state of the devices that receive the “derived” inputs. To prove the correctness of an adaptive randomness expansion protocol, one must show that the devices receiving these “derived” inputs cannot distinguish them from inputs generated by a truly private random seed. Because of this fundamental challenge, there are very few analyses of adaptive randomness expansion protocols (or key distribution protocols for that matter) in the existing literature. Prior to our work, [42] gave the only analysis of an adaptive randomness expansion protocol. However, their analysis requires the assumption that entanglement is only shared between certain pairs of devices, but otherwise that the devices are unentangled.

In the general case where devices can share arbitrary entanglement and may be entangled with an eavesdropper, we face the issue of the quantum security of the intermediate
outputs against devices that will receive the derived inputs\(^3\). This issue manifests itself in two different forms: the Input Security Problem and the Extractor Seed Problem.

Generally, a randomness expansion protocol is comprised of two components: an expansion component and an extractor component. The expansion component will generate an output string that, while not necessarily close to uniformly random, will be guaranteed to have high min-entropy. The extractor component will then take this high min-entropy source, as well as a small polylogarithmic-sized uniformly random seed (taken, for example, from the initial seed of the randomness expansion protocol), and convert the high min-entropy source into a string that is close to uniform.

**The Input Security Problem.** In an adaptive protocol, we require that the output of the expansion component contains high min-entropy relative to a quantum eavesdropper (i.e., high conditional min-entropy) – where we treat the other devices in the protocol, collectively, as the eavesdropper. However, the Vazirani-Vidick protocol – an quantum-secure exponential randomness expansion protocol that produces an output with high conditional min-entropy\(^4\) – uses, in its analysis, an assumption that the initial seed to the protocol is secure against the eavesdropper [96]. This is a condition that cannot be satisfied in an adaptive protocol. Suppose in an adaptive protocol some device \(D\) produced an intermediate output \(X\), which we use as the derived input to some other device \(D'\) as input randomness. Note that \(X\) is not secure against \(D\). Hence, we cannot use the analysis of [96] as is and treat \(D\) as an eavesdropper, and argue that \(D'\) produces an output \(Y\) that is secure against \(D\). We refer to this issue as the Input Security Problem.

**The Extractor Seed Problem.** Even supposing that we had an expansion component that was immune to the Input Security Problem (i.e., produces output that contains high conditional min-entropy despite the input being known to the eavesdropper), we would still suffer from a similar problem with the extractor component. Here, we need to use a small polylogarithmic-sized uniform extractor seed to convert a source of high conditional min-entropy into a string that is nearly uniform, relative to a quantum adversary.

First, note that we cannot always take the extractor seed from the original random seed to the protocol, because this would limit us to exponential randomness expansion. Thus to achieve super-exponential expansion, the extractor seed must eventually be generated by intermediate outputs of the protocol.

Secondly, the existing quantum-secure extractors in the literature (e.g., see [36, 69]) require that the extractor seed be secure against the quantum eavesdropper. As pointed out by [42], provably satisfying this requirement in an adaptive randomness expansion protocol involves overcoming a technical difficulty similar to that of the Input Security Problem. We refer to this technical barrier as the Extractor Seed Problem.

To summarize, in order to obtain quantum security of the output against an eavesdropper \(E\), current quantum-secure expansion protocols and extraction procedures require the strong assumption that the joint state of the seed, the devices, and the eavesdropper \(\rho_{SDE}\) is such that \(\rho_{SDE} \approx U_{|S|} \otimes \rho_E\), where \(U_{|S|}\) denotes the uniform distribution on \(|S|\) bits.

---

\(^3\)We say that a string \(X\) is quantum secure, or simply secure, against an eavesdropper \(E\) if the joint state of the string and eavesdropper \(\rho_{XE}\) is approximately equal to \(U_{|X|} \otimes \rho_E\), where \(U_m\) denotes the uniform distribution on \(|X|\) bits.

\(^4\)Recent work by [76] gives another such protocol with quantum security. See Section 6.1.3 for more information.
and \( p_{DE} \) denotes the internal state of the devices and adversary. In order to solve the Input Security and Extractor Seed Problems, we require randomness expansion protocols and extraction schemes that work with the weaker assumption that \( p_{SD} \approx U_{|S|} \otimes p_D \) – with no mention of the eavesdropper! – while still obtaining the same quantum-security guarantees. We call this property Input Security, and say that protocols with this property are Input Secure.

It is interesting to note that extractors, by themselves, cannot satisfy a property like Input Security (i.e. we cannot guarantee that an extractor will produce private randomness when the seed is prepared by the adversary)\(^5\).

### 3.2 Results

We present a protocol that attains infinite randomness expansion. Our protocol, which we denote the InfiniteExpansion protocol, involves a constant number of non-signaling devices (eight, specifically) that, with \( m \) bits of seed randomness, can produce an arbitrarily large amount of certified randomness. In particular, starting with \( m \) bits of random seed, if InfiniteExpansion is run for \( k \) iterations, the output of the \( k \) iterations is a random string that is \( \exp(-\Omega(m^{1/3})) \)-close to uniform, and has length

\[
2^{2^0(m^{1/3})^k}
\]

i.e., a \( k \)-height tower of exponentials in \( m \). The initial seed length \( m \) controls soundness parameters of the protocol, but has no bearing on the amount of certified output randomness!

Our protocol uses as subroutines the exponential expansion protocol of [96] (which we denote \( \text{VV} \))\(^6\), and the sequential CHSH game protocol of Reichardt, et al. [90] (which we denote \( \text{RUV} \)). See Section 3.4 for more detail on these sub-protocols. We describe the protocol below, both algorithmically and schematically (see Figure 3-1).

The main result of this paper is the following theorem, stated informally here (for the formal version see Theorems 29 and 28):

**Theorem 19** (Infinite randomness expansion, informal). Let \( D = \{D_1, \ldots, D_8\} \) denote eight non-signaling quantum devices. Let \( E \) be an arbitrary quantum system that may be entangled with the \( D_i \)'s, but cannot communicate with them. Suppose that a classical referee executes the InfiniteExpansion protocol with the \( \{D_i\} \) devices, using an \( m \)-bit random seed \( S \) that is secure against the devices \( \{D_i\} \). Then, for all \( k \in \mathbb{N} \), if \( \Pr(\text{Protocol has not aborted by round } k) = \exp(-\Omega(m^{1/3})) \), then the output \( T_k \) of the protocol, conditioned on not aborting after \( k \) rounds, is \( \exp(-\Omega(m^{1/3})) \)-secure against \( E \), and has length \( \Omega(g^{(k)}(m)) \), where \( g^{(k)} \) denotes the \( k \)-fold composition of the function \( g : \mathbb{N} \to \mathbb{N} \), defined as \( g(m) = \exp(\Omega(m^{1/3})) \).

Furthermore, there exists a quantum strategy for the devices such that, with high probability, they do not abort the protocol at any round.

---

\(^5\)Here's a counter-example: let \( D \) be an \( n \)-bit source that is uniformly random. Let \( S \) be a \( O(\log n) \)-bit seed that is uniform and independent of \( D \). Let \( E \) denote the string \((S, \text{first bit of Ext}(D, S)) \). The min-entropy of \( D \) with respect to \( E \) is at least \( n - 1 \), and \( S \) is uniform and independent of \( D \). However, the output of the extractor is not secure against \( E \).

\(^6\)We implicitly include the extraction procedure as part of the \( \text{VV} \) protocol, where the extractor seed is taken from the input seed of the \( \text{VV} \) protocol.
Figure 3-1: The InfiniteExpansion protocol. All arrows indicate classical operations performed by the referee. $S$ denotes the initial seed to the protocol, and $T_i$ denotes the output of the protocol at the $i$th iteration. Each of the VV and RUV boxes involve two devices, for a total of eight devices used in the protocol.

The analysis of the InfiniteExpansion protocol overcomes the challenges described in the previous section. We now give an overview of how we solve them.

3.2.1 Our proof strategy

Solving the Extractor Seed and Input Security Problems. The key technique for solving both the Extractor Seed and Input Security Problems is a powerful result of Reichardt, Unger, and Vazirani [90], which is based on the phenomenon of CHSH game rigidity. Recall that, in the CHSH game, classical referee chooses two input bits $x$ and $y$ uniformly at random, and sends $x$ to Alice and $y$ to Bob. Alice and Bob produce binary outputs $a$ and $b$, and they win the game if $a + b = x \land y$. The classical value of the CHSH game is 75%, and the quantum value is $\cos^2(\frac{\pi}{8}) \approx 85\%$. The CHSH game is frequently used in the study of quantum entanglement and non-locality. More relevantly, it also serves as the basis for many randomness expansion protocols in the literature: protocols will often test for Bell inequality violations by measuring how often devices win the CHSH game.

The famous Tsirelson’s Theorem states that $\cos^2(\frac{\pi}{8})$ is the optimal winning probability using quantum strategies. Even more remarkable is that the CHSH game is rigid: there is essentially a unique quantum strategy that achieves this optimum. That is, any quantum strategy that achieves $\cos^2(\frac{\pi}{8})$ winning probability must be, in a specific sense, isomorphic to the “canonical” CHSH strategy which involves Alice and Bob making specific measurements on separate halves of an EPR pair $|\psi\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle)$. We call this the ideal
Non-signaling devices: \(D_1, \ldots, D_8\).

Initial seed randomness: \(S \sim U_m\).

1. Let \(X_1 \leftarrow S\).
2. For \(i = 1, 2, 3, \ldots\)
   (a) \(Y_i \leftarrow \text{VV}(D_1, D_2, X_i)\).
   (b) \(Z_i \leftarrow \text{RUV}(D_3, D_4, Y_i)\).
   (c) \(W_i \leftarrow \text{VV}(D_5, D_6, Z_i)\).
   (d) \(X_{i+1} \leftarrow \text{RUV}(D_7, D_8, W_i)\).

Figure 3-2: The algorithmic specification of the InfiniteExpansion protocol. \(\text{VV}(A, B, X)\) (resp. \(\text{RUV}(A, B, X)\)) denotes executing the VV (resp. RUV) sub-protocol with devices \(A\) and \(B\) using seed randomness \(X\) (for more details about these sub-protocols see Section 3.4). The \(X_i, Y_i, Z_i,\) and \(W_i\) registers are all classical, and managed by the referee.

CHSH strategy. Furthermore, CHSH game rigidity is robust: any strategy that achieves \(\cos^2\left(\frac{\pi}{8}\right) - \varepsilon\) winning probability must be isomorphic to a strategy that is \(O(\sqrt{\varepsilon})\)-close to the ideal CHSH strategy. A form of CHSH game rigidity was first proved by Mayers and Yao in the exact case [73] and later made robust by [74, 75].

Reichardt et al. proved a far-reaching generalization of CHSH game rigidity to the situation where Alice and Bob play \(N\) independent CHSH games in sequence. This can be viewed as a larger game \(\text{CHSH}^{\otimes N}\), where Alice and Bob win \(\text{CHSH}^{\otimes N}\) if they win approximately \(\cos^2\left(\frac{\pi}{8}\right)N\) games. Reichardt et al. prove the following theorem, stated informally here (for the precise version see [90] Theorem 5.38, or Theorem 2.8 in this paper), which they call **sequential CHSH game rigidity**:

**Theorem 20 (Sequential CHSH game rigidity, informal version).** Suppose Alice and Bob play \(N\) instances of the CHSH game, where the inputs to Alice and Bob in each instance are uniform and independent of each other. Divide the \(N\) instances into \(N/t\) blocks of \(t\) games each, where \(t = N^{1/\alpha}\) for some universal constant \(\alpha > 1\). If Alice and Bob use a strategy that, with high probability, wins approximately \(\cos^2\left(\frac{\pi}{8}\right)N\) instances, then in most blocks, Alice and Bob’s strategy is approximately isomorphic to the ideal sequential strategy, in which the ideal CHSH strategy is applied \(t\) times in sequence to \(t\) EPR pairs that are in tensor product with each other.

Sequential CHSH game rigidity is a powerful tool that allows one to characterize the behavior of separated quantum devices, simply from observing the correlations between their (classical) inputs and outputs. Reichardt et al. use sequential CHSH games as a primitive in a more general protocol that allows a classical computer to command non-signaling quantum devices to perform arbitrary quantum computation – and verify that this computation has been performed correctly! Here, in contrast, our goal is much more modest: we simply want to command non-signaling quantum devices to generate uniformly random bits.

The \(\text{CHSH}^{\otimes N}\) game already yields a protocol that produces certified randomness. In particular, we have two non-signaling devices play \(N\) games of CHSH. The referee will check whether the devices won approximately \(\cos^2\left(\frac{\pi}{8}\right)N\) games. If so, the referee will
select a block of \( t \) games at random, and use the output of one of the devices in that block of \( t \) games be the protocol's output — call this the RUV protocol.

We know from Theorem 20 that, with high probability, the outputs of the RUV protocol were generated by a strategy approximating the ideal sequential strategy. The ideal sequential strategy is the ideal CHSH measurement repeatedly applied to a tensor product of EPR pairs, so the measurement outcomes are necessarily in tensor product with an eavesdropper. Thus the outputs of RUV are approximately secure against a quantum adversary. The problem, of course, is that the amount of randomness needed by the referee to run this RUV protocol is much greater than the amount of certified randomness in the output (\( \Theta(N) \) versus \( N^{1/4} \)). So we can't use RUV by itself as a randomness expansion scheme.

However, sequential CHSH game rigidity offers more than just the guarantee of secure uniform randomness; observe that it does not need to assume that the inputs to the \( N \) CHSH games were secure against an eavesdropper — only that it was secure against the devices playing the CHSH games! This is precisely the Input Security property.

Thus, we can use the RUV protocol as a "scrambling" procedure that transforms an input that may not be secure against an eavesdropper into a shorter string that is secure against an eavesdropper. Recall that, because of the Input Security and Extractor Seed Problems, the output of the VV sub-protocol in the InfiniteExpansion protocol may not be secure against other devices (namely, the devices that produced the input to the VV sub-protocol). However, if we invoke the RUV protocol on the outputs of VV, we obtain secure outputs that can be used as input randomness for another VV instance.

Furthermore, observe that we still have achieved randomness expansion: the VV protocol attains exponential expansion, and the RUV protocol will only shrink that by a polynomial amount.

### 3.2.2 Comment on the relation between our work and the works of Chung-Shi-Wu and Miller-Shi

Here we mention work that was developed in parallel and independently of our results. In the following description we will occasionally use the terminology of this paper to restate results of these other works, though those papers used different terminology in the original statements.

First, Chung, Shi and Wu [26] studied physical randomness extractors, which are device-independent protocols that take in a weak source of randomness as seed (i.e. the seed only has some amount of min-entropy, but is not guaranteed to be uniform), and certifiably produce uniform sources of randomness. This is the device-independent analogue of randomness extractors discussed above. The work of [26] required an Input Secure randomness expansion protocol to use as a building block for their amplification protocol. They prove a powerful result called the Equivalence Lemma, which may be informally summarized as follows (see [26] for a formal statement):

Consider a device-independent randomness expansion protocol \( P \) that starts with a seed \( S \), which is uniform and unentangled with the devices \( D \) involved in the protocol as well as a quantum adversary \( E \). Suppose that the protocol \( P \) produces an output string \( X \) that is certifiably close to uniform and in tensor product with \( E \) and \( S \) (conditioned on the protocol succeeding). The Equivalence Lemma states that any such protocol \( P \) also certifies output randomness \( X \) with the same security guarantees, without requiring that \( S \) is in tensor product with \( E \) — in other words, any such protocol \( P \) is also Input Secure. In particular, this
proves that the Vazirani-Vidick protocol (when implemented in composition with a strong quantum extractor) is, in fact, Input Secure, and can be composed with itself to perform unbounded randomness expansion in the same manner as we do here, without requiring the use of the RUV protocol.

It is interesting to note that extractors (which have a similar input-output structure to randomness expansion protocols) cannot possess an analogous Input Security. Thus, there is no natural analogue of the Equivalence Lemma which will work for extractors. In this sense, the Equivalence Lemma represents an interesting phenomenon or property which is possessed by device independent (quantum) protocols, but not by (classical) protocols such as extractors.

Secondly, another independent work of Miller and Shi [76] gives the first provably robust protocol for randomness expansion (and, in fact, gives robust exponential expansion). Combining the main result of [76] with Equivalence Lemma of [26], allows one to obtain a provably robust infinite expansion protocol requiring only four non-communicating devices. Thus the combination of [26] and [76] supersedes our results, and represents (at the current time of writing) the state-of-the-art in randomness expansion.

3.2.3 The minimum seed length required to “jumpstart” infinite randomness expansion

In [50], Gross and Aaronson analyze the minimum amount of randomness necessary to “jumpstart” an infinite randomness expansion protocol. They analyzed the randomness expansion protocol of Miller and Shi [76], combined with the quantum-secure extractor of De, et al [36]. As mentioned before, composing an Input Secure randomness expansion protocol such as Miller Shi with itself, by the Equivalence Lemma, will yield infinite randomness expansion.

The minimum seed size has a dependence on an error parameter $\epsilon$, which indicates how close to uniform the final output is (conditioned on the protocol succeeding). They showed that an upper bound on the minimum seed length needed to guarantee that the output is within $\epsilon = 10^{-6}$, the minimum seed length is at most 715,000 bits of uniform randomness needed. When $\epsilon = 10^{-1}$, the minimum seed length needs to be at most 225,000. Thus, one can fancifully say that, as long as there are 225,000 bits of uniform randomness scattered somewhere throughout the universe, in principle one can use these bits to certify the production of an unbounded amount of additional randomness.

3.3 Preliminaries

3.3.1 Notation

Throughout this chapter, we will adopt the notation of using subscripts to denote the registers that a state resides in, e.g., the state $\rho_{AB}$ denotes a bipartite density matrix in registers $A$ and $B$.

**Definition 21** (Secure cq-state). Let $E$ be an arbitrary quantum system. Let $\rho_{XE}$ be a cq-state. For state $\rho_{XE}$, $X$ is $\zeta$-secure against $E$ iff

$$\|\rho_{XE} - U_{[X]} \otimes \rho_E\|_1 \leq \zeta.$$
3.3.2 Modelling protocols and input robustness

In this paper, we will consider several different randomness expansion procedures (e.g., the Vazirani-Vidick protocol, or the RUV protocol); a crucial element of our analysis is that these protocols are all input robust in the sense that slight deviations from uniformity in their input seed only mildly affect the expansion guarantees that we get when assuming the seed is perfectly uniform. To make this input robustness property formal, we introduce the quantum operation description of randomness expansion protocols.

In general, a randomness expansion protocol is an interaction between a classical referee \(R\) and a quantum device \(D\), that is entirely unconstrained, except that \(D\) consists of two or more isolated, non-signaling sub-devices (but the sub-devices may be entangled).

The important Hilbert spaces we will consider are:

1. **(Pass/No Pass Flag)**. \(\mathcal{H}_F\) denotes a two-dimensional Hilbert space that the referee will use to indicate whether it accepts or rejects the interaction.

2. **(Protocol seed)**. \(\mathcal{H}_S\) denotes the \(2^m\)-dimensional Hilbert space that corresponds to the (private) \(m\)-bit seed randomness that the referee will use for its interaction with the device \(D\).

3. **(Protocol output)**. \(\mathcal{H}_X\) denotes the Hilbert space that corresponds to the output of the device \(D\).

4. **(Device internal state)**. \(\mathcal{H}_D\) denotes the Hilbert space corresponding to the internal state of the device \(D\).

5. **(Eavesdropper)**. \(\mathcal{H}_E\) denotes the Hilbert space corresponding to a potential quantum eavesdropper, which may be entangled with device \(D\).

We can view a randomness expansion protocol as a quantum operation \(\mathcal{E}\) acting on states in the space \(\mathcal{H}_F \otimes \mathcal{H}_S \otimes \mathcal{H}_X \otimes \mathcal{H}_D\). Of the Hilbert spaces listed above, device \(D\) only has access to the Hilbert space \(\mathcal{H}_D\); the other Hilbert spaces get updated by the referee’s interaction with \(D\) (except for \(\mathcal{H}_E\) which is controlled by the eavesdropper). For example, the referee, by interacting with \(D\), will write \(D\)'s outputs to register \(X\). The states in the Hilbert spaces \(\mathcal{H}_F, \mathcal{H}_S, \) and \(\mathcal{H}_X\) will always be classical mixed states (i.e., diagonal in the computational basis).

More precisely, let \(P\) be a randomness expansion protocol. We will model \(P\) as a quantum operation \(\mathcal{E}\) acting on an initial state \(\rho^i_{FSXD}\) in the space \(\mathcal{H}_F \otimes \mathcal{H}_S \otimes \mathcal{H}_X \otimes \mathcal{H}_D\), where \(\rho^i_D\) is the internal state of \(D\) before the protocol starts, and \(\rho^i_{FSX}\) is prepared by the referee. \(\mathcal{E}\) will be some unitary map \(\hat{V}_F\) applied to the joint state \(\rho^i_{FSXD}\). Now, define the quantum operation \(\mathcal{F}\) that takes a state \(\rho_{FSXD}\), and produces the post-measurement state of \(\rho_{FSXD}\) conditioned on measuring \(|1\rangle\) in the \(F\) register, and then traces out the \(F\) and \(S\) registers, leaving \(\rho_{XD}|F=1\). We define \(\mathcal{F}\mathcal{E}\) to be the composition of the two quantum operations \(\mathcal{E}\), followed by \(\mathcal{F}\). Throughout this paper, we will decorate density matrices by superscripts \(i\) and \(f\) to denote the states before and after the protocol, respectively. For example, we will often let \(\rho^f_{FSXD}\) denote the state of the \(FSXD\) system after the execution of the protocol, conditioned on the protocol succeeding (i.e., \(F = 1\)).

\[\text{Since } D \text{ always consists of non-signaling sub-devices, we will arbitrarily declare one of the sub-devices' output to be the output of the overall device } D.\]
The completeness and soundness of protocol $P$ are statements about the post-measurement state $\mathcal{F}\mathcal{E} \otimes \mathbb{I}_E (\rho^i_{FSXD})$ (where $\mathbb{I}_E$ is the identity on $\mathcal{H}_E$), argued only with respect to an ideal initial state $\rho^i_{FSXD}$ such that $\rho^i_{FSXD} := |0\rangle\langle 0|_f \otimes U_m \otimes |0\rangle\langle 0|_x \otimes \rho^i_{D}\) (or, depending on the analysis, the stronger assumption that $\rho^i_{FSXD} := |0\rangle\langle 0|_f \otimes U_m \otimes |0\rangle\langle 0|_x \otimes \rho^i_{DE}\). In other words, the initial seed is assumed to be perfectly uniform and unentangled with the device $D$. However, we also have a form of input robustness: if the initial state were instead $\delta$-close in trace distance to the ideal initial state defined above, then we would obtain the same output parameters as $P$, up to an $\delta/\lambda$ additive factor in trace distance, where $\lambda$ is the probability that $|1\rangle$ is measured in the $F$ register. We prove this formally in Lemma 22 below.

**Lemma 22.** Let $D$ be a device, and $E$ an arbitrary quantum system that may be entangled with $D$. Let $\sigma_{FSX} := |0\rangle\langle 0|_f \otimes U_{|S|} \otimes |0\rangle\langle 0|_X$. Let the quantum operations $\mathcal{F}, \mathcal{E}$, and $\mathcal{F}\mathcal{E}$ be defined as above. Suppose for all states $\sigma_{FSXD}$ such that $\sigma_{FSXD} = \sigma_{FSX} \otimes \sigma_D$, there exists a state $\tau_{XE} = U_{|X|} \otimes \sigma_E$ and

$$\|\mathcal{F}\mathcal{E} \otimes \mathbb{I}_E (\sigma_{FSXD}) - \tau_{XE}\|_{\text{Tr}} \leq \epsilon.$$ 

Let $\delta, \lambda > 0$. Let $\rho^i_{FSXD}$ be such that $\|\rho^i_{FSXD} - \sigma_{FSXD}\|_1 \leq \delta$ for a state $\sigma_{FSXD}$ where $\sigma_{FSXD} = |0\rangle\langle 0|_f \otimes U_{|S|} \otimes |0\rangle\langle 0|_X \otimes \sigma_D$. Suppose that the probability of measuring $|1\rangle$ in the $F$ register for the state $\mathcal{E} \otimes \mathbb{I}_E (\rho^i_{FSXD})$ is at least $\lambda$. Then, there exists a state $\mu_{XDE}$ such that $\mu_{XDE} = U_{|X|} \otimes \mu_E$ and

$$\|\rho^f_{XDE} - \mu_{XDE}\|_1 \leq \epsilon + \delta/\lambda,$$

where $\rho^f_{XDE} := \mathcal{F}\mathcal{E} \otimes \mathbb{I}_E (\rho^i_{FSXD}).$

The proof of Lemma 22 is deferred to Appendix 3.5.3.

### 3.3.3 The Vazirani-Vidick protocol and quantum-secure extractors

Vazirani and Vidick exhibit a protocol that involves two non-signaling quantum devices and a classical referee, that achieves randomness expansion that is secure against a quantum eavesdropper [96, Protocol B]. We record a formulation of their result as it will be used by us here:

**Theorem 23 (Vazirani-Vidick protocol [96]).** There exists a protocol $P$ with the following properties. Let $D_1$ and $D_2$ be arbitrary non-signaling quantum devices. Let $E$ be an arbitrary quantum system, possibly entangled with $D_1$ and $D_2$, but cannot communicate with $D_1$ and $D_2$ once the protocol begins. The protocol, executed with devices $D_1$ and $D_2$, has the following properties:

1. (Output length). The output of the protocol has length $n(m) = \exp(Cm^{1/3})$, for some constant $C$;

2. (Completeness). There exists a non-signaling quantum strategy for $D_1$ and $D_2$ to pass the protocol with probability $1 - \exp(-\Omega(m^{2/3}))$;

3. (Soundness). If the initial joint state $\rho^i_{SD_1D_2E}$ of the seed $S$, devices $D_1, D_2$, and eavesdropper $E$ is such that $\rho^i_{SD_1D_2E} = U_m \otimes \rho^i_{D_1D_2E}$, then if $\Pr(\text{Protocol succeeds}) \geq \epsilon$, we have that $H_{\infty}(X|E)_{\rho^i} \geq h(m),$
where \( E = E(m) \), and \( \rho_{XE} \) denotes the joint state of device \( D_1 \)'s output and \( E \), conditioned on the protocol succeeding.

where \( h(m) := \exp(C'm^{1/3}) \) and \( \epsilon(m) := 1/h(m) \), for a universal constant \( C' \).

Another important primitive we will use is a quantum-secure extractor.

**Definition 24 (Quantum-secure extractor).** A function \( \text{Ext} : \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^r \) is a \((h,\epsilon)\)-quantum-secure extractor iff for all cq-states \( \rho_{XE} \) classical on \( n \)-bit strings \( X \) with \( H_{\infty}(X|E)_p \geq h \), and for uniform seed \( S \) secure against \( X \) and \( E \) (that is, the joint state \( \rho_{XES} = \rho_{XE} \otimes U_d \) ), we have

\[
\| \rho_{\text{Ext}(X,S)ES} - U_r \otimes \rho_{ES} \|_1 \leq \epsilon,
\]

where \( \rho_{\text{Ext}(X,S)ES} \) denotes the joint cq-state on the extractor output, quantum side information \( E \), and the seed \( S \).

**Theorem 25 ([36]).** For all positive integers \( n, r \), there exists a function \( \text{QExt} : \{0,1\}^n \times \{0,1\}^d \to \{0,1\}^r \) that is a \((r + O(\log r) + O(\log 1/\epsilon),\epsilon)\)-quantum-secure extractor where \( d = O(\log^2(n/r) \log r) \).

### 3.3.4 Sequential CHSH game rigidity

We can view a sequence of \( N \) CHSH games, played by non-signaling quantum devices \( D_1, D_2 \), as a protocol \( \text{CHSH}^N \), where the referee uses a private random seed \( S \) to generate inputs \( A_i, B_i \in \{0,1\} \) to the devices \( D_1 \) and \( D_2 \), and obtains their respective outputs \( X_i, Y_i \in \{0,1\} \) for each round \( i \in [N] \). The protocol succeeds if \( W \), the number of rounds \( i \) such that \( X_i \oplus Y_i = A_i \land B_i \), is at least \( (\cos^2(\pi/8) - O(\log^2 N/N^2))N \).

Divide the \( N \) rounds of the \( \text{CHSH}^N \) protocol into blocks of \( t \) consecutive games each, where \( t = \lfloor N^{1/a} \rfloor \) for some fixed constant \( a \). Let \( X \) be the output register of device \( D_1 \). Let \( X_i \) denote the \( t \)-qubit register of the \( i \)th block of \( X \).

We paraphrase the sequential CHSH game rigidity theorem of [90] here. In the theorem, we imagine that for each block of games, the devices \( D_1, D_2 \) apply some local quantum operation on their respective systems to produce outputs for the block. We call the quantum operation applied in each block \( i \) their block strategy for \( i \). We say that a block strategy is \( \zeta \)-ideal if there is a local isometry \( I \) under which their quantum operation \( E \) and the state acted upon by \( E \) are together \( \zeta \)-close to the ideal CHSH strategy (for a precise definition of \( \zeta \)-ideal strategies, see [90]). The main property of \( \zeta \)-ideal strategy that we will use is the following:

**Lemma 26.** Let \( D_1, D_2 \) be non-signaling quantum devices. Suppose that \( D_1 \) and \( D_2 \) participate in the \( \text{CHSH}^N \) protocol. Let \( E \) be an arbitrary quantum system that may be entangled with \( D_1 \), \( D_2 \), but cannot communicate with them once the \( \text{CHSH}^N \) protocol begins. Let \( I_i \) be the indicator random variable denoting whether \( D_1 \) and \( D_2 \)'s block strategy for block \( i \) is \( \zeta \)-ideal. Let \( X_i \) be the output of block \( i \). Then,

\[
\| \rho_{X,E|I_i=1} - U_n \otimes \rho_{E|I_i=1} \|_1 \leq \zeta,
\]

where \( \rho_{X,E|I_i=1} \) denotes the joint state of \( X_i \) and \( E \), conditioned on the event \( I_i = 1 \).

**Proof.** This is straightforward given the definition of \( \zeta \)-ideal strategy. See [90, Definitions 5.4, 5.5 and 5.37] for more detail. \( \square \)
Theorem 27 (Sequential CHSH game rigidity; Theorem 5.38 of [90]). Let $D_1, D_2$ be non-signaling quantum devices. Suppose that $D_1$ and $D_2$ participate in the CHSH$^N$ protocol. Let $E$ be an arbitrary quantum system that may be entangled with $D_1, D_2$, but cannot communicate with them once the CHSH$^N$ protocol begins. Let $W$ be the total number of CHSH games that $D_1$ and $D_2$ win in the protocol. Let $X$ be the output of $D_1$. Fix $\epsilon > 0$, and let $G \leq N/t$ be the total number of blocks $i$ such that the strategy employed by $D_1$ and $D_2$ in block $i$ is $\kappa_i^{-1}$-ideal, where $\kappa_i > 1$ is a universal constant. Then,

$$\Pr(W \geq \cos^2(\pi/8)N - \frac{1}{2\sqrt{2}}\sqrt{N \log N} \text{ and } G \leq (1 - \nu)N/t) \leq \frac{1}{t^2},$$

where $\nu = (12/\sqrt{2})\sqrt{\log Nt}/N^{1/4}$, and $t > 85$.

Proof. This is Theorem 5.38 of [90], instantiated with the parameter settings used in Theorem 5.39. \qed

3.4 The Protocol

In this section we formally define the protocol for infinite certifiable randomness expansion, which we call the InfiniteExpansion protocol. The protocol uses eight non-signaling devices, which may all share entanglement, but cannot communicate with each other. The devices are partitioned into two Expansion Clusters $C_0$ and $C_1$ with four devices each. In each iteration, the InfiniteExpansion protocol alternates between clusters $C_0$ and $C_1$, performing a sub-protocol called ClusterExpansion. The output of one cluster is used as seed randomness for the next invocation of the ClusterExpansion sub-protocol with the other cluster. Only the first iteration requires some seed randomness, to “jumpstart” the randomness expansion process.

**InfiniteExpansion Protocol**

**Non-signaling Clusters:** $C_0, C_1$.

**Initial seed randomness:** $S \sim U_m$.

1. Let $X_1 \leftarrow S$.
2. For $i = 1, 2, 3, \ldots$
   (a) $X_{i+1} \leftarrow \text{ClusterExpansion}(C_i, X_i)$.
   (b) If ClusterExpansion aborts, then abort the entire protocol, otherwise continue.

Figure 3-3: The InfiniteExpansion protocol. The classical registers $X_i$ are maintained by the referee, and $C_i$ denotes cluster $C_i \mod 2$. $X_{i+1} \leftarrow \text{ClusterExpansion}(C_i, X_i)$ denotes executing the ClusterExpansion sub-protocol with the devices in cluster $C_i$, using $X_i$ as the seed randomness, and storing the sub-protocol output in register $X_{i+1}$.

We now specify the sub-protocol ClusterExpansion$(C, S)$ for a 4-device cluster $C$ and seed randomness $S$. As discussed earlier, two devices of a cluster $C$ will be used to perform
the Vazirani-Vidick near-exponential randomness expansion protocol, and the other two
will be used to perform a variant of the CHSH^{oN} protocol, which we call the RUV protocol.

\[
\text{ClusterExpansion}(C, S) \quad \text{Sub-Protocol}
\]

**Input Non-signaling Devices:** \( C := \{D_1, D_2, E_1, E_2\} \).

**Input seed randomness:** \( S \)

1. \( Y \leftarrow \text{VV}(D_1, D_2, S) \).
2. \( Z \leftarrow \text{RUV}(E_1, E_2, Y) \).
3. If either of the above instances of VV or RUV aborts, then abort ClusterExpansion. Otherwise continue.
4. Output \( Z \).

It is important that no subset of these devices can communicate with (signal to) any
other subset of the devices throughout the course of the subroutine. We now give precise
definitions of the VV and RUV sub-protocols.

### 3.4.1 The VV sub-protocol

The VV sub-protocol consists of performing Protocol B from [96], and then applying a ran-
domness extractor to the output of Protocol B. For any \( s \), Protocol B takes in a uniformly
random \( s \)-bit seed, and conditioned on the protocol succeeding, produces a string of length
\( n(s) = \exp(\Omega(s^{1/3})) \) with \( h(s) = \exp(\Omega(s^{1/3})) \) bits of (smoothed) min-entropy (see Theo-
rem 23). We give a detailed account of the particular parameter settings we use for Protocol
B in Appendix 3.6.

We use the QExt randomness extractor given by Theorem 25. More formally, by \( \text{QExt}_{n,r,\varepsilon} \)
we denote the \((r + O(\log r) + O(\log 1/\varepsilon), \varepsilon)\)-quantum-secure extractor mapping \( \{0, 1\}^n \times \{0, 1\}^d \) to \( \{0, 1\}^r \), where \( d = d(n, r, \varepsilon) = O(\log^2(n/\varepsilon) \log r) \).

For all \( s \), the VV sub-protocol takes in a \( s \)-bit seed \( S \), and outputs \( v(s) \) bits, where \( v(s) = \exp(\Omega(s^{1/3})) \) (for more detail, see Appendix 3.6).

### 3.4.2 The RUV sub-protocol

The RUV sub-protocol, using a random seed \( S \), has two devices (call them \( A \) and \( B \)) play a
number \( N \) of sequential CHSH games, where \( N \) is a function of \(|S|\), and the inputs to the
devices in each of the CHSH games are determined by half of \( S \). The RUV sub-protocol
aborts if they do not win nearly \( \cos^2(\pi/8) \) fraction of games. Then, the other half of \( S \) is
used to select a random sub-block of \( A \)'s outputs in the \( N \) CHSH games, and the sub-block
is produced as the output of RUV.

More precisely, let \( X \in \{0, 1\}^N \) denote \( A \)'s outputs. Divide \( X \) into blocks of \( t \) conces-
tutive bits, and further subdivide each block into \( \sqrt{t} \) sub-blocks of \( \sqrt{t} \) bits each. We set
\( t = [N^{1/\alpha}] \), where \( \alpha := [16\kappa^2] \) and \( \kappa_\alpha \) is the constant from [90, Theorem 5.7].

For all \( s \), the RUV sub-protocol takes in a \( s \)-bit seed \( S \), and outputs \( r(s) \) bits, where \( r(s) = \lceil(s/4)^{1/(2\alpha)} \rceil \).
VV(A, B, S) Sub-Protocol

Input Non-signaling Devices: A, B
Input Seed : S

1. Let S₁ be the first \( \lfloor s/2 \rfloor \) bits of S, and S₂ be the last \( \lfloor s/2 \rfloor \) bits of S, where \( s := |S| \).


3. If Protocol B aborts, then abort VV. Otherwise, continue.

4. Output QExtₜₙᵢᵢₑₓₙᵢᵢₑₓₓₚₑₑᵢᵢₑₓ(ₚₑₑᵢᵢₑₓₚₑₑᵢᵢₑₓ, S₂), where \( n = n(\lfloor s/2 \rfloor), r = v(s), \) and \( ϵ = 1/h(\lfloor s/2 \rfloor) \).

Figure 3-4: The VV sub-protocol. The functions \( n(s) \) and \( h(s) \) denote the output length and min-entropy lower bound of Protocol B in Theorem 23 on \( s \) bits of seed.

3.5 Analysis of the InfiniteExpansion Protocol

We now analyze the InfiniteExpansion protocol. As discussed in the Preliminaries (Section 5.2), we will use the notation \( ρ^i \) and \( ρ^f \) (or some variant thereof) to denote the state of the registers, devices, eavesdroppers, etc., before and after the execution of a protocol, respectively. We will use the following functions throughout this section: \( v(s) \) and \( r(s) \) to denote the output lengths of the VV and RUV sub-protocols on inputs of length \( s \), respectively (defined in Section 3.4). The output length of the ClusterExpansion sub-protocol on an \( s \)-bit seed is \( g(s) := r(v(s)) \). We will use \( g^{(k)}(s) \) to denote the \( k \)-fold composition of \( g(s) \) (i.e., \( g^{(1)}(s) = g(s), g^{(2)}(s) = g(g(s)), \) etc.).

Theorem 28 establishes that there exists a quantum strategy by which the devices, with high probability, do not abort the InfiniteExpansion protocol. Theorem 29 establishes the soundness of the InfiniteExpansion protocol.

**Theorem 28 (Completeness of the InfiniteExpansion protocol).** There exists a non-signalling quantum strategy for devices \( D_1, \ldots, D_8 \), such that the probability that the referee aborts in any round \( i \) in the execution of the InfiniteExpansion(C₁, C₂, S) protocol is at most \( \exp(-Ω(m_i^{1/3})) \), where \( C_1 = \{D_1, \ldots, D_4\} \) and \( C_2 = \{D_5, \ldots, D_8\} \), and S is a uniformly random \( m \)-bit seed that is secure against \( D_1, \ldots, D_8 \).

**Proof.** We group the devices into pairs \( \{D_1, D_2\}, \{D_3, D_4\}, \{D_5, D_6\}, \) and \( \{D_7, D_8\} \), where pairs \( \{D_1, D_2\} \) and \( \{D_5, D_6\} \) will instantiate the ideal devices for the VV protocol (see [96] for more details), and the pairs \( \{D_3, D_4\} \) and \( \{D_7, D_8\} \) will instantiate the ideal devices for the RUV protocol (i.e., use the ideal CHSH strategy in every round). Fix a round \( i \) and assume, without loss of generality, that the referee interacts with the pairs \( \{D_1, D_2\} \) (used for the VV protocol) and \( \{D_5, D_6\} \) (used for the RUV protocol) in round \( i \). The probability that \( \{D_1, D_2\} \) abort the VV protocol is at most \( \exp(-Ω(m_i^{2/3})) \), and the probability that \( \{D_3, D_4\} \) abort the RUV protocol is at most \( \exp(-Ω(m_i^{1/3})) \), where \( m_i = g^{(i)}(m) \). Thus, by the union bound, the probability of aborting any round \( i \) is at most \( \exp(-Ω(m_i^{1/3})) \).
**RUV(A, B, S) Sub-Protocol**

**Input Non-signaling Devices:** A, B

**Input Seed:** S

1. Let $S_1$ be the first $\lfloor s/2 \rfloor$ bits of $S$, and $S_2$ be the last $\lfloor s/2 \rfloor$ bits of $S$, where $s := |S|$.

2. Let $a, b \in \{0, 1\}^{s/4}$ be the first and last halves of $S_1$, respectively.

3. For $i = 1, \ldots, N$, where $N := \lfloor s/4 \rfloor$:
   
   (a) Input $a_i, b_i$ to devices A and B respectively, and collect outputs $x_i, y_i \in \{0, 1\}$ from A and B respectively.

4. Let $W$ be the number of indices $i$ such that $x_i \oplus y_i = a_i \land b_i$. If
   
   $$W < \cos^2(\pi/8)N - \frac{1}{2\sqrt{2}}\sqrt{N \log N},$$
   
   then abort RUV. Otherwise, continue.

5. Output $Z$, the $\sqrt{i}$-bit string that is the $j$th sub-block of the $i$th block of $X$, where $X$ is the register that holds the outputs $(x_i)$, and $i$ and $j$ are selected uniformly from $[N/t], [\sqrt{i}]$, respectively, using the seed $S_2$.

**Theorem 29** (Soundness of the InfiniteExpansion protocol). Let $C_0$ and $C_1$ be non-signaling Expansion Clusters. Suppose that a classical referee executes the InfiniteExpansion($C_0, C_1, S$) protocol, where $S$ denotes the referee's classical register that holds an $m$-bit seed. Let $WIN_i$ to be the event that the referee did not abort the InfiniteExpansion protocol in the $i$th round, and let $WIN_0 = WIN_1 \land \cdots \land WIN_i$. Let $E$ be an arbitrary quantum system that may be entangled with $C_0$ and $C_1$, but cannot communicate with $C_0$ and $C_1$ once the protocol has started. Let $\rho^{0}_{SC_0C_1}$ denote the initial joint state of the seed and the clusters. If $\rho^{0}_{SC_0C_1} = U_m \otimes \rho_{C_0C_1}$, then we have for all $k \in \mathbb{N}$ that if $Pr(WIN_{\leq k}) \geq \lambda \geq \exp(-C'm^{1/3})$ for some universal constant $C'$, then

$$\|\rho^{k}_{XE} - U_{g^{(m)}(m)} \otimes \rho^{k}_{E}\|_1 \leq 4 \exp(-C''m^{1/3})/\lambda^2,$$

where

- $C''$ is the universal constant from Theorem 30, and

- $\rho^{k}_{XE}$ denotes the joint state of the referee's $X_k$ register and $E$ after $k$ rounds of the InfiniteExpansion($C_0, C_1$) Protocol, conditioned on the event $WIN_{\leq k}$.

Before presenting the proof of Theorem 29, we wish to direct the reader's attention to the Input Security of the InfiniteExpansion protocol: the assumption on the initial seed is that it is in tensor product with the cluster devices only, and not the eavesdropper $E$ - however, the output at each iteration is close to being in tensor product with the eavesdropper $E$.

The proof of Theorem 29 assumes the correctness of the ClusterExpansion sub-protocol (Theorem 30), and shows that the InfiniteExpansion protocol maintains the property that at each iteration $i$, the output of $X$ of cluster $C_i$ (where $C_i$ denotes Expansion Cluster
Figure 3-5: The RUV sub-protocol. All arrows indicate classical operations performed by the referee.

\( C_{i \mod 2} \) is approximately secure against the other cluster \( C_{i+1} \). Thus, the execution of the ClusterExpansion sub-protocol with \( C_{i+1} \), conditioned on not aborting, will continue to produce a nearly uniform output. Furthermore, the errors accumulate linearly with each iteration.

**Proof.** Define \( C_j := C_j \mod 2 \). Divide the overall probability of success, \( \Pr(\text{WIN}_{\leq k}) \), into conditional probabilities: let \( p = \Pr(\text{WIN}_{\leq k}) \) and let \( p_i = \Pr(\text{WIN}_i|\text{WIN}_{\leq i-1}) \). Observe that we have \( p = \prod p_i \geq \lambda \). We prove the claim by induction.

**The inductive hypothesis:** Recursively define \( \delta(i) := \varepsilon_{EC}(g^{(i-1)}(m), p_i) + \delta(i-1)/p_i \), where \( \delta(1) := \varepsilon_{EC}(m, p_1) \) and \( \varepsilon_{EC}(\cdot) \) is the error bound given by Theorem 30. For all \( i = 1, \ldots, k-1 \), there exists a state \( \mu^i_{X_iC_{i+1}E} \) such that \( \mu^i_{X_iC_{i+1}E} = U_{g^{(i)}(m)} \otimes \mu^i_{C_{i+1}E} \) and

\[
\|\rho^i_{X_iC_{i+1}E} - \mu^i_{X_iC_{i+1}E}\|_1 \leq \delta(i),
\]

where \( \rho^i_{X_iC_{i+1}E} \) is the joint state of the \( X_i \) register, both clusters \( C_i \) and \( C_{i+1} \), and \( E \) after the \( i \)th round, conditioned on \( \text{WIN}_{\leq i} \).

Let \( k = 1 \). Then, by invoking Theorem 30 with \( C = C_1 \), and treating the quantum eavesdropper as \( C_2 \) and \( E \) together, we obtain that there exists a state \( \mu^1_{X_1C_1C_2E} \) such that \( \mu^1_{X_1C_2E} = U_{g(m)} \otimes \mu^1_{C_2E} \), and

\[
\|\rho^1_{X_1C_1C_2E} - \mu^1_{X_1C_1C_2E}\|_1 \leq \varepsilon_{EC}(m, p_1) = \delta(1).
\]

This establishes the base case.

Now, suppose that we have run \( k - 1 \) rounds of the InfiniteExpansion protocol for some \( k > 1 \). Using our inductive assumption for \( i = k-1 \), we invoke Theorem 30 along with Lemma 22 to conclude that there exists a state \( \mu^k_{X_kC_kC_{k+1}E} \) such that \( \mu^k_{X_kC_{k+1}E} = U_{g^{(i)}(m)} \otimes \mu^i_{C_{k+1}E} \), and

\[
\|\rho^k_{X_kC_kC_{k+1}E} - \mu^k_{X_kC_kC_{k+1}E}\|_1 \leq \varepsilon_{EC}(m, p_k) = \delta(k).
\]

This establishes the inductive hypothesis for \( i = k \). Therefore, the iteration continues, and the protocol will produce a nearly uniform output.
\[ \mu_{C_{k+1}}^k \] and
\[ \| \rho_{X_k E}^k - \mu_{X_k E}^k \|_1 \leq \epsilon_{EC}(g^{(k)}(m), p_k) + \delta(k - 1)/p_k := \delta(k). \]

This completes the induction argument. We now bound \( \delta(k) \):
\[
\delta(k) = \epsilon_k + \frac{1}{p_k} \left( \epsilon_{k-1} + \frac{1}{p_{k-1}} (\epsilon_{k-2} + \cdots) \right)
\leq \frac{1}{\lambda} (\epsilon_k + \epsilon_{k-1} + \cdots + \epsilon_1)
\leq \frac{2\epsilon_1}{\lambda},
\]

where we write \( \epsilon_i := \epsilon_{EC}(g^{(i)}(m), p_i) \), and use the facts that \( \prod p_i \geq \lambda \) and each \( \epsilon_i \) is exponentially smaller than \( \epsilon_{i-1} \).

Finally, for every \( k \), we have that
\[
\| \rho_{X_k E}^k - U_{g^{(i)}(m)} \otimes \rho_{E}^{k} \|_1 \leq \| \rho_{X_k E}^k - U_{g^{(i)}(m)} \otimes \rho_{E}^{k} \|_1 \leq \delta(k) + \| U_{g^{(i)}(m)} \otimes \rho_{E}^{k} - U_{g^{(i)}(m)} \otimes \rho_{E}^{k} \|_1 \\
= \delta(k) + \| \rho_{E}^{k} - \rho_{E}^{k} \|_1 \leq 2\delta(k).
\]

Next, we argue that the ClusterExpansion sub-protocol is an Input Secure randomness expansion scheme. The correctness of the ClusterExpansion sub-protocol assumes the correctness of VV and RUV protocols (Lemmas 31 and 32, respectively).

**Theorem 30.** Let \( C \) be an Expansion Cluster. Suppose that a classical referee executes the ClusterExpansion\((C, S)\) protocol, where \( S \) denotes the referee’s classical register that holds an \( m \)-bit seed. Let \( E \) be an arbitrary quantum system that may be entangled with \( C \), but cannot communicate with \( C \) once the protocol has started. If \( \rho_{SC} = U_m \otimes \rho_C^0 \) and \( \Pr(\text{ClusterExpansion}(C, S) \text{ succeeds}) \geq \lambda \geq \exp(-C'm^{1/3}) \) for some universal constant \( C' \), then there exists a state \( \tau_{XCE} \) such that \( \tau_{XE} = U_{g(m)} \otimes \tau_E \) and
\[
\| \rho_{XCE}^f - \tau_{XCE} \|_1 \leq \epsilon_{EC}(m, \lambda),
\]
where \( \epsilon_{EC}(m, \lambda) := \exp(-C''m^{1/3})/\lambda \) for some universal constant \( C'' \), and \( \rho_{XCE}^f \) is the joint state of the protocol’s output \( X \), the cluster \( C \), and \( E \) conditioned on the protocol ClusterExpansion\((C, S)\) succeeding.

**Proof.** Let \( \lambda_1 \) denote the probability that Step 1 of ClusterExpansion\((C, S)\) succeeds, and let \( \lambda_2 \) denote the probability that Step 2 of ClusterExpansion\((C, S)\) succeeds, conditioned on Step 1 succeeding, so that \( \lambda_1\lambda_2 \geq \lambda \). Let \( C \) consist of devices \( D = \{D_1, D_2\} \) and \( G = \{G_1, G_2\} \), where the \( D_i \)'s are used for execution of the VV protocol, and the \( G_j \)'s are used for the execution of the RUV protocol. Let \( Y \) be the output of \( VV(D_1, D_2, S) \) (which is Step 1 of ClusterExpansion\((C, S)\)). By definition of the VV protocol, \( |Y| = v(m) \). By Lemma 31 and our assumption on \( S \) (in particular, that \( \rho_{SDG}^f = U_m \otimes \rho_{DG}^f \)), there exists a
state $\tau^v_{YG}$ such that $\tau^v_{YG} = U_{v(m)} \otimes \tau^v_G$ and

$$\|\rho^v_{YDGE} - \tau^v_{YDGE}\|_1 \leq \varepsilon_{VV}(m),$$

where $\rho^v$ denotes the state of the system after running the VV protocol (and conditioned on it succeeding) but before executing the RUV protocol, and $\varepsilon_{VV}(\cdot)$ is the error bound given by Lemma 31. Let $X$ be the output of $\text{RUV}(G_1, G_2, Y)$ (which is Step 2 of ClusterExpansion($C, S$)). By definition of the RUV protocol, $|X| = r(|Y|) = r(v(m))$.

Imagine that we executed the RUV protocol on the “ideal” input $\tau^v_{YDGE}$. By Lemma 32, we would get that there existed a state $\tau^f_{XDE}$ such that $\tau^f_{XDE} = U_{v(m)} \otimes \tau^f_E$, and

$$\|\rho^f_{XDGE} - \tau^f_{XDGE}\|_1 \leq \varepsilon_{RUV}(v(m), \lambda_2),$$

where $\varepsilon_{RUV}(\cdot, \cdot)$ is the error bound given by Lemma 32. However, we only have the approximate guarantee on $Y$ given by (3.1). So, by Lemma 22, we instead get that there exists a state $\tau^f_{XDE}$ such that $\tau^f_{XDE} = U_{v(m)} \otimes \tau^f_E$, and

$$\|\rho^f_{XDGE} - \tau^f_{XDGE}\|_1 \leq \varepsilon_{RUV}(v(m), \lambda_2) + \frac{\varepsilon_{VV}(m)}{\lambda_2}.$$

Plugging in the expressions for $\varepsilon_{RUV}$ and $\varepsilon_{VV}$, we get that this is at most

$$\frac{1}{\lambda_2} \left( \sqrt{192(v(m)/4)^{1/(8\varepsilon)}} + \sqrt{3 \exp(-C'm^{1/3})} \right) \leq \exp(-C''m^{1/3})/\lambda,$$

for some universal constant $C''$. \qed

3.5.1 Analysis of the VV protocol

In the next two sections, we analyze that the VV and the RUV components of the ClusterExpansion sub-protocol. As discussed in the introduction, the VV protocol in a cluster $C$ will provide near-exponential randomness expansion, although the analysis of [96] does not allow us to conclude that the output is secure against the other cluster $C'$ (i.e., the Input Security Problem) \footnote{See 6.1.3 for more about this issue.}. The RUV protocol in $C$ will be used to transform the output of VV to be secure against $C'$. Observe that, qualitatively, the RUV protocol solves the Input Security Problem because in Lemma 32, the random seed is not required to be secure against an eavesdropper, yet the output is guaranteed to be! On the other hand, Lemma 31 below requires the assumption that the seed to the VV protocol is secure against the protocol’s devices and the eavesdropper simultaneously.

**Lemma 31.** Let $D_1, D_2$ be non-signaling quantum devices. Suppose that a classical referee executes the VV($D_1, D_2, S$) protocol, where $S$ denotes the referee’s classical register that holds an $m$-bit seed. Let $E$ be an arbitrary quantum system that may be entangled with $D_1$ and $D_2$, but cannot communicate with them once the protocol begins. If the initial joint state of $S, D_1, D_2, E$ is $\rho^0_{SD_1D_2E} = U_m \otimes \rho^0_{D_1D_2E}$, and if $\Pr(\text{VV}(D_1, D_2, S) \text{ succeeds}) \geq \exp(-C'm^{1/3})$ for some universal constant $C'$, then there exists a state $\tau_{XDE}$ where $\tau_{XDE} = U_{v(m)} \otimes \rho^f_E$ and

$$\|\rho^f_{XDGE} - \tau^f_{XDGE}\|_1 \leq \varepsilon_{VV}(m),$$
where $\rho_{XDE}^f$ is the joint state of $E$, the devices $D = \{D_1, D_2\}$, and the output $X$ of the protocol conditioned on the $\text{VV}(D_1, D_2, S)$ protocol succeeding. $c_{\text{VV}}(m) = \sqrt{3}\exp(-C'm^{1/3})$, and $v(m) = \exp(C'm^{1/3})/2$.

**Proof.** The VV protocol consists of two parts, executing Protocol B of [96] using half of the seed $S$ (which we denote by $S_1$) to produce an output $Y$ of length $\exp(\Omega(m^{1/3}))$ which contains high min-entropy (conditioned on Protocol B not aborting), and then applying a randomness extractor using $Y$ as the source, and the other half of $S$ (which we denote by $S_2$) as the extractor seed, to produce an output $X$ that is close to uniform.

Let $\rho_{Y E}^v$ denote the joint state of the output of Protocol B (Step 2 of the VV protocol) and the eavesdropper $E$, conditioned on Protocol B not aborting. Then, by our assumption on $S$ and by Theorem 23, we get that $H_{\infty}(Y|E)_{\rho^v} \geq h(m)$, where $h(m) = \exp(C'm^{1/3})$ and $\varepsilon = \varepsilon(m) = 1/h(m)$ for a universal constant $C'$.

The VV protocol then applies a quantum-secure randomness extractor to the source $Y$, with seed $S_2$. The protocol uses the QExt : $\{0,1\}^{d(m)} \times \{0,1\}^{d(m)/2}$ randomness extractor promised by Theorem 25, where $d(m) = \Theta(m)$. Let $\rho_{Y E}^v$ be a cq-state that is $\varepsilon$-close to $\rho_{Y E}^v$ in trace distance, and is such that $H_{\infty}(Y|E)_{\rho^v} \geq h(m)$ . Then, since QExt is a $(h(m), \varepsilon)$-quantum-secure extractor, we have that

$$\|\rho_{XE} - U_{\nu(m)} \otimes \rho_E\|_1 \leq \varepsilon,$$  \hfill (3.2)

where $\rho_{XE}$ is the joint state of the output $X$ of the extractor QExt and $E$, with $\rho_Y$ as the source. View the application of QExt to the $Y$ and $S_2$ register as a trace-preserving quantum operation $E$, which takes states $\rho_{Y S_2}^v$ and outputs states $\rho_{QExt(Y, S_2)}^f$. Then, by the triangle inequality, we have

$$\|E \otimes I_E(\rho_{YS2}^v) - U_{\nu(m)} \otimes \rho_E^f\|_1 \leq \|E \otimes I_E(\rho_{YS2}^v) - E \otimes I_E(\rho_{YS2}^v)\|_1 + \|E \otimes I_E(\rho_{YS2}^v) - U_{\nu(m)} \otimes \rho_E\|_1 + \|U_{\nu(m)} \otimes \rho_E - U_{\nu(m)} \otimes \rho_E^f\|_1.$$  

Since $E$ is trace-preserving, we can bound the first term by $\varepsilon$. The second term is bounded by $\varepsilon$ via equation (3.2). The third term is bounded by $\varepsilon$ because the trace distance is non-increasing with respect to the partial trace. Thus,

$$\|\rho_{XE}^f - U_{\nu(m)} \otimes \rho_E^f\|_1 \leq \sqrt{3}\varepsilon.$$  

We then apply Lemma 35 to obtain that there exists a state $\tau_{XDE}$ such that $\tau_{XE} = U_{\nu(m)} \otimes \rho_{E}^f$ and

$$\|\rho_{XDE}^f - \tau_{XDE}\|_1 \leq \sqrt{3}\varepsilon,$$

which proves the claim. \hfill $\Box$

### 3.5.2 Analysis of the RUV protocol

In this section, we analyze the RUV protocol. Before stating Lemma 32, it will be necessary to give formal and precise definitions of several (classical) random variables, and how they
interact with the relevant quantum states.

Let $S$ be an $m$-bit seed used in the RUV protocol, performed with non-signaling devices $D_1$ and $D_2$. Half of $S$, call it $S_1$, is used for $N$ CHSH games, where $N = m/4$. Recall that we divide the $N$ CHSH games into blocks of $t = N^{1/4}$ consecutive games. Define the following random variables:

1. Let $F$ denote the indicator variable that is 1 iff the RUV protocol doesn’t abort in Step 4 (i.e., the devices win $\approx \cos^2(\pi/8)N$ CHSH games). Note that $F$ is a deterministic function of the devices’ outputs and $S_1$.

2. For all $i \in [N/t]$, let $I_i$ denote the indicator variable that is 1 iff the devices $D_1$ and $D_2$ used a $\zeta$-ideal strategy to produce their outputs in the $i$th block of CHSH games, where $\zeta := \kappa, t^{-\alpha}$ (see Section 5.2 and [90] for more details about ideal strategies).

3. Let $H$ denote the indicator variable that is 1 iff $G \geq (1 - v)N/t$, where $G := \sum I_i$ and $v := (12/\sqrt{2})\sqrt{\log N t / N^{1/4}} \leq t^{-\alpha/8}$.

In our proof of Claim 32, we will consider states such as $\rho_{F_i X E D E}$, where $X$ denotes the output of device $D_1$ after $N$ CHSH games, $D$ denotes the devices $D_1$ and $D_2$ together, $E$ denotes an arbitrary quantum system, $F$ will contain the classical bit indicating whether the devices aborted the RUV protocol or not, and $I_i$ will contain a classical bit denoting whether the devices used a $\zeta$-ideal strategy for block $i$. Because $F$ and $I_i$ are classical variables, $\rho_{F_i X E D E}$ is a cccq-state, and thus there is an ensemble $\{\rho_{F_i X E}^{pq}\}$ that represents the states of the $D$ and $E$ systems conditioned on the classical events $F = f$, $I_i = q$, and $X = x$, where

$$\rho_{F_i X E D E} := \sum_{f, q, x} \Pr(F = f, I_i = q, X = x) |f_f \otimes |q_q \otimes |x_x \otimes \rho_{DE}^{f q x}.$$ 

Thus, we can meaningfully condition the state $\rho_{F_i X E D E}$ on various values of $F$ and $I_i$. For example, when we refer to the state $\rho_{XE|F=1}$, we mean the state that is, up to a normalization factor,

$$\sum_{q} \Pr(F = 1, I_i = q, X = x) |x_x \otimes \rho_{DE}^{1 q x}.$$ 

In particular, we will make use of the fact that $\rho_{XE|F=1} = \Pr(I_i = 0|F = 1)\rho_{XE|I_i=0,F=1} + \Pr(I_i = 1|F = 1)\rho_{XE|I_i=1,F=1}$, where $\rho_{XE|I_i=0,F=1}$ is defined similarly to $\rho_{XE|F=1}$.

**Lemma 32.** Let $D_1, D_2$ be non-signaling quantum devices. Suppose that a classical referee executes the RUV($D_1, D_2, S$) protocol, where $S$ denotes the referee’s classical register that holds an $m$-bit seed. Let $E$ be an arbitrary quantum system that may be entangled with $D_1$ and $D_2$, but cannot communicate with them once the protocol begins. If the initial joint state of $S$, $D_1$, and $D_2$ is $\rho_{SD_1D_2}^{S} = U_m \otimes \rho_{D_1D_2}^{S}$, and $\Pr(\text{RUV}(D_1, D_2, S) \text{ succeeds}) \geq \lambda$, then, we have that there exists a state $\tau_{ZDE}$ where $\tau_{ZE} = U_r(m) \otimes \tau_{E}$, and

$$\|\rho_{ZDE|F=1}^{f} - \tau_{ZDE}\|_1 \leq \varepsilon_{\text{RUV}}(m, \lambda),$$ 

where $\varepsilon_{\text{RUV}}(m, \lambda) \leq \sqrt{192(m/4)^{-1/(8\epsilon)}}/\lambda$, and where $\rho_{ZDE|F=1}^{f}$ is the joint state of $E$, the devices $D = \{D_1, D_2\}$, and the output $Z$ of the protocol, conditioned on $F = 1$ (i.e., the RUV($D_1, D_2, S$) protocol does not abort).
Proof. Let $\rho_{XDFE}^i$ be the joint state of the $X$, $D$, $F$, and $E$ registers before the $N$ CHSH games are played (so $X$ and $F$ are initialized to the all $0$ state). For this proof, we will assume that $E$ is such that $\rho_{XDFE}^i$ is a pure state. This is without loss of generality, because we can take a non-pure state $\rho_{XDFE}^i$ and augment it with some extension $E' \supset E$ such that $\rho_{XDFE}^{i'}$ is pure (e.g., via a purification of the state $\rho_{XDFE}^i$). Observe that $\|\rho_{XDFE}^i - U_{t(m)} \otimes \rho_{E'[F=1]}^i\|_1 \leq \varepsilon$ implies $\|\rho_{XDFE}^i - U_{t(m)} \otimes \rho_{E'[F=1]}^i\|_1 \leq \varepsilon$, because the trace distance is non-increasing under discarding the augmented system $E'[E]$.

For notational clarity, we shall omit the superscripts $i$ and $f$, because we focus on the state $\rho_{FSXDE}$ of the system after the $N$ CHSH games (i.e., the $X$ register holds the output of device $D_1$), but before conditioning on $F = 1$ and before using the seed $S_2$ to select a sub-block. The $i$th block of $X$ will be denoted $X_i$, and the $j$th sub-block of the $i$th block will be denoted $X_{ij}$.

There are two main components to this proof.

1. We argue that, for the state $\rho_{XE|F=1}$, there is a $1 - \delta$ fraction of sub-blocks $X_{ij}$ such that
   \[ \|\rho_{X_{ij}|E|F=1} - U_{t} \otimes \rho_{E|[F=1]}^{i}\|_1 \leq \eta, \]
   where we set $\eta$ and $\delta$ later in the proof. We say that such sub-blocks are $\eta$-good with respect to $E$.

2. We argue that the string $S_2$ (substring of the seed $S$ used to select the sub-block that $RUV(D_1, D_2, S)$ will output) is in tensor product with a string describing the locations of the $\eta$-good sub-blocks of the state $\rho_{XE|F=1}$.

In particular, let $Z := X_{S_2}$ denote the sub-block selected by string $S_2$. From the above two components, it follows that, for the state $\rho_{XE|F=1}$, the the random variable $Z$ is $(\eta + \delta)$-good with respect to $E$, i.e.,

\[ \|\rho_{ZE|F=1} - U_{t} \otimes \rho_{E|[F=1]} \|_1 \leq \eta + \delta. \]

We then invoke Lemma 35 to argue that there exists a state $\tau_{ZDE}$ such that $\tau_{ZDE} = U_{t} \otimes \rho_{E|[F=1]}$ and

\[ \|\rho_{ZDE|F=1} - \tau_{ZDE}\|_1 \leq \sqrt{\eta + \delta}, \]

and we are done. We now proceed to proving the first two components.

**There are many good sub-blocks.** By the definition of $l_i$ and Lemma 26,

\[ \|\rho_{X_i|E|l_i=1} - U_{t} \otimes \rho_{E|l_i=1}\|_1 \leq \zeta. \]

It follows by Proposition 33 that, for at least a $1 - t^{-1/4}$ fraction of sub-blocks $j$ of block $i$ we have that

\[ \|\rho_{X_{ij}|E|l_i=1} - U_{t} \otimes \rho_{EF|l_i=1}\|_1 \leq \mu, \]

where $\mu := 2(\sqrt{\zeta} + t^{-1/8})$. If we then condition on the event $F = 1$ it follows that

\[ \|\rho_{X_{ij}|E|l_i=1,F=1} - U_{t} \otimes \rho_{E|l_i=1,F=1}\|_1 \leq \frac{\mu}{\Pr(F = 1)} \leq \frac{\mu}{\lambda} \] (3.3)

We wish to establish the above statement for the state $\rho_{X_i|E|F=1}$ rather than the state $\rho_{X_{ij}|E|l_i=1,F=1}$. The key to making this transition is to establish that, for many values of $i$,
the event $F = 1$ is approximately a sub-event of the event $I_i = 1$. To do so, it is helpful to consider the event $H = 1$.

Let $M := N/t$ denote the number of blocks of CHSH games. It follows from the definition of $H$ that $\sum_{i \in [M]} \mathbb{E}[I_i = 0 | H = 1] \leq \nu M$. Thus, by Markov's inequality we have that at most a $\sqrt{\nu}$ fraction of blocks $i \in [M]$ are such that $\Pr(I_i = 0 | H = 1) > \sqrt{\nu}$. Thus, at least a $1 - \sqrt{\nu}$ fraction of blocks $i \in [M]$ have $\Pr(I_i = 0 | H = 1) \leq \sqrt{\nu}$.

Consider such a block $i$. Note that by Theorem 27, $\Pr(H = 0, F = 1) \leq t^{-2}$. Thus

\[
\Pr(I_i = 0, F = 1) = \Pr(I_i = 0 | H = 1, F = 1) \Pr(H = 1, F = 1) + \Pr(I_i = 0 | H = 0, F = 1) \Pr(H = 0, F = 1) \\
\leq \Pr(I_i = 0 | H = 1, F = 1) + \Pr(I_i = 0 | H = 0, F = 1) t^{-2} \\
\leq \frac{\Pr(I_i = 0 | H = 1)}{\Pr(F = 1)} + t^{-2} \\
\leq \frac{\sqrt{\nu}}{\Lambda} + t^{-2}.
\]

Since $I_i = 1$ is a classical event, we have $\rho_{XE|F=1} = (1 - \tau)\rho_{XE|I_i=1,F=1} + \tau \rho_{XE|I_i=0,F=1}$, where $\tau := \Pr(I_i = 0 | F = 1)$. Thus,

\[
\|\rho_{XE|I_i=1,F=1} - \rho_{XE|F=1}\|_1 = \|(-\tau)\rho_{XE|I_i=1,F=1} + \tau \rho_{XE|I_i=0,F=1}\|_1 \\
\leq \tau(\|\rho_{XE|I_i=1,F=1}\|_1 + \|\rho_{XE|I_i=0,F=1}\|_1) \\
\leq 2\tau.
\]

By definition, $\tau = \Pr(I_i = 0, F = 1) / \Pr(F = 1)$. Thus,

\[
\|\rho_{XE|I_i=1,F=1} - \rho_{XE|F=1}\|_1 \leq \frac{2\sqrt{\nu} + \lambda t^{-2}}{\Lambda^2}
\]

By tracing over all except the $j$'th sub-block we get

\[
\|\rho_{X_j|I_i=1,F=1} - \rho_{X_j|F=1}\|_1 \leq \frac{2\sqrt{\nu} + \lambda t^{-2}}{\Lambda^2} \tag{3.4}
\]

By tracing over the entire $X_i$ register we get

\[
\|\rho_{E|I_i=1,F=1} - \rho_{E|F=1}\|_1 \leq \frac{2\sqrt{\nu} + \lambda t^{-2}}{\Lambda^2} \tag{3.5}
\]

Thus, at least a $(1 - t^{-1/4})(1 - \sqrt{\nu})$ of all the sub-blocks $X_{ij}$ have the property that equations (3.3), (3.5), and (3.4) all hold. It follows by the triangle inequality that

\[
\|\rho_{X_{ij}|F=1} - U_{\sqrt{\nu}} \odot \rho_{E|F=1}\|_1 \leq \|\rho_{X_{ij}|F=1} - \rho_{X_{ij}|I_i=1,F=1}\|_1 + \|\rho_{X_{ij}|I_i=1,F=1} - U_{\sqrt{\nu}} \odot \rho_{E|I_i=1,F=1}\|_1 \\
+ \|U_{\sqrt{\nu}} \odot \rho_{E|I_i=1,F=1} - U_{\sqrt{\nu}} \odot \rho_{E|F=1}\|_1 \\
\leq \frac{2\sqrt{\nu} + \lambda t^{-2}}{\Lambda^2} + \frac{\mu}{\Lambda} + \|\rho_{E|I_i=1,F=1} - \rho_{E|F=1}\|_1 \\
\leq 4 \left(\frac{\sqrt{\nu} + \lambda t^{-2}}{\Lambda^2}\right) + \frac{\mu}{\Lambda} \\
\leq \frac{96}{\Lambda} t^{-1/8}. \tag{3.6}
\]
Define $\eta := 96t^{-1/3}/\lambda$. Thus, we have that at least a $1 - \delta$ fraction of the sub-blocks $X_{ij}$ are $\eta$-good with respect to $E$, where $\delta := t^{-1/4} + \sqrt{v} \leq 2t^{-1/4}$. It is easy to see that $\eta + \delta \leq 2\eta = 192(m/4)^{-1/6\alpha}/\lambda$.

$S_2$ is secure against the location of good sub-blocks. Although we have established that most of the sub-blocks of $X$ are $\eta$-good, we need to show that the seed $S_2$ used to select the sub-block for the output of the RUV protocol is independent of the locations of the good sub-blocks (i.e. the indices $i, j$ such that $X_{ij}$ is $\eta$-good with respect to $E$). A priori, since $S_2$ is entangled with the eavesdropper $E$ (because $S_2$ was the output of a different expansion cluster), it could be that $S_2$ was somehow adversarially generated to select a bad sub-block. Here, we show that this cannot happen, because the locations of the good sub-blocks can be locally computed by the devices $D = \{D_1, D_2\}$. Since $\rho^s_{SD} = U_m \otimes \rho^s_D$ (where $\rho^s_D := \rho_{D_1D_2}$), $S_2$ is independent of the good sub-block locations.

Consider the following thought experiment: the system $D = \{D_1, D_2\}$ is augmented with a classical description $\Lambda$ of the state $\rho_{XFD}^s$, and a register $A$ that will store the locally computed location of the good sub-blocks, so that we have a new system $D' = \{D_1, D_2, \Lambda, A\}$. Throughout the RUV protocol, the $D'$ system cannot communicate with the eavesdropper system $E$. At the beginning of the RUV protocol, we have that $\rho_{SD'} = U_{|s|} \otimes \rho_D$. Imagine that we have measured the $S_1$ register (but the $S_2$ register remains unmeasured), so that it is now a deterministic value $s_1$. Let $E_{s_1}$ denote the quantum operation that acts on the systems $D_1, D_2, E$ that represents the strategy employed by devices $D_1$ and $D_2$, on the inputs determined by $s_1$, for the $N$ CHSH games (Step 3 of the RUV protocol). That is, $\rho_{XFD}^s := E_{s_1}(\rho_{XFD}^s)$.

As part of this thought experiment, we imagine that, after the $N$ CHSH games, the $A$ system performs a quantum operation $S_A$ on the $A$, and $A$ systems (but not $D_1$ and $D_2$!) to classically simulate the strategy used by the devices $D_1$ and $D_2$ on input $s_1$ in the $N$ CHSH games, and compute the location of the good sub-blocks. The $\Lambda$ will then contain a classical description of the state $\rho_{XFD}^s$. Note that at this point, $S_2$ is still secure against $D'$; that is, we have

$$S_{s_1}(E_{s_1}(\rho_{XFD\DeltaA}^s)) = U_{|s|} \otimes S_{s_1}(E_{s_1}(\rho_{XFD\DeltaA}^s))$$

We elaborate on the classical simulation $S$. Given the classical description $\Delta$ of $\rho_{XFD'}^s$, the location of the good sub-blocks can be computed by using $\Lambda$ in the following way:

1. Compute the classical description of a purification $\sigma_{XFD}^f$ of the state $\rho_{XFD}^s$. Note that in general, $\sigma_{XFD}^f$ is different from the "real" state $\rho_{XFD}^s$, because the $\Lambda$ system has no knowledge of the external system $E$.

2. Classically simulate the devices' strategy $E$ on the state $\sigma_{XFD}^f$, i.e.,

$$\sigma_{XFD}^f = E_{s_1}(\sigma_{XFD}^f).$$

Note that $\sigma_{XFD}^f = \rho_{XFD}$. 

3. Compute the indices $i, j$, such that

$$\|\sigma_{X_iE}^f|F=1 - U_{\sqrt{f}} \otimes \sigma_{E'}^f|F=1\|_{1} \leq \eta,$$

and store those indices in a register $\Lambda$. 
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We now argue that \( \Lambda \) will contain an accurate description of the locations of the \( \eta \)-good sub-blocks in the “real” state \( \rho_{XFD}^f \). From this, since \( \rho_{S_2, \Lambda}^f = \rho_{S_2}^f \otimes \rho_{\Lambda}^f \), it follows that \( S_2 \) is independent of the good sub-block locations.

Here we will use the assumption, stated at the beginning of this proof, that \( \rho_{XFD}^f \) is a pure state. Let \( \rho_{XFD}^f := |\psi\rangle\langle\psi| \), and let \( \sigma_{XFD}^f := |\phi\rangle\langle\phi| \). There exists a unitary \( V \) that takes the \( E \) system to the \( E' \) system and acts as the identity on all other systems, such that \( |\phi\rangle = V |\psi\rangle \). Since \( V \) and \( E_{s_1} \) act on different systems, they commute, and hence \( \sigma_{XFD}^f = V \rho_{XFD}^f V^\dagger \). Furthermore, \( V \) commutes with the projector \( \Pi_{F=1} \) that projects onto the \( F = 1 \) subspace, and thus

\[
\sigma_{XDE'|F=1}^f = V \rho_{XDE'|F=1}^f V^\dagger.
\]

Thus,

\[
\|\sigma_{XDE'|F=1}^f - U_{\sqrt{i}} \otimes \sigma_{E'|F=1}^f \|_1 = \| \text{Tr}_{\neq(i,j),D}(V \rho_{XDE'|F=1}^f V^\dagger) - U_{\sqrt{i}} \otimes \text{Tr}_D(V \rho_{XDE'|F=1}^f V^\dagger) \|_1
\]

\[
= \| V \left( \text{Tr}_{\neq(i,j),D}(\rho_{XDE'|F=1}^f) - U_{\sqrt{i}} \otimes \text{Tr}_D(\rho_{XDE'|F=1}^f) \right) V^\dagger \|_1
\]

\[
= \| \text{Tr}_{\neq(i,j),D}(\rho_{XDE'|F=1}^f) - U_{\sqrt{i}} \otimes \text{Tr}_D(\rho_{XDE'|F=1}^f) \|_1
\]

\[
= \| \rho_{X_{S_2}E'|F=1}^f - U_{\sqrt{i}} \otimes \rho_{E'|F=1}^f \|_1,
\]

where \( \text{Tr}_{\neq(i,j),D} \) indicates tracing out over all sub-blocks except for the \( j \)th one in the \( i \)th block, and the system \( D \). The second equality follows from the fact that \( V \) and the partial trace commute. The third equality follows because the trace norm is unitarily invariant.

Thus, the indices \( i, j \) where \( \|\sigma_{X_{S_2}E'|F=1}^f - U_{\sqrt{i}} \otimes \sigma_{E'|F=1}^f\|_1 \leq \eta \) are exactly those sub-blocks that are \( \eta \)-good in the state \( \rho_{XFD}^f \).

\[\square\]

**Proposition 33.** Let \( i \in [N/t] \) be the index of a block. If

\[
\| \rho_{X_{i}E|I=1}^f - U_{\sqrt{i}} \otimes \rho_{E|I=1}^f \| \leq \zeta,
\]

then for at least a \( 1 - t^{-1/4} \) fraction of sub-blocks \( j \) of block \( i \) we have that

\[
\| \rho_{X_{i}E^j|I=1}^f - U_{\sqrt{i}} \otimes \rho_{E^j|I=1}^f \| \leq 2(\sqrt{\zeta} + t^{-1/8}).
\]

**Proof.** By Lemma 35, there exists a state \( \sigma_{X_{E}} \) such that \( \sigma_{X_{E}} = U_{\sqrt{i}} \otimes \rho_{E|I=1}^f \), and \( \| \rho_{X_{i}E|I=1}^f - \sigma_{X_{i}E} \|_1 \leq \sqrt{\zeta} \). Let \( R := \sqrt{t} \) denote the number of sub-blocks in a block. We now prove the Proposition by showing that, for the state \( \sigma_{X_{i}E} \), at least \( 1 - t^{-1/4} \) fraction of sub-block indices \( j \in [R] \) satisfy \( I(X_{i,j} : F_{E})_{\sigma} \leq 2t^{-1/4} \). For such \( j \), we obtain:

\[
\| \rho_{X_{i}E^j|I=1}^f - U_{\sqrt{i}} \otimes \rho_{E^j|I=1}^f \|_1 \leq \| \rho_{X_{i}E^j|I=1}^f - \sigma_{X_{i}E} \|_1 + \| \sigma_{X_{i}E} - U_{\sqrt{i}} \otimes \sigma_{E} \|_1
\]

\[
+ \| U_{\sqrt{i}} \otimes \sigma_{E} - U_{\sqrt{i}} \otimes \rho_{E|I=1}^f \|_1 \leq \sqrt{\zeta} + \sqrt{4t^{-1/4} + \zeta}.
\]

The bound on the second term in the second inequality is given via Pinsker’s Inequality.
(see Proposition 9), which states that $\|\sigma_{X_i,F} - U_{\sqrt{2}} \otimes \sigma_{F} \|_1 \leq \sqrt{2} I(X : F)_{\sigma}$. The bounds on the first and third terms come from the fact that the trace distance is non-increasing with respect to the partial trace.

Thus we focus on analyzing the state $\sigma_{X_i,F}$ for the remainder of this proof. We apply the chain rule to obtain $I(X_i : F)_{\sigma} = \sum_j I(X_{ij} : F|X_{i,<j})_{\sigma}$. This is equivalent to

$$\mathcal{E}_j[I(X_{ij} : F|X_{i,<j})_{\sigma}] = \frac{1}{R} I(X_i : F)_{\sigma},$$

where $X_{i,<j}$ denotes all the $X_k$ such that $k < j$. We will omit the subscript $\sigma$ because the underlying state is clear from context. We upper-bound the quantity $I(X_i : F)$ via the following calculation:

$$I(X_i : F) = I(X_i : E) + I(F : E|X_i)$$

(3.7)

$$= I(F : E|X_i)$$

(3.8)

$$\leq 2H(F)$$

(3.9)

$$\leq 2.$$  

(3.10)

We used the fact that $\sigma_{X_i,E} = \sigma_X \otimes \sigma_E$, so therefore $I(X_i : E) = 0$. The last inequalities follow from the fact that $\mathcal{F}$ is simply one qubit. We now bound the individual terms of the expectation $I(X_{ij} : F|X_{i,<j})$.

$$I(X_{ij} : F|X_{i,<j}) = H(X_{ij}|X_{i,<j}) - H(X_{ij}|FX_{i,<j})$$

(3.11)

$$\geq H(X_{ij}) - H(X_{ij}|F)$$

(3.12)

$$= I(X_{ij} : F).$$

(3.13)

Equation (3.11) is the definition of conditional mutual information. Equation (3.12) follows because $\sigma_{X_i} = U_t$ (hence $\sigma_{X_i}$ is in tensor product with $\sigma_{X_{i,<j}}$), and conditioning can only reduce entropy. Finally, equation (3.13) is again the definition of mutual information.

Thus,

$$\mathcal{E}_j[I(X_{ij} : F)] \leq \frac{2}{R},$$

and by Markov’s inequality, we get that $1 - \mu$ fraction of $j$’s are such that $I(X_{ij} : F) \leq \frac{2}{R}$. Setting $\mu = t^{-1/4}$ completes the proof.

### 3.5.3 Miscellaneous lemmas

**Proof of Lemma 22.** Define $\mu_{XDE}$ to be the state $\tau_{XDE}$ as given by the assumption in the lemma on input $\sigma_{FSXDE}$ where $\sigma_{FSX} = \sigma_{FSX} \otimes \sigma_{D}$. By the triangle inequality, we have:

$$\|\rho_{XDE}^{ij} - \mu_{XDE}\|_1 \leq \|\mathcal{F} \otimes \mathbb{I}_E(\rho_{FSXDE}^j) - \mathcal{F} \otimes \mathbb{I}_E(\sigma_{FSXDE})\|_1$$

(3.14)

$$+ \|\mathcal{F} \otimes \mathbb{I}_E(\sigma_{FSXDE}) - \mu_{XDE}\|_1.$$

We bound the first term on the right hand side:

$$\|\mathcal{F} \otimes \mathbb{I}_E(\rho_{FSXDE}^j) - \mathcal{F} \otimes \mathbb{I}_E(\sigma_{FSXDE})\|_1 \leq \frac{1}{\lambda} \|\mathbb{E} \otimes \mathbb{I}_E(\rho_{FSXDE}^j) - \mathcal{E} \otimes \mathbb{I}_E(\sigma_{FSXDE})\|_1.$$
Let $\lambda'$ denote the probability that the $F$ register of the state $E \otimes \mathbb{I}_E(\sigma_{FSXDE})$, when measured, has outcome $|1\rangle$. Note that $\max\{\lambda, \lambda'\} \geq \lambda$, so the first inequality follows from Lemma 34. The second inequality follows because trace-preserving quantum operations are contractive with respect to the trace distance. The final inequality comes from our assumption on $\rho'_{FSXDE}$.

The second term on the right hand side of (3.14) is bounded by $\varepsilon$ from our assumption on the quantum operation $F_E$.

Lemma 34. Let $\rho_{FQ}, \sigma_{FQ}$ be cq-states on the same classical-quantum Hilbert space $\mathcal{H}_F \otimes \mathcal{H}_Q$. Let $E$ be a set of outcomes of the $F$ register such that $\min\{\Pr_{\rho}(E), \Pr_{\sigma}(E)\} > 0$, where $\Pr_{\rho}(E), \Pr_{\sigma}(E)$ denote the probabilities of obtaining outcome $E$ when measuring $\rho_F$ and $\sigma_F$ in the computational basis. Then,

$$\|\rho_{FQ}|E \rangle \langle FQ| - \sigma_{FQ}|E \rangle \langle FQ|\|_1 \leq \frac{\|\rho_{FQ} - \sigma_{FQ}\|_1}{\max\{\Pr_{\rho}(E), \Pr_{\sigma}(E)\}}$$

where $\rho_{FQ}|E\rangle\langle FQ|$ and $\sigma_{FQ}|E\rangle\langle FQ|$ denote the post-measurement state of $\rho_{FQ}$ and $\sigma_{FQ}$, respectively, conditioned on $E$.

Proof. We use the operational interpretation of the trace norm of two quantum states, namely, that $\|\rho - \sigma\|_1 = \max_A \Pr(A(\rho) = 1) - \Pr(A(\sigma) = 1)$, where $\rho$ and $\sigma$ are arbitrary density matrices, and the maximization is over all possible 0/1-valued POVMs $A$.

Let $\lambda_{\rho}$ and $\lambda_{\sigma}$ denote $\Pr_{\rho}(E)$ and $\Pr_{\sigma}(E)$ respectively. We consider two cases: $\lambda_{\rho} \geq \lambda_{\sigma}$ and $\lambda_{\rho} < \lambda_{\sigma}$. Take the first case.

Consider the following two-outcome experiment $A$ that tries to distinguish between $\rho_{FQ}$ and $\sigma_{FQ}$. We first measure the $F$ register in the computational basis. If the outcome $E$ does not occur, we output “0”. Suppose outcome $E$ does occur. Let $B$ be the optimal two-outcome POVM such that $\Pr(B(\rho_{FQ}|E\rangle\langle FQ|) = 1) - \Pr(B(\sigma_{FQ}|E\rangle\langle FQ|) = 1) = \|\rho_{FQ}|E\rangle\langle FQ| - \sigma_{FQ}|E\rangle\langle FQ|\|_1$.

We then make the measurement dictated by $B$ on the post-measurement state (which is either $\rho_{FQ}|E\rangle\langle FQ|$ or $\sigma_{FQ}|E\rangle\langle FQ|$), and output “1” iff $B$ outputs “1”. Then, we have that

$$\|\rho_{FQ} - \sigma_{FQ}\|_1 \geq \Pr(A(\rho_{FQ}) = 1) - \Pr(A(\sigma_{FQ}) = 1)$$

$$= \lambda_{\rho} \Pr(B(\rho_{FQ}|E\rangle\langle FQ|) = 1) - \lambda_{\sigma} \Pr(B(\sigma_{FQ}|E\rangle\langle FQ|) = 1)$$

$$= \lambda_{\rho} (\|\rho_{FQ}|E\rangle\langle FQ| - \sigma_{FQ}|E\rangle\langle FQ|\|_1 + \Pr(B(\rho_{FQ}|E\rangle\langle FQ|) = 1)) - \lambda_{\sigma} \Pr(B(\sigma_{FQ}|E\rangle\langle FQ|) = 1).$$

Solving for $\|\rho_{FQ}|E\rangle\langle FQ| - \sigma_{FQ}|E\rangle\langle FQ|\|_1$, we get that

$$\|\rho_{FQ}|E\rangle\langle FQ| - \sigma_{FQ}|E\rangle\langle FQ|\|_1 \leq \frac{\|\rho_{FQ} - \sigma_{FQ}\|_1 - \beta(\lambda_{\rho} - \lambda_{\sigma})}{\lambda_{\rho}} \leq \frac{\|\rho_{FQ} - \sigma_{FQ}\|_1}{\lambda_{\rho}} \leq \frac{\|\rho_{FQ} - \sigma_{FQ}\|_1}{\max\{\lambda_{\rho}, \lambda_{\sigma}\}},$$

where $\beta := \Pr(B(\sigma_{FQ}|E\rangle\langle FQ|) = 1)$. In the other case, we have that $\lambda_{\rho} < \lambda_{\sigma}$. We can then switch the order of $\rho_{FQ}$ and $\sigma_{FQ}$ in the previous argument, and obtain that

$$\|\rho_{FQ}|E\rangle\langle FQ| - \sigma_{FQ}|E\rangle\langle FQ|\|_1 \leq \frac{\|\rho_{FQ} - \sigma_{FQ}\|_1}{\lambda_{\sigma}} \leq \frac{\|\rho_{FQ} - \sigma_{FQ}\|_1}{\max\{\lambda_{\rho}, \lambda_{\sigma}\}}.$$

\[\square\]
Lemma 35. Let $\rho_{A_1A_2B} \in \mathcal{D}(\mathcal{H}_{A_1} \otimes \mathcal{H}_{A_2} \otimes \mathcal{H}_B)$, and $\sigma_{A_1A_2} \in \mathcal{D}(\mathcal{H}_{A_1} \otimes \mathcal{H}_{A_2})$ be such that $\rho_{A_1A_2B}$ is a cqq-state, $\sigma_{A_1A_2}$ is a cq-state, and $\|\rho_{A_1A_2} - \sigma_{A_1A_2}\|_1 \leq \varepsilon$. Then there exists a cqq-state $\tau_{A_1A_2} \in \mathcal{D}(\mathcal{H}_{A_1} \otimes \mathcal{H}_{A_2} \otimes \mathcal{H}_B)$ such that $\tau_{A_1A_2} = \sigma_{A_1A_2}$ and $\|\rho_{A_1A_2B} - \tau_{A_1A_2B}\|_1 \leq \sqrt{\varepsilon}$.

Proof. For notational brevity we will let $A = \{A_1, A_2\}$ so $\rho_{AB} := \rho_{A_1A_2B}$ and $\sigma_A := \sigma_{A_1A_2}$. Let $F(\rho, \sigma)$ denote the fidelity between two quantum states $\rho$ and $\sigma$. By Uhlmann's Theorem, there exists purifications $\rho_{AQ} := |\psi\rangle\langle\psi|$ and $\sigma_{AQ} := |\phi\rangle\langle\phi|$ of $\rho_A$ and $\sigma_A$, respectively, such that $F(\rho_A, \sigma_A) = |\langle\psi|\phi\rangle|^2$ [102]. But by the Fuchs-van de Graaf inequalities, we also have that $F(\rho_A, \sigma_A) \geq 1 - \|\rho_A - \sigma_A\|_1/2 \geq 1 - \varepsilon/2$ [102]. Since $\|\rho_{AQ} - \sigma_{AQ}\|_1 = \sqrt{1 - |\langle\psi|\phi\rangle|^2}$, we have that $\|\rho_{AQ} - \sigma_{AQ}\|_1 \leq \sqrt{\varepsilon}$.

Let $\rho_{ABR} = |\theta\rangle\langle\theta|$ be a purification of the state $\rho_{AB}$. Since $\rho_{ABR}$ and $\rho_{AQ}$ are both purifications of the state $\rho_A$, there exists a unitary map $V$ that takes the $Q$ space to the $BR$ space such that $\rho_{ABR} = V \rho_{AQ} V^*$. Define $\tau'_{A} := V \sigma_{AQ} V^*$. Then, by the unitary invariance of the trace norm, we have that

$$\|\rho_{ABR} - \tau'_{AB}\|_1 = \|V \rho_{AQ} V^* - V \tau'_{AQ} V^*\|_1 = \|V (\rho_{AQ} - \tau'_{AQ}) V^*\|_1 = \|\rho_{AQ} - \tau'_{AQ}\|_1 \leq \sqrt{\varepsilon}.$$ 

Since the trace norm cannot increase when discarding subsystems, we obtain $\|\rho_{AB} - \tau'_{AB}\|_1 \leq \sqrt{\varepsilon}$. $\tau'_{AB} = \tau'_{A_1A_2B}$ is not guaranteed to be a cqq-state, but we can apply the trace-preserving quantum map $\mathcal{E}$ that measures the $A_1$ system in the computational basis and forgets the measurement outcome. Let $\tau_{A_1A_2B} := \mathcal{E}(\tau'_{A_1A_2B})$, and observe that this is a cqq-state. Since $\rho_{A_1A_2B}$ is already a cqq-state, $\rho_{A_1A_2B} = \mathcal{E}(\rho_{A_1A_2B})$. Because trace-preserving quantum maps are contractive under the trace norm, we obtain $\|\rho_{A_1A_2B} - \tau_{A_1A_2B}\|_1 \leq \sqrt{\varepsilon}$, and we are done. \qed

3.6 Parameter settings for the VV sub-protocol

For the sake of concreteness, we specify the settings of parameters to be used in the instantiation of Protocol B of [96] in our VV sub-protocol (see Section 3.4). We choose constants $a, \gamma > 0$ such that $\gamma \leq 1/(10 + 8a)$. These constants are part of the definition of VV and will remain unchanged for every instance of VV throughout the InfiniteExpansion protocol.

In [96, Theorem 2], the parameter $h$ specifies the min-entropy lower bound of Protocol B, which in turn governs the length of the seed to Protocol B and length of the output. By definition Protocol B implemented with parameter $h$ requires at most $K_1 \gamma^{-3} \log^2(h)$ bits of seed for some fixed constant $K_1$ (this constant may depend on $a$, but since $a$ is a global constant here, we ignore this). When Protocol B is invoked by $\VV(A, B, S)$, we will set

$$h = \left[2^{\gamma(s/2)} \right]^{1/3},$$

where $s := |S|$, and it follows that Protocol B, with these parameters, will require no more than $\lfloor s/2 \rfloor$ bits of seed.

We will now discuss parameters relevant to the quantum extractor which will be used in VV. Let us now define $t := h^{1/4}$, $C := \lceil 100a \rceil$ and $\varepsilon := \frac{1}{10}$. The output of Protocol B is a bit string of length $n := \lceil 10 \log^2(t) \rceil \cdot |C| \log^2(t)|$. By Theorem 25 there exists a function
$Q\text{Ext} : \{0,1\}^n \times \{0,1\}^d \rightarrow \{0,1\}^\frac{3}{2}$ that is a $(\frac{d}{2} + O(\log \left(\frac{d}{2}\right)) + O(\log 1/\epsilon), \epsilon)$-quantum-secure extractor as long as $d \geq O \left( \log^2 (n/\epsilon) \log \left(\frac{h}{2}\right) \right) = O \left( \log^3 (h) \right) = O \left( \gamma^3 \left\lfloor \frac{s}{2} \right\rfloor \frac{1}{k_1} \right)$. That is, as long as $d \geq K_4 \gamma^3 \left\lfloor \frac{s}{2} \right\rfloor \frac{1}{k_1}$ for some fixed constant $K_4$.

Thus, in specifying the VV sub-protocol and throughout the paper, we will set the following functions, where $s$ is the length of input to the VV sub-protocol:

- **Min-entropy lower bound of Protocol B:**
  \[ h(s) := \left\lfloor 2^{\gamma \left( \frac{\left\lfloor s/2 \right\rfloor}{k_1} \right)^{1/3}} \right\rfloor. \]

- **Output length of Protocol B:**
  \[ n(s) := \left\lfloor 10C \left( \frac{s}{2k_1} \right)^{4/3} 2^{(s/(2k_1))^{1/3}} \right\rfloor. \]

- **Seed length of the extractor:**
  \[ d(s) := \left\lfloor \frac{K_4}{k_1} \gamma^3 \left\lfloor \frac{s}{2} \right\rfloor \right\rfloor. \]

- **Output length of the extractor/VV sub-protocol:**
  \[ v(s) := \left\lfloor h(s)/2 \right\rfloor. \]
Chapter 4

Parallel repetition of games with entangled players: an overview

In this portion of the thesis, we investigate many aspects of parallel repetition for entangled games.

A two-player one-round game is specified by finite question sets $\mathcal{X}, \mathcal{Y}$, finite answer sets $A, B$, a probability distribution $\mu$ over $\mathcal{X} \times \mathcal{Y}$, and a verification predicate $V : \mathcal{X} \times \mathcal{Y} \times A \times B \rightarrow \{0,1\}$ that determines the acceptable question and answer combinations. The game is played as follows: a referee samples questions $(x, y) \in \mathcal{X} \times \mathcal{Y}$ according to $\mu$ and sends $x$ to the first player and $y$ to the second. Each player replies with an answer, $a \in A$ and $b \in B$ respectively. The referee accepts if and only if $V(x, y, a, b) = 1$, in which case we say that the players win the game. The value of the game, denoted by $\text{val}(G)$, is the maximum winning probability over all strategies where each player's answer is a function of their respective question. Mathematically, we define it as follows:

\[
\text{val}(G) = \sup_{f,g} \sum_{x,y} \mu(x,y) \sum_{a,b} V(x,y,f(x),g(y))
\]

where the supremum is over functions $f : \mathcal{X} \rightarrow A$ and $g : \mathcal{Y} \rightarrow B$. These functions constitute the deterministic strategy of Alice and Bob.

A natural operation on a game is parallel repetition: given a game $G$, its $n$-fold parallel repetition $G^n$ is a game where the referee samples $(x_1, y_1), \ldots, (x_n, y_n)$ independently according to $G$, sends $(x_1, \ldots, x_n)$ to the first player and $(y_1, \ldots, y_n)$ to the second player, who in turn respond with answer tuples $(a_1, \ldots, a_n)$ and $(b_1, \ldots, b_n)$. The players win $G^n$ if $V(x_i, y_i, a_i, b_i) = 1$ for all $i$. A fundamental question concerns the relationship between $\text{val}(G)$ and $\text{val}(G^n)$. Intuitively, if $\text{val}(G) < 1$, then one would expect that $\text{val}(G^n)$ decays exponentially in $n$. The starting point of this work is Raz's parallel repetition theorem [88], which confirms this intuition:

**Theorem 36 (Raz).** Let $G$ be a two-player game with $\text{val}(G) = 1 - \varepsilon$. Then

\[
\text{val}(G^n) \leq (1 - \varepsilon^2)^{-cn/s},
\]

where $s = \log(|A| \cdot |B|)$ and $c > 0$ is a universal constant.

If the players treat each instance of $G$ in the repeated game $G^n$ independently (i.e. use a product strategy), then clearly their winning probability is at most $\text{val}(G)^n$. However,
the players are not constrained to use product strategies, and can use correlated strategies with which they can win $G^n$ with probability strictly greater than $\text{val}(G)^n$ (e.g., as described in [45, 89]). Raz's theorem shows that even though such correlated strategies can offer some advantage compared to product strategies, the players success probability must decay exponentially with the number of repetitions.

The main application of Raz's parallel repetition theorem is to the areas of hardness of approximation and probabilistically checkable proofs. The famous PCP Theorem [6] can be formulated in terms of two-player games: there exists an $\epsilon_0 > 0$ (think of it as being very tiny, such as smaller than 0.0001) such that it is NP-hard to approximate the (classical) value of a game $G$ within an additive error of $\epsilon_0$. The parallel repetition theorem gives a blackbox method to amplify this inapproximability: we can then conclude that for any $\epsilon > 0$ it is NP-hard to approximate the classical value of a game $G$ within an additive error $1 - \epsilon$. Since the value of a game is a number between 0 and 1, this implies strong inapproximability for games. From this, optimal inapproximability results for various natural optimization problems can be obtained [52, 38]. Furthermore, the information-theoretic techniques used in the proof of the parallel repetition theorem have also been heavily used in direct sum and direct product results in communication complexity [23, 59].

Entangled games. The study of games where the players share entanglement — which we call entangled games — was initiated in a seminal paper of Cleve, et al [29]. This work was motivated by both the importance of games in the context of Bell inequalities and non-locality, as well as the central role of games in complexity theory, a seemingly entirely unrelated field. The intermingling of computational complexity theory and non-locality has proved to be a fascinating line of research (see, e.g., [100, 47, 62, 79]).

Now the important quantity associated with a two-player game is its entangled value, denoted by $\text{val}^*(G)$. This is the maximum success probability that non-communicating players can achieve when using an entangled strategy. More precisely, an entangled strategy for Alice and Bob consists of an integer $d > 0$, a shared entangled state $|\psi\rangle \in \mathbb{C}^{d \times d}$, and collections of measurement operations for Alice and Bob individually: Alice has POVMs $\{A^a_x\}_{a \in A}$ for every $x \in \mathcal{X}$, and Bob has $\{B^b_y\}_{b \in B}$ for every $y \in \mathcal{Y}$. Since these are POVMs, we have $\sum_a A^a_x = I$ and $\sum_b B^b_y = I$. Then we define the entangled value to be

$$\text{val}^*(G) = \sup_{d, |\psi\rangle \in \mathbb{C}^{d \times d}} \sum_{x,y} \mu(x,y) \sum_{a,b} \langle \psi | A^a_x \otimes B^b_y | \psi \rangle \cdot V(x,y,a,b)$$

where the supremum is over a dimension $d$, a shared entangled state $|\psi\rangle$, and measurements for Alice and Bob. From this point on we shall call $\text{val}(G)$ the classical value of a game $G$, to contrast it with the entangled value of $G$.

For all games $G$, the relationship $\text{val}(G) \leq \text{val}^*(G)$ is always true: this is because for every deterministic strategy $f : \mathcal{X} \to A$, $g : \mathcal{Y} \to B$ of Alice and Bob, we obtain an "entangled strategy" where the shared "state" is one-dimensional: $|\psi\rangle = 1$. The measurements are defined to be $A^a_x = 1$ iff $f(x) = a$ and $B^b_y = 1$ iff $g(y) = b$. However, for there are games $G$ for which $\text{val}(G)$ is strictly less than $\text{val}^*(G)$; the CHSH game is one famous example.

Parallel repetition of entangled games. Due to the outsized influence of Raz's parallel repetition theorem on the field of classical complexity theory, it became natural to ask
whether there is an analogue of his theorem for entangled games. That is, for a game $G$ where $\text{val}^*(G) < 1$, does $\text{val}^*(G^n)$ decay exponentially with $n$? We call the assertion that this is true the **Quantum Parallel Repetition Conjecture**.

The Quantum Parallel Repetition Conjecture has been studied extensively for many special classes of games, and has been affirmatively established in each of these classes. However, whether an exponential-decay bound holds for all two-player games $G$ remains open. In fact, until the work presented in this thesis, it was not known whether $\text{val}^*(G^n)$ tends to 0 with growing $n$, if $\text{val}^*(G) < 1$.

In this chapter, I will briefly survey the previous results on the parallel repetition of entangled games. Then, I will give an overview of the parallel repetition results in this thesis.

### 4.1 Previous work

**XOR games.** The parallel repetition of entangled games was first studied by Cleve, et al [30], who proved that XOR games with entangled players satisfy perfect parallel repetition. In an XOR game, Alice and Bob output single bits $a, b$ as answers, and the verification predicate depends only on their questions and the parity $a \oplus b$. Though simple, XOR games actually capture difficult problems in classical complexity theory: Håstad showed that approximating the value of an XOR game is NP-hard [52]. By perfect parallel repetition, we mean that for all two-player XOR games $G$ and for all $n$, we have $\text{val}^*(G^n) = \text{val}^*(G)^n$.

Interestingly, this elegant “tensorization” property of the entangled value of XOR games does not hold for the classical value. This tensorization property comes from the fact that the entangled value of an XOR game can be exactly expressed as the value of a semidefinite program (SDP), and the SDP has nice tensorization properties.

**Unique games.** Next, Kempe, Regev, and Toner studied the parallel repetition of entangled unique games [64]. A unique game $G$ is one where for every question pair $(x, y)$ there exists a bijection $\pi_{x,y} : A \rightarrow B$ such that $V(x, y, a, b) = 1$ if and only if $\pi_{x,y}(a) = b$. The famous Unique Games Conjecture of Khot [66] asserts, roughly speaking, that for every $\epsilon$ and $\delta$ it is NP-hard to determine whether a given unique game $G$ is such that $\text{val}(G) \leq \epsilon$ or $\text{val}(G) \geq 1 - \delta$, promised that one is the case. First, [64] showed that approximating the entangled value of a unique game is polynomial-time computable, thus refuting a quantum version of the Unique Games Conjecture (unless $P = NP$). This is again due to semidefinite programming, although its use is more involved than in [30]. Regarding parallel repetition, [64] are able to leverage their SDP relaxation for the entangled value of unique games to prove that $\text{val}^*(G^n) \leq (1 - \epsilon^2/16)^n$ if $\text{val}^*(G) = 1 - \epsilon$ for a unique game $G$.

The **Dinur-Reingold transformation**. Kempe and Vidick proved one of the first generally applicable parallel repetition results for entangled games [65]. However, is not a parallel repetition theorem for general entangled games. Rather, they give a method that transforms a game $G$ with entangled value $\text{val}^*(G) = 1 - \epsilon < 1$ into another game $G_{\text{DR}(n)}$—called the $n$th “Dinur-Reingold repetition” of $G$—whose entangled value is polynomially small in $n$ and $\epsilon$. Thus the transformation $G \mapsto G_{\text{DR}(n)}$ behaves analogously to $G \mapsto G^n$; the entangled value of the output game is much smaller than the entangled value of the input game.
This transformation, called the Dinur-Reingold transformation, is simple. First, we assume that the game $G$ is symmetric, meaning that the marginal distribution of each players' questions are the same (so in particular, they both receive questions from the same question set). We can view the Dinur-Reingold transformation as a two-step process: first a game $G$ is transformed into $G_{DR}$, which behaves in the following way:

1. The referee randomly chooses whether to play a "game round", a "consistency round", or a "confuse round", each with some probability.

2. In a game round, the referee will play the original game $G$; that is, it will choose questions $(x, y) \sim \mu$ and accept or reject using the verification predicate $V$.

3. In a confuse round, the referee chooses $x$ and $y$ independently from their respectively marginals in $\mu$, and sends them to the players. The referee always accepts in a confuse round.

4. In a consistency round, the referee samples a question $x$ from one of the players' marginals (which, by the symmetry assumption, is the same for both players), and sends $x$ to both players. The referee accepts only if the answers of both players match.

Finally, the final game $G_{DR(n)}$ is simply $G''_{DR}$, the $n$'th parallel repetition of $G_{DR}$. Clearly, the transformation $G \rightarrow G_{DR(n)}$ is polynomial-time computable.

However, this transformation is not a general gap amplification technique. In particular, it isn't completeness preserving: if $\text{val}^*(G) = 1$, it is not necessarily the case that $\text{val}^*(G_{DR(n)}) = 1$. This is because of the "consistency rounds": passing the consistency rounds with probability 1 forces the players to have perfectly correlated answers when asked the same question. At a high level, this induces a "global assignment" to all the questions, and thus reduces the players' strategies to being more classical. Indeed, if $\text{val}(G) = 1$, then certainly $\text{val}^*(G_{DR}) = 1$. However, there may be an entangled strategy with value 1 that cannot be shoehorned to pass the consistency rounds with probability 1.

Nonetheless, for many games of interest, the Dinur-Reingold transformation is completeness preserving. For example, if the classical value $\text{val}(G)$ is equal to 1, then $\text{val}^*(G_{DR(n)}) = 1$. This is useful for multiprover proof systems where, in the "YES" case, the provers can use some deterministic strategy (based on, say, a satisfying assignment to a SAT formula) to succeed in the protocol with probability 1, but in the "NO" case, we would like to guarantee soundness against cheating entangled provers.

The analysis of the Dinur-Reingold repetition of a game $G$ in [65] is quite involved. It actually proves something much stronger than just reduction of the entangled value: it shows that any entangled strategy for $G_{DR(n)}$ that performs well must have a serial structure, that is, it plays many of the rounds of $G''_{DR}$ in a sequential fashion. Of course, once the strategy is identified as behaving sequentially, the decrease in game value follows nearly immediately (intuitively speaking).

Kempe and Vidick also analyze the Feige-Kilian transformation, which is just like the Dinur-Reingold transformation, except it only has "game rounds" and "confuse rounds". It is easy to see that, unlike the Dinur-Reingold transformation, the Feige-Kilian transformation is completeness preserving. However, Kempe and Vidick could only analyze the Feige-Kilian transformation on projection games, which are games where for every answer of Alice, there is at most one answer of Bob that would be accepted by the referee. Projection games are the most important types of games considered in hardness of approximation.
The Feige-Kilian and Dinur-Reingold transformations originated in classical complexity theory. The Dinur-Reingold transformation was used to obtain an alternative proof of the PCP Theorem [37]. Before Raz's parallel repetition theorem, Feige and Kilian proved [44] that one could apply the Feige-Kilian transformation to obtain a gap amplification method that achieves polynomial decay: the decrease in game value as a function of the number of repetitions \( n \) is inverse polynomial, whereas the optimal rate of decrease is inverse exponential. An important conceptual contribution of [44] is that, to obtain gap amplification, one need not stick with the vanilla parallel repetition technique. It was — and still remains — a difficult procedure to analyze. Thus, one can try to shortcut the difficulties by changing the game into a more amenable format first, before using parallel repetition. This foreshadows the core motivation for "anchored games", one of the contributions of this thesis.

**Free games.** Up to this point, the proofs of parallel repetition for entangled games have bore little resemblance to the proof of Raz’s parallel repetition theorem. The analysis used in Raz’s proof (and most subsequent proofs of parallel repetition [55, 87, 22]) is information-theoretic, while the previous results used semidefinite programming (in the case of [30, 64]), or proved stronger structural results about the players’ strategies (in the case of [65]). However, the SDP techniques appear limited to special classes of games, and the analytical techniques of [65] depend heavily on the extra consistency/confuse questions of the Feige-Kilian/Dinur-Reingold transformations. One would hope that the tools of quantum information theory would be as efficacious in solving the general quantum parallel repetition problem as classical information theory was for classical parallel repetition.

In 2014, the first information theory-based proofs of parallel repetition for entangled games emerged. Chailloux and Scarpa [24], simultaneously with Jain, Pereszlényi, and Yao [61] proved the Quantum Parallel Repetition Conjecture is true for free games. In a free game, the questions to Alice and Bob are independent of each other. Specifically, they prove:

**Theorem 37** (Parallel repetition for free entangled games [24, 61]). Let \( G \) be a two-player game with product question distribution \( \mu(x, y) = \mu_X(x) \times \mu_Y(y) \) and entangled value \( \text{val}^*(G) = 1 - \varepsilon \). The entangled value of the \( n \)-fold repetition is upper bounded by

\[
\text{val}^*(G^n) \leq (1 - \varepsilon)^{\Omega(n/s)},
\]

where \( s \) is the length of the players’ answers in \( G \), and \( c \leq 3 \) is some universal constant.

The proof of Jain, et al. [61] bears the strongest resemblance to the proof strategy of Holenstein in [55]. In [24], Chailloux and Scarpa adopt an interesting communication-complexity based approach. Ultimately, when viewed in the right way, both [61] and [24] prove Theorem 37 in essentially the same way.

**Projection games.** An exponential-decay parallel repetition theorem for projection games was proved by Dinur, Steurer, and Vidick [39]. This work is the quantum extension of the work of Dinur and Steurer [38], who develop an analytical framework for proving an improved parallel repetition theorem for projection games, leading to optimal inapproximability for the \textsc{Set Cover} problem. The analytical framework of Dinur and Steurer is very different from the information theoretic approach of Holenstein. They introduce the
quantity $val_+(G)$ of a game, which is a relaxation of the game value $val(G)$, meaning that $val_+(G) \geq val(G)$. The benefit of dealing with this relaxation is that it is multiplicative, meaning that $val_+(G^2) = val_+(G)^2$. The key insight is that $val_+(G)$ is a good approximation of $val(G)$, and thus this implies that $val(G^n) \approx val(G)^n$, thus proving the parallel repetition bound.

This framework lifts beautifully to the quantum setting: Dinur, Steurer and Vidick define the quantum analogue of $val_+(G)$, denoted by $val^*_+(G)$, and show that this too is a good approximation of $val^*(G)$ with better-behaved multiplicativity properties. Another key contribution of their proof is quantum correlated sampling technique. This is the quantum analogue of classical correlated sampling, which is an integral part of Raz’s and Holenstein’s proofs of parallel repetition.

It is an intriguing question for whether this framework can be used to analyze general games, even in the unentangled setting. However, the analytical framework seems quite tailored for projection games.

4.2 Parallel repetition of games without entanglement

Before delving into parallel repetition for games with entangled players, it is useful (and perhaps necessary) to consider how parallel repetition for games with unentangled players is proved.

The difficulty of proving that $val(G^n)$ decreases with $n$ for a game $G$ such that $val(G) < 1$ is that sometimes $val(G^n)$ does not decrease from $val(G)$ at all! This phenomenon is succinctly illustrated by the following example, called Feige's Counterexample (which is a simplification of Fortnow’s counterexample [48]). This is a two-player game $G$ for which $val(G) = \frac{1}{2}$, but $val(G^2) = \frac{1}{2}$. This immediately shows that the naive guess that $val(G^n) = val(G)^n$ is incorrect.

4.2.1 Feige's Counterexample

In this game, Alice and Bob get uniformly random bits $x, y$ respectively. Alice outputs $(i, a)$ and Bob outputs $(j, b)$. The outputs $i$ and $j$ indicate "Alice" or "Bob". In order to win, it must be that $i = j$, and if $i = j = "Alice", then a must be equal to b must be equal to $x$. Otherwise, if $i = j = "Bob", then a must be equal to b must be equal to $y$. In other words, in this game, the players have to agree on whose input they’re talking about, and both players must output a guess for that players’ output. The value of this game is equal to $\frac{1}{2}$; this is because at least one player must be guessing the other person’s input, and can succeed with probability at most $\frac{1}{2}$. On the other hand, the deterministic strategy where both players output ("Alice", 0) succeeds with probability $\frac{1}{2}$.

In the repeated game $G^2$, Alice gets two inputs $(x_1, x_2)$, and Bob gets $(y_1, y_2)$. Now consider the following strategy: For the first game, Alice outputs ("Bob", $x_2$) and Bob outputs ("Bob", $y_1$), and for the second game, Alice outputs ("Alice", $x_2$) and Bob outputs ("Alice", $y_1$). The probability that Alice and Bob win the first game is $\frac{1}{2}$, because we require that $x_2 = y_1$. Conditioned on this event, however, Alice and Bob will win the second game with certainty, and thus $val(G^2) = \frac{1}{2}$.

Observe that this strategy is a non-product strategy: to play the first game, Alice uses her input from the second game, which ostensibly has no business with the first game whatsoever! This non-product structure is necessary, however; any product strategy can
succeed with probability at most $\text{val}(G)^2$. The existence of these non-product strategies for games is the confounding difficulty for parallel repetition, because they disrupt the original independence between games.

4.2.2 How to prove parallel repetition

Let us delve more deeply into the difficulty presented by non-product strategies. Let $G$ be an arbitrary two-player game where $\text{val}(G) < 1$, and we have $\text{val}(G^n) \gg \text{val}(G)^n$ for very large $n$. For now we will be somewhat informal and leave “$\gg$” and “very large” unquantified.

Fix an optimal strategy for $G^n$. This is a pair of functions $f^{[n]} : \mathcal{X}^n \to \mathcal{A}^n$ and $g^{[n]} : \mathcal{Y}^n \to \mathcal{B}^n$. We will work in the probability space induced by the choices of random choices of questions $(x_1, y_1), \ldots, (x_n, y_n)$, all drawn independently from the question distribution $\mu$. Let $W_i$ denote the event that, using the optimal strategy, the players win the $i$'th coordinate. Then, via the chain rule:

$$\text{val}(G^n) = \Pr(W_1 \land \cdots \land W_n) = \Pr(W_1) \cdot \Pr(W_2 | W_1) \cdots \Pr(W_n | W_{n-1} \land \cdots \land W_1). \quad (4.2)$$

The probability $\Pr(W_1)$ must be bounded above by $\text{val}(G)$: if the players had a strategy for $G^n$ where the first coordinate was won with probability strictly greater than $\text{val}(G)$, then the players could use the following strategy to play single-shot game $G$: given inputs $(x, y)$, Alice pretends $x_1 = x$, Bob pretends $y_1 = y$, and using public randomness, Alice and Bob sample $(x_2, y_2), \ldots, (x_n, y_n)$ independently from $\mu$. Then, Alice computes $(a_1, \ldots, a_n) = f^{[n]}(x_1, \ldots, x_n)$ and outputs $a_1$. Bob computes $(b_1, \ldots, b_n) = g^{[n]}(y_1, \ldots, y_n)$ and outputs $b_1$. It is not difficult to see that the probability Alice and Bob win is precisely equal to $\Pr(W_1)$. But this is a contradiction, since this implies that we have a strategy for $G$ that does better than $\text{val}(G)$.

However, the fact that $\text{val}(G^n) \gg \text{val}(G)^n$ implies that, for an average $i$, the quantity $\Pr(W_i | W_{<i})$ is significantly closer to 1 than it is to $\text{val}(G)$, where $W_{<i} = W_1 \land \cdots \land W_{i-1}$. We cannot use the argument from the previous paragraph to obtain a contradiction, however. In Feige's counterexample, say, we have that $\Pr(W_2 | W_1) = 1$. Now we need to use that the number $n$ of repetitions is large. Essentially, we need to derive a contradiction from the fact that $\Pr(W_i | W_{<i})$ is large for many coordinates $i$.

To obtain a contradiction, we wish to construct a strategy for the single-shot game $G$ that "embeds" it into an average coordinate $i$ in the repeated game $G^n$, conditioned on the event $W_{<i}$. By this, we mean that, on input $(x, y)$, Alice and Bob first pretend that $(x_i, y_i) = (x, y)$. Using a combination of public and private randomness, they sample "fake questions" $(x_{-i}, y_{-i})$ in such a way that the resulting distribution on $(x_1, y_1), \ldots, (x_n, y_n)$, is close to their distribution in the game $G^n$ conditioned on the event $W_{<i}$. Clearly, if they are able to do this, then using the strategy $(f^{[n]}, g^{[n]})$ on these fake questions and $(x_i, y_i)$, the probability they produce answers that win the $i$th round will be close to $\Pr(W_i | W_{<i})$.

The main difficulty, now, is that conditioning on the event $W_{<i}$ introduces correlations across coordinates. For example, even though $y_i$ was originally independent of $y_{-i}$ in the event $W_{<i}$, they may no longer be independent. Thus, Alice and Bob cannot jointly sample $(x_{-i}, y_{-i})$ conditioned on $W_{<i}$, because otherwise Alice could "know" something about $y_i$ through $y_{-i}$, which would violate the non-communication property. That is, the event $W_{<i}$ introduces some spurious dependencies between the players' questions, as well as across coordinates.
In the actual analysis, the event we will condition on will not be $W_c$ in general, but some event $W_C = \bigwedge_{i \in C} W_i$ for some subset $C \subset [n]$. The subset $C$ will be chosen in a way such that $\Pr(W_i | W_C) \gg \text{val}(G)$ (that is, it is much closer to 1 than it is to $\text{val}(G)$) for most $i \in [n] \setminus C$.

**Dependency-breaking variables.** The solution by Holenstein is to use so-called *dependency-breaking variables* [55] (though he did not use that name in his paper). Suppose the players want to embed the game $G$ into the $i$th coordinate of $G''$, conditioned on an event $W_C$. We shall use $P_{X^iY^iA^iB^i}^{r}$ to denote the global probability distribution of the players' questions and answers in the game $G''$, when they use the strategy $(f^{[n]}, g^{[n]})$. A dependency-breaking variable $R$ is one such that we have the factorization

$$P_{X_iY_iA_iB_iR_i|W_C} = P_{X_iY_i|W_C} \times P_{R|X_iY_iW_C} \times P_{A_i|X_iR_iW_C} \times P_{B_i|Y_iR_iW_C},$$

(4.3)

where $P_{X_iY_iA_iB_iR_i|W_C}$ represents the joint probability distribution of the players' questions and answers in the $i$'th coordinate, as well as the dependency-breaking variable $R$ (to be defined later), conditioned on the event $W_C$. I call this factorization the *Usefulness property* of the random variable $R$.

The first important lemma to use is that, for an average $i$, the distribution $P_{X_i|E}$, where by "~" we mean closeness in statistical distance. The intuition behind this is this: since we are assume that $\text{val}(G'')$ is "too large", this implies that the probability of $W_C$ is also "too large". The following, which we call Raz's Lemma, formalizes this: it states that in a probability space where the random variables $U_1, U_2, \ldots, U_n$ are initially independent, after conditioning on a "not-too-small" probability event $E$, the marginal distribution of a typical $U_i|E$ is close in statistical distance to $U_i$:

**Lemma 38** (Raz's Lemma, basic version [55]). Let $U_1, \ldots, U_n$ be independent random variables in a probability space. Let $E$ be an event in the probability space. Then

$$\frac{1}{n} \sum_{i=1}^{n} \|P_{U_i|E} - P_{U_i}\|_1 \leq \sqrt{\frac{1}{n} \log \frac{1}{\Pr(E)}}.$$

Thus in the factorization (4.3), $P_{X_i|E}$ can be replaced by $P_{X_i}$, with small error, but notice that $P_{X_i}$ is simply the original game distribution $\mu$.

Now suppose that, upon receiving questions $(x, y) \sim \mu$, Alice and Bob were able to jointly sample $r$ from the distribution $P_{R|X_iY_iW_C}$. Then, the factorization (4.3) implies that Alice and Bob would be able to sample from $P_{A_iB_i|X_i=x, Y_i=y, R=r, W_C} = P_{A_i|X_i=x, R=r, W_C} \times P_{B_i|Y_i=y, R=r, W_C}$, because Alice can sample $A_i$ independently of Bob, and Bob can sample $B_i$ independently of Alice.

The joint distribution of their questions and answers is:

$$P_{X_iY_i} \times P_{R|X_iY_iW_C} \times P_{A_i|X_iR_iW_C} \times P_{B_i|Y_iR_iW_C} \approx P_{X_iY_i|W_C} \times P_{R|X_iY_iW_C} \times P_{A_iB_i|X_iY_iW_C}$$

$$= P_{X_iY_iR_iA_iB_iW_C}$$

where in the first approximation we used Raz's Lemma and the factorization of (4.3). The probability of the event $W_i$ in the latter distribution, however, is equal to $\Pr(W_i|W_C) > \text{val}(G)$. We have arrived at a contradiction, because we have just described a strategy

1The semantics of the $P$ notation are covered in Chapter 2.
(assuming that $P_{R|X,Y,W_C}$ is jointly sampleable by Alice and Bob) for the game $G$ that wins with probability greater than $\text{val}(G)$.

The remaining question is how the dependency-breaking variable $R$ is sampled. While it will not be true that $P_{R|X,Y,W_C}$ is exactly jointly sampleable, it will be approximately so. The dependency-breaking variable will satisfy what I call the Sampleability property: using the fact that $Pr(W_C)$ is too large, we will get that $P_{R|X,Y,W_C} \approx P_{R|X,W_C} \approx P_{R|Y,W_C}$. That is, the distribution of $R$ conditioned on the event $W_C$ is independent of one player’s question, when conditioned on the other’s question. This implies that the players are able to jointly sample a consistent $R$ that’s approximately distributed according to $P_{R|X,Y,W_C}$, due to the correlated sampling lemma, mentioned earlier:

**Lemma 39** (Correlated sampling [55]). Let $P$ and $Q$ be distributions over a universe $\mathcal{U}$ such that $P \approx Q$. Then there exists a no-communication protocol where Alice and Bob, using public randomness, output samples $p$ and $q$ respectively such that the marginal distribution of $p$ is $P$, the marginal distribution of $q$ is $Q$, and the probability that $p = q$ is at least $1 - O(\epsilon)$. Furthermore, Alice’s actions only depend on $P$, and Bob’s actions only depend on $Q$.

**Proof.** Alice and Bob use an infinite amount of shared random bits, and interpret the randomness as an infinite sequence of $(a_1, u_1), (a_2, u_2), \ldots$, where each $(a_j, u_j)$ is uniformly distributed in $[0, 1] \times \mathcal{U}$. Alice outputs the first sample $u_j$ such that $a_j \leq Pr_p(u_j)$. Bob similarly outputs the first $u_k$ such that $a_k \leq Pr_Q(u_k)$. Clearly, Alice’s output is distributed according to $P$, and Bob’s output is distributed according to $Q$. The probability that $j < k$ is if $a_j$ falls in the region where $Pr_p(u_j) > Pr_Q(u_j)$; similarly, the probability that $j > k$ is if $a_k$ falls in the region where $Pr_Q(u_k) > Pr_p(u_k)$. This probability this happens is at most

$$\sum_{u \in \mathcal{U}} |Pr_p(u) - Pr_Q(u)| = 2||P - Q||_1 \leq 2\epsilon.$$

Thus, given a dependency-breaking variable $R$ satisfying the Usefulness and Sampleability properties, we would obtain a contradiction, therefore implying that $Pr(W_C)$ cannot be too large. All that remains is to exhibit such a variable $R$.

In words, the variable $R$ is defined as follows: it fixes the questions and answers for Alice and Bob for the coordinates indexed by the subset $C$. Then, for every other coordinate $j \in [n] \setminus (C \cup \{i\})$, $R$ will fix either $X_j$ or $Y_j$ with equal probability, and leaves the other question unfixed.

Formally, we define $R = (X_C, Y_C, A_C, B_C, \Omega_{-i})$. The variables $X_C, Y_C, A_C, B_C$ correspond to the players’ answers and questions in the $C$-coordinates. The variable $\Omega_{-i}$ consists of a sequence of coordinate variables $\Omega_j$ for $j \in [n] \setminus (C \cup \{i\})$. Each $\Omega_j = (D_j, M_j)$, where $D_j$ is uniformly distributed in $\{\text{Alice}, \text{Bob}\}$, and

$$M_j = \begin{cases} X_j & \text{if } D_j = \text{Alice} \\ Y_j & \text{if } D_j = \text{Bob} \end{cases}$$
That is, the variable $M_j$ is coupled to either $X_k$ or $Y_j$, depending on the value of $D_j$.

**Proposition 40.** $R$ satisfies the Usefulness and Sampleability properties.

**Proof.** The proof of this can be found in, e.g., [55]. We remark that this proof crucially relies on the fact that (a) there are two players, and (b) the players’ strategies are deterministic. 

The idea of defining a dependency-breaking variable in this way (i.e., fixing at least one out of two questions in every coordinate) originates from the seminal work of Bar-Yossef, et al. [7] in their information-theoretic proof of the linear lower bound on the communication complexity of DISJOINTNESS. Since then, this idea of using a dependency-breaking variable has been used in all information-theoretic proofs of the parallel repetition theorem [55, 87, 22].

Astute readers may notice something that I have swept under the rug: what is this index $i$? All statements I have made above are true for an average $i$. When Alice and Bob try to play this embedding strategy, they will first randomly choose an index $i \in [n] \setminus C$, and proceed from there.

### 4.3 Parallel repetition of games with entanglement

The preceding discussion on the proof of the (classical) parallel repetition theorem serves as the starting point for the following treatment of parallel repetition of entangled games. While we don’t yet have a direct analogue of Raz’s parallel repetition theorem for all entangled games (at least, not with exponential decay), we will use key ingredients from the classical proof in the results of this thesis.

We record some basic observations. First, we have the trivial inequality $\text{val}^*(G^n) \geq \text{val}^*(G)^n$. Next, Feige’s counterexample is still a counter-example even with entangled strategies: $\text{val}^*(G_{\text{Feige}}^2) = \text{val}^*(G_{\text{Feige}}) = \frac{1}{4}$. Thus, use of non-product strategies in parallel repeated games is still a source of difficulty in the entangled case.

We wish to prove a parallel repetition bound along the same lines: suppose that $\text{val}^*(G^n) \gg \text{val}^*(G)^n$. Fix an optimal entangled strategy for $G^n$ (we call this the “repeated strategy”), which consists of a shared entangled state $|\psi\rangle$ and measurements for Alice and Bob. There exists a set of coordinates $C \subset [n]$ that is not too large such that, for an average $i$, $\Pr(W_i|W_C) \gg \text{val}^*(G)$, under this optimal strategy. We wish to extract from the repeated strategy a strategy for the single-shot game $G$ where the players attempt to embed their question $(x, y)$ into the $i$’th coordinate of the game $G^n$, conditioned on $W_C$, and thus win with probability greater than $\text{val}^*(G)$, a contradiction.

The issue is this: when Alice and Bob receive $x$ and $y$ respectively, they will try to play the optimal repeated strategy for $G^n$ conditioned on $X_i = x$, $Y_i = y$, and the event $W_C$ as before. However, to play this conditioned repeated strategy, it no longer suffices for the players to sample fake inputs $(x_i, y_{-i})$. The probability space in the game $G^n$ now involves the results of measurements made by the players on their shared entangled state $|\psi\rangle$, which in general is not a deterministic function of their questions. Thus, conditioning the probability space on the event $W_C$ corresponds to “conditioning” $|\psi\rangle$ on the $W_C$ – it is not clear a priori what this means.

Ultimately, though, the players need to have access to some sort of shared entanglement $|\Phi_{x,y}\rangle$ that “simulates” the environment in $G^n$ corresponding to the event $W_C$ and $X_i =
\( x, Y_i = y \). We call the \(|\Phi_{x,y}\rangle\) dependency-breaking states. Each of [61, 24, 39, 27, 11, 105] all explore different ways to define dependency-breaking states, and different methods to analyze them. At a high level, though, they all argue for analogues of the Usefulness and Sampleability properties:

1. **Usefulness**: Given \(|\Phi_{x,y}\rangle\) which is shared between Alice and Bob, Alice can perform a measurement depending on \(x\) on her part of the state, Bob performs a measurement depending on \(y\) on his part of the state, and the joint distribution of their measurement outcomes will be distributed close to \(P_{A_iB_i|X_i=x,Y_i=y,W}\).

2. **Sampleability**: There exists a shared entangled state \(|\Phi\rangle\) and unitaries \(U_x, V_y\) such that \(U_x \otimes V_y|\Phi\rangle\) is close in trace distance to \(|\Phi_{x,y}\rangle\).

The Sampleability property implies that, given question pair \((x,y)\), Alice and Bob can start with the shared state \(|\Phi\rangle\) and apply local operations to generate an approximation of \(|\Phi_{x,y}\rangle\), in analogy with the correlated sampling procedure in the classical case. Once they have the approximation of \(|\Phi_{x,y}\rangle\), the Usefulness property implies that Alice and Bob are able to make measurements that produce answers for the \(i\)'th game conditioned on \(X_i = x, Y_i = y\), and the event \(W_C\). Assuming \(val^*(G^n)\) is too large, this will imply that Alice and Bob can win \(G\) with probability better than \(val^*(G)\), a contradiction.

Sampleability is generally the more difficult property to establish. The bulk of the technical work in the chapters to follow will be focused on establishing the Sampleability property for some family of dependency-breaking states.

### 4.4 Summary of results

#### 4.4.1 Parallel repetition for free entangled games, improved

The first result on quantum parallel repetition that I will present is about “free games” with entangled players. In a free game, the players' questions are chosen independently of each other. In [27], Kai-Min Chung, Xiaodi Wu and I gave improved parallel repetition theorems. We showed that for a free game \(G\) with quantum winning probability \(1 - \epsilon\), the quantum winning probability of \(G^n\) is at most \((1 - \epsilon^{3/2})^{O(n)}\). Interestingly, there is no known classical analogue of this theorem: the best parallel repetition theorem we have for classical free games is that the winning probability of \(G^n\) is at most \((1 - \epsilon^2)^{\Omega(n)}\) [8]. This suggests that classical games and quantum games might behave differently under parallel repetition.

We obtain our improvements by exploiting a novel connection between quantum communication protocols and parallel repetition, first explored by [24]. In our analysis, we use the fact that the communication problem of DISJOINTNESS can be solved using quantum communication with only \(O(\sqrt{N})\) qubits of communication (while classically it requires \(\Omega(N)\) communication). The quadratic speedup in communication is what allows us to improve \(\epsilon^2\) to \(\epsilon^{3/2}\) for our upper bound. More generally, our result unlocks a richer toolbox for the field of hardness amplification, where one can use communication complexity results in a black-box fashion to obtain better theorems.

\[^2\text{For simplicity of exposition, I omit the alphabet dependence in the exponent.}\]
4.4.2 Gap amplification for general entangled games via anchoring

Next, this thesis will present work conducted with Mohammad Bavarian and Thomas Vidick, in which we prove a quantum parallel repetition theorem for a new class of games which we call anchored games [11]. The significance of this class of games is that they are "universal" in that any game \( G \) can be easily transformed into an equivalent anchored game \( G_\perp \), but now we can show that \( G^n_\perp \), the \( n \)-fold parallel repetition of \( G_\perp \), satisfies a parallel repetition theorem. More precisely, we prove the following:

**Theorem 41.** There exists a polynomial-time computable transformation, called anchoring, that transforms any \( k \)-game \( G \) to a \( k \)-player game \( G_\perp \) with the following properties: if \( \text{val}^*(G) = 1 - \varepsilon \), then \( \text{val}^*(G_\perp) = 1 - \varepsilon/2 \). Furthermore, for all integer \( n \geq 1 \),

\[
\text{val}^*(G^n_\perp) \leq (1 - \varepsilon^8)^{c_k n/s}
\]

where \( c_k \) is a universal constant depending on \( k \) and \( s \) is the length of the players' answers in \( G \).

The anchoring transformation is very simple to describe: the referee samples a question tuple for the \( k \) players as he would in the game \( G \); but then for each player \( i \), he independently chooses with some probability to erase the player \( i \)'s question and replace it with a dummy symbol "\( \_ \)". If at least one player receives a dummy question, then the referee automatically accepts, regardless of the players' answers. Otherwise the referee accepts or rejects based on the verification predicate of the original game \( G \). This transformation is a simplification of the Feige-Kilian/Dinur-Reingold transformation described above. Furthermore, the transformation is completeness-preserving (unlike the Dinur-Reingold transformation used in [65]).

The anchoring transformation, combined with parallel repetition, yields an efficient gap amplification technique for entangled games with exponential decay, and in fact is the first such result for arbitrary entangled games – recall that the parallel repetition result of Kempe and Vidick, in addition to not preserving completeness, only obtains polynomial decay.

Although the transformation \( G \mapsto G^n_\perp \) is the canonical gap amplification procedure, one of the contributions of the classical work of Feige and Kilian is the idea that, for hardness of approximation purposes, the hardness result doesn't require that the output of a gap amplification procedure be \( G^n_\perp \) exactly. Our anchoring parallel repetition result carries this idea over to the entangled games setting. While we still don't know that \( G \mapsto G^n_\perp \) (i.e., standard parallel repetition) achieves exponential gap amplification (in the next section, we see that it achieves polynomial gap amplification), as far as gap amplification is concerned, it is no longer necessary to prove this: the transformation \( G \mapsto G_\perp \mapsto G^n_\perp \) does the job.

We also prove a threshold version of our parallel repetition theorem:

**Theorem 42.** Let \( G \) be a \( k \)-player game with \( \text{val}^*(G) = 1 - \varepsilon \), and let \( G_\perp \) be the anchored version of \( G \) as in Theorem 41 with \( \text{val}^*(G_\perp) = 1 - \varepsilon/2 \). Then for all integer \( n \geq 1 \) the probability that in the game \( G^n_\perp \) the players can win more than \( (1 - \varepsilon/2 + \gamma)n \) games is at most

\[
(1 - \gamma^9/2)^{c_k n/s}
\]

where \( c_k \) is a universal constant depending on \( k \) and \( s \) is the length of the players' answers in \( G \).
Another feature of our anchoring repetition is that it allows us to analyze games with more than two players. Even in the setting of classical games (i.e. the players are unentangled), it is a major open problem for whether Raz's parallel repetition theorem can be extended to more than two players. Here, the anchoring transformation sidesteps many of the difficulties that occur when studying multiplayer games, and allow us to obtain a universal gap amplification technique for them.

4.4.3 A parallel repetition theorem for general entangled games

While Theorem 41 gives a gap amplification result that works for all entangled games and has exponential decay, the original Quantum Parallel Repetition Conjecture remains as a fascinating scientific question about the limitations of quantum entanglement. As mentioned before, one might have wondered whether there exists a game $G$ such that $\text{val}^*(G) < 1$, but for all $n$ the entangled value of $G^n$ is lower bounded by some constant $\delta$ independent of $n$!

The last result of this thesis argues that this cannot happen. I show that for all nontrivial entangled games $G$ (i.e. $\text{val}^*(G) < 1$), the entangled value of $G^n$ must converge to 0. This resolves a weaker version of the Quantum Parallel Repetition Conjecture for general games. Quantitatively, the result is the following:

**Theorem 43.** Let $G$ be a two-player one-round game with $\text{val}^*(G) = 1 - \epsilon$ and $n > 0$ be an integer. Then,

$$\text{val}^*(G^n) \leq C_G \epsilon^{-\gamma} n^{-1/4}$$

where $C_G$ is a constant that depends on the game $G$, and "$\leq" denotes less than, up to logarithmic factors in $n$.

This shows that the entangled value of $G^n$ must decay at a polynomial rate with $n$. Improving this result to achieve exponential decay, and thus the full quantum analogue of Raz's Quantum parallel repetition theorem, is still open.

4.5 Application of quantum parallel repetition to the Quantum PCP Conjecture

Just as the the classical parallel repetition theorem was useful for proving hardness of approximation results, one might expect that a quantum parallel repetition theorem would be useful for proving quantum hardness of approximation results. However, we do not (yet) have a Quantum PCP theorem; as of writing this is an active field of research. Furthermore, while the classical PCP theorem has three equivalent formulations - one in terms of probabilistically checkable proofs, one in terms of hardness of approximation, and one in terms of games - the corresponding formulations of the Quantum PCP Conjecture are not known to be equivalent to one another. Thus parallel repetition may not play the same role in the Quantum PCP setting as it does in classical setting.

The following is the most standard formulation of the Quantum PCP Conjecture:

**Conjecture 44** (Quantum PCP Conjecture, constraint satisfaction formulation). Let $k \geq 2$ be an integer. There is a constant $\gamma > 0$ for which the following problem is QMA-hard: Given $a, b \in [0,1]$ such that $a - b \geq \gamma$, and a $k$-local Hamiltonian $H = H_1 + \cdots + H_m$ acting on $n$ qudits of local dimension $d$, with each term $H_i$ satisfying $\|H_i\| \leq 1$, decide
whether the smallest eigenvalue of $H$ is at least $a$ or at most $b$, promised that one is the case.

This problem is known as the $k$-LOCAL HAMILTONIAN problem with constant promise gap, where by promise gap we mean the gap $\gamma$ between the thresholds $a$ and $b$. When the promise gap is only required to be inverse polynomial in $n$, then the problem is known to be QMA-complete [67]. This problem is the quantum analogue of the $k$-CONSTRAINT SATISFACTION problem, where given a collection of $k$-ary constraints over a set of variables, one has to decide whether the minimum fraction of unsatisfiable constraints is at least some number $a$ or at most some number $b$. Since the classical PCP theorem can be formulated as establishing the NP-hardness of solving the $k$-CONSTRAINT SATISFACTION problem with a constant promise gap, it is natural to call Conjecture 44 the Quantum PCP Conjecture.

However one can consider a games version of the conjecture:

Conjecture 45 (Quantum PCP Conjecture, games formulation). There exists a constant $\gamma \in (0,1)$ and integers $s \geq 1, k \geq 2$ for which the following problem is QMA-hard: Given $a, b \in [0,1]$ such that $a - b > \gamma$, and a $k$-player game $G$ where each player answers with $s$ many bits, decide whether $\text{val}^*(G) \geq a$ or $\text{val}^*(G) \leq b$, promised that one is the case.

When $\text{val}^*(\cdot)$ is replaced with $\text{val}(\cdot)$, the above conjecture is exactly equivalent to the classical PCP theorem. It was proved by [100] that the problem of approximating the entangled value of a game is at least NP-hard.

For the remainder of this chapter, we shall refer to Conjecture 44 as the “CSP qPCP Conjecture” (or simply CSP qPCP), and Conjecture 45 as the “games qPCP Conjecture” (or simply games qPCP).

It is not known whether CSP qPCP is equivalent to games qPCP, although partial progress has been made to address this question. Fitzsimons and Vidick showed that the $k$-LOCAL HAMILTONIAN problem with inverse polynomial gap can be polynomial-time reduced to the problem of approximating the value of a game within an inverse polynomial additive error [46]. The type of games they reduce to involve a quantum verifier interacting with entangled players, with the verifier asking classical questions but receiving quantum answers. Later, Ji gave an efficient reduction to games where the verifier and the communication is completely classical [62]. However, none of these reductions are gap preserving; even if the starting local Hamiltonian instance had a constant promise gap, the resulting game only has an inverse polynomial gap. Natarajan and Vidick recently gave a gap preserving reduction from the LOCAL HAMILTONIAN problem to the problem of estimating the value of a game [79]. This would show that constraint satisfaction version of the Quantum PCP Conjecture implies games version, except that their reduction is not efficient: the size of the game (as measured by the number of questions) is exponential in the original local Hamiltonians instance size. However the pace of progress is rapid, and I expect that researchers will discover an efficient gap-preserving reduction soon.

As for the other direction – whether the games qPCP implies CSP qPCP – very little is known, aside from some restricted results of [49]. One of the barriers to proving this direction is that there is no general upper bound on the amount of entanglement needed to play any game optimally. For instance, it is not known in general whether there is any limit on the size of the entanglement needed to optimally play any particular game $G$! In fact,

\[ \text{We won't give a formal definition of what a local Hamiltonian is; we point the reader to [3] for more details.} \]
there is evidence that there are games $G$ that require an infinite amount of entanglement in
the optimal strategy [72]. Another significant barrier is that we do know if the entangled
value of games is (approximately) computable! A reduction (even a horribly inefficient
one) from computing the entangled value of a game to approximating the ground energy
of a local Hamiltonian would establish the first upper bound on the complexity of games.

Though neither Conjecture 44 nor Conjecture 45 looks anywhere close to being re-
solved, we can nonetheless explore the consequences if they were true. We end this chapter
by giving a simple application of our parallel repetition for anchored games: assuming the
truth of Conjecture 45, we can boost its hardness to any desired gap between completeness
and soundness:

**Proposition 46.** If Conjecture 45 is true, then for all $\delta > 0$ the following problem is QMA-hard:
given a description of a $k$-player game $G$ with answer size that depends only on $\delta$, distinguish
between whether $\text{val}^*(G) \geq 1 - \delta$, or $\text{val}^*(G) \leq \delta$, promised that one is the case.

*Proof. Let $0 \leq b < a \leq 1$ be a promise gap satisfying the conditions in the proposition
statement. Define $a' = (1 + 3a)/4$, and $b' = (1 + 3b)/4$. Consider the following reduction:
given a description of a $k$-player game $G$, promised that either $\text{val}^*(G) \leq b$ or $\text{val}^*(G) \geq a$, 
outputs the description of the following threshold game $G^t_{\leq T}$: the referee plays $G^t$, the $t$-
fold repetition of $G$, the anchored version of $G$, but instead accepts iff the players win at
least $T := (a' - b' - 4b)/t$ games. We set parameters $\Delta = (a' - b' - 4b)/4$ and $t = s \cdot \frac{2}{\delta^2} \cdot \ln \frac{1}{\delta}$, 
where $s$ is the length of the players' outputs in $G$, and $c_k$ is the universal constant from
Theorem 42.

We get that if $\text{val}^*(G) \geq a$, then $\text{val}^*(G^t_{\leq T}) \geq a'$. One strategy for $G^t_{\leq T}$ is for the players
to play each coordinately independently using the optimal strategy for $G$. By a Chernoff-
Hoeffding bound, the probability that they win at least $T$ games is at least
$$\text{val}^*(G^t_{\leq T}) \geq 1 - \exp(-t\Delta^2/2) \geq 1 - \delta.$$ 
Otherwise, $\text{val}^*(G) \leq b$. Applying Theorem 42, we get that
$$\text{val}^*(G^t_{\geq T}) \leq (1 - \Delta^2/2)^{g_{t/s}} \leq \delta.$$ 
Observe that this reduction is efficient: the size of the description of $G^t_{\geq T}$ is $O(|G|^t)$; since
Conjecture 45 is true, this means that $a' - b' = \Omega(a - b) = \Omega(1)$, and thus since $\delta$ and $s$ are
constant, $t$ is constant. The answer size of the new game is $O(1)$, still. Thus the reduction
runs in time polynomial in the input instance size, so if there were an algorithm that could
distinguish between $\text{val}^*(G^t_{\geq T}) \geq 1 - \delta$ or $\text{val}^*(G^t_{\geq T}) \leq \delta$, then this would distinguish
between whether $\text{val}^*(G) \geq a$ or $\text{val}^*(G) \leq b$, respectively. \qed

We point out that we used two features of the anchoring transformation: first, that it
allows us to analyze the repetition of arbitrary $k$-player games; second, it yields threshold
theorems for parallel repetition.

Finally, we refer the reader to [3] for a more in-depth survey on the Quantum PCP
Conjecture.
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Chapter 5

Improved parallel repetition for free entangled games

This chapter presents work that was conducted jointly with Kai-Min Chung and Xiaodi Wu, and appeared in the Conference on Computational Complexity in 2015 under the title “Parallel repetition for entangled k-player games via fast quantum search” [27].

5.1 Introduction

The first information-theoretic proofs of parallel repetition for entangled games appeared in the independent works of Chailloux and Scarpa, and Jain, et al. [24, 61], for the class of free games. In a free game, the question distribution $\mu$ is a product distribution. They prove the following theorem:

**Theorem 47 (Parallel repetition for free entangled games [24, 61]).** Let $G$ be a two-player free game with entangled value $\text{val}^*(G) = 1 - \epsilon$. The entangled value of the n-fold repetition is upper bounded by

$$\text{val}^*(G^n) \leq (1 - \epsilon^c)^{\Omega(n/s)},$$

where $s$ is the length of the players’ answers in $G$, and $c \leq 3$ is some universal constant.

In [24, 61], the constant $c$ was proved to be at most 3. In [25], Chailloux and Scarpa gave a tighter analysis and showed that $c = 2$, matching the best classical parallel repetition theorem for free games by Barak, et al. [8].

We improve upon Theorem 47, and prove the following:

**Theorem 48.** Let $G$ be a two-player free game with entangled value $\text{val}^*(G) = 1 - \epsilon$. Then, for $n = \Omega(s \log(1/\epsilon)/\epsilon^{3/2})$,

$$\text{val}^*(G^n) \leq (1 - \epsilon^{3/2})^{\Omega(n/s)}$$

where $s$ is the length of the players’ answers in $G$.

The difference between Theorem 48 and Theorem 47 is that the rate of parallel repetition for entangled free games is faster: the base of the bound on $\text{val}^*(G^n)$ is $1 - \epsilon^{3/2}$, which is smaller than $1 - \epsilon^2$. Thus the rate at which $\text{val}^*(G^n)$ goes to 0 is faster than what is known for the case of classical players!
The proof of Theorem 48 exploits a connection between parallel repetition and communication complexity that was developed in [24]. Our analysis uses a quantum communication protocol that performs a version of distributed unstructured search (i.e., searching for a 1 in a bitstring). The improvement of the base from $1 - e^2$ to $1 - e^{3/2}$ comes from the fact that the unstructured search problem on $N$ bits can be solved by a quantum algorithm using only $O(\sqrt{N})$ queries. We discuss this in more detail in the next section.

5.1.1 Parallel repetition and communication protocols

At a high level, most proofs of parallel repetition proceed via reduction. Let $G$ be a two-player free game with verification predicate $V(x, y, a, b)$. If there were a strategy for the repeated game $G^n$ that wins with too large probability, then one can transform this repeated strategy to a strategy for the single-shot game $G$ with success probability larger than $\text{val}^*(G)$, which would be a contradiction.

As discussed in Chapter 4, the proof strategy is to define an appropriate ensemble of dependency-breaking states $|\Phi_{xy}\rangle$ that are both Useful and Sampleable. Generally, the goal is to create advice states that closely mimic the joint state of the players during an actual execution of the repeated strategy, conditioned on the event of winning a sizable fraction of coordinates.

Consider an optimal entangled strategy for $G^n$ that uses shared entanglement $|\psi\rangle$ and measurement operators $A^x_y$ and $B^x_y$ for every $x^n, y^n, a^n, b^n$ (question and answer tuples for the $n$ parallel coordinates). In both [61] and [24], the dependency-breaking states $|\Phi_{xy}\rangle$ are defined as the result of an multi-step protocol. Alice and Bob first start with the state

$$|\psi\rangle_E A^x_E B^y_E$$

where Alice has registers $X^n X^n E_A$, and Bob has registers $E_B Y^n Y^n$. This represents the state of Alice and Bob before the start of the game $G^n$, where their questions are given in superposition. Alice and Bob then apply the measurements from the optimal strategy, recording their measurement outcomes coherently:

$$\sum_{x^n, y^n, a^n, b^n} \sqrt{\mu^n(x^n, y^n)} |x^n x^n y^n X^n \otimes |\psi\rangle_E^A E_B^y \otimes |y^n y^n Y^n\rangle \otimes |a^n b^n\rangle A^n B^n$$

(5.1)

where $|\psi_{x^n y^n a^n b^n}\rangle = \sqrt{A^n_x \otimes B^n_y} |\psi\rangle$ is the (subnormalized) post-measurement state of $|\psi\rangle$.

In both [61] and [24], the dependency-breaking state $|\Phi_{xy}\rangle$ is defined to be (5.1) conditioned on the event $W_C$ of winning all the coordinates in a subset $C \subseteq [n]$, and $X_i = x, Y_i = y$ for some $i$.

However, [24] view this as the result of a communication protocol between Alice and Bob, where Alice sends her questions and answers for the coordinates in $C$ to Bob so that Bob can compute the indicator for whether they succeeded in those games (i.e., they compute the event $W_C$). They define the dependency-breaking state $|\Phi_{xy}\rangle$ to be the final state of Alice and Bob after this communication protocol, conditioned on Bob’s computation of the

---

1 This connection was also presented in greater generality by Parafes, Raz, and Wigderson in [83] for classical parallel repetition.
indicator for the event $W_C$, and Alice’s $i$’th question is $x$, and Bob’s $i$’th question is $y$.

If $C$ is small, then the communication cost is small. Chailloux and Scarpa use this fact to argue that the dependency-breaking states are Sampleable: since the communication from Alice to Bob was small, and we’re assuming that the probability of the event $W_C$ is too large (because $\text{val}(G''')$ is too large), the amount of information that Bob has about Alice’s question in an average coordinate $i$ is very small. Similarly, Alice’s information about Bob’s $i$’th question is very small. We fix an $i$ such that this is the case. This implies the existence of unitaries $U_x, V_y$ and an initial state $|\Phi\rangle$ such that $U_x \otimes V_y |\Phi\rangle \approx |\Phi_{xy}\rangle$. The error in the approximation, which affects the final parameters of the parallel repetition theorem, is ultimately determined by the communication cost of this protocol.

Although the proof of [61] shows that this communication complexity perspective is not necessary to achieve the parameters of Theorem 47, we take this communication paradigm further to obtain a quantitative improvement: we show that if Alice and Bob engage in a two-way communication protocol, they can approximately compute the indicator for $W_C$ using less communication than the simple protocol given above. Conditioning the final state of the protocol on this approximation of $W_C$ yields dependency-breaking states $|\Phi_{xy}\rangle$ that can be better approximated by $U_x \otimes V_y |\Phi\rangle$ for some unitaries $U_x$ and $V_y$ – and hence yield better parameters for the parallel repetition.

The idea for the communication protocol is simple: Alice and Bob run a distributed version of Grover’s search algorithm to search for an index $j \in C$ such that $V(x_j, y_j, a_j, b_j) = 0$. If any such index exists, then Alice and Bob conclude that $W_C$ did not occur. Otherwise, they conclude that $W_C$ did occur. Roughly speaking, the communication complexity of this protocol is $O(\sqrt{|C|})$, whereas the communication complexity of the simple protocol in [24] is $\Theta(|C|)$. This quadratic savings in communication is precisely what allows us to improve the base of the repeated game value from $1 - \epsilon^2$ to $1 - \epsilon^{3/2}$.

At the moment, we do not see a way to generalize the proof strategy of [61] to get this quantitative improvement.

Our use of quantum search in the protocol to generate the advice states gives a generic way to improve the reduction for arbitrary free games. However, one could also use this technique to prove game-specific parallel repetition theorems. That is, one could try to leverage special properties of a particular game to design a succinct communication protocol for generating advice states, and in turn, obtain a parallel repetition theorem with better parameters. Indeed, one can see this idea in the result of [24] for free projection games: by using the projection property of the game, their communication protocol avoids sending whole input and output symbols. This allows them to prove a repeated game value of $(1 - \epsilon)^{\Omega(n)}$ – note that this does not depend on the output alphabet!

Finally, we note that this connection between communication complexity and parallel repetition was first explored by Parafes, Raz and Wigderson in the context of classical parallel repetition [83]. They showed that for an arbitrary game $G$ with verification predicate $V$, 

$$\text{val}(G^n) \leq \text{val}(G)^{\Omega(n/c(V))}$$

where $c(V)$ is the deterministic communication complexity of computing the function $V(x, y, a, b)$, where both Alice receives as input $a$, Bob receives $b$, and both parties know $(x, y)$. Thus, if communication complexity of checking whether the Alice and Bob have won game $G$ or not is small, then the rate of decay in the repeated game is faster.

Our results is similar in spirit, except we relate the communication complexity of searching for a lost coordinate in a set of coordinates to the rate of decay. It would be interesting
if one could establish a quantum analogue of the Parnafes-Raz-Wigderson result, even for a restricted class of games such as free games.

5.2 Preliminaries

The following lemma is due to [8]:

**Lemma 49 ([8], Lemma 3.3).** Let \( P = (p, 1 - p) \) and \( Q = (q, 1 - q) \) be binary distributions. If \( S(P\|Q) \leq \delta \), and \( p < \delta \), then \( q \leq 4\delta \).

The following adapts Lemma 49 to use the distance measure \( K \) instead:

**Lemma 50.** Let \( P = (p, 1 - p) \) and \( Q = (q, 1 - q) \) be binary distributions. If \( K^2(P, Q) < 5 \), and \( p < \delta \), then \( q < 9\delta \).

**Proof.** If \( q \leq p \), then we are done. Assume otherwise. We have that \( \delta \geq K^2(P, Q) = 1 - F(P, Q) \geq (1 - F(P, Q)^2)/2 \), because \( 0 \leq F(P, Q) \leq 1 \). \( F(P, Q)^2 = (\sqrt{pq} + \sqrt{(1 - p)(1 - q)})^2 = pq + 1 - p - q + pq + 2\sqrt{pq(1 - p)(1 - q)} \), and thus

\[
2\delta \geq p + q - 2pq - 2\sqrt{pq(1 - p)(1 - q)} \\
\geq p + q - 2pq - 2\sqrt{pq} \\
= (\sqrt{p} - \sqrt{q})^2 - 2pq \\
\geq (\sqrt{p} - \sqrt{q})^2 - 2\delta,
\]

where in the last line we used the assumption that \( p \leq \delta \). Then \( 2\sqrt{\delta} \geq |\sqrt{p} - \sqrt{q}| \). Either \( q \leq p \), in which case \( q \leq \delta \), or \( q \geq p \), in which case \( \sqrt{q} \leq 2\sqrt{\delta} + \sqrt{p} \leq 3\sqrt{\delta} \), so \( q \leq 9\delta \). \( \square \)

5.3 Quantum strategy rounding

**Lemma 51 ([61]).** Let \( \mu \) be a probability distribution on \( X \). Let

\[
|\varphi \rangle := \sum_{x \in X} \sqrt{\mu(x)} |xx \rangle^{XX'} \otimes |\psi_x \rangle^{AB}
\]

for some set of states \( \{|\psi_x \rangle \} \). Let \( |\varphi_x \rangle := |xx \rangle^{XX'} \otimes |\psi_x \rangle^{AB} \). Then there exists unitary operators \( \{U_x\}_{x \in X} \) acting on \( XX' A \) such that

\[
E_{x \sim \mu} [h^2(\varphi_x, ad_{U_x}[\varphi])] \leq I(X : B)_\varphi.
\]

**Proof.** We follow the proof in [61]. Let \( \rho_x := Tr_{XX'}A(\varphi_x) \) and \( \rho := Tr_{XX' A}(\varphi) \). By Facts 8 and 11, we get that

\[
I(X : B)_\varphi = E_{x \sim \mu} [S(\rho_x || \rho)] \geq E_{x \sim \mu} [h^2(\varphi_x, \rho)].
\]

By Uhlmann's Theorem, for each \( x \in X \) there exists \( U_x \) such that \( |\langle \varphi_x | (U_x \otimes I_B) | \varphi \rangle| = F(\rho_x, \rho) \). Furthermore, \( |\langle \varphi_x | (U_x \otimes I_B) | \varphi \rangle| \) is also equal to \( F(\varphi_x, (U_x \otimes I_B) \varphi (U_x^* \otimes I_B)) \). We thus obtain the claim. \( \square \)
Lemma 52. Let \( \{|q_a\}_{a \in A} \) be a finite collection of pure states. Let \( \mu \) and \( \tau \) be probability distributions over \( A \). Then
\[
h^2 \left( \mathbb{E}_{a \sim \mu} q_a, \mathbb{E}_{a \sim \tau} q_a \right) \leq S(\mu \| \tau).
\]

Proof. Consider the states
\[
|\psi^\mu\rangle = \sum_{a \in A} \sqrt{\mu(a)} |aa\rangle^{AA'} \otimes |q_a\rangle
\]
and
\[
|\psi^\tau\rangle = \sum_{a \in A} \sqrt{\tau(a)} |aa\rangle^{AA'} \otimes |q_a\rangle.
\]
Let \( \rho^\mu = \text{Tr}_{AA'}(|\psi^\mu\rangle \langle \psi^\mu|) \) and \( \rho^\tau = \text{Tr}_{AA'}(|\psi^\tau\rangle \langle \psi^\tau|) \). Then notice that \( \mathbb{E}_{a \sim \mu} q_a = \text{Tr}_{AA'}(\rho^\mu) \) and \( \mathbb{E}_{a \sim \tau} q_a = \text{Tr}_{AA'}(\rho^\tau) \), respectively. We then have that, considering the partial trace as a quantum operation,
\[
h^2 \left( \mathbb{E}_{a \sim \mu} q_a, \mathbb{E}_{a \sim \tau} q_a \right) \leq h^2(\rho^\mu, \rho^\tau).
\]
By Uhlmann's Theorem, this is at most \( 1 - |\langle \psi^\mu | \psi^\tau \rangle|^2 = 1 - \sum_{a \in A} \sqrt{\mu(a)} \sqrt{\tau(a)} = h^2(\mu, \tau) \).

Lemma 53 (Quantum strategy rounding). Let \( \mu_X \otimes \mu_Y \) be a product probability distribution over \( X \times Y \). Let
\[
|\varphi\rangle := \sum_{(x,y) \in X \times Y} \sqrt{\mu(x,y)} |xxyy\rangle^{XXYY} \otimes |q_{xy}\rangle^{EAE_B}
\]
Then there exist unitary operators \( \{U_x\}_{x \in X} \) acting on \( XXE_A \) and \( \{V_y\}_{y \in Y} \) acting on \( YYE_B \) such that
\[
\mathbb{E}_{(x,y) \sim \mu} \left[ h^2(\varphi_{xy}, \text{ad}_{U_x} |\varphi_{xy}\rangle) \right] \leq 2 \left[ I(X : YYE_B)_{\varphi} + I(Y : XXE_A)_{\varphi} \right],
\]
where for all \((x,y) \in X \times Y, |q_{xy}\rangle := |xxyy\rangle \otimes |q_x\rangle.

Proof. Follows the same proof as in [61], except instead of using trace distance, we use the (squared) Hellinger distance. Let \( |\varphi_x\rangle \) and \( |\varphi_y\rangle \) denote \( |\varphi\rangle \) conditioned on \( X = x \) and \( Y = y \), respectively. Then by Lemma 51, there exist unitaries \( U_x \) and \( V_y \) such that
\[
\mathbb{E}_{x \sim \mu_X} h^2(\varphi_x, \text{ad}_{U_x} |\varphi_x\rangle) \leq I(X : YYE_B)_{\varphi}
\]
and
\[
\mathbb{E}_{y \sim \mu_Y} h^2(\varphi_y, \text{ad}_{V_y} |\varphi_y\rangle) \leq I(Y : XXE_A)_{\varphi}.
\]
Then,
\[
h^2 \left( \mathbb{E}_{(x,y) \sim \mu} \left[ |xy\rangle \langle xy| \otimes |\varphi_{xy}\rangle, \mathbb{E}_{(x,y) \sim \mu} \left[ |xy\rangle \langle xy| \otimes \text{ad}_{U_x} \otimes |\varphi_y\rangle \right] \right) \right.
\]
\[
\leq 2 h^2 \left( \mathbb{E}_{(x,y) \sim \mu} \left[ |xy\rangle \langle xy| \otimes |\varphi_{xy}\rangle, \mathbb{E}_{(x,y) \sim \mu} \left[ |xy\rangle \langle xy| \otimes \text{ad}_{U_x} \otimes |\varphi_y\rangle \right] \right) +
\]
\[
2 h^2 \left( \mathbb{E}_{(x,y) \sim \mu} \left[ |xy\rangle \langle xy| \otimes \text{ad}_{U_x} \otimes |\varphi_y\rangle, \mathbb{E}_{(x,y) \sim \mu} \left[ |xy\rangle \langle xy| \otimes \text{ad}_{U_x} \otimes |\varphi_y\rangle \right] \right) \right)
\]
\[
\leq 2 h^2 \left( \mathbb{E}_{x \sim \mu_X} |x\rangle \langle x| \otimes \varphi_x, \mathbb{E}_{x \sim \mu_X} |x\rangle \langle x| \otimes \text{ad}_{U_x \otimes I}[\varphi] \right) + \\
2 h^2 \left( \mathbb{E}_{(x,y) \sim \mu_X \otimes \mu_Y} |xy\rangle \langle xy| \otimes \varphi_y, \mathbb{E}_{(x,y) \sim \mu_X \otimes \mu_Y} |xy\rangle \langle xy| \otimes \text{ad}_{U_x \otimes V_y}[\varphi] \right) \\
= 2 \mathbb{E}_{x \sim \mu_X} h^2 (\varphi_x, \text{ad}_{U_x \otimes I}[\varphi]) + 2 \mathbb{E}_{y \sim \mu_Y} h^2 (\varphi_y, \text{ad}_{I \otimes V_y}[\varphi]) \\
\leq 2 (I(X: YEB) + I(Y: XXE_A)) \varphi.
\]

But notice that

\[
h^2 \left( \mathbb{E}_{(x,y) \sim \mu} |xy\rangle \langle xy| \otimes \varphi_{xy}, \mathbb{E}_{(x,y) \sim \mu_X \otimes \mu_Y} |xy\rangle \langle xy| \otimes \text{ad}_{U_x \otimes V_y}[\varphi] \right) = \mathbb{E}_{(x,y) \sim \mu} h^2 (\varphi_{xy}, \text{ad}_{U_x \otimes V_y}[\varphi])
\]

where we use the fact that \( \mu = \mu_X \otimes \mu_Y \). This completes the proof. \( \square \)

### 5.4 Parallel repetition using fast quantum search

We make the following observation, which will be useful for us in our analysis: without loss of generality, we can restrict our attention to free games whose input distribution is the uniform distribution over some alphabet. Let \( G = (\mathcal{X} \times \mathcal{Y}, A \times B, \mu, V) \) be a two-player free game. Write \( \mu = \mu_X \times \mu_Y \). Fix an \( \gamma > 0 \). There exists alphabets \( \mathcal{X}' \) and \( \mathcal{Y}' \) and maps \( f_X : \mathcal{X}' \to \mathcal{X}, f_Y : \mathcal{Y}' \to \mathcal{Y} \) such that

\[
f_X(U_{X'}) \approx_{\gamma/2} \mu_X \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \ quad
**Theorem 55.** Let $G$ be a two-player free game. Suppose that $\text{val}^*(G) = 1 - \varepsilon$. Then for all integer $n$,

$$\text{val}^*(G^n) \leq (1 - \varepsilon^{3/2})^\Omega(n/s),$$

where $s = \log |A| \cdot |B|$.

**Proof.** Because of Claim 54, it is without loss of generality to assume that the input distribution $\mu$ is the uniform distribution – the following analysis can be performed on a simulation of $G$, which will still bound the repeated game value of $G$.

Let $n$ be an integer. Consider an optimal entangled strategy for $G^n$, and let $\tau$ denote its winning probability. Suppose for contradiction that $t < c \varepsilon^{3/2} n/s$ for some universal constant $c$. Using this strategy, we will construct the following state

$$\rho(x^n, y^n) = \sum_{x^n, y^n} \sqrt{Q_{xy}(x^n, y^n)} |x^n, x^n \rangle \langle x^n, x^n| A^n \otimes |y^n, y^n \rangle \langle y^n, y^n| B^n$$

where $Q_{xy}(x^n, y^n)$ is some probability distribution over $X^n \times Y^n$, and $\{|\rho_{xy}(x^n, y^n)\rangle A^n B^n\}$ is some collection of pure states.

**Probability distributions.** Before continuing, we will establish some notation regarding probability distributions. We will use $Q$ to denote the joint distribution on classical random variables associated with the state $|\rho\rangle X^n Y^n E A^n B^n Y^n$. For example, $Q_{X^n Y^n} (x^n, y^n)$ denotes the distribution of outcomes if the $X_i Y_i A_i B_i$ registers of $|\rho\rangle$ are measured in the standard basis, and $Q_{A_i B_i} (x_i, y_i, a_i, b_i)$ denotes the distribution of $A_i B_i$ conditioned on $(X_i, Y_i) = (x_i, y_i)$ in $|\rho\rangle$. Intuitively, the state $|\rho\rangle$ will represent the state of Alice and Bob in the game $G^n$ conditioned on winning some set of coordinates, so the distribution $Q$ will be a “conditioned” distribution. We will also use $P$ to denote the distribution of the same variables without conditioning. For example, $P_{X^n Y^n}$ is exactly the question distribution $\mu$. The distribution $P_{X^n Y^n}$ represents the question distribution of the $i$’th coordinate of $G^n$, which again is exactly $\mu$. The distribution $P_{X^n Y^n}$ is exactly the product distribution $\mathbb{P}_{X^n Y^n}$.

Continuing with the proof, we will show that exists a coordinate $i \in [n]$, and $\delta < \varepsilon/128$ satisfying the following properties:

1. **(Winning answers)** Measuring the $X_i Y_i A_i B_i$ registers of $\rho$ yields a tuple $(x_i, y_i, a_i, b_i)$ satisfying $V(x_i, y_i, a_i, b_i) = 1$ with probability at least $1 - \delta$;

2. **(Unaffected Question Distribution)** $S(Q_{X^n Y^n} || P_{X^n Y^n}) \leq \delta$.

3. **(Small mutual information)** $I(X_i : Y^n Y^n E B^n)_\rho \leq \delta$ and $I(Y_i : X^n X^n A^n A^n)_\rho \leq \delta$.

For now, we assume the existence of such a state $|\rho\rangle$; we will construct it in Lemma 56. We use Lemma 53 on the state $\rho$ to obtain unitaries $\{U_x\}_{x \in X}$ and $\{V_y\}_{y \in Y}$ acting on $X^n X^n E A^n B^n$ and $Y^n Y^n E B^n$ respectively such that

$$\mathbb{E}_{(x_i, y_i) \sim Q_{X^n Y^n}} \left[ K \left( \rho_{x_i, y_i, \text{ad} U_{x_i} \circ V_{y_i}[\rho]} \right) \right] \leq 8(I(X_i : Y^n Y^n E B^n)_\rho + I(Y_i : X^n X^n E A^n A^n)_\rho) \leq 16\delta.$$ (5.2)
where recall that for an operator $X$, $\text{ad}_X[.] = X(\cdot)X^*$, and the state $\rho_{x_i,y_i}$ denotes $\rho$ conditioned on $(X_i, Y_i) = (x_i, y_i)$.

We now describe a protocol for game $G$. The players share the $\rho$ entangled state, where Alice has the registers $X^n \overline{X}^n E_A A^n$ and Bob has the registers $Y^n \overline{Y}^n E_B B^n$.

**Protocol A**

<table>
<thead>
<tr>
<th>Input: $(x, y) \sim \mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preshared entanglement: $\rho \in D(X^n \overline{X}^n E_A A^n B^n Y^n \overline{Y}^n)$</td>
</tr>
</tbody>
</table>

1. Alice applies $U_x$ on $X^n \overline{X}^n E_A A^n$ and Bob applies $V_y$ on $Y^n \overline{Y}^n E_B B^n$ registers of $\rho$.
2. Alice measures the $A_i$ register and outputs outcome $a_i$, Bob measures the $B_i$ register and outputs outcome $b_i$.

Slightly overloading notation, for all $(x, y) \in \mathcal{X} \times \mathcal{Y}$ we let $V_{x,y}^{i,j}$ denote the projector $\sum_{(a,b) \in A \times B} \left| ab \right\rangle \left\langle ab \right|$ that acts on the $A_i B_i$ registers. Let $\kappa$ denote the winning probability of Protocol A. This is equal to

$$\kappa = \mathbb{E}_{(x,y) \sim P_{XY}} \left\| V_{x,y}^{i,j} U_x \otimes V_y \rho \right\|^2$$

$$\geq \mathbb{E}_{(x,y) \sim Q_{X,Y}} \left\| V_{x,y}^{i,j} U_x \otimes V_y \rho \right\|^2 - 4\delta,$$

where we used the Unaffected Question Distribution Property and appealed to Lemma 49. Let

$$\tau = \mathbb{E}_{(x,y) \sim Q_{X,Y}} \left\| V_{x,y}^{i,j} U_x \otimes V_y \rho \right\|^2.$$

For every $i \in [n]$, $(x, y) \in \mathcal{X} \times \mathcal{Y}$, define the quantum operation $\mathcal{E}_{i,x,y}$ that, given a state $\rho$, measures the $A_i B_i$ registers using $V_{x,y}^{i,j}$ measurement, and outputs a classical binary random variable $F$ indicating the verification measurement outcome (outcome 1 corresponds to "accept" and outcome 0 corresponds to "reject"). Let

$$F_0 = \mathbb{E}_{(x,y) \sim Q_{X,Y}} \mathcal{E}_{i,x,y} (\rho_{x,y})$$

and

$$F_1 = \mathbb{E}_{(x,y) \sim Q_{X,Y}} \left( \text{ad}_{U_x \otimes V_y} [\rho] \right).$$

The random variables $F_0$ and $F_1$ correspond to two different experiments:

**Experiment 0.** $F_0$ is a random variable corresponding to the experiment in which, upon receiving questions $(x_i, y_i)$ drawn from $Q_{X,Y}$, the players are gifted with the advice state $\rho_{x,y}$, they measure the answer registers $A_i B_i$, and the referee checks whether $V(x_i, y_i, a_i, b_i) = 1$.

**Experiment 1.** The random variable $F_1$ corresponds to the experiment where the players preshare $\rho$ as entanglement, and upon receiving questions $(x_i, y_i)$ drawn from $Q_{X,Y}$, the
players apply the local unitaries \( U_x \) and \( V_y \) respectively to their share of the entanglement. Then they measure \( A_i B_j \) and the referee checks whether \( V(x_i, y_j, a_i, b_i) = 1 \).

Since \( \rho \) satisfies the Winning Answers property, we have that \( \Pr(F_0 = 1) \geq 1 - \epsilon/8 \). Furthermore, \( \Pr(F_1 = 1) = \tau \) by definition. Then,

\[
\begin{align*}
\mathbf{h}^2(F_0, F_1) &\leq \mathbb{E}_{(x, y) \sim Q_{X, Y}} \mathbf{h}^2 \left( E_{x,y} (\rho_{x,y}) , E_{x,y} \left( ad_{U_x} \otimes V_y [\rho] \right) \right) \\
&\leq \mathbb{E}_{(x, y) \sim Q_{X, Y}} \mathbf{h}^2 \left( \rho_{x,y} , ad_{U_x} \otimes V_y [\rho] \right) \\
&\leq 16 \delta.
\end{align*}
\]

where in the last line we used line (5.2). By our assumption on \( \delta \), this is at most \( \mathbf{h}^2(F_0, F_1) \leq \epsilon/8 \). By Lemma 50, \( \Pr(F_1 = 1) \geq \Pr(F_0 = 1) - \epsilon/8 \geq 1 - \epsilon/8 - \epsilon/2 \). Thus \( \kappa \geq 1 - 3\varepsilon/4 \).

But notice that Protocol A is a valid strategy for the game \( G \); thus we have produced a strategy for game \( G \) that wins with probability strictly greater than \( 1 - \epsilon \), a contradiction. Thus, it must be at \( t = \Omega(e^{3/2} n/s) \), which establishes the theorem.

5.4.1 Construction of \( \rho \)

**Lemma 56.** There exists a state \( |\rho\rangle \), and a coordinate \( i \in [n] \) satisfying the Winning Answers, Unaffected Question Distribution, and Small Mutual Information properties.

**Proof.** Suppose there was a strategy to win the repeated game \( G^n \) with probability \( 2^{-t} \), involving a shared state \( |\psi\rangle_{EAEB} \) and measurements \( \{A^n_a\} \) and \( \{B^n_b\} \) for the players, respectively. Recall we assume that \( t < ce^{3/2} n/s \) for some constant \( c \), and that \( n > c''e^{-3/2} \log(128/\epsilon)s \) for some constant \( c'' \).

We will build the state \( \rho \) in steps. Consider the initial state

\[
|\rho^0\rangle = \sum_{x^n, y^n} \sqrt{P_{x^n y^n}(x^n, y^n)} |x^n x^n\rangle^{X^n X^n} \otimes |\varphi_{x^n y^n}\rangle^{EA^n B^n} \otimes |y^n y^n\rangle^{Y^n Y^n}.
\]

where

\[
|\varphi_{x^n y^n}\rangle^{EA^n B^n} = \sum_{a^n b^n} \sqrt{A^n_{a^n}} \otimes \sqrt{B^n_{b^n}} |\psi\rangle_{EA^n E^n} \otimes |a^n b^n\rangle^{A^n B^n}
\]

is a subnormalized state. For every set \( C \subset [n] \), and every fixing of the inputs \( (x_C, y_C) \) to the coordinates indexed by \( C \), define the state \( |\rho_{x_C, y_C}^0\rangle \) to be \( |\rho^0\rangle \) conditioned on \( (X_C, Y_C) = (x_C, y_C) \). The states \( |\rho_{x_C, y_C}^0\rangle \) also depend on \( C \), but for notational simplicity we shall omit this dependence because it is clear from context.

Now consider the following two-player communication protocol: for every set \( C \subset [n] \) and every \( (x_C, y_C) \in X^C \otimes Y^C \), the players share a copy of the entangled state \( |\rho_{x_C, y_C}^0\rangle \). Then, using shared randomness, the players sample \( h \) independent and uniformly random coordinates \( C = \{i_1, \ldots, i_h\} \subset [n] \), and sample \( (x_{i_C}, y_{i_C}) \) from \( P_{X_C Y_C} \). We will determine what \( h \) is later. For the remainder of the protocol, the players perform all their operations on the shared state \( |\rho_{x_C, y_C}^0\rangle \).

In the next phase of the protocol, the players communicate qubits to each other to determine whether they have won or lost the parallel repeated game \( G^n \). In particular, they run a protocol to search for a coordinate \( i \in C \) such that \( V(x_i, y_i, a_i, b_i) = 0 \), if it exists.
call such a coordinate a losing coordinate. The state $|\rho_{x_C, y_C}^{\text{pre}}\rangle$ becomes transformed to

$$
|\rho_{x_C, y_C}^{\text{pre}}\rangle = \sum_{x^n, y^n} \sqrt{\mu^n(x^n, y^n|x_C, y_C)} |x^n x^n\rangle \otimes \sum_{a^n, b^n} |\varphi_{x^n y^n a^n b^n}^{\text{pre}}\rangle^E \otimes |a^n b^n\rangle^A \otimes |y^n y^n\rangle^Y \otimes |\text{REJ}\rangle^R
$$

where $\mu^n(x^n, y^n|x_C, y_C)$ is probability of $(x^n, y^n)$ conditioned on $x_C, y_C$, and $|\varphi_{x^n y^n a^n b^n}^{\text{pre}}\rangle = |\varphi_{x^n y^n a^n b^n}\rangle \otimes |w_{x^n y^n a^n b^n}\rangle$ with $|w_{x^n y^n a^n b^n}\rangle$ denoting the workspace qubits that are used during the protocol. The coefficients $\alpha_{x^n y^n a^n b^n}$ and $\beta_{x^n y^n a^n b^n}$ denote the amplitude that the search protocol places on the flags “No losing coordinates” and “Exists a losing coordinate” respectively.

For now, we will abstract away from the particulars of this communication protocol and defer the details of it until later. The only things we will use about this search protocol is the following Lemma:

**Lemma 57.** The state $|\rho_{x_C, y_C}^{\text{pre}}\rangle$ is generated by a quantum communication protocol between Alice and Bob, who preshare entanglement. The communication protocol is a search protocol satisfying the following properties:

1. The search protocol is run conditioned on $C$, and the $X^n Y^n A^n B^n$ registers;
2. At most $T = O(\sqrt{1/\epsilon} \log(1/\eta)s)$ qubits in total are exchanged.
3. For every fixing of $(x^n, y^n)$, if there are no coordinates $i \in [n]$ such that $V(x_i, y_i, a_i, b_i) = 0$, then the search procedure reports “No losing coordinates” with probability 1; and
4. If there are at least an $\epsilon n$ bad coordinates, then the search procedure reports “No losing coordinates” with probability at most $\eta$ (over the quantum randomness of the protocol, as well as over the choice of $C$). In other words, for tuples $(x^n, y^n, a^n, b^n)$ such that $E_i[V(x_i, y_i, a_i, b_i)] < 1 - \epsilon'$,

$$
\sum_C P(C) |\alpha_{x^n y^n a^n b^n}|^2 \leq \eta,
$$

where $P(C)$ is the distribution that samples $h$ independent and uniformly random coordinates from $[n]$.

We will defer the proof of this Lemma until later.

For all $C, x_C, y_C$ define $|\rho_{x_C, y_C}\rangle$ to be

$$
\frac{1}{\sqrt{\lambda_{x_C, y_C}}}(I \otimes |\text{ACC}\rangle\langle\text{ACC}|)|\rho_{x_C, y_C}^{\text{pre}}\rangle
$$

where $\lambda_{x_C, y_C}$ is for normalization, and the projector $|\text{ACC}\rangle\langle\text{ACC}|$ acts on the $R$ register. In the case that $\lambda_{x_C, y_C} = 0$ (meaning that we were trying to normalize the 0 state), we leave the state undefined.

Define the joint probability distribution

$$
P(C, x_C, y_C) = P(C) \cdot P_{x_C y_C}(x_C, y_C)
$$
and
\[
Q(C, x_C, y_C) = \frac{1}{\lambda} P(C) \cdot P_{x_C y_C}(x_C, y_C) \cdot \lambda_{x_C y_C}
\]
where \( \lambda = \sum_{x_C, y_C} \lambda_{x_C y_C} \). The distribution \( P(C, x_C, y_C) \) denotes the marginal distribution of \( C \) and \( (x_C, y_C) \) before conditioning, and \( Q(C, x_C, y_C) \) denotes the marginal distribution after conditioning on \( R = \text{ACC} \).

Define the global state
\[
\rho = \mathcal{E}\left( x_C y_C \right) \odot \left| C \right\rangle \otimes \left| x_C y_C \right\rangle \otimes \rho_{x_C y_C}.
\]

**Proposition 58.** The probability that measuring \( C \) registers, choosing a random index \( i \not\in C \), and measuring the \( X_i Y_i A_i B_i \) register of \( \rho_{x_C y_C} \) yields a tuple \( (x_i, y_i, a_i, b_i) \) such that \( V(x_i, y_i, a_i, b_i) = 0 \) is at most \( 2^{7}\eta + \frac{m}{2048(n-h)} \).

**Proof.** Let \( \mathcal{E} \) denote the quantum operation that (1) measures the \( C X_C Y_C \) registers, (2) chooses a uniformly random \( i \not\in C \), (3) measures \( X_i Y_i \) register to obtain outcome \( (x_i, y_i) \), and (4) then performs the binary verification measurement \( V_i \) defined in the previous section, setting an auxiliary register \( Q \) to \( |\text{ACC} \rangle \) if the measurement accepts, \( |\text{REJ} \rangle \) if it rejects.

We wish to argue that the probability that a measurement of the \( Q \) register of \( \mathcal{E}(\rho) \) yields \( \text{ACC} \) with high probability. This probability is equivalent to the probability the following process succeeds: first, measure the \( X^n Y^n A^n B^n \) registers of \( \rho \) to obtain a tuple \( (x^n, y^n, a^n, b^n) \). Then, measure the \( C \) register. Finally, select a random index \( i \not\in C \) and we succeed if \( V(x_i, y_i, a_i, b_i) = 1 \). This is an equivalent process because the \( C, X_C, Y_C \) registers are disjoint from the \( X_i Y_i A_i B_i \) registers.

Define \( \varepsilon' = \varepsilon/2048 \). In this alternative process, the probability that we measure \( (x^n, y^n, a^n, b^n) \) such that \( \mathcal{E}_{i \in [n]} V(x_i, y_i, a_i, b_i) < 1 - \varepsilon' \) (call such \( (x^n, y^n, a^n, b^n) \) tuples “bad”) is equal to

\[
\frac{1}{\lambda} \sum_{(x^n, y^n, a^n, b^n) \text{ bad}} Q(x^n, y^n, a^n, b^n) \sum_C P(C) |\alpha_{x_C y_C a^n b^n}|^2 \leq \eta/\lambda
\]

where in the inequality we used Assumption 4 above. Since the players’ strategy wins the repeated game \( G^n \) with probability \( 2^{-t} \), we have that \( \lambda \geq 2^{-t} \). Thus the probability of measuring a bad \( (x^n, y^n, a^n, b^n) \) is at most \( 2^t \eta \).

Now suppose we measure \( (x^n, y^n, a^n, b^n) \) such that \( \mathcal{E}_{i \in [n]} V(x_i, y_i, a_i, b_i) \geq 1 - \varepsilon' \). Then, for any \( C \), a random \( i \not\in C \) loses with probability at most

\[
\varepsilon' n/(n - |C|) \leq \varepsilon' n/(n - h)
\]

Thus, the probability that \( \mathcal{E}(\rho) \) yields \( \text{REJ} \) is at most \( 2^{t} \eta + \varepsilon' n/(n - h) \). \( \square \)

**Proposition 59.** \( \mathbb{E}_{(x_C, y_C) \sim Q} \mathbb{E}_{i \notin C} S(\rho_{x_C y_C} \| P_{X_i Y_i}) \leq \frac{1}{n-h} \log \frac{1}{\lambda} \).

**Proof.** Define
\[
\rho^{\text{pre}} = \mathcal{E}_{(x_C, y_C) \sim P} \left( x_C y_C \right) \otimes \left| C \right\rangle \otimes \left| x_C y_C \right\rangle \otimes \rho_{x_C y_C}^{\text{pre}}
\]
This state corresponds to the joint state of \( C, X_C, Y_C \), and state of the players after the communication protocol, but before conditioning.
By Fact 14, since $\rho \leq 2^\lambda \rho^{pre}$, we have

$$\log 1/\lambda \geq S_\infty(\rho \| \rho^{pre})$$

$$\geq S(\rho \| \rho^{pre})$$

$$\geq \frac{1}{2} \min_{(C,XC,YC)} E S(\rho^{pre}_{XC,YC} \| \rho^{pre}_{XC,YC})$$

$$\geq \frac{1}{2} \min_{(C,XC,YC)} E S(\rho^{XY=\tilde{Y}B} \| \rho^{XY=\tilde{Y}B}_{XC,YC})$$

$$\geq \frac{1}{2} \min_{(C,XC,YC)} E \sum_{i \in C} S(\rho^{XY=\tilde{Y}B} \| \rho^{XY=\tilde{Y}B}_{XC,YC})$$

$$= \frac{1}{2} \min_{(C,XC,YC)} E \sum_{i \in C} S(\rho^{XY} \| \rho^{XY}_{XC,YC})$$

where we used Fact 10 to get (5.3), Fact 12 to get (5.4), and Fact 13 to get (5.5).

**Proposition 60.**

$$E \sum_{i \in C} I(X_i : Y^n \tilde{Y}B^n)_{\rho_{XC,YC}} + I(Y_i : X^n \tilde{X}A^n)_{\rho_{XC,YC}} \leq 2(\log 1/\lambda + 2T)/(n - h).$$

**Proof.** First we need the following Claim.

**Claim 61.** Fix $C, XC, YC$. There exists a state $\sigma^{XY=\tilde{Y}B^n}_{XCY}$ such that

$$S_\infty((\rho^{pre}_{XC,YC})^{XY=\tilde{Y}B^n} \| (\rho^{pre}_{XC,YC})^{XY=\tilde{Y}B^n} \otimes \sigma^{XY=\tilde{Y}B^n}_{XCY}) \leq 2T,$$

and a state $\tau^{XY=\tilde{X}A^n}_{XCY}$ such that

$$S_\infty((\rho^{pre}_{XC,YC})^{XY=\tilde{X}A^n} \| (\rho^{pre}_{XC,YC})^{XY=\tilde{X}A^n} \otimes \tau^{XY=\tilde{X}A^n}_{XCY}) \leq 2T.$$

We defer the proof of this claim for later, and will assume it for now. We have that

$$E \sum_{i \in C} S(\rho^{XY=\tilde{Y}B^n} \| (\rho^{pre}_{XC,YC})^{XY=\tilde{Y}B^n} \otimes \sigma^{XY=\tilde{Y}B^n}_{XCY})$$

$$\leq \log 1/\lambda + 2T$$

where the first inequality uses Fact 17, and the second inequality comes from line (5.3) and the bound from Claim 61. Using Quantum Raz's Lemma, we get

$$E \sum_{i \in [n]} I(X_i : Y^n \tilde{Y}B^n)_{\rho_{XC,YC}} \leq (\log 1/\lambda + 2T)/n.$$

Similarly, we also have

$$E \sum_{i \in [n]} I(Y_i : X^n \tilde{X}A^n)_{\rho_{XC,YC}} \leq (\log 1/\lambda + 2T)/n.$$
Combining both statements, and multiplying both sides by \( n/(n-h) \) (recall that \(|C| \leq h|\)), we obtain the Proposition.

Combining Propositions 58, 59, and 60, we get that

\[
\begin{align*}
\mathbb{E}_{(C,x_C,y_C) \sim Q} \mathbb{E}_{i \in C} \operatorname{Tr}(\mathcal{E}_i(\rho_{x_C y_C}) |\text{REI}\rangle \langle \text{REI}|) + S(\rho_{X_i Y_i}^X \| \rho_{X_i Y_i}^Y) \\
\quad + I(X_i : Y^n \bar{Y}^n E_B B^n)_{\rho_{x_C y_C}} + I(Y_i : X^n \bar{X}^n E_A A^n)_{\rho_{x_C y_C}} \\
\quad \leq 2^t \eta + \frac{\epsilon n/2048}{n-h} + \frac{1}{n-h} \log \frac{1}{\lambda} + \frac{2}{n-h} \left( \log \frac{1}{\lambda} + 2T \right) \\
\quad \leq 2^t \eta + \frac{(\epsilon/2048)n + 3t + 4T}{n-h}
\end{align*}
\]

where \( \mathcal{E}_i \) corresponds to the quantum operation of measuring \( X_i Y_i A_i B_i \) registers of the input state, and then checking whether \( V(x_i, y_i, a_i, b_i) = 1 \). The projector \(|\text{REI}\rangle \langle \text{REI}|\) acts on the \( Q \) register output by the operation \( \mathcal{E}_i \). In the last inequality, we used that \( \lambda \geq 2^{-t} \). Use the following setting of parameters:

- \( \eta = 2^{-t} \epsilon/2048 \)
- \( h = c' \log(1/\eta)/\epsilon \) for some large enough constant \( c' \)

Recall we assume that \( t \leq c \epsilon^{3/2} n/s \) for some constant \( c \), and that \( n \geq c'' \epsilon^{3/2} \log(2048/\epsilon)s \) for some constant \( c'' \). By our choices of parameters, we have ensured that \( 2^t \eta \leq \epsilon/1024 \), and \( (\epsilon/2048)n + 3t + 4T)/(n-h) \leq \epsilon/1024 \), and thus by averaging there exists a setting of \( C, x_C, y_C, \) and \( i \notin C \) such that

1. \( \operatorname{Tr}(\mathcal{E}_i(\rho_{x_C y_C}) |\text{REI}\rangle \langle \text{REI}|) \leq \epsilon/128 \),
2. \( S(\rho_{x_C y_C}^X \| \rho_{x_C y_C}^Y) \leq \epsilon/128 \),
3. \( I(X_i : Y^n \bar{Y}^n E_B B^n)_{\rho_{x_C y_C}} + I(Y_i : X^n \bar{X}^n E_A A^n)_{\rho_{x_C y_C}} \leq \epsilon/128 \)

which correspond to the desired Winning Answers, Unaffected Question Distribution, and Small Mutual Information properties.

5.4.2 The search protocol

Proof of Lemma 57. Next, we detail the search protocol used to construct \(|\rho_{\text{mc}}\rangle\). Let \( G = (\mathcal{X} \times \mathcal{Y}, \mathcal{A} \times \mathcal{B}, \mu, V) \) be a two-player free game, where \( \mathcal{X} \) and \( \mathcal{Y} \) are Alice and Bob’s input alphabets, respectively, and \( \mathcal{A} \) and \( \mathcal{B} \) are their output alphabets. Consider the optimal strategy for \( G^n \), where there is a shared state \(|\psi\rangle^{E_A E_B} \) where on input \((x^n, y^n) \in \mathcal{X}^n \times \mathcal{Y}^n\), Alice and Bob apply measurements \( \{A^{a^n}_{x^n}\}_{a^n \in A^n} \) and \( \{B^{b^n}_{y^n}\}_{b^n \in B^n} \) respectively on their share of \(|\psi\rangle\).

At the start of the search protocol, a multiset \( C = \{i_1, \ldots, i_h\}, x_C \in \mathcal{X}^C \), and \( y_C \in \mathcal{Y}^C \) are publicly visible to Alice and Bob. They are also given access to the shared state

\[
|\theta_{\text{mc}}^{x^n y^n \bar{X}^n \bar{Y}^n E_A E_B} = \sum_{x^n, y^n} \sqrt{P^{x^n y^n}_{x_C y_C}} (x^n, y^n) |x^n x^n y^n y^n \rangle^{x^n \bar{X}^n \bar{Y}^n} \otimes |\psi\rangle^{E_A E_B} \otimes |0\rangle^R
\]
Alice has access to registers $X^n \tilde{X}^n E_A R$, and Bob has access to registers $E_B Y^n \tilde{Y}^n$.

Then, Alice and Bob apply their measurements from the optimal strategy, controlled on the $X^n$ and $Y^n$ registers, respectively, to obtain

$$|\theta_{C, X, Y C}^{1} X^n \tilde{X}^n Y^n E_A E_B A^n B^n R\rangle = \sum_{x^n, y^n} \sqrt{p_{X^n Y^n | x^n, y^n}} (x^n, y^n) |x^n x^n y^n y^n\rangle X^n \tilde{X}^n y^n \tilde{Y}^n$$

$$\otimes \sum_{a^n, b^n} |\xi_{X^n y^n a^n b^n}\rangle E_A E_B \otimes |a^n b^n\rangle A^n B^n \otimes |0\rangle R$$

where $|\xi_{X^n y^n a^n b^n}\rangle = \sqrt{A_{x^n} \otimes \sqrt{B_{y^n}} |\psi\rangle}$.

Alice and Bob then run a distributed search protocol controlled on the $X^n Y^n A^n B^n$ registers. Consider the $(x^n, y^n, a^n, b^n)$ branch of the superposition in the $X^n Y^n A^n B^n$ registers of $|\theta^1\rangle$. Let $\epsilon' = \epsilon/2048$. The protocol proceeds as follows: Alice and Bob divide the multiset $C$ into groups $D_1, \ldots, D_q$, each of size $m = \lceil 1/\epsilon' \rceil$. For each $\ell = 1, \ldots, q$, Alice and Bob perform a distributed version of the Aaronson-Ambainis 3-dimensional search algorithm [1] to determine whether $D_\ell$ contains a losing coordinate — i.e., if there is a coordinate $i \in D_\ell$ such that $V(x_i, y_i, a_i, b_i) = 0$.

The search protocol for a group $D_\ell$ works as follows. Whenever the Aaronson-Ambainis algorithm is in the state $|i, z\rangle$, where $|i\rangle$ corresponds to an index in $D_\ell \subseteq C$, and $|z\rangle$ is a qubit indicating whether a marked item has been found, the joint state between Alice and Bob will be $\sum_i |i, z\rangle \otimes |z\rangle \otimes |i\rangle$, where Alice holds the first $|i\rangle$ and $|z\rangle$, and Bob holds the second $|i\rangle$. Thus, Alice and Bob query locations are “synchronized”. When Aaronson-Ambainis algorithm has to perform a query controlled on $|i\rangle$, Bob sends the qubit containing $|b_i\rangle$. Alice, controlled on $|b_i\rangle$, performs $|z\rangle \mapsto |z \oplus V(x_i, y_i, a_i, b_i) \oplus 1\rangle$ — note that Alice can perform this, because in addition to $x_i, a_i,$ and $b_i$, she also has access to $y_i$ because $y_C$ is public. We perform an additional XOR with 1 because a “marked item” for the search algorithm corresponds to a losing coordinate. Alice then sends back $|b_i\rangle$ to Bob. The other non-query transformations of the Aaronson-Ambainis algorithm are handled as in the the protocol described in [1]. Each step of the algorithm incurs at most $O(\log |B|)$ qubits of communication, and there are $O(\sqrt{m})$ steps, resulting in $O(\sqrt{m} \log |B|)$ qubits of total communication. If $D_\ell$ contains a losing coordinate, then this protocol will succeed in finding one with probability at least $2/3$.

If for at least one $\ell$, Alice and Bob find a losing coordinate in $G_\ell$, Alice sets the $R$ register to REJ; otherwise, Alice sets it to ACC. Thus the total amount of communication of this protocol is $T = O(q \sqrt{m} \log |B|) = O(\sqrt{1/\epsilon'} \log 1/\eta \log |B|)$. The final state of the protocol looks like

$$|\theta_{C, X, Y C}^{2} X^n \tilde{X}^n Y^n E_A E_B A^n B^n R\rangle = \sum_{x^n, y^n} \sqrt{P_{X^n Y^n | x^n, y^n}} (x^n, y^n) |x^n x^n y^n y^n\rangle X^n \tilde{X}^n y^n \tilde{Y}^n$$

$$\otimes \sum_{a^n, b^n} |\xi'_{X^n y^n a^n b^n}\rangle E_A E_B \otimes |a^n b^n\rangle A^n B^n \otimes (a_C x^n y^n a^n b^n | ACC\rangle R + \beta_{C, x^n y^n a^n b^n} | REJ\rangle R)$$

where $|\xi'_{X^n y^n a^n b^n}\rangle = |\xi_{X^n y^n a^n b^n}\rangle E_A E_B W_A W_B \otimes |a^n b^n\rangle A^n B^n \otimes (a_C x^n y^n a^n b^n | ACC\rangle R + \beta_{C, x^n y^n a^n b^n} | REJ\rangle R)$ denoting the workspace qubits of the two players that arise from running the Aaronson-Ambainis protocol.

Fix a setting of the registers $X^n Y^n A^n B^n = (x^n, y^n, a^n, b^n)$. Suppose there was no $i \in [n]$ such that $V(x_i, y_i, a_i, b_i) = 0$. Then the search algorithm will never find a losing coordinate
in any of the $G_i$'s, so for all $C$, we have $\beta_{C,x^n,y^n,a^n,b^n} = 0$.

On the other hand, suppose there were at least $\epsilon'n$ losing coordinates in $(x^n, y^n, a^n, b^n)$. We analyze, for a fixed $(x^n, y^n, a^n, b^n)$, the error quantity $\sum_C P(C) |\alpha_{C,x^n,y^n,a^n,b^n}|^2$ — this is the probability that measuring the $R$ register yields $|\text{ACC}\rangle$, even though there many losing coordinates. We can write $P(C) = \prod_{i} P(D_i)$, because each index in $C$ is chosen uniformly and independently at random. Furthermore, we can decompose $|\alpha_{C,x^n,y^n,a^n,b^n}|^2 = \prod_{i} |\alpha_{D_i,x^n,y^n,a^n,b^n}|^2$, where $\alpha_{D_i,x^n,y^n,a^n,b^n}$ is the probability amplitude that the Aaronson-Ambainis protocol does not find a losing coordinate in $D_i$. Thus the error quantity can be written as

$$\sum_C P(C) |\alpha_{C,x^n,y^n,a^n,b^n}|^2 = \sum_{D_1,\ldots,D_q} \prod_{i} P(D_i) \prod_{\ell} |\alpha_{D_{\ell},x^n,y^n,a^n,b^n}|^2$$

$$= \prod_{\ell} \left( \sum_{D_{\ell}} P(D_{\ell}) |\alpha_{D_{\ell},x^n,y^n,a^n,b^n}|^2 \right)$$

$$= \left( \sum_D P(D) |\alpha_{D,x^n,y^n,a^n,b^n}|^2 \right)$$

Since $C$ is chosen independently of $X^nY^nA^nB^n$, each $D_i$ independently has at least $1 - (1 - \epsilon')m \geq 1 - 1/\epsilon$ probability of containing a losing coordinate. When $D_i$ has a losing coordinate, the Aaronson-Ambainis search protocol will succeed in finding it with probability at least $2/3$. Thus, for a fixed $D$, we have

$$|\alpha_{D,x^n,y^n,a^n,b^n}|^2 = \Pr(D \text{ contains losing coordinate}) \cdot \frac{1}{3} + \Pr(D \text{ does not have losing coordinate}) \cdot (1)$$

$$\leq \frac{1}{3} + \frac{1}{\epsilon'}. $$

Thus $(\sum_D P(D)|\alpha_{D,x^n,y^n,a^n,b^n}|^2)^{\eta} \leq (1/3 + 1/\epsilon')\eta \leq \eta$.

Thus by letting $|\rho_{C,x^n,y^n}^{\text{pre}}\rangle = |\theta_{C,x^n,y^n}^{\text{pre}}\rangle$, we obtain the desired state promised by the Lemma statement. \qed

**Proof of Claim 61.** Fix $C, x_C, y_C$. Take the start state $\rho_{x_C,y_C}^0$ defined above, and trace out the $\bar{X}^n$ register: define $\tau_{x_C,y_C}^0 = \text{Tr}_{\bar{X}^n}(\rho_{x_C,y_C}^0)$. Since $G$ is a free game, this means that $\mu^n$ is a product distribution across players and also across game coordinates, so we have that

$$\tau_{x_C,y_C}^0 = |x_C\rangle\langle x_C|^X \otimes \Phi^{X,-C} \otimes |\varphi_{x_C,y_C}^0\rangle\langle \varphi_{x_C,y_C}^0|^{Y^n} E^A E^B$$

where $\Phi^{X,-C}$ is the maximally mixed state for the register $X_{-C}$ (that is, $X^n$ without the $X_C$ coordinates), and

$$|\varphi_{x_C,y_C}^0\rangle^{Y^n Y^n E^A E^B} = \sum_{y^n} \sqrt{P_{Y^n|Y_C}(y^n)} |y^n y^n Y^n\rangle Y^n \otimes |\psi\rangle E^A E^B$$

Here, we used the simplifying assumption that $\mu$ is the uniform distribution. The sequence of quantum operations used to construct the state $|\rho_{x_C,y_C}^{\text{pre}}\rangle$ — the game strategy and the search protocol described in Lemma 57 — never touches the $\bar{X}^n$ register. Thus, we can view the protocol as between Alice and Bob, who preshare an entangled state $\varphi_{x_C,y_C}^0$ where $E_A$ be-
longs to Alice, and the $Y^n E_B$ registers belong to Bob. Alice receives a uniformly random input $X^n$ conditioned on $X_C = x_C$. Then, as described above, Alice and Bob first apply the optimal game strategy. Afterwards, they run the search protocol. The only communication comes from the search protocol phase. The final state is $(\rho^{pre}_{X_C,Y_C})^{Y^n Y^n E_A A^n B^n R}$.

We now wish to analyze the min-entropy of Bob’s input register $Y^n$, conditioned on Alice’s registers (which are $X^n E_A A^n R$), within the final state $\rho^{pre}_{X_C,Y_C}$. We appeal to the beautiful result of Nayak and Salzman [81], whose theorem statement we reproduce here:

**Theorem 62 ([81]).** Consider a communication protocol, without prior entanglement, where Alice receives a uniformly random $n$-bit input $X$, and interacts with Bob over a quantum communication channel. Let $\psi^{XB}$ be the final joint state of Alice’s input $X$ and Bob’s state in the protocol. Then, for any measurement strategy $\{M_x\}_x$ that Bob applies to his own state, the probability that Bob guesses Alice’s input $X$ correct is at most $2^{2m_A}/2^n$, where $m_A$ is the number of qubits sent from Alice to Bob over the course of the protocol.

We give a simplified proof of their theorem in Appendix A.

We now rephrase their theorem to use relative min-entropy instead of guessing probabilities. Let $\alpha$ be the optimal guessing probability for Bob. Then, the quantum conditional min-entropy $H_{min}(X|B)_{\psi}$ is defined to be $-\log \alpha$. However, by SDP duality [68], we have the alternative characterization that

$$H_{min}(X|B)_{\psi} = -\inf_{\sigma^B} S_{\infty}(\psi^{XB} \| \mathbb{I}^X \otimes \sigma^B).$$

Let $\sigma^B$ be a state achieving this infimum. Then $\log \alpha = S_{\infty}(\psi^{XB} \| \mathbb{I}^X \otimes \sigma^B) = S_{\infty}(\psi^{XB} \| \frac{1}{2^n} \mathbb{I}^X \otimes \sigma^B) - n$. By the theorem of Nayak and Salzman, $\log \alpha \leq 2m_A - n$, so

$$S_{\infty}(\psi^{XB} \| \frac{1}{2^n} \mathbb{I}^X \otimes \sigma^B) = S_{\infty}(\psi^{XB} \| \mathbb{I}^X \otimes \sigma^B) \leq 2m_A,$$

where we used the fact that $\psi^X$ is the uniform distribution.

We now apply this theorem to our setting. At first it may seem that the Nayak-Salzman theorem does not apply, because Alice and Bob preshare the entanglement $|\psi^0_{X_C,Y_C}\rangle$, whereas the theorem statement requires that Alice and Bob do not share prior entanglement. However, observe that the Nayak-Salzman theorem does not depend on the number of qubits sent from Bob to Alice! Thus, we can imagine that at the beginning of the protocol, instead of sharing $|\psi^0_{X_C,Y_C}\rangle$ with Alice, Bob possesses all of $|\psi^0_{X_C,Y_C}\rangle^{Y^n Y^n E_A E_B}$, and then sends over the $E_A$ part to Alice. From this point Alice and Bob proceed as usual – they play the optimal repeated game strategy, followed by the search protocol. Alice exchanges at most $T$ qubits with Bob.

Thus the Nayak-Salzman theorem and our alternative characterization, we have that there exists a state $\sigma^{Y^n Y^n E_A B^n}$ such that

$$S_{\infty}(\rho^{pre}_{X_C,Y_C})^{X^n Y^n Y^n E_A E_B A^n} \leq 2T.$$

Similarly, we can interchange the roles of Alice and Bob to conclude that there exists a state $\tau_{X_C,Y_C}^{X^n X^n E_A A^n}$ such that

$$S_{\infty}(\rho^{pre}_{X_C,Y_C})^{Y^n X^n X^n E_A E_A A^n} \leq 2T.$$
Chapter 6
Parallel repetition for anchored games

This chapter presents work conducted with Mohammad Bavarian and Thomas Vidick, and appears on the arXiv under the title “Anchoring games for parallel repetition” [11].

6.1 Introduction

We study the problem of parallel repetition in both the multiplayer classical and quantum settings. We prove, by introducing and analyzing a simple variant of parallel repetition, exponential-decay parallel repetition theorems that apply to arbitrary games with multiple players or with entangled players. In particular, we obtain the first general gap amplification technique for games in the multiplayer and quantum settings.

Our main results can be summarized as follows; see Theorems 68 and 74 for precise statements.

**Theorem 63 (Main theorem, informal).** There exists a polynomial-time transformation (called anchoring) that takes the description of an arbitrary k-player game $G$ and returns a k-player game $G'$, with the following properties:

1. $val(G') = \frac{1}{4} + \frac{3}{4} val(G)$.
2. $val^*(G') = \frac{1}{4} + \frac{3}{4} val^*(G)$.
3. If $val(G) = 1 - \varepsilon$, then $val(G'^n) \leq \exp(-\Omega(\varepsilon^3 \cdot n))$.
4. If $val^*(G) = 1 - \delta$, then $val^*(G'^n) \leq \exp(-\Omega(\delta^8 \cdot n))$.

where the implied constants in the $\Omega(\cdot)$ only depend on the number of players and the cardinality of the answer sets.

The idea of modifying the game to facilitate its analysis under parallel repetition originates from the work of Feige and Kilian [44] which predates Raz’s parallel repetition theorem. Feige and Kilian introduce a transformation that converts an arbitrary game $G$ to a so-called miss-match game $G_{FK}$. The transformation is value-preserving in the sense that there is a precise affine relationship $val(G_{FK}) = (2 + val(G))/3$. Furthermore Feige and Kilian show that the value of the $n$-fold repetition of $G_{FK}$ decays polynomially in $n$ whenever $val(G) < 1$. This enables them to establish a general gap amplification result without having to prove a parallel repetition theorem for arbitrary games. This is sufficient for
many applications, including to hardness of approximation, for which it is enough that the gap amplification procedure be efficient and value-preserving.

Theorem 63 adopts a similar approach to that of Feige and Kilian by providing an arguably even simpler transformation, anchoring, which preserves both the classical and entangled value of a game and for which we are able to prove an exponential decay under parallel repetition. In contrast, the transformation considered by Feige and Kilian does not in general preserve the entangled value, as discussed in Chapter 4. We proceed to describe our transformation and then discuss the role it plays in facilitating the proof of our parallel repetition theorem.

6.1.1 The anchoring transformation

Our parallel repetition results apply to a class of games we call anchored. The anchoring transformation of Theorem 63 produces games of this type; however, anchored games can be more general. We give a full definition of anchored games in Section 6.2. First we describe the anchoring transformation.

**Definition 64 (Basic anchoring).** Let $G$ be a two player game with question distribution $\mu$ on $\mathcal{X} \times \mathcal{Y}$, and verification predicate $V$. In the $a$-anchored game $G_a$, the referee chooses a question pair $(x, y) \in \mathcal{X} \times \mathcal{Y}$ according to $\mu$, and independently and with probability $a$ replaces each of $x$ and $y$ with an auxiliary "anchor" symbol $\perp$ to obtain the pair $(x', y') \in (\mathcal{X} \cup \{\perp\}) \times (\mathcal{Y} \cup \{\perp\})$ which is sent to the players as their respective questions. If any of $x'$, $y'$ is $\perp$ the referee accepts regardless of the players' answers; otherwise, the referee checks the players' answers according to the predicate $V$.

For a choice of $\alpha = 1 - \frac{\sqrt{3}}{2}$ it holds that both $\text{val}(G_a) = \frac{3}{4}\text{val}(G) + \frac{1}{4}$ and $\text{val}^*(G_a) = \frac{3}{4}\text{val}^*(G) + \frac{1}{4}$. One can think of $G_a$ as playing the original game $G$ with probability $3/4$, and a trivial game with probability $1/4$. The term "anchored" refers to the fact that question pairs chosen according to $\mu$ are all "anchored" by a common question $(\perp, \perp)$. Though the existence of this anchor question makes the game $G_a$ easier to play than the game $G$, it facilitates showing that the repeated game $G_n$ is hard. At a high level, the anchor questions provide a convenient way to handle the complicated correlations that may arise when the players use non-product strategies in the repeated game, as we explain in the next section.

6.1.2 Proving parallel repetition by breaking correlations

In virtually all known (information theoretic) proofs of parallel repetition theorems, the key step consists in arguing that the players' success probability in most instances of $G$ individually cannot be substantially larger than the value of $G$ itself, even when conditioned on the players winning a significant fraction of the instances. Coupled with the possibility of using non-product strategies this conditioning introduces correlations between the player's questions which make the task of bounding their success probability in the remaining instances of $G$ non-trivial.

In the proof of his parallel repetition theorem, Raz [88] introduced a technique, further refined in subsequent work of Holenstein [56], to break such correlations. The idea consists of introducing a dependency-breaking random variable $\Omega$ satisfying two properties: (1) $\Omega$ can be sampled jointly, using shared randomness, by all players, and (2) conditioned on $\Omega$ and a pair of questions distributed according to $\mu$, the players are able to locally generate questions and answers from the same distribution as they would in the repeated
game, conditioned on winning a (not too large) subset of instances. These two requirements are at odds with each other, and the main difficulty is to design an $\Omega$ that satisfies both simultaneously.

Extending this approach to more players, or quantum strategies, remains a challenge. Rather than solving the general problem directly, we sidestep it and instead analyze the parallel repetition of anchored games, for which designing an appropriate dependency-breaking variable (or, in the case of entangled players, a dependency-breaking quantum state) is easier, though by no means trivial. Combined with the anchoring operation this yields a simple and efficient method to achieve hardness amplification for arbitrary games in the multiplayer and entangled-player settings. We give a more detailed explanation of how this is achieved in Section 6.2 below.

6.1.3 Related work

The transformation from general games into anchored games that we introduce is inspired by the work of Feige and Kilian [44]. This alternative approach to achieving gap amplification is also used by Moshkovitz [78], who shows how projection games can be "fortified", and gives a simple and elegant proof that the classical value of fortified games decays exponentially under parallel repetition (see also the follow-up work by Bhangle et al. [16]). In a separate work, we prove a parallel repetition theorem for the entangled value of fortified games [12], giving an alternative general gap amplification method for entangled and multiplayer games.

6.2 Technical overview

We give a technical overview of anchored games and their parallel repetition. For concreteness we focus on the case of two-player games. For the full definition of $k$-player anchored games, see Section 6.3.

Definition 65 (Two-player anchored games). Let $G$ be a two-player game with question alphabet $X \times Y$ and distribution $\mu$. For any $0 < \alpha \leq 1$ we say that $G$ is $\alpha$-anchored if there exists subsets $X_\perp \subseteq X$ and $Y_\perp \subseteq Y$ such that, denoting by $\mu$ the respective marginals of $\mu$ on both coordinates,

1. Both $\mu(X_\perp), \mu(Y_\perp) \geq \alpha$,
2. Whenever $x \in X_\perp$ or $y \in Y_\perp$ it holds that $\mu(x,y) = \mu(x) \cdot \mu(y)$.

Informally, a game is anchored if each player independently has a significant probability of receiving a question from the set of "anchor questions" $X_\perp$ and $Y_\perp$. An alternative way of thinking about the class of anchored games is to consider the case where $\mu$ is uniform over a set of edges in a bipartite graph on vertex set $X \times Y$; then the condition is that the induced subgraph on $X_\perp \times Y_\perp$ is a complete bipartite graph that is connected to the rest of $X \times Y$ and has weight at least $\alpha$. In other words, a game $G$ is anchored if it contains a free game that is connected to the entire game.

It is easy to see that the games $G_i$ output by the anchoring transformation given in Definition 64 are $\alpha$-anchored. Free games are automatically 1-anchored (set $X_\perp = X$ and $Y_\perp = Y$), but the class of anchored games is much broader; indeed assuming the Exponential Time Hypothesis it is unlikely that there exists a similar (efficient) reduction from
general games to free games [2]. Additionally, since free games are anchored games, our parallel repetition theorems automatically reproduce the quantum and multiplayer parallel repetition of free games results of [61, 24, 27], albeit with worse parameters.

**Breaking correlations in repeated anchored games.** Rather than providing a complete extension of the framework of Raz and Holenstein to the multiplayer and quantum settings, we interpolate between the case of free games and the general setting by showing how the same framework of dependency-breaking variables and states can be extended to anchored games – without using correlated sampling. We introduce dependency-breaking variables $\Omega$ and states $|\Phi_{x,y}\rangle$, and show that together they satisfy both Usefulness and Sampleability (properties discussed in Chapter 4).

The analysis for anchored games is more intricate than for free games. Proofs of the analogous statements for free games in [60, 24, 27] make crucial use of the fact that all possible question tuples are possible. An anchored game can be far from having this property. Instead, we use the anchors as a “home base” that is connected to all questions. Intuitively, no matter what question tuple $(x, y, z, \ldots)$ we are considering, it is only a few replacements away from the set of anchor questions. Thus the dependency of the variable $\Omega$ or state $|\Phi_{x,y}\rangle$ on the questions can be iteratively removed by “switching” each players’ question to an anchor as

$$P(\Omega|X_i=x, Y_i=y, Z_i=z, W) \approx P(\Omega|X_i=x, Y_i=y, Z_i=\bot, W) \approx P(\Omega|X_i=x, Y_i=y, Z_i=\bot, W) \approx P(\Omega|X_i=\bot, Y_i=x, Z_i=\bot, W),$$

where “$X_i = \bot$” is shorthand for the event that $X_i \in X'_i$.

Dealing with quantum strategies adds another layer of complexity to the argument. The local unitaries $U_x$ and $V_y$ such that $U_x \otimes V_y |\Phi\rangle \approx |\Phi_{x,y}\rangle$ are quite important in the arguments of [61, 24, 27]. The difficulty in extending the argument for free games to the case of general games is to show that these local unitaries each only depend on the input to a single player. In fact with the definition of $|\Omega_{x,y}\rangle$ used in these works it appears likely that this statement does not hold, thus a different approach must be found.

When the game is anchored, however, we are able to use the anchor question in order to show the existence of requisite local unitaries $U_x$ and $V_y$ that depend only on a single player’s question each. Achieving this requires us to introduce dependency-breaking states $|\Omega_{x,y}\rangle$ that are more complicated than those used in the free games case; in particular they include information about the classical dependency-breaking variables of Raz and Holenstein.

To do this, we prove a sequence of approximate equalities: first we show that for most $x$ there exists $U_x$ such that $(U_x \otimes \mathbb{I})|\Omega_{\bot,1}\rangle \approx |\Omega_{x,1}\rangle$, where $|\Omega_{\bot,1}\rangle$ denotes the dependency-breaking state in the case that both Alice and Bob receive the anchor question "$\bot$", and $|\Omega_{x,1}\rangle$ denotes the state when Alice receives $x$ and Bob receives "$\bot$". Then we show that for all $y$ such that $\mu(y|x) > 0$ there exists a unitary $V_y$ such that $(\mathbb{I} \otimes V_y)|\Omega_{x,y}\rangle \approx |\Omega_{x,y}\rangle$. Accomplishing this step requires ideas and techniques going beyond those in the free games case. Interestingly, a crucial component of our proof is to argue the existence of a local unitary $R_{x,y}$ that depends on both inputs $x$ and $y$. The unitary $R_{x,y}$ is not implemented by Alice or Bob in the simulation, but it is needed to show that $V_y$ maps $|\Omega_{x,y}\rangle$ onto $|\Omega_{x,y}\rangle$. 
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6.3 Games, parallel repetition, and anchoring

We formally define k-player one-round games, their parallel repetition, and anchored games.

**Multiplayer games.** A k-player game $G = (\mathcal{X}, \mathcal{A}, \mu, V)$ is specified by a question set $\mathcal{X} = \mathcal{X}^1 \times \mathcal{X}^2 \times \cdots \times \mathcal{X}^k$, answer set $\mathcal{A} = \mathcal{A}^1 \times \mathcal{A}^2 \times \cdots \times \mathcal{A}^k$, a probability measure $\mu$ on $\mathcal{X}$, and a verification predicate $V : \mathcal{X} \times \mathcal{A} \rightarrow \{0, 1\}$. Throughout this paper, we use superscripts in order to denote which player an input/output symbol is associated with. For example, we write $x^i$ to denote the input to the first player, and $a^i$ to denote the output of the t-th player. Finally, to denote the tuple of questions/answers to all k players we write $x = (x^1, \ldots, x^k)$ and $a = (a^1, \ldots, a^k)$ respectively.

The **classical value** of a game $G$ is denoted by $\text{val}(G)$ and defined as

$$\text{val}(G) := \sup_{f^1, \ldots, f^k} \mathbb{E}_{(x^1, \ldots, x^k) \sim \mu} \left[ V(x^1, \ldots, x^k, (f^1(x^1), \ldots, f^k(x^k))) \right]$$

where the supremum is over all functions $f^i : \mathcal{X}^i \rightarrow \mathcal{A}^i$; these correspond to deterministic strategies used by the players. It is easy to see that the classical value of a game is unchanged if we allow the strategies to take advantage of public or private randomness.

The **entangled value** of $G$ is denoted by $\text{val}^*(G)$ and defined as

$$\text{val}^*(G) := \sup_{|\psi\rangle \in (\mathbb{C}^d)^{\otimes k}} \sum_{(x^1, \ldots, x^k) \in \mathcal{X}} \sum_{(a^1, \ldots, a^k) \in \mathcal{A}} \langle \psi | M^1(x^1, a^1) \otimes \cdots \otimes M^k(x^k, a^k) | \psi \rangle$$

where the supremum is over all integer $d \geq 2$, k-partite pure states $|\psi\rangle$ in $(\mathbb{C}^d)^{\otimes k}$, and $M^1, \ldots, M^k$ for each player. Each $M^i$ is a set of POVM measurements $\{M(x^i, a^i)\}_{a^i \in \mathcal{A}^i}$ acting on $\mathbb{C}^d$, one for each question $x^i \in \mathcal{X}^i$.

**Repeated games.** Let $G = (\mathcal{X}, \mathcal{A}, \mu, V)$ be a k-player game, with $\mathcal{X} = \mathcal{X}^1 \times \cdots \times \mathcal{X}^k$ and $\mathcal{A} = \mathcal{A}^1 \times \cdots \times \mathcal{A}^k$. Let $\mu^{\otimes n}$ denote the product probability distribution over $\mathcal{X}^{\otimes n} = \bigotimes_{i=1}^n \mathcal{X}_i$, where each $\mathcal{X}_i$ is a copy of $\mathcal{X}_i$. Similarly let $\mathcal{A}^{\otimes n} = \bigotimes_{i=1}^n \mathcal{A}_i$ where each $\mathcal{A}_i$ is a copy of $\mathcal{A}_i$. Let $V^{\otimes n} : \mathcal{X}^{\otimes n} \times \mathcal{A}^{\otimes n} \rightarrow \{0, 1\}$ denote the verification predicate that is 1 on question tuple $(x_1, \ldots, x_n) \in \mathcal{X}^{\otimes n}$ and answer tuple $(a_1, \ldots, a_n) \in \mathcal{A}^{\otimes n}$ iff for all $i$, $V(x_i, a_i) = 1$. We define the $n$-fold parallel repetition of $G$ to be the k-player game $G^n = (\mathcal{X}^{\otimes n}, \mathcal{A}^{\otimes n}, \mu^{\otimes n}, V^{\otimes n})$.

When working with games with more than 2 players, we use subscripts to denote which game round/coordinate a question/answer symbol is associated with. For example, by $x^i_t$ we mean the question to the t-th player in the i-th round. While this is overloading notation slightly (because superscripts are meant to indicate tuples), we use this convention for the sake of readability. When $x^n_t$ refers to a tuple $(x_1, \ldots, x_n)$ and when $x^i_t$ refers to the t-th player's question in the i-th coordinate should be clear from context.

**Anchored games.** We give the general definition of an anchored game.

---

We will use the tensor product notation ("$\otimes$") to denote product across coordinates in a repeated game, and the traditional product notation ("$\times$") to denote product across players.
Definition 66 (Multiplayer Anchored Games). A game $G = (\mathcal{X}, \mathcal{A}, \mu, V)$ is called $\alpha$-anchored if there exists $\mathcal{X}_t^* \subseteq \mathcal{X}_t$ for all $t \in [k]$ where

1. $\mu(\mathcal{X}_t^*) \geq \alpha$ for all $t \in [k]$, and
2. for all $x \in \mathcal{X}$,
$$\mu(x) = \mu(x|F_t) \cdot \prod_{t \in F_t} \mu(x^t)$$

where for all question tuples $x = (x^1, x^2, \ldots, x^k) \in \mathcal{X}$, $F_x \subseteq [n]$ denotes the set of coordinates of $x$ that lie in the anchor, i.e.
$$F_x = \{ t \in [k] : x^t \in \mathcal{X}_t^* \}$$
and $\overline{F}_x$ denotes the complement, i.e., $[n] - F_x$.

Here for a set $S \subseteq [n]$, $\mu(x|S)$ denotes the marginal probability of the question tuple $x$ restricted to the coordinates in $S$, i.e.
$$\mu(x|S) = \sum_{x'|x|_S = x|_S} \mu(x').$$

When $k = 2$ this definition coincides with the definition of two-player anchored games in Definition 65. Additionally, just like the two-player case, one can easily extend the anchoring transformation given in Definition 64 to arbitrary $k$-player games:

Proposition 67. Let $G = (\mathcal{X}, \mathcal{A}, \mu, V)$ be a $k$-player game. Let $G_1$ be the $k$-player game where the referee samples $(x^1, x^2, \ldots, x^k)$ according to $\mu$, replaces each $x^t$ with an auxiliary symbol $\perp$ independently with probability $\alpha$, and checks the players' answers according to $V$ if all $x^t \neq \perp$, and otherwise the referee accepts. Then $G_1$ is an $\alpha$-anchored game satisfying
$$\text{val}(G_1) = 1 - (1 - \alpha)^k \cdot (1 - \text{val}(G)),$$
$$\text{val}^*(G_1) = 1 - (1 - \alpha)^k \cdot (1 - \text{val}^*(G)).$$

Proof. We give the proof for the classical value; the same argument carries over to the entangled value. First, it is clear that $\text{val}(G_1) \geq (1 - (1 - \alpha)^k) + (1 - \alpha)^k \cdot \text{val}(G)$. For the other direction, consider an optimal strategy for $G_1$. Under this strategy, we can express the entangled value as
$$\text{val}(G_1) = (1 - \alpha)^k \cdot \Pr(W|\forall t, x^t \neq \perp) + (1 - (1 - \alpha)^k) \cdot \Pr(W|\exists t \text{ s.t. } x^t = \perp)$$
where $W$ is the event that the players win. The optimal strategy for $G_1$ yields a strategy for $G$ that wins with probability $\Pr(W|\forall t, x^t \neq \perp)$, which can be at most $\text{val}(G)$. Since $\Pr(W|\exists t \text{ s.t. } x^t = \perp) = 1$, we obtain the desired equality.

6.4 Classical multiplayer games

Perhaps the most well-known open problem about the classical parallel repetition of games is whether an analogue of Raz's theorem holds for games with more than two players. While the two-player case already presented a number of non-trivial difficulties, proving a parallel repetition theorem for three or more players is believed to require substantially new ideas.\footnote{This is mainly because the Raz/Holenstein framework, if extended to a multiplayer parallel repetition theorem in full generality, would likely also yield new lower bound techniques for multiparty communication.}
In this section we make some progress on the multiplayer parallel repetition question: we prove a parallel repetition theorem for anchored games involving any number of players.

**Theorem 68.** Let \( G = (\mathcal{X}, \mathcal{A}, \mu, V) \) be a \( k \)-player \( a \)-anchored game such that \( \operatorname{val}(G) \leq 1 - \epsilon \). Then

\[
\operatorname{val}(G^n) \leq \exp \left( -\frac{a^{2k} \cdot \epsilon^2 \cdot n}{384 \cdot s \cdot k^2} \right),
\]

(6.3)

where \( s = \log |\mathcal{A}|. \)

Combined with the anchoring operation described in Proposition 67, we obtain a gap amplification transformation that can be applied to any \( k \)-player game, yielding a decay of the value that matches, at least qualitatively, what one would expect from a general parallel repetition theorem.

From a more quantitative point of view, even in the two-player setting the optimal exponent of \( \epsilon \) in (6.3) remains unknown. Perhaps more importantly, it is unclear whether the exponential dependence in \( k \), due to the term \( a^k \), in the bound is necessary; known lower bounds [43, 27] only show the need for a polynomial dependence on \( k \) in the exponent.

For the remainder of this section we fix a \( k \)-player \( a \)-anchored game \( G = (\mathcal{X}, \mathcal{A}, \mu, V) \), an integer \( n \), and a deterministic strategy for the \( k \) players in the repeated game \( G^n \) that achieves success probability \( \operatorname{val}(G^n) \). In Section 6.4.1 we introduce the notation, random variables and basic lemmas for the proof. The proof of Theorem 68 itself is given in Section 6.4.2.

### 6.4.1 Breaking classical multipartite correlations

We refer to Section 6.3 for basic notation related to multiplayer games.

Let \( C \subseteq [n] \) a fixed set of coordinates for the repeated game \( G^n \) of size \( |C| = n - m. \) It will be convenient to fix \( C = \{m + 1, m + 2, \ldots, n\} \); the symmetry of the problem will make it clear that this is without loss of generality. Let \( Z = A_C = (A_C^1, A_C^2, \ldots, A_C^k) \) denote the players' answers associated with the coordinates indexed by \( C \).

For \( t \in [k] \) let \( \mathcal{X}^t = (\mathcal{X}^t \setminus \mathcal{X}_i^t) \cup \{t\}, \) and define a random variable

\[
\mathcal{Y}^t = \begin{cases} X^t, & X^t \in \mathcal{X}^t \setminus \mathcal{X}_i^t \\ \bot, & X^t \in \mathcal{X}_i^t \end{cases}.
\]

(6.4)

Let \( \mathcal{Y} = \mathcal{Y}^1 \times \mathcal{Y}^2 \times \ldots \times \mathcal{Y}^k \) and \( Y = (Y^1, Y^2, \ldots, Y^k) \). For \( G^n \) we write

\[
Y^{\otimes n} = (Y_1, Y_2, \ldots, Y_n) = (Y_1^1, Y_1^2, \ldots, Y_1^k, Y_2^1, Y_2^2, \ldots, Y_2^k, \ldots, Y_n^1, Y_n^2, \ldots, Y_n^k).
\]

Note that each \( k \)-tuple \( Y_i \) is a deterministic function of \( X_i \). Furthermore, we will write \( Y_i^{-t} \) to denote \( Y_i \) with the \( t \)-th coordinate \( Y_i^t \) omitted.

For \( i \in [n] \) let \( D_i \) be a subset of \([k]\) of size \( k - 1 \) chosen uniformly at random, and \( \overline{D}_i \in [k] \) its complement in \([k]\). Let \( M_i = Y_i^{D_i} \) denote the coordinates of \( Y \) associated to
indices in $D_i$. Define the dependence-breaking random variable $\Omega_i$ as

$$\Omega_i = \begin{cases} (D_i, M_i) & i \in \mathcal{C} \\ X_i & i \in \mathcal{C} \end{cases}.$$  \hfill (6.5)

The importance of $\Omega$ is captured in the following lemma.

**Lemma 69.** (Local Sampling) Let $X, Z, \Omega$ be as above. Then $P_{X, Z|X, \Omega, Z}$ is a product distribution across the players:

$$P_{X, Z|X, \Omega, Z} = \prod_{t=1}^{k} P_{X_t^i|\Omega_t, Z_t|X_t^i}. $$

**Proof.** Conditioned on $M_i = Y_i^{D_i}$ each $X_i = (X_i^1, X_i^2, \ldots, X_i^k)$ is a product distribution, hence $P_{X_i|\Omega_i, Z_i}$ is product. Since for $t \in [k]$ $Z_t$ is a deterministic function of $X_t$ the same holds of $P_{X_t|\Omega_t, Z_t}$.

Lemma 69 crucially relies on the sets $D_i$ being of size $k - 1$: if two or more of the players' questions are unconstrained in a coordinate it is no longer necessarily true that $P_{X, Z|X, \Omega, Z}$ is product across all players.

Let $W = W_C = \Lambda_{i=1}^{\mathcal{C}} W_i$ denote the event that the players' answers $Z$ to questions in the coordinates indexed by $C$ satisfy the predicate $V$. Let

$$\delta = \frac{|C| \log |A| + \log \frac{1}{Pr(W_C)}}{m}. $$  \hfill (6.6)

The following lemma and its corollary are direct consequences of analogous lemmas used in the analysis of repeated two-player games, as stated in e.g. [56, Lem. 5] and [56, Cor. 6]. They do not depend on the structure of the game, and only rely on $W$ being an event defined only on $(X_C, Z)$.

**Lemma 70.** We have

(i) \[ \mathbb{E}_{i \in [m]} \| P_{X_i Y_i \Omega_i | W} - P_{X_i Y_i \Omega_i} \| \leq \sqrt{\delta}. \]

(ii) \[ \mathbb{E}_{i \in [m]} \| P_{X_i Y_i Z_{\Omega_i} | W} - P_{X_i Y_i Z_{\Omega_i}|W} \| \leq \sqrt{\delta}. \]

(iii) \[ \mathbb{E}_{i \in [m]} \| P_{Y_i \Omega_i | W} - P_{Y_i | \Omega_i} P_{Z_{\Omega_i}|W} \| \leq \sqrt{\delta}. \]

**Proof.** Item (i) follows directly from [56, Lem. 5] by taking $U_i = X_i Y_i \Omega_i$. For (ii) apply [56, Cor. 6] with $U_i = X_i$ and $T = (Y_1, Y_2, \ldots, Y_m, X_C)$ to get

$$\mathbb{E}_{i \in [m]} \| P_{X_i Y_i | W} - P_{X_i | Y_i} P_{Y_i \Omega_i|W} \| \leq \sqrt{\delta}, $$  \hfill (6.7)

which is stronger than (ii); (ii) follows by marginalizing $Y_i^{D_i}$ in each term. Finally, the same corollary applied with $U_i = Y_i$ and $T = \Omega$ shows (iii).

**Corollary 71.**

$$\mathbb{E}_{i \in [m]} \sum_{t=1}^{k} \| P_{Y_t} P_{Z_{\Omega_t}|Y_t} - P_{Y_t} P_{Z_{\Omega_t}|Y_t} \| \leq 3k \cdot \sqrt{\delta}. $$
Proof. We have $P_{Y_i|X_i}P_{Z_i|W} = P_{Y_i|X_i}P_{Z_i|W}$. Applying Lemma 2 with $Q_F = P_{Y_i|W}$, $S_F = P_{Y_i}$, and $R_{C|F} = P_{Y_i|X_i}P_{Z_i|W}$, we see that

$$\mathbb{E}_{i \in [n]} \|P_{Y_i|X_i}P_{Z_i|W} - P_{Y_i|X_i}P_{Z_i|W}\| = \mathbb{E}_{i \in [n]} \|P_{Y_i|W} - P_{Y_i}\| \leq \sqrt{\delta},$$

where the last inequality follows from Lemma 70, item (i). Combining the above with item (iii) of the same Lemma, we have

$$\mathbb{E}_{i \in [n]} \|P_{Y_i|X_i}P_{Z_i|W} - P_{Y_i|X_i}P_{Z_i|W}\| \leq 2\sqrt{\delta}. \quad (6.8)$$

Noting that $\Omega_i$ is determined by $Y_i$ (the $D_i$ are completely independent of everything else), (6.8) implies

$$\mathbb{E}_{i \in [m]} \mathbb{E}_{i \in [k]} \|P_{Y_i|X_i}P_{Z_i|W} - P_{Y_i|X_i}P_{Z_i|W}\| \leq 2\sqrt{\delta}.$$

Finally, notice that Lemmas 2 and 70 imply $\mathbb{E}_{i \in [m]} \|P_{Y_i|X_i}P_{Z_i|W} - P_{Y_i|X_i}P_{Z_i|W}\| = \mathbb{E}_{i \in [m]} \|P_{Y_i} - P_{Y_i|W}\| \leq \sqrt{\delta}$; the desired result follows. \qed

6.4.2 Proof of the parallel repetition theorem

This section is devoted to the proof of Theorem 68. The main ingredient of the proof is given in the next proposition.

Proposition 72. Let $C \subseteq [n]$ and $X, Z, \Omega_{-i}$ be defined as in Section 6.4.1. Then

$$\mathbb{E}_{i \in [m]} \|P_{X_i|Y_i, \Omega_{-i}}P_{Z_i|W, Y_i, \Omega_{-i}} - P_{X_i|Y_i, \Omega_{-i}}P_{Z_i|W, Y_i, \Omega_{-i}}\| \leq (6\alpha^{-k} + 1)\sqrt{\delta}, \quad (6.9)$$

where $\delta$ is defined in (6.6).

Theorem 68 follows from this proposition in a relatively standard fashion; this is done at the end of this section. Let us now prove Proposition 72 assuming a certain technical statement, Lemma 73. This lemma is proved immediately after.

Proof of Proposition 72. First observe that

$$\|P_{X_i|Y_i, \Omega_{-i}}P_{Z_i|W} - P_{X_i|Y_i, \Omega_{-i}}P_{Z_i|W}\| = \|P_{X_i|Y_i, \Omega_{-i}}P_{Z_i|W} - P_{X_i|Y_i, \Omega_{-i}}P_{Z_i|W}\|$$

as $Y_i$ is a deterministic function of $X_i$. Applying Lemma 70, item (ii) we get

$$\mathbb{E}_{i \in [m]} \|P_{X_i|Y_i, \Omega_{-i}}P_{Z_i|W} - P_{X_i|Y_i, \Omega_{-i}}P_{Z_i|W}\| \leq \sqrt{\delta}.$$

The latter distribution can be written as $P_{Y_i|W}P_{X_i|Y_i}P_{Z_i|W}$. Applying Lemma 2 with $Q_F = P_{Y_i|W}$ and $S_F = P_{Y_i}$, we see that

$$\|P_{X_i|Y_i}P_{Y_i, \Omega_{-i}}P_{Z_i|W} - P_{X_i|Y_i}P_{Y_i, \Omega_{-i}}P_{Z_i|W}\| = \|P_{Y_i|W} - P_{Y_i}\|.$$
which is bounded by $\sqrt{\delta}$ on average over $i$ by Lemma 70, item (i). Hence
\[
\mathbb{E}_{i \in [m]} \left\| P_{X_i | \Omega_{-i} | Z} - P_{X_i | \Omega_{-i} | Z, W_{Y_i = 1}^i} \right\| \leq 2\sqrt{\delta} + \mathbb{E}_{i \in [m]} \left\| P_{X_i | Y_i, \Omega_{-i} | Z} - P_{X_i | Y_i, \Omega_{-i} | Z, W_{Y_i = 1}^i} \right\|
\]
\[
= 2\sqrt{\delta} + \mathbb{E}_{i \in [m]} \left\| P_{Y_i | \Omega_{-i} | Z} - P_{Y_i | \Omega_{-i} | Z, W_{Y_i = 1}^i} \right\|,
\]
where the equality follows from Lemma 2 applied with $R_{C[E]} = P_{X_i | Y_i}$. Applying the triangle inequality,
\[
\mathbb{E}_{i \in [m]} \left\| P_{X_i | Y_i, \Omega_{-i} | Z} - P_{X_i | Y_i, \Omega_{-i} | Z, W_{Y_i = 1}^i} \right\|
\]
\[
= \mathbb{E}_{i \in [m]} \left\| P_{Y_i | \Omega_{-i} | Z} - P_{Y_i | \Omega_{-i} | Z, W_{Y_i = 1}^i} \right\|
\]
\[
\leq \mathbb{E}_{i \in [m]} \sum_{i=1}^{k} \left\| P_{Y_i | \Omega_{-i} | Z} - P_{Y_i | \Omega_{-i} | Z, W_{Y_i = 1}^i} \right\|
\]
\[
\leq 6\alpha \sqrt{\delta},
\]
where (6.10) is proved by Lemma 73 below and (6.11) follows from Corollary 71.

**Lemma 73.** Let $S \subset [k]$ and $t \in S$. Then
\[
\left\| P_{Y_i | \Omega_{-i} | Z} - P_{Y_i | \Omega_{-i} | Z, W_{Y_i = 1}^i} \right\|
\]
\[
\leq 2\alpha \left\| P_{Y_i | \Omega_{-i} | Z} - P_{Y_i | \Omega_{-i} | Z, W_{Y_i = 1}^i} \right\|
\]
\[
\leq 6\alpha \sqrt{\delta}.
\]

**Proof.** In the proof for ease of notation we omit the subscript $i$ and write $Y$ instead of $Y_i$. After relabeling we may assume $S = \{1, 2, \ldots, r - 1\}$ and $t = r$ where $1 \leq r < k$. Expanding the expectation over $Y$ explicitly we can rewrite the left-hand side of (6.12) as
\[
\left\| P_Y \cdot (P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1} - P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1}) \right\|
\]
\[
\leq 2\alpha \left\| P_Y \cdot (P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1} - P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1}) \right\|
\]
Next we use a symmetrization argument to bound the above expression. Consider a random variable $\hat{Y}$ that is a copy of $Y$, and is coupled to $Y$ in the following way: $\hat{Y}_r = Y_r$, and conditioned on any setting of $Y' = y'$, $\hat{Y}'$ and $Y'$ are independent. Using the fact that $\Pr[\hat{Y}_r = 1] \geq \alpha$ conditioned on any value of $Y' = U^{-r} = y'^{-r}$, we get that the expression in (6.13) is at most
\[
\alpha^{-1} \left\| P_Y \cdot (P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1} - P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1}) \right\|
\]
Using the triangle inequality and symmetry of $Y$ and $\hat{Y}$, this expression can be bounded by
\[
2\alpha^{-1} \left\| P_Y \cdot (P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1} - P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1}) \right\|
\]
which after noting that the quantity $P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1} - P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1}$ is independent of the variable $Y^{<r}$, can be rewritten as
\[
2\alpha^{-1} \left\| P_{Y^{<r}} \cdot (P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1} - P_{\Omega_{-i} | Z} | W_{Y_i = 1}^r, y^{<r} = 1^{r-1}) \right\|.
\]
Using that the event that $Y^< r = r - 1$ occurs with probability at least $a^{r-1}$ and $P_{Y^< r = r - 1} = P_Y$ by the anchor property, we can finally bound (6.13) by
\[
2a^{-r} \cdot \| P_Y P_{\Omega_{r-1}} | W - P_Y P_{\Omega_{r-1}} | W', \|
\]
which is the desired result. 

We prove Theorem 68 by iteratively applying Proposition 72 as follows.

**Proof of Theorem 68.** Let $C_0 = \emptyset$ and $\delta_0 = 0$. While $(6k a^{-k} + 1) \sqrt{\delta_s} \leq \varepsilon / 2$, by Proposition 72, we can choose $i \in C_s$ with $\| P_{X_i, \Omega_i, Z_i | W} - P_{X_i, \Omega_i, Z_i | W, Y_i = 1^t} \| \leq \varepsilon / 2$. Set $C_{s+1} = C_s \cup \{i\}$ and $\delta_{s+1} = (|C_{s+1}| \log |A| + \log 1 / Pr(W_{C_{s+1}}) / m$. First we show that throughout this process the bound
\[
Pr(W_C) \leq (1 - \varepsilon / 2)^{|C_s|} (6.14)
\]
holds. Since by the choice of $i$ one has $\| P_{X_i, \Omega_i, Z_i | W} - P_{X_i, \Omega_i, Z_i | W, Y_i = 1^t} \| \leq \varepsilon / 2$, to establish (6.14) it will suffice to show that
\[
Pr(W_i | W_C) \leq \text{val}(G) + \| P_{X_i, \Omega_i, Z_i | W} - P_{X_i, \Omega_i, Z_i | W, Y_i = 1^t} \|. (6.15)
\]
The proof of (6.15) is based on a rounding argument. Consider the following strategy for $G$: First, the players use shared randomness to obtain a common sample from $P_{\Omega_i, Z_i | W_c, Y_i = 1^t}$. After receiving her question $x^*_{t'}$, player $t \in [k]$ samples questions for the remaining coordinates according to $P_{X_t | \Omega_{t'}, Z_t, x^*_{t'}}$, forming the tuple $X^t = (X^t_{t'}, x^*_{t'})$. She determines her answer $a^t_{i'} \in A^t_i$ according to the strategy for $G^t$. The distribution over questions $X$ implemented by players following this strategy is
\[
P_{X_i, \Omega_i, Z_i | W_c, Y_i = 1^t} \prod_{t=1}^k P_{X_t | \Omega_{t'}, Z_t, x^*_{t'}}.
\]
which by Lemma 69 is equal to
\[
P_{X_i, \Omega_i, Z_i | W_c, Y_i = 1^t} P_{X_{t'} | \Omega_{t'}, Z_t, x^*_{t'}}.
\]
On the other hand from the definition of $\Omega_{i-}$ we have
\[
P_{X \Omega_i, Z_i | W_c} = P_{X_i, \Omega_i, Z_i | W_c} P_{X_{t'} | \Omega_{t'}, Z_t, x^*_{t'}} = P_{X_i, \Omega_i, Z_i | W_c} P_{X_{t'} | \Omega_{t'}, Z_t, x^*_{t'}}.
\]
Applying Lemma 2 with $R = P_{X_i, \Omega_i, Z_i}$ it follows that
\[
\| P_{X \Omega_i, Z_i | W_c} - P_{X_i, \Omega_i, Z_i | W_c, Y_i = 1^t} P_{X_{t'} | \Omega_{t'}, Z_t, x^*_{t'}} \| = \| P_{X_i, \Omega_i, Z_i | W_c} - P_{X_i, \Omega_i, Z_i | W_c, Y_i = 1^t} \|.
\]
Now by definition the winning probability of the extracted strategy for $G$ is at most $\text{val}(G)$, and (6.15) follows.

Let now $C$ be the final set of coordinates when the above-described process stops; at this point we must have
\[
\delta = \frac{|C| \log |A| + \log \frac{1}{Pr(W_C)}}{n - |C|} > \frac{a^{2k} \varepsilon^2}{48 \cdot k^2}.
\]
If $|C| \geq n/2$ we are already done by (6.14). Suppose $\frac{|C| \log |A| + \log |W_C|}{n} > \frac{a^2 \varepsilon^2}{192 \cdot k^2}$. If $\log \left( \frac{1}{\Pr(W_C)} \right) \geq \frac{n \cdot a^2 \varepsilon^2}{192 \cdot k^2}$ we are again done; hence, we can assume

$$\frac{|C| \log |A|}{n} > \frac{a^2 \varepsilon^2}{192 \cdot k^2}.$$ 

Now plugging the lower bound on the size of $C$ in (6.14) we get

$$\text{val}(G^n) \leq \Pr(W_C) \leq \exp \left( \frac{-a^2 \varepsilon^3 \cdot n}{384 \cdot k^2 \cdot s} \right)$$

where $s = \log |A|$, which completes the proof. \qed

**Some remarks on multiplayer parallel repetition for general games.** We conclude this section with some remarks about Theorem 68 and the more general problem of multiplayer parallel repetition. Our analysis of repeated anchored games follows the information-theoretic approach of Raz and Holenstein. It is a natural question, predating this work by many years, whether one can extend this framework to prove parallel repetition for general multiplayer games?

At first sight the Raz/Holenstein framework may seem quite suitable for multiplayer parallel repetition. For instance, it is folklore that classically the approach extends to the case of free games with any number of players, and furthermore, many of the other technical components of the proof readily carry over in much generality. Despite these positive signs, attempts to extend Raz’s original argument to the general multiplayer setting have so far failed for different and rather interesting technical reasons. Embarrassingly, to our knowledge, it is not even known how to extend the information-theoretic approach to prove that the value of a repeated $k$-player game decays at all!\(^3\)

We give an example of one of the difficulties in proving a multiplayer parallel repetition theorem for general games. Consider the problem of defining an appropriate dependency-breaking variable $\Omega$ in the multiplayer setting. There are two competing demands on $\Omega$: on one hand the breaking of dependencies between the players’ respective questions seems to require it to contain as many of the players’ questions as possible for each coordinate $i \in C$. In fact, if the correlations between the players inputs’ are generic, it seems hard to avoid the need to keep at least $k - 1$ inputs in each $\Omega_i$, as we do in Lemma 69. On the other hand, for correlated sampling to be possible, it seems necessary for $\Omega$ to specify very few of the questions per coordinate, or in fact in the generic case, at most 1; as soon as $k \geq 3$ both requirements are in direct contradiction.

An insight behind our result is that it is sometimes possible to decouple the above two competing demands on $\Omega$ (i.e. the dependency-breaking and the correlated sampling components). More precisely, when the base game is anchored, we show how to define a useful dependency-breaking variable (or quantum state, in the entangled players setting) that can be sampled without correlated sampling. With correlated sampling out of the way, the aforementioned conflict between correlated sampling and dependency-breaking disappears, allowing us to proceed with the argument.

---

\(^3\)One can modify a Ramsey-theoretic argument of Verbitsky to show that if $\text{val}(G) < 1$, then $\text{val}(G^n)$ must go to 0 eventually as $n$ grows [98], but the bound on the rate of decay is extremely poor.
6.5 Parallel repetition of anchored games with entangled players

This section is devoted to the analysis of the entangled value of repeated anchored games. The main theorem we prove is the following:

**Theorem 74.** Let $G$ be a $k$-player $\alpha$-anchored game satisfying $\text{val}^*(G) = 1 - \varepsilon$. Then

$$\text{val}^*(G^n) \leq \exp\left(-\Omega\left(\frac{\text{poly}(k) \cdot \varepsilon \cdot n}{\text{poly}(k) \cdot s}\right)\right),$$

where $s$ is the total length of the answers output by the players.

Thus as in the classical multiplayer case, the anchoring operation described in Proposition 67 provides a general gap amplification transformation for the entangled value of any multiplayer game.

For clarity we will focus on the $k = 2$ (two-player) case; we will describe how to extend the proof to arbitrary $k$ at the end. We fix an $\alpha$-anchored two-player game $G = (X \times Y, A \times B, \mu, V)$ with entangled value $\text{val}^*(G) = 1 - \varepsilon$ and anchor sets $X_1 \subseteq X, Y_1 \subseteq Y$ for Alice and Bob, respectively. We also fix an optimal strategy for $G^n$, consisting of a shared entangled state $|\psi\rangle^{E_{X_1}E_{B_1}}$ and POVMs $\{A_{x^n}^{(a)}\}$ and $\{B_{y^n}^{(b)}\}$ for Alice and Bob respectively. Without loss of generality we assume that $|\psi\rangle$ is invariant under permutation of the two registers, i.e. there exist basis vectors $\{|v_j\rangle\}$ such that $|\psi\rangle = \sum_j \sqrt{\lambda_j}|v_j\rangle|v_j\rangle$.

6.5.1 Setup

We introduce the random variables, entangled states and operators that play an important role in the proof of Theorem 74. The section is divided into three parts: first we define the dependency-breaking variable $\Omega$, with a slightly modified definition from the one introduced for the classical multiplayer setting in Section 6.4. Then we state useful lemmas about conditioned distributions. Finally we describe the states and operators used in the proof.

**Dependency-breaking variables.** Let $C \subseteq [n]$ a fixed set of coordinates for the repeated game $G^n$. We will assume that $C = \{m + 1, m + 2, \ldots, n\}$, where $m = n - |C|$, as this will easily be seen to hold without loss of generality. Let $(X^n, Y^n)$ be distributed according to $\mu^n$ and $(A^n, B^n)$ be defined from $X^n$ and $Y^n$ as follows:

$$P_{A^nB^n; X^n = x^n, Y^n = y^n}(a^n, b^n) = \langle \psi|A_{x^n}^{a^n} \otimes B_{y^n}^{b^n}|\psi\rangle.$$

Let $(X_C, Y_C)$ and $Z = (A_C, B_C)$ denote the players’ questions and answers respectively associated with the coordinates indexed by $C$. For $i \in [n]$ let $W_i$ denote the event that the players win round $i$ while playing $G^n$. Let $W_C = \bigwedge_{i \in C} W_i$.

We use the same dependency-breaking variable $\Omega$ that is used in Holenstein’s proof of parallel repetition. In those works, for all $i \in [n]$, $\Omega_i$ fixes at least one of $X_i$ or $Y_i$ (and sometimes both, if $i \in C$). Thus, conditioned on $\Omega$, $X^n$ and $Y^n$ are independent of each other.

In more detail, let $D_1, \ldots, D_m$ be independent and uniformly distributed over $\{A, B\}$. Let $M_1, \ldots, M_m$ be independent random variables defined in the following way. If $D_i = A$, then $M_i$ is coupled to $X_i$ (that is, takes the same value as $X_i$). Otherwise, if $D_i = B$, then $M_i$ is coupled to $Y_i$. Then $\Omega_i = (D_i, M_i)$, and $\Omega = (\Omega_1, \ldots, \Omega_m, X_C, Y_C)$. 
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Conditioned distributions. Define \( \delta_C := \frac{1}{m} (\log 1 / \Pr(W_C) + |C| \log |A||B|) \). For notational convenience we often use the shorthand \( X_i \in 1 \) and \( Y_i \in \lambda \) to stand for \( X_i \in X_i \) and \( Y_i \in Y_i \), respectively. The following lemma essentially follows from lemmas in [56] and the arguments used in the proof of Lemma 73 in Section 6.4.

**Lemma 75.** The following statements hold, average over \( i \) chosen uniformly in \([m]\):

1. \( E_i \| P_{D,M,X,Y}|W_C - P_{D,M,X,Y} \| \leq O(\sqrt{\delta_C}) \)
2. \( E_i \| P_{\Omega X_i Y_i | W_C} - P_{\Omega X_i Y_i | n} \| \leq O(\sqrt{\delta_C}) \)
3. \( E_i \| P_{X_i Y_i | P_{\Omega X Y_i | X_i Y_i | X_i Y_i | W_C} - P_{X_i Y_i | P_{\Omega X Y_i | X_i Y_i | W_C} \| \leq O(\sqrt{\delta_C} / \alpha^2) \)
4. \( E_i \| P_{X_i Y_i | P_{\Omega Y_i X_i | X_i Y_i | Y_i X_i | W} - P_{X_i Y_i | P_{\Omega Y_i X_i | W} \| \leq O(\sqrt{\delta_C} / \alpha^2) \)

Quantum states and operators. Recall that we have fixed an optimal strategy for Alice and Bob in the game \( G'' \). This specifies a shared entangled state \( |\psi\rangle \), and measurement operators \( \{A_{x^n}\} \) for Alice and \( \{B_{y^n}\} \) for Bob.

**Operators.** Define, for all \( a_C, b_C, x'', y'' \):

\[
A_{a_C}^{x''} := \sum_{a'' | a_C} A_{x''}^{a''} \quad \quad B_{b_C}^{y''} := \sum_{b'' | b_C} B_{y''}^{b''}
\]

where \( a'' \) (resp. \( b'' \)) indicates summing over all tuples \( a'' \) consistent with the suffix \( a_C \) (resp. \( b'' \) consistent with suffix \( b_C \)). For all \( i, \omega_{-i}, x_i, \) and \( y_i \) define:

\[
A_{\omega_{-i}, x_i}^{a_C} := \mathbb{E}_{X^n | \omega_{-i}, x_i} A_{x_i}^{a_C} \quad \quad B_{\omega_{-i}, y_i}^{b_C} := \mathbb{E}_{Y^n | \omega_{-i}, y_i} B_{y_i}^{b_C}
\]

where recall that \( \mathbb{E}_{X^n | \omega_{-i}, x_i} \) is shorthand for \( \mathbb{E}_{X^n | \omega_{-i}, X_i = x_i} \). Intuitively, these operators represent the “average” measurement that Alice and Bob apply, conditioned on \( \omega_{-i} = \omega_{-i} \) and \( X_i = x_i \) and \( Y_i = y_i \). Next, define

\[
A_{\omega_{-i}, x_i}^{a_C} := \mathbb{E}_{X^n | \omega_{-i}, x_i} A_{x_i}^{a_C} \quad \quad B_{\omega_{-i}, y_i}^{b_C} := \mathbb{E}_{Y^n | \omega_{-i}, y_i} B_{y_i}^{b_C}.
\]

These operators represent the “average” measurement performed by Alice and Bob, conditioned on \( \omega_{-i} = \omega_{-i} \) and \( M_i = 1 \). Finally, for all \( x_i \in X \) and \( y_i \in Y \), define

\[
A_{\omega_{-i}, x_i}^{a_C} := \frac{1}{2} A_{\omega_{-i}, x_i}^{a_C} + \frac{1}{2} A_{\omega_{-i}, \lambda}^{a_C} \quad \quad B_{\omega_{-i}, y_i}^{b_C} := \frac{1}{2} B_{\omega_{-i}, y_i}^{b_C} + \frac{1}{2} B_{\omega_{-i}, \lambda}^{b_C}.
\]

Intuitively, these operators represent the “average” measurements conditioned on \( \Omega_{-i} = \omega_{-i} \) and when \( X_i \) is \( x_i \) with probability 1/2 and \( \lambda \) with probability 1/2 (or when \( Y_i = y_i \) with probability 1/2 and \( \lambda \) with probability 1/2).

For notational convenience we often suppress the dependence on \( (i, \omega_{-i}, z = (a_C, b_C)) \) when it is clear from context. Thus, when we refer to an operator such as \( A_{x^n/\lambda} \), we really mean the operator \( A_{x^n/\lambda} \).

**States.** For all \( x \in X \) and \( y \in Y \), define the following (unnormalized) states:

\[
|\Phi_{x,y}\rangle := \sqrt{A_x} \otimes \sqrt{B_y} |\psi\rangle \quad \quad |\Phi_{x,\lambda}\rangle := \sqrt{A_x} \otimes \sqrt{B_{\lambda}} |\psi\rangle
\]
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together with the normalization factors
\[ \gamma_{x,y} := \| \Phi_{x,y} \| \]
\[ \gamma_{y,x} := \| \Phi_{y,x} \| \]
\[ \gamma_{x,y} := \| \Phi_{x,y} \| \]
\[ \gamma_{y,x} := \| \Phi_{x,y} \| \]
Note that these normalization factors are the square-roots of the probabilities that a certain pair of answers \( z = (a_C, b_C) \) occurred, given the specified inputs and the dependency-breaking variables. For example, revealing the dependencies on \( \omega_i \) and \( z \), we have
\[ \gamma_{\omega_i, z} = \sqrt{P_{\omega_i, z}(z)}. \]
We denote the normalized states by \( |\tilde{\Phi}_{x,y}\rangle = |\Phi_{x,y}\rangle / \gamma_{x,y}, |\tilde{\Phi}_{y,x}\rangle = |\Phi_{y,x}\rangle / \gamma_{y,x}, |\tilde{\Phi}_{x,y}\rangle = |\Phi_{x,y}\rangle / \gamma_{x,y}, \text{ and } |\tilde{\Phi}_{y,x}\rangle = |\Phi_{y,x}\rangle / \gamma_{y,x}. \]

6.5.2 Proof of the parallel repetition theorem

Lemma 76. Let \( G \) be an \( \alpha \)-anchored two-player game. Let \( C \subset [n] \) be a set of coordinates. Then
\[ \mathbb{E}_{i \in C} \Pr(W_i | W_C) \leq \text{val}^*(G) + O\left(\delta_C^{1/8} / \alpha^2\right) \]
where the expectation is over a uniformly chosen \( i \in [n] \setminus C \) and \( \delta_C = \frac{1}{m} \left( \log \frac{1}{\Pr(W_C)} + |C| \log |A||B| \right) \).

Proof. The proof is based on a similar rounding argument to the multiplayer case, but it now involves entangled strategies. For every \( \omega_i, z = (a_C, b_C), x_i \in \mathcal{X}, y_i \in \mathcal{Y}, a_i \in A \) and \( b_i \in B \), define
\[ \tilde{A}_{\omega_i, x_i} := \sum_{a^a | a_i, a_C} (A_{\omega_i, x_i}^a)^{-1/2} A_{\omega_i, x_i}^a (A_{\omega_i, x_i}^a)^{-1/2} \]
\[ \tilde{B}_{\omega_i, y_i} := \sum_{b^b | b_i, b_C} (B_{\omega_i, y_i}^b)^{-1/2} B_{\omega_i, y_i}^b (B_{\omega_i, y_i}^b)^{-1/2} \]
where \( a^a | a_i, a_C \) (resp. \( b^b | b_i, b_C \)) denotes summing over tuples \( a^a \) that are consistent with \( a_C \) and \( a_i \) (resp. \( b^b \) that are consistent with \( b_C \) and \( b_i \)). Note that the \( \{ \tilde{A}_{\omega_i, x_i} \}_a \) and \( \{ \tilde{B}_{\omega_i, y_i} \}_b \) are positive semidefinite operators that sum to identity, so form valid POVMs.

Consider the following strategy to play game \( G \). Alice and Bob share classical public randomness, and for every setting of \( i, \omega_i, z \), the bipartite state \( |\Phi_{\omega_i, z}\rangle \). Upon receiving questions \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \) respectively they perform the following:
1. Alice and Bob use public randomness to sample \( (i, \omega_i, z) \) conditioned on \( W_C \).
2. Alice applies \( U_{\omega_i, z, x} \) to her register of \( |\Phi_{\omega_i, z}\rangle \).
3. Bob applies \( V_{\omega_i, z, y} \) to his register of \( |\Phi_{\omega_i, z}\rangle \).
4. Alice measures with POVM operators $\{A_{i,x}\}$ and returns the outcome as her answer.

5. Bob measures with POVM operators $\{B_{i,y}\}$ and returns the outcome as his answer.

Suppose that, upon receiving questions $(x, y)$ and after jointly picking a uniformly random $i \in [m]$, Alice and Bob could jointly sample $(i, x, y)$ and locally prepare the state $|\Phi_{i,x,y}\rangle$. For a fixed $(x, y)$, $\omega_{-i}$ and $z$, the distribution of outcomes $(a_i, b_i)$ after measuring $\{A_{i,x} \otimes B_{i,y}\}_{i, x, y}$ will be identical to $P_{A_iB_i|\omega_{-i}x,y}(a_i, b_i)$ (where we mean conditioning on $X_i = x$ and $Y_i = y$). Averaging over $(x, y) \sim \mu$, $i$, $\omega_{-i}$, and $z$, the above-defined strategy will win game $G$ with probability at least $E_i \Pr(W_i|W_C)$.

Next we show that Alice and Bob are able to approximately prepare $|\Phi_{\omega_{-i}z}\rangle$ with high probability, and thus produce answers that are approximately distributed according to $P_{A_iB_i|\omega_{-i}z,x,y}$, allowing them to win game $G$ with probability greater than $1 - \epsilon$ — a contradiction.

For the remainder of the proof, we will fix $C$ and implicitly carry it around. Let $\delta = \delta_C$. We use the following lemma:

**Lemma 77.** For every $C$, $i$, $\omega_{-i}$, $z = (a_C, b_C)$, $x_i$ and $y_i$ there exists unitaries $U_{i,x_i}$ acting on $E_A$ and $V_{i,y_i}$ acting on $E_B$ such that

$$\frac{1}{m} \sum_{XY \Omega_{-i}Z|W_C} \mathbb{E} \mathbb{E} \mathbb{E} \left\| \left( U_{i,x_i} \otimes V_{i,y_i} \right) \left| \Phi_{\omega_{-i}z} \right\rangle - \left| \Phi_{\omega_{-i}z} \right\rangle \right\|^2 = O(\delta^{1/4}/a^4).$$

The proof of Lemma 77 is given in Section 6.5.2, and we assume it for now. Using the fact that for two pure states $|\psi\rangle$ and $|\phi\rangle$, $||\psi - \phi|| \leq \sqrt{2||\langle \psi | - | \phi \rangle||}$, as well as Jensen’s inequality,

$$\mathbb{E} \mathbb{E} \mathbb{E} \left\| \left( U_{i,x_i} \otimes V_{i,y_i} \right) \left| \Phi_{\omega_{-i}z} \right\rangle - \left| \Phi_{\omega_{-i}z} \right\rangle \right\|_1 = O\left(\frac{\delta^{1/8}}{a^2}\right),$$

(6.17)

where the second expectation is over $(x, y)$ drawn from $\mu$, and $(U \otimes V)|\Phi\rangle$ denotes $(U \otimes V)|\Phi\rangle$. Conditioned on a given pair of questions $(x, y)$ and the players sampling $(i, \omega_{-i}, z)$ in Step 1, the state that the players prepare after Step 3 in the protocol is precisely $(U_{i,x_i} \otimes V_{i,y_i})|\Phi_{\omega_{-i}z}\rangle$. Let $\mathcal{E}_{\omega_{-i}z}$ denote the quantum-classical channel on density matrices that performs the measurement $\{A_{i,x} \otimes B_{i,y}\}_{i, x, y}$ and outputs a classical register with the measurement outcome $(a_i, b_i)$. Applying $\mathcal{E}_{\omega_{-i}z}$ to the expression inside the trace norm in (6.17), using that the trace norm is non-increasing under quantum operations,

$$\mathbb{E} \mathbb{E} \mathbb{E} \left\| \mathcal{E}_{\omega_{-i}z} \left( \mathcal{E}_{\omega_{-i}z} \right) \left| \Phi_{\omega_{-i}z} \right\rangle - \left| \Phi_{\omega_{-i}z} \right\rangle \right\|_1 \leq O(\delta^{1/8}/a^2),$$

where $\mathcal{E}_{\omega_{-i}z}(a_i, b_i)$ denotes the probability of outcome $(a_i, b_i)$ in the above strategy, conditioned on questions $(x, y)$ and the players sampling $(i, \omega_{-i}, z)$ in Step 1. Thus

$$P_{T} \cdot P_{\Omega_{-i}Z|W_C} \cdot P_{XY} \cdot \mathcal{E}_{\omega_{-i}z}(a_i, b_i, x, y, i) \approx O(\delta^{1/8}/a^2) \cdot P_{T} \cdot P_{\Omega_{-i}Z|W_C} \cdot P_{XY} \cdot \mathcal{E}_{\omega_{-i}z}(a_i, b_i, x, y, i) \approx O(\delta^{1/8}/a^2) \cdot P_{T} \cdot P_{\Omega_{-i}Z|W_C} \cdot P_{XY} \cdot \mathcal{E}_{\omega_{-i}z}(a_i, b_i, x, y, i)$$
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where the $X_i, Y_i$ in the conditionals is shorthand for $X_i = x, Y_i = y$. The last approximate equality follows from classical correlated sampling lemma (see Chapter 4). Marginalizing $\Omega_i Z$, we get

$$P_1 \cdot P_{XY} \cdot \tilde{P}_{A_i B_i | X_i Y_i} \approx O\left(\delta^{1/8} / \alpha^2\right) \cdot P_1 \cdot P_{X_i Y_i | A_i B_i} | W_C].$$

(6.18)

Under the distribution $P_{X_i Y_i A_i B_i} | W_C$, the probability that $V(x_i, y_i, a_i, b_i) = 1$ is precisely $Pr(W_i | W_C)$. On the other hand, (6.18) implies that using the protocol described above the players win $G$ with probability at least $E_i Pr(W_i | W_C) - O(\delta^{1/8} / \alpha^2)$. This concludes the proof of the lemma.

Given Lemma 76, the proof of Theorem 74 (at least the two player case) follows from the same outline as that of Theorem 68 given in Section 6.4. Later, in Section 6.5.3, we sketch the changes necessary to adapt the proof to handle an arbitrary number of players.

**Proof of the main lemma**

This section is devoted to the proof of Lemma 77. The proof is based on two lemmas. The first defines the required unitaries.

**Lemma 78.** For all $i, \omega_i, z, x \in \mathcal{X}$ and $y \in \mathcal{Y}$ there exists unitaries $U_{\omega_i x z}$ acting on $E_A$ and $V_{\omega_i y z}, \tilde{V}_{\omega_i y z}$ acting on $E_B$ such that

$$\frac{1}{m} \sum_i \sum_{\omega_i} E_{\omega_i Z} \mathbb{E}_X \left\| \Phi_{\omega_i x z} - U_{\omega_i x z} \left| \Phi_{\omega_i x z} \right. \right\|^2 = O(\delta^{1/4} / \alpha^2),$$

(6.19)

$$\frac{1}{m} \sum_i \sum_{\omega_i} E_{\omega_i Z} \mathbb{E}_Y \left\| V_{\omega_i y z} \left| \Phi_{\omega_i y z} \right. - \left| \Phi_{\omega_i y z} \right. \right\|^2 = O(\delta^{1/4} / \alpha^2),$$

(6.20)

$$\frac{1}{m} \sum_i \sum_{\omega_i} E_{\omega_i Z} \mathbb{E}_{X Y} \left\| V_{\omega_i y z} \left| \Phi_{\omega_i y z} \right. - \left| \Phi_{\omega_i y z} \right. \right\|^2 = O(\delta^{1/4} / \alpha^4).$$

(6.21)

where $E_X, E_Y, \text{ and } E_{X Y}$ denote averaging over $\mu(x), \mu(y)$, and $\mu(x, y)$ respectively.

The proof of Lemma 78 is given in Section 6.5.2. The second lemma relates the normalization factors $\gamma_{\omega_i y z}, \gamma_{\omega_i x z}, \gamma_{\omega_i y x}, \gamma_{\omega_i x y}, \gamma_{\omega_i x z}, \gamma_{\omega_i y z}$ that appear in the definition of the corresponding normalized states $|\Phi\rangle$.

**Lemma 79.** There exists a set $S$ of triples $(i, \omega_i, z)$ that has probability $1 - \delta^{1/4}$ under $P_1 \cdot P_{\omega_i z} | W$ such that

$$\frac{1}{m} \sum_{i, \omega_i, z} \mathbb{P}_{XY}(x, y) \cdot \mathbb{P}_{\omega_i z} | W(\omega_i, z) \left| \gamma_{\omega_i x z}^2 - \gamma_{\omega_i y z}^2 \right| = O(\delta^{1/4} / \alpha^2) \gamma^2,$$

(6.22)

where

$$\gamma = \left( \frac{1}{m} \sum_i \sum_{x, y, \omega_i} \mathbb{P}_{XY}(x, y) \cdot \mathbb{P}_{\omega_i z} | W(\omega_i, z) \cdot \gamma_{\omega_i x z}^2 \right)^{1/2}.$$

Furthermore, similar bounds as (6.22) hold where $\gamma_{\omega_i x z}$ is replaced by any of $\gamma_{\omega_i x z}, \gamma_{\omega_i x z}, \gamma_{\omega_i x z}, \gamma_{\omega_i x z}, \gamma_{\omega_i x z}, \gamma_{\omega_i x z}$. 
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The proof of Lemma 79 uses the following claim.

Claim 80.
\[
\frac{1}{m} \sum_{x,y} \sum_{(\omega,-i,z) \in W} P_{xy}(x,y) \left\| P_{\Omega_{-i}|z|X_i=x,Y_i=y}(\omega_{-i},z) - P_{\Omega_{-i}|z|X_i=x,Y_i=y}(\omega_{-i},z) \right\| = O\left(\frac{\sqrt{\delta}}{\alpha^2}\right) \Pr(W).
\]

Proof. First note that
\[
\frac{1}{m} \sum_{x,y} \sum_{(\omega,-i,z) \in W} P_{xy}(x,y) \left| \Pr(W|X_i = x, Y_i = y) - \Pr(W) \right| = \frac{\Pr(W)}{m} \sum_{i} \left\| P_{X_i|W} - P_{X_i} \right\| = O\left(\sqrt{\delta}\right) \Pr(W),
\]
where the second equality follows from Lemma 89. Using the triangle inequality and \(\Pr(X_i \in \cdot, Y_i \in \cdot) \geq \alpha^2\) we also get
\[
\frac{1}{m} \sum_{x,y} \sum_{(\omega,-i,z) \in W} P_{xy}(x,y) \left| \Pr(W|X_i = x, Y_i = y) - \Pr(W|X_i \in \cdot, Y_i \in \cdot) \right| = O\left(\sqrt{\delta}/\alpha^2\right) \Pr(W).
\]

Using (6.23) and letting \(P_{\Omega_{-i}|z|x,y,W}\) denote \(P_{\Omega_{-i}|z|X_i=x,Y_i=y,W}\),
\[
\frac{1}{m} \sum_{x,y} \sum_{(\omega,-i,z) \in W} P_{xy}(x,y) \sum_{(\omega_{-i},z) \in W} \left\| P_{\Omega_{-i}|z|x,y,W}(\omega_{-i},z) - P_{\Omega_{-i}|z|x,y}(\omega_{-i},z) \right\|
\approx O\left(\sqrt{\delta}\right) \Pr(W) \frac{1}{m} \sum_{x,y} \sum_{(\omega,-i,z) \in W} P_{xy}(x,y) \sum_{(\omega_{-i},z) \in W} \left\| P_{\Omega_{-i}|z|x,y,W}(\omega_{-i},z) - P_{\Omega_{-i}|z|x,y}(\omega_{-i},z) \right\|
= 0.
\]

A similar derivation proves
\[
\frac{1}{m} \sum_{(\omega,-i,z) \in W} \left\| \Pr(W) \cdot P_{\Omega_{-i}|z|X_i=x,Y_i=y,W}(\omega_{-i},z) - P_{\Omega_{-i}|z|X_i=x,Y_i=y}(\omega_{-i},z) \right\| = O\left(\sqrt{\delta}\right) \Pr(W).
\]

Combining the previous two bounds with the bound
\[
\frac{1}{m} \sum_{i} \Pr(W)\left\| P_{X_i|y} P_{\Omega_{-i}|z|X_i=x,Y_i=y,W} - P_{X_i|y} P_{\Omega_{-i}|z|X_i=x,Y_i=y,W} \right\| \leq O\left(\sqrt{\delta}/\alpha^2\right) \Pr(W)
\]
from Lemma 89 with the triangle inequality proves the claim. \(\square\)

Proof of Lemma 79. For any \(i, x, y\) and \((\omega_{-i},z) \in W\) write
\[
P_{xy}(x,y) \cdot P_{\Omega_{-i}|z|W}(\omega_{-i},z) \cdot \gamma_{\omega_{-i},z}^{x,y} = \frac{1}{\Pr(W)} P_{xy}(x,y) \cdot P_{\Omega_{-i}|z}(\omega_{-i},z) \cdot \gamma_{\omega_{-i},z}^{x,y}
= \frac{1}{\Pr(W)} P_{xy}(x,y) \cdot P_{\Omega_{-i}|x,y}(\omega_{-i}) \cdot \gamma_{\omega_{-i},z}^{x,y}.
\]
where for the last equality we used $P_{\Omega,|x|y} = P_{\Omega}$. From the definition, $\gamma_{x,y}^2 = P_{Z_{|x|y}}(z)$,

$$\gamma_{x,y}^2 = \frac{1}{Pr(W)} P_{XY}(x,y) \cdot P_{Z_{|x|y}}(z) \cdot P_{\Omega,|x|y}(\omega_{-i}, z), \quad (6.25)$$

where $P_{\Omega,|x|y}(\omega_{-i}, z)$ denotes $P_{\Omega,|x|y}(|x|y = y(\omega_{-i}, z))$. Similarly, we have

$$P_{XY}(x,y) \cdot P_{\Omega,|x|y}(\omega_{-i}, z) \cdot \gamma_{x,y}^2 = \frac{1}{Pr(W)} P_{XY}(x,y) \cdot P_{Z_{|x|y}}(z) \cdot P_{\Omega,|x|y}(\omega_{-i}, z). \quad (6.26)$$

By definition

$$\gamma^2 = \frac{1}{m} \sum_{i,\omega_{-i}, z} P_{\Omega,|x|y}(\omega_{-i}, z) \cdot P_{V_{|x|y}}(z),$$

thus for any $\eta > 0$ applying Markov's inequality a fraction at least $1 - \eta$ of $(i, \omega_{-i}, z)$ distributed according to $P_{I} \cdot P_{\Omega,|x|y}|W$ are such that $P_{Z_{|x|y}}(z) \leq \gamma^2 / \eta$. Let $S$ be the set of such triples, and consider summing the difference

$$P_{XY}(x,y) \cdot P_{Z_{|x|y}}(z) \cdot \left| P_{\Omega,|x|y}(\omega_{-i}, z) - P_{\Omega,|x|y}(\omega_{-i}, z) \right|$$

over all $(x, y)$ and $(i, \omega_{-i}, z) \in S$. By lines (6.25) and (6.26), and applying Claim 80 we obtain

$$\frac{1}{m} \sum_{(i, \omega_{-i}, z) \in S} P_{XY}(x, y) \cdot P_{\Omega,|x|y}(\omega_{-i}, z) \cdot \left| \gamma_{x,y}^2 - \gamma_{x,y}^2 \right| \leq \gamma \frac{\gamma^2}{\eta} O\left(\frac{\sqrt{\delta}}{\alpha^2}\right).$$

Choosing $\eta = \delta^{1/4}$ proves the lemma. \qed

**Proof of Lemma 77.** For every $(i, \omega_{-i}, z)$, $x \in X$ and $y \in Y$ let unitaries $U_{\omega_{-i}xy}, V_{\omega_{-i}xy}$ and $V_{\omega_{-i}x,y}$ be as in Lemma 78. For notational convenience we suppress the dependence on $(i, \omega_{-i}, z)$ when it is clear from context. Call triples $(i, \omega_{-i}, z)$ that satisfy the conclusion of Lemma 79 for $\gamma_{x,y}^{\omega_{-i}, z}, \gamma_{x,y}^{\omega_{-i}, z}, \gamma_{x,y}^{\omega_{-i}, z}, \gamma_{x,y}^{\omega_{-i}, z}$ and $\gamma_{x,y}^{\omega_{-i}, z}$ simultaneously good triples, and let $S$ denote the set of good triples. Fix $(i, \omega_{-i}, z) \in S$. Using $|a - b| \leq |a^2 - b^2|$ for $a, b \geq 0$,

$$\sum_{x,y} P_{XY}(x,y) \cdot \left\| \Phi_{x,y} - \gamma^{-1} \Phi_{x,y} \right\|^2 = \sum_{x,y} P_{XY}(x,y) \cdot \frac{\gamma - \gamma_{x,y}^{\omega_{-i}, z}}{\gamma} \leq \sum_{x,y} P_{XY}(x,y) \cdot \frac{\gamma^2 - \gamma_{x,y}^{\omega_{-i}, z}}{\gamma^2} = O(\delta^{1/4} / \alpha^2), \quad (6.27)$$

and similar bounds hold for $|\Phi_{x,1}, |\Phi_{1,y}|$ and $|\Phi_{1,1}|$. Thus to prove the theorem it will be
sufficient to establish that

$$\frac{1}{m} \sum_{(x,y) \in \Omega_{\omega-i,z}|W} P_{X}(x,y) \cdot P_{\Omega_{\omega-i,z}|W} \cdot \left\| (U_{x} \otimes V_{y}) \right\|_{\Phi_{r}}^{2} - \left\| \Phi_{x,y} \right\|^{2} = O\left(\frac{\delta^{1/4}}{\alpha^{2}}\right) \gamma^{2}. \tag{6.28}$$

Using the lower bound on the measure of $S$,

$$\frac{1}{m} \sum_{(x,y) \in \Omega_{\omega-i,v}|W} P_{X}(x,y) \cdot P_{\Omega_{\omega-i,v}|W} \cdot \left\| (U_{x} \otimes V_{y}) \right\|_{\Phi_{r}}^{2} \leq \frac{1}{m} \sum_{(x,y) \in \Omega_{\omega-i,v}|W} P_{X}(x,y) \cdot P_{\Omega_{\omega-i,v}|W} \cdot \left\| (U_{x} \otimes V_{y}) \right\|_{\Phi_{r}}^{2} + O\left(\delta^{1/4}\right).$$

For each good triple $(i, \omega-i,z)$, by the triangle inequality

$$\left\| (U_{x} \otimes V_{y}) \Phi_{r} - \Phi_{x,y} \right\|^{2} \leq 3 \left\| \Phi_{r} - \gamma^{-1} \right\|^{2} + 3 \left\| \Phi_{x,y} - \gamma^{-1} \right\|^{2} + 3 \gamma^{-2} \left\| (U_{x} \otimes V_{y}) \Phi_{r} - \Phi_{x,y} \right\|^{2} \leq 3 \gamma^{-2} \left\| (U_{x} \otimes V_{y}) \Phi_{r} - \Phi_{x,y} \right\|^{2} + O\left(\delta^{1/4}/\alpha^{2}\right).$$

Using (6.27), the bounds stated in Lemma 78 imply the following bounds on the un-normalized vectors:

$$\frac{1}{m} \sum_{x \in \Omega_{\omega-i,z}|W} P_{X}(x) \cdot P_{\Omega_{\omega-i,z}|W} \cdot \left\| \Phi_{r} - \Phi_{x} \right\|^{2} = O\left(\frac{\delta^{1/4}}{\alpha^{2}}\right) \gamma^{2}, \tag{6.29}$$

$$\frac{1}{m} \sum_{y \in \Omega_{\omega-i,v}|W} P_{Y}(y) \cdot P_{\Omega_{\omega-i,v}|W} \cdot \left\| V_{\omega-i,y} \Phi_{r} - \Phi_{y} \right\|^{2} = O\left(\frac{\delta^{1/4}}{\alpha^{2}}\right) \gamma^{2}, \tag{6.30}$$

$$\frac{1}{m} \sum_{(x,y) \in \Omega_{\omega-i,z}|W} P_{X}(x,y) \cdot P_{\Omega_{\omega-i,z}|W} \cdot \left\| V_{\omega-i,z} \Phi_{r} - \Phi_{x,y} \right\|^{2} = O\left(\frac{\delta^{1/4}}{\alpha^{2}}\right) \gamma^{2}. \tag{6.31}$$

We show how to combine these bounds to establish (6.28). We have

$$\left\| U_{x} \Phi_{r,x} - \Phi_{x,y} \right\|^{2} = \left\| U_{x} A_{1/2} A_{x}^{-1/2} \Phi_{r,x,y} - A_{x}^{1/2} A_{x}^{-1/2} \Phi_{r,x,y} \right\|^{2} = \left\| U_{x} A_{1/2} A_{x}^{-1/2} V_{xy} \Phi_{r,x,y} - A_{x}^{1/2} A_{x}^{-1/2} V_{xy} \Phi_{r,x,y} \right\|^{2}. \tag{6.32}$$

Using the triangle inequality again,

$$\leq 3 \left\| U_{x} A_{1/2} A_{x}^{-1/2} V_{xy} \Phi_{r,x,y} - A_{x}^{1/2} A_{x}^{-1/2} V_{xy} \Phi_{r,x,y} \right\|^{2}$$
Using \( \| U_x A_{1/2}^x A_{-1/2}^{-1} \| \leq \sqrt{2} \) the term (6.32) can be bounded as
\[
\| (U_x A_{1/2}^x A_{-1/2}^{-1}) \otimes V_{xy} |\Phi_{i/x, l}\rangle - (U_x A_{1/2}^x A_{-1/2}^{-1}) |\Phi_{i/y, l}\rangle \| \leq 2 \| V_{xy} |\Phi_{i/x,y}\rangle - |\Phi_{i/y,l}\rangle \|^2.
\]
The term (6.33) can be re-written as
\[
\| (U_x A_{1/2}^x A_{-1/2}^{-1}) |\Phi_{i/x, l}\rangle - A_{1/2}^x A_{-1/2}^{-1} |\Phi_{i/x, l}\rangle \|^2 = \| U_x |\Phi_{i,l}\rangle - |\Phi_{x,l}\rangle \|^2.
\]
Finally, using \( \| A_{1/2}^x A_{-1/2}^{-1} \| \leq \sqrt{2} \) the term (6.34) can be bounded as
\[
\| A_{1/2}^x A_{-1/2}^{-1} |\Phi_{i/x, l}\rangle - A_{1/2}^x A_{-1/2}^{-1} \otimes V_{xy} |\Phi_{i/y, l}\rangle \|^2 \leq 2 \| |\Phi_{i/x,y}\rangle - V_{xy} |\Phi_{i/y,l}\rangle \|.
\]
Putting the three bounds together, from (6.34) we get
\[
\| U_x |\Phi_{i,y}\rangle - |\Phi_{x,y}\rangle \|^2 \leq 3 \| V_{xy} |\Phi_{i/x,y}\rangle - |\Phi_{i/x,l}\rangle \|^2 + 3 \| U_x |\Phi_{i,l}\rangle - |\Phi_{x,l}\rangle \|^2.
\]
Using that \( U_x \) is unitary,
\[
\| (U_x \otimes V_y) |\Phi_{i,l}\rangle - |\Phi_{x,y}\rangle \|^2 \leq 2 \| V_y |\Phi_{i,l}\rangle - |\Phi_{i,y}\rangle \|^2 + 2 \| U_x |\Phi_{i,l}\rangle - |\Phi_{x,y}\rangle \|^2
\]
\[
\leq 18 \| V_{xy} |\Phi_{i/x,y}\rangle - |\Phi_{i/x,l}\rangle \|^2 + 6 \| U_x |\Phi_{i,l}\rangle - |\Phi_{x,l}\rangle \|^2 + 2 \| V_y |\Phi_{i,y}\rangle - |\Phi_{i,y}\rangle \|^2,
\]
where the last inequality is (6.35). Eqs. (6.29), (6.30) and (6.31) bound the three terms above by \( O(\delta^{1/4}/\alpha^4) \gamma^2 \) on average over \( (x, y) \) weighted by \( P_{XY} \) and \( (i, \omega^-z, \zeta) \in S \), weighted by \( P_{i} \cdot P_{\Omega^-z|\zeta|\zeta} \). This proves (6.28), and the theorem follows.

**Obtaining local unitaries**

In this section we give the proof of Lemma 78, which states the existence of the local unitary transformations needed for the proof of Theorem 74.

**Proof of Lemma 78.** Recall that we let the entangled state \( |\psi\rangle \) and POVMs \( \{ A_{\omega}^{\mu}\} \) and \( \{ B_{\omega}^{\mu}\} \) constitute an optimal strategy for \( G^n \). We refer the reader to Section 6.5.1 for the definitions of operators \( A_{\omega}^{\mu} \), etc. We will let \( \rho \) denote the reduced density matrix of \( |\psi\rangle \) on either system (this is well-defined because we’ve assumed \( |\psi\rangle \) is symmetric).

We first prove (6.20), that is, the existence of the unitary \( V_{\omega^-z,y} \). Recall the notation \( \psi = |\psi\rangle \langle \psi| \) and \( X[\rho] = X \rho X^\dagger \). Introduce the following states:
\[
\tilde{E}_{\Omega Y^x} = \sum_{\omega, y^m, \mu, \omega} P_{\Omega Y^x}(\omega, y^m) |\omega y^m\rangle \langle \omega y^m| \otimes \left( \sqrt{A_{\omega}^{\mu}} \otimes \sqrt{B_{\omega}^{\mu}} |\psi\rangle \otimes |\omega \mu\rangle \langle \omega \mu| \right),
\]
\[
\tilde{E}_{(\Omega Y^x) Z} = \tilde{E}_{\Omega Y^x E Z} = \mathcal{E}_{\Omega Y^x E Z} = \mathcal{E}_{\Omega Y^x E Z}|W\rangle.
\]
The state $\Xi$ is defined so that tracing out the entanglement registers $E_A$ and $E_B$ the resulting state $\Xi_{\Omega Y}^{\omega_B C}$ is a classical state that is equivalent to the probability distribution $P_{\Omega Y}^{\omega_B C}$. In (6.36) the conditioning on $W$ is well-defined since the event only involves classical random variables in $\Omega$ and $Z$. In (6.37) only the reduced density on $E_A$ is considered, all other registers being traced out.

The following claim provides the main step of the proof by relating the reduced densities on Alice’s registers of states (6.37) associated with different choices for $y_i$.

Claim 81.

$$\frac{1}{m} \sum_{i=1}^{m} \sum_{\Omega_{\omega_A} Z|W} \sum_{\omega_{y_i}|W} \left\| \rho^{y_i}_{\omega_{y_i},z_{y_i}} - \xi^{y_i}_{\omega_{y_i},z_{y_i}} \right\|_1^2 = O(\sqrt{\delta / n^2})$$

(6.38)

Proof. First we observe that $Pr(W)\|\xi \leq \Xi$, thus by definition $S(\xi \| \Xi) \leq S_\infty(\xi \| \Xi) \leq \log 1/ Pr(W)$. Using the chain rule for the relative entropy (Fact 10),

$$\sum_{\Omega_{\omega_A} Y|W} S(\rho_{\omega_{y_i},z_i}^{y_i} \| \rho_{\omega_{y_i},z_i}^{y_i}) \leq \frac{1}{Pr(W)}$$

(6.39)

Next we note that for any $\omega$, using Ando’s identity

$$\langle \psi | X \otimes Y | \psi \rangle = \text{Tr}(X\sqrt{\rho} Y \sqrt{\rho})$$

where $\| \psi \rangle = \sum \sqrt{\lambda_i} | \psi_i \rangle | \psi_i \rangle$, $\rho = \sum \lambda_i | \psi_i \rangle \langle \psi_i | X, Y$ are any linear operators and the transpose is taken with respect to the orthonormal basis $\{ | \psi_i \rangle \}$,

$$\Xi^{y_{m}}_{\omega A_{BC}} = \sum_{y_{m}, \omega_{A_{BC}}} P_{y_{m}}|y_{m}\rangle \langle y_{m}| \otimes \sqrt{A_{\omega}^{y_{m}}} \rho B_{y_{m}}^{y_{m}} \rho \sqrt{A_{\omega}^{y_{m}}} \otimes |a_{BC}\rangle \langle a_{BC}|$$

$$\leq \sum_{y_{m}, \omega_{A_{BC}}} P_{y_{m}}|y_{m}\rangle \langle y_{m}| \otimes \sqrt{A_{\omega}^{y_{m}}} \rho B_{y_{m}}^{y_{m}} \rho \sqrt{A_{\omega}^{y_{m}}} \otimes I$$

$$= \sum_{y_{m}, \omega_{A_{BC}}} P_{y_{m}}|y_{m}\rangle \langle y_{m}| \otimes \sqrt{A_{\omega}^{y_{m}}} \rho \sqrt{A_{\omega}^{y_{m}}} \otimes I$$

(6.40)

where the last equality uses $\sum_{b_{BC}} B_{y_{m}}^{y_{m}} = I$. From (6.40) and the definition of $S_\infty$ it follows that $S_\infty(\Xi^{y_{m}}_{\omega A} \| \Xi^{y_{m}}_{\omega A} \otimes \Xi^{y_{m}}_{\omega A}) \leq |C| \cdot \log |A||B|$. Applying Lemma 18,

$$\frac{1}{m} \sum_{i=1}^{m} \sum_{\Omega_{\omega_A} Z|W} I(\omega_i; E_{A}|\omega_{y_i} z) \xi \leq \frac{1}{m} \sum_{\Omega_{\omega_A} Z|W} S(\xi^{y_{m}}_{\omega_{y_i},z_{y_i}}^{y_{m}} \| \Xi^{y_{m}}_{\omega_{y_i},z_{y_i}}^{y_{m}})$$

$$\leq \frac{1}{m} \left( S(\xi^{y_{m}}_{\omega_{y_i},z_{y_i}} \Xi^{y_{m}}_{\omega_{y_i},z_{y_i}}^{y_{m}} \| \Xi^{y_{m}}_{\omega_{y_i},z_{y_i}}^{y_{m}} \otimes \Xi^{y_{m}}_{\omega_{y_i},z_{y_i}}^{y_{m}}) \right)$$

$$\leq \frac{1}{m} \left( \log \frac{1}{Pr(W)} + |C| \cdot \log |A||B| \right) = \delta$$

(6.41)

where in the last line the first term is bounded using (6.39) and the second using (6.40).
Applying Lemma 89,
\[
\mathbb{E}_i P_{D,M,W}(A, 1) \approx O(\sqrt{\delta}) \mathbb{E}_i P_{D,M_i}(A, 1) = \frac{a}{2},
\]
thus from (7.2) by conditioning on \( \Omega_i = (A, 1) \) we deduce
\[
\frac{1}{m} \sum_{i} \mathbb{E}_{\Omega_i=(A,1),W} I(Y_i; E_A|\omega, z)_{\xi} = O(\delta/a),
\]
as long as \( a = \Omega(\sqrt{\delta}) \). Next we apply Pinsker's inequality (Lemma 9) and use that \( Y_i \) is classical in \( \xi \) to write
\[
\frac{1}{m} \sum_{i} \mathbb{E}_{\Omega_i=(A,1),W} E_{Y_i|\omega, z} \| \xi_{\omega_i,z}^{E_A} - \xi_{\omega_i,z}^{E_B} \|_1^2 \leq \frac{1}{m} \sum_{i} \mathbb{E}_{\Omega_i=(A,1),W} E_{Y_i|\omega, z} \mathbb{E} \left( \| \xi_{\omega_i,z}^{E_A} - \xi_{\omega_i,z}^{E_B} \|_1 \right)^2
\]
\[
= \frac{1}{m} \sum_{i} \mathbb{E}_{\Omega_i=(A,1),W} I(Y_i; E_A|\omega, z)_{\xi}
\]
\[
= O(\delta/a)
\]
by (6.42). To conclude note that Lemma 89 and the classical correlated sampling lemma imply
\[
P_I \cdot P_{\Omega Y_i: \Omega_i=(A,1),W} \approx O(\sqrt{\delta/a^2}) P_I \cdot P_{\Omega_i Z_i: W} \cdot P_{Y_i}.
\]

The proof of (6.19) essentially follows from Claim 81 and Uhlmann's theorem. We give the details. First write \( \xi_{\omega,z}^{E_B} \) and \( \xi_{\omega,z}^{E_A} \) explicitly as
\[
\phi_{\omega_i,z,y_i}^{E_B} \propto (A_{\omega_i,y_i})^{1/2} \sqrt{\rho} B_{\omega_i,z,y_i}^{bc} \sqrt{\rho} (A_{\omega_i,z,y_i})^{1/2},
\]
\[
\phi_{\omega_i,z,y_i}^{E_A} \propto (A_{\omega_i,y_i})^{1/2} \sqrt{\rho} B_{\omega_i,z,y_i}^{bc} \sqrt{\rho} (A_{\omega_i,z,y_i})^{1/2},
\]
which makes it apparent that the states \( \phi_{\omega_i,z,y_i}^{E_B} \) and \( \phi_{\omega_i,z,y_i}^{E_A} \) introduced in (6.16) purify \( \xi_{\omega_i,z}^{E_B} \) and \( \xi_{\omega_i,z}^{E_A} \) respectively. Applying Uhlmann's Theorem, there exists a unitary \( V_{\omega_i,z,y_i} \) acting on \( E_B \) such that
\[
\frac{1}{m} \sum_{i} \mathbb{E}_{\Omega_i} \mathbb{E}_{Y_i} \left\| \phi_{\omega_i,z,y_i}^{E_B} \right\|_1 \left\| \phi_{\omega_i,z,y_i}^{E_A} \right\|_1 \geq 1 - \frac{1}{m} \sum_{i} \mathbb{E}_{\Omega_i} \mathbb{E}_{Y_i} \left\| \phi_{\omega_i,z,y_i}^{E_B} \phi_{\omega_i,z,y_i}^{E_A} \right\|_1
\]
\[
\geq 1 - O(\delta^{1/4}/a),
\]
where the first inequality follows from the Fuchs-van de Graaf inequality (2.1) and the second uses Jensen's inequality and (6.38) from Claim 81. Expanding out the squared Euclidean norm and making sure that \( V_{\omega_i,z,y_i} \) is chosen so as to ensure that the inner product \( \langle \phi_{\omega_i,z,y_i}^{E_B} | V_{\omega_i,z,y_i}^{E_A} \phi_{\omega_i,z,y_i}^{E_A} \rangle \) is positive real, (6.43) proves (6.20).
A nearly identical argument yields (6.19). It remains to show (6.21). Define

$$\omega_{i/y_i} = \frac{1}{2} \omega_{i/y_i} + \frac{1}{2} \omega_{i/y_i}$$

and

$$\omega_{i/y_i} = \frac{1}{2} \omega_{i/y_i} + \frac{1}{2} \omega_{i/y_i}$$

For notational clarity, we will suppress mention of $\omega_{-i}$ and $z_i$ it will be implicitly carried around.

The density matrices $\sigma_{i/y_i}$ and $\sigma_{i/y_i}$ are purified by $|\Phi_i\rangle$ and $|\Phi_i\rangle$ respectively. We will show that these two density matrices are close to together, on average, and hence by Uhlmann’s Theorem implies that there exists a unitary $V_{xy}$ acting on $E_B$ that moves $|\Phi_i\rangle$ close to $|\Phi_i\rangle$. Consider:

$$E_{\Omega_i} \left| \sum_{x, y, z} \sigma_{i/y_i} - \sigma_{i/y_i} \right|_1 = E_{\Omega_i} \left| \sum_{x, y, z} \sigma_{i/y_i} + \sigma_{i/y_i} \right|_1 = E_{\Omega_i} \left| \sum_{x, y, z} \sigma_{i/y_i} - \sigma_{i/y_i} \right|_1 \leq E_{\Omega_i} \left| \sum_{x, y, z} \sigma_{i/y_i} - \sigma_{i/y_i} \right|_1.$$ 

We obtained a bound on the first term in the calculations above. It remains to bound the second term. Again Lemma 89 implies

$$P_I \cdot P_{\Omega_1} \cdot D_i = A, W \cong O(\sqrt{\delta} / \alpha^2) P_I \cdot P_{\Omega_1} \cdot P_{X_1 Y_1},$$

where “$\cong$” indicates approximate equality, up to relabeling the random variable $M_i$ with $X_i$, whose marginals are identical conditioned on $D_i = A$. Thus using the same approach as earlier in the proof, we can obtain the bound

$$E_{\Omega_i} \left| \sum_{x, y, z} \sigma_{i/y_i} - \sigma_{i/y_i} \right|_1 \leq O(\sqrt{\delta} / \alpha^4).$$

Thus there exists the desired unitary $V_{x_i y_i}$ such that

$$\frac{1}{m} \sum_{\Omega_1} E_{\Omega_1} \left| \sum_{x, y, z} \Phi_{i/y_i} - V_{x_i y_i} \Phi_{i/y_i} \right|^2 \leq O(\delta^{1/4} / \alpha^4)$$

proving (6.21).

### 6.5.3 Extending the argument to more than two players

Here we extend the argument above to the case when $k > 2$; that is, when the game involves more than two entangled players. For clarity, we won’t redo the entire argument, but instead describe the modifications to the two player proof. Furthermore, we will make the following simplifications: we restrict ourselves to the $k = 3$ player case, and we will analyze the repetition of $G_i$ that is the result of applying the anchor transformation to the game $G_i$; that is, the anchor questions are literally the “$\perp$”. Extending the argument for arbitrary $k$ and arbitrary anchored games is straightforward.

We start with an arbitrary game $G$ involving three players Alice, Bob and Charlie. The players’ questions are denoted by $X, Y, Z$, and their outputs are denoted as $A, B, C$. We will let $\mu(x, y, z)$ denote the question distribution of the game $G$. Let $C_i$ be the anchoring transformation applied to $G$ (for some $a$), and let $\mu_i(x, y, z)$ denote the question distribut-
We will analyze the behavior of \( \text{val}^*(G_n) \). Consider an optimal strategy for \( G_n \), involving a tripartite state |\( \psi \rangle \rangle \in \mathbb{C}^d \otimes \mathbb{C}^d \otimes \mathbb{C}^d \), and measurement POVMs for each of the players: \( \{ A_x^n \} \) for Alice, \( \{ B_y^n \} \) for Bob, and \( \{ C_z^n \} \) for Charlie. The entanglement |\( \psi \rangle \rangle \) is shared between registers \( E_A, E_B, \) and \( E_C \).

The subset of coordinates that we condition on winning (formerly called \( C \)) will be denoted by \( S \). The answers to rounds in \( S \) that we condition on will be denoted together as \( Q = (A_S, B_S, C_S) \) (formerly called \( Z = (A_C, B_C) \)).

The idea behind the multiplayer extension is that we will reduce to the two-player case by “bundling” two of the three players and treating them as a single player.

**Dependency-breaking variable.** The dependency-breaking variable \( \Omega \) is constructed so that for each coordinate \( i \notin S \), \( \Omega_i \) will fix 2 out of 3 questions. That is, \( D_i \) will choose uniformly from \( \{ \{ A, B \}, \{ A, C \}, \{ B, C \} \} \). The variable \( D_i \) indicates which questions \( M_i \) is coupled to. For example, if \( D_i = \{ A, B \} \), then \( M_i \) will be coupled to the pair \((X_i, Y_i)\). The dependency breaking variable satisfies the following properties:

1. For all \((x, y, z) \in (\mathcal{X} \cup \{ \perp \}) \times (\mathcal{Y} \cup \{ \perp \}) \times (\mathcal{Z} \cup \{ \perp \})\), \( P_{X_i|Y_i|Z_i|(x, y, z)} = \mu_i(x, y, z) \).

2. For all \( \omega \), for all \( i \), \( P_{X_i|Y_i|Z_i|\Omega = \omega|(x, y, z)} = P_{X_i|\Omega = \omega}(x) \cdot P_{Y_i|\Omega = \omega}(y) \cdot P_{Z_i|\Omega = \omega}(z) \).

**Operators and states.** We define the states and operators in nearly an identical way to the two-player case. We also introduce operators corresponding to the third player, Charlie. His operators \( C_{\omega, \perp} C_{\perp, \omega} C_{\omega, \perp} C_{\omega, \perp} C_{\omega, \perp} C_{\omega, \perp} \), etc. are defined in the analogous manner.

The states are also defined in a similar way:

\[
|\Phi_{x,y,z} \rangle = \sqrt{A_x} \otimes \sqrt{B_y} \otimes \sqrt{C_z} |\psi \rangle
\]

where \( x, y, \) and \( z \) can be “normal” questions from \( \mathcal{X}, \mathcal{Y}, \) or \( \mathcal{Z} \), or they can be \( \perp \) or a hybrid such as \( \perp / x \).

The analogue of Lemma 77 in the three-player setting is the following. We use simplified notation to maximize clarity, so we will suppress mention of \( \omega_{-i}, \omega_{-}, \) and \( q = (a_S, b_S, c_S) \), and treat them as implicit. Furthermore, we will ignore issues of normalization.

**Lemma 82.** For all \((x, y, z) \in \mathcal{X} \times \mathcal{Y} \times \mathcal{Z} \), there exist unitaries \( U_x, V_y, \) and \( W_z \) acting on \( E_A, E_B, \) and \( E_C \) respectively such that

\[
\mathbb{E}_{X,Y,Z} \| (U_x \otimes V_y \otimes W_z) |\Phi_{x,y,z} \rangle - |\Phi_{x,y,z} \rangle \|^2 = O(\delta^{1/4} / \alpha^{2k}).
\]

Lemma 82, like in the two-player case, is proved in two steps. The first step is to establish the existence of unitaries \( U_x, V_y, \) and \( W_z \) such that \( U_x |\Phi_{x,y,z} \rangle \approx |\Phi_{x,y,z} \rangle, V_y |\Phi_{x,y,z} \rangle \approx |\Phi_{x,y,z} \rangle, \) and \( W_z |\Phi_{x,y,z} \rangle \approx |\Phi_{x,y,z} \rangle \), with the unitaries acting on the appropriate spaces.

To prove, say, the existence of \( U_x \), we first treat Bob and Charlie as one player — call him “SuperBob” — and use the analysis from the two-player case where the game \( G \) is a two player game involving Alice and SuperBob.

Now, using the same reasoning as in the two-player case, we get that

\[
\mathbb{E}_{X,Y} \| (U_x \otimes V_y \otimes I) |\Phi_{x,y,z} \rangle - |\Phi_{x,y,z} \rangle \|^2 = O(\delta^{1/4} / \alpha^{2k}).
\]
Now we just have to show that, on average over \((x, y, z)\), \((I \otimes I \otimes W_z)\Phi_{x,y,z}\) is close to \(|\Phi_{x,y,z}\rangle\):

\[
\|W_z|\Phi_{x,y,z}\rangle - |\Phi_{x,y,z}\rangle\| \\
= \|W_zC_x C^{-1/2}_{1/z} |\Phi_{x,y,z}\rangle - C_z C^{-1/2}_{1/z} |\Phi_{x,y,z}\rangle\| \\
= \|H_{x,y,z} \otimes W_z C_x C^{-1/2}_{1/z} |\Phi_{x,y,z}\rangle - H_{x,y,z} \otimes C_z C^{-1/2}_{1/z} |\Phi_{x,y,z}\rangle\| \\
\approx \|W_zC_x C^{-1/2}_{1/z} |\Phi_{1,1,1}\rangle - C_z C^{-1/2}_{1/z} |\Phi_{1,1,1}\rangle\| \\
= \|W_z|\Phi_{1,1,1}\rangle - |\Phi_{1,1,1}\rangle\| \\
\approx 0.
\]

where \(H_{x,y,z}\) is a unitary acting on \(E_A E_B\) jointly such that \(H_{x,y,z} |\Phi_{x,y,z}\rangle \approx |\Phi_{1,1,1}\rangle\). Such a unitary is analogous to that in (6.21).

Once all the normalization factors are added back in to this calculation, we get Lemma 82, and from there, the main multiplayer theorem. The details of normalization are tedious and uninteresting, but essentially follow the same steps as in the two-player case.

### 6.5.4 A threshold theorem

We also observe that our proof nearly immediately yields a threshold version of our parallel repetition theorem: we can give an exponentially small bound on the probability that the players are able to win significantly more than a \((1 - \varepsilon)n\) coordinates in the repeated game \(G^n\), where \(val^*(G) = 1 - \varepsilon\). In [87], Rao shows how a Lemma of the form 76 yields not only a parallel repetition theorem, but also gives a concentration bound. Using essentially the same argument, we get the following theorem:

**Theorem 83.** Let \(G\) be an \(\alpha\)-anchored \(k\)-player game with \(val^*(G) \leq 1 - \varepsilon\). Then for all integer \(n \geq 1\) the probability that in the game \(G^n\), the players can win more than \((1 - \varepsilon + \gamma)n\) games is at most

\[
(1 - \gamma^9/2)^{a^{k^2}n/s}
\]

where \(c\) is a universal constant and \(s\) is the length of the players' answers.
Chapter 7

Parallel repetition for all entangled games

The work presented in this chapter was published in the proceedings of the International Colloquium on Automata, Languages, and Programming (ICALP 2016) under the title of “A parallel repetition theorem for all entangled games” [105].

7.1 Introduction

In this chapter we prove a weaker version of Quantum Parallel Repetition Conjecture. The strongest form of the Quantum Parallel Repetition Conjecture states that for a game \( G \) such that \( \text{val}^*(G) < 1 \), \( \text{val}^*(G^n) \) decays exponentially with \( n \), analogously to Raz’s classical parallel repetition theorem. All previous results have established special cases of this, and the previous chapter shows that, as far as gap amplification is concerned, the Quantum Parallel Repetition Conjecture is effectively solved.

However, the scientific question of how general entangled games behave under parallel repetition still remains: not only did we not know of a quantum analogue of Raz’s Parallel Repetition Theorem, it hasn’t even been shown that if \( \text{val}^*(G) < 1 \), then \( \text{val}^*(G^n) \) goes to 0 as \( n \) goes to infinity! Could quantum entanglement allow players to counteract the value-decreasing effect of parallel repetition?

Here we prove that for all nontrivial entangled games \( G \) (i.e. \( \text{val}^*(G) < 1 \)), the entangled value of \( G^n \) must converge to 0. This resolves a weaker version of the Quantum Parallel Repetition Conjecture for general games. Quantitatively, we will show:

**Theorem 84 (Main Theorem).** Let \( G \) be a game involving two entangled players with \( \text{val}^*(G) = 1 - \epsilon \). Then for all integer \( n > 0 \),

\[
\text{val}^*(G^n) \leq c \cdot \frac{s_G \log n}{e^{17 n^{1/4}}}
\]

where \( c \) is a universal constant and \( s_G \) is the bit-length of the players’ answers in \( G \).

This shows that the entangled value of \( G^n \) must decay at a polynomial rate with \( n \). The full Quantum Parallel Repetition Conjecture states that the rate of decay is in fact exponential, and this remains an important open problem.
7.1.1 Proof overview

7.1.2 Classical and quantum correlated sampling

Correlated sampling is a key component of Holenstein's proof of the classical parallel repetition theorem.

Lemma 85 (Classical correlated sampling [56]). Let $P$ and $Q$ be two probability distributions over a universe $U$ such that $||P - Q||_1 \leq \varepsilon < 1$. Then there exists a zero communication two-player protocol using shared randomness where the first player outputs an element $p \in U$ distributed according to $P$, the second player samples an element $q \in U$ distributed according to $Q$, and with probability at least $1 - O(\varepsilon)$, the two elements are identical (i.e. $p = q$).

We call the protocol in the Lemma above the classical correlated sampling procedure. The next lemma is the quantum extension of the correlated sampling lemma, proved by [39] in order to obtain a parallel repetition theorem for entangled projection games, a class of two-player games. Their lemma is a robust version of the quantum state embezzlement procedure of [95].

Lemma 86 (Quantum correlated sampling [39]). Let $d$ be an integer and $\alpha > 0$. Then there exists an integer $d'$ depending on $d$ and $\alpha$, and a collection of unitaries $V_{\psi}, W_{\psi}$ acting on $C^{dd'}$ for every state $|\psi\rangle \in C^d \otimes C^d$, such that the following holds: for any two states $|\varphi\rangle, |\theta\rangle \in C^d \otimes C^d$,

$$\|V_{\psi} \otimes W_{\theta} |E_{dd'}\rangle - |\varphi\rangle |E_{dd'}\rangle\| \leq \mathcal{O}(\max\{\alpha^{1/12}, \|\varphi\| - \|\theta\|^{1/6}\})$$

where $|E_{dd'}\rangle \propto \sum_{j=1}^{d'} \frac{1}{\sqrt{j}} |j\rangle |j\rangle$ is the $d$-dimensional embezzlement state.

We shall call the protocol in the Lemma above the quantum correlated sampling procedure.

7.2 Proof of the Main Theorem

Let $G$ be a two-player one-round game with question distribution $\mu$ and referee predicate $V(x, y, a, b)$. Let $A$ and $B$ denote the alphabets of Alice's and Bob's answers, respectively. Let $\text{val}^*(G) = 1 - \varepsilon$.

Consider an optimal entangled strategy for $G''$, which consists of a shared entangled state $|\psi\rangle_{E_A E_B} \in C^d \otimes C^d$ and measurement POVMs for Alice and Bob, $\{A_{v_{i|\psi}}^{v_{i|\psi}}\}$ and $\{B_{\psi_{i|\psi}}^{v_{i|\psi}}\}$ respectively. We will assume that $|\psi\rangle$ is symmetric; i.e., $|\psi\rangle = \sum_i \sqrt{\lambda_i} |v_i\rangle |v_i\rangle$ for some orthonormal basis $\{|v_i\rangle\}$. This is without loss of generality, as we can always rotate (say) Bob's basis vectors to match Alice's basis vectors, and fold the unitary rotation into Bob's measurements. For $i \in [n]$, let $W_i$ denote the event that the players win coordinate $i$ using this optimal strategy. Let $W = W_1 \land \cdots \land W_n$ denote the event that the players win all coordinates. For a set $C \subseteq [n]$, let $W_C = \land_{i \in C} W_i$.

Proposition 87. Suppose that $\log 1/\text{Pr}(W) \leq \varepsilon n / 16 - \log 4 / \varepsilon$. Then there exists a set $C \subseteq [n]$ of size at most $t = \frac{8}{\varepsilon} (\log 4 / \varepsilon + \log 1/\text{Pr}(W))$ such that

$$\text{Pr}_{i \in C} (W_i | W_C) \geq 1 - \varepsilon / 2.$$

where $i$ is chosen uniformly from $[n] - C$. 
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Proof. Set $\delta = \varepsilon/8$. Let $W_{>1-\delta}$ denote the event that the players won more than $(1-\delta)n$ rounds. To show existence of such a set $C$, we will show that $\mathbb{E}_C \Pr(-|W_C) \leq \varepsilon/2$, where $C$ is a (multi)set of $t$ independently chosen indices in $[n]$. This implies that there exists a particular set $C$ such that $\Pr(-|W_C) \leq \varepsilon/2$, which concludes the claim.

First we write, for a fixed $C$,

$$\Pr(-|W_C) = \Pr(-|W_C, W_{>1-\delta}) \Pr(W_{>1-\delta}|W_C) + \Pr(-|W_C, \neg W_{>1-\delta}) \Pr(-|W_{>1-\delta}|W_C).$$

Observe that $\Pr(-|W_C \land W_{>1-\delta})$ is the probability that, conditioned on winning all rounds in $C$, the randomly selected coordinate $i \in [n] - C$ happens to be one of the (at most) $\delta n$ lost rounds. This is at most $\delta n / (n-t) \leq \varepsilon/4$, where we use our assumption on $t$ from the Proposition statement. Now observe that

$$\mathbb{E}_C \Pr(-|W_{>1-\delta}|W_C) \leq \mathbb{E}_C \frac{\Pr(W_C|-W_{>1-\delta})}{\Pr(W_C)} \leq \frac{1}{\Pr(W)} (1-\delta)^t \leq \varepsilon/4$$

where in the second line we used the fact that $\Pr(W_C) \geq \Pr(W)$.

For the rest of the proof we will fix a set $C$ given by Proposition 87.

7.2.1 Dependency-breaking variables

We introduce the random variables that play an important role in the proof of Theorem 84. Let $C \subseteq [n]$ be as given by Proposition 87. We fix $C = \{m+1, m+2, \ldots, n\}$, where $m = n - |C|$, as this will easily be seen to hold without loss of generality. Let $(X_{[n]}, Y_{[n]})$ be distributed according to $\mu_{[n]}$ and $(A_{[n]}, B_{[n]})$ be defined from $X_{[n]}$ and $Y_{[n]}$ as follows:

$$P_{A_{[n]}, B_{[n]}|X_{[n]}, Y_{[n]}}(a_{[n]}, b_{[n]}) = \langle \psi | A_{[n]}^{a_{[n]}} \otimes B_{[n]}^{b_{[n]}} | \psi \rangle.$$ 

Let $(X_C, Y_C)$ and $Z = (A_C, B_C)$ be random variables that denote the players' questions and answers respectively associated with the coordinates indexed by $C$.

We use the random variables $\Omega$ and $R$ that are crucially used in Holenstein's proof of Raz's parallel repetition theorem. Let $D_1, \ldots, D_m$ be independent and uniformly distributed in $\{Alice, Bob\}$. Let $M_1, \ldots, M_m$ be independent random variables defined in the following way: for each $i \in [m]$,

$$M_i = \begin{cases} X_i & \text{if } D_i = Alice \\ Y_i & \text{if } D_i = Bob \end{cases}$$

Now for $i \in [m]$, we define $\Omega_i := (D_i, M_i)$. We say that $\Omega_i$ fixes Alice's input if $D_i = Alice$, and otherwise $\Omega_i$ fixes Bob's input. We write $\Omega$ to denote the random variable $(\Omega_1, \ldots, \Omega_m, X_C, Y_C)$, where $X_C, Y_C$ are Alice and Bob's questions in the coordinates indexed by $C$. For $i \in [m]$ we write $\Omega_{-i}$ to denote the random variable $\Omega$ with $\Omega_i$ omitted.

Proposition 88. Conditioned on $\Omega$, $X_{[n]}$ and $Y_{[n]}$ are independent.
Finally, we will define a dependency-breaking variable $$R := (\Omega, A_C, B_C)$$, where $$A_C$$ and $$B_C$$ are the players’ answers in the coordinates indexed by $$C$$. For $$i \not\in C$$, we let $$R_{-i} := (\Omega_{-i}, A_C, B_C)$$. $$R_i$$ will refer to $$\Omega_i$$. We will use lowercase letters to denote instantiations of these random variables: e.g., $$r_{-i}, x_i$$, and $$y_i$$ refer to specific values of $$R_{-i}, X_i$$, and $$Y_i$$.

Throughout our proofs, all expectations are implicitly over the measure defined by $$P$$. For example, the expectation $$\mathbb{E}_{\Omega_i, x_i, y_i}$$ indicates $$\sum_{\omega_i, a_C, b_C} P_{\Omega_i, A_C, B_C \mid x_i, y_i} (\omega_i, a_C, b_C)$$. Given an event such as $$W$$ (winning all the coordinates) or $$W_C$$ (winning all the coordinates in $$C$$), $$P(W)$$ and $$P(W_C)$$ will mean the probability of these events with respect to the distribution $$P$$.

The following Lemma expresses the idea that, because $$W_C$$ is an event that occurs with not-too-small probability, conditioning on it cannot skew the distribution of variables corresponding to an average coordinate by too much. This Lemma follows in a straightforward manner from the [56].

**Lemma 89.** The following statements hold on, average over $$i$$ chosen uniformly in $$[m]$$:

1. $$\mathbb{E}_{i} \|P_{R_iX_iY_i \mid W_C} - P_{R_iX_iY_i}\|_1 \leq O(\sqrt{\delta})$$
2. $$\mathbb{E}_{i} \|P_{X_iY_i \mid R_{-i} \mid W_C} - P_{X_iY_i} \cdot P_{R_{-i} \mid X_iW_C}\|_1 \leq O(\sqrt{\delta})$$
3. $$\mathbb{E}_{i} \|P_{X_iY_i \mid R_{-i} \mid W_C} - P_{X_iY_i} \cdot P_{R_{-i} \mid Y_iW_C}\|_1 \leq O(\sqrt{\delta})$$

where $$\delta := \frac{1}{m} (\log 1/P(W_C) + |C| \log |A||B|)$$.

### 7.2.2 Two key Lemmas, and proof of the Main Theorem

For every $$i \in [m] - C$$, we will construct a collection of bipartite states $$\{\ket{\Psi_{r_{-i}x_iy_i}}\} \subseteq \mathbb{C}^d \otimes \mathbb{C}^d$$, which we call dependency-breaking states, that are indexed by the dependency-breaking variable $$r_{-i}$$ defined above, and questions $$(x_i, y_i)$$. The following lemmas state the important properties of this collection of states:

**Lemma 90 (Usefulness Lemma).** For all $$r_{-i}, x_i, y_i$$, there exist POVMs $$\{A^a_{r_{-i}x_i}\}$$ and $$\{B^b_{r_{-i}y_i}\}$$ acting on $$\mathbb{C}^d$$ such that

$$P_{A_B|r_{-i}x_iy_i} (a_i, b_i) = \text{Tr} \left( \hat{A}^a_{r_{-i}x_i} \otimes B^b_{r_{-i}y_i} \Psi_{r_{-i}x_iy_i} \right).$$

**Lemma 91 (Sampleability Lemma).** For every $$i, r_{-i}, x_i, y_i$$, there exist an integer $$d' \geq d$$ and local unitaries $$U_{r_{-i}x_i}, V_{r_{-i}y_i}$$ acting on $$\mathbb{C}^{d'}$$ such that

$$\mathbb{E}_{i, x_i, y_i} \left[ \mathbb{E}_{i} \left[ \left\| U_{r_{-i}x_i} \otimes V_{r_{-i}y_i} |E_{d'}\rangle - |\Psi_{r_{-i}x_iy_i}\rangle \otimes |\Lambda_{r_{-i}x_iy_i}\rangle \right\| \right] \right] \leq O((\delta^{1/4}/P(W_C))^{1/12})$$

where $$|E_{d'}\rangle \propto \sum_{j=1}^{d'} \frac{1}{\sqrt{j}} |j\rangle |j\rangle$$ is the $$d'$$-dimensional embezzlement state, and $$|\Lambda_{r_{-i}x_iy_i}\rangle$$ is an arbitrary state.

Lemma 90 shows that the states $$|\Psi_{r_{-i}x_iy_i}\rangle$$ are useful to have; they allow Alice and Bob to produce answers in the $$i$$'th coordinate whose statistics are consistent with the dependency-breaking variable $$r_{-i}$$ and their inputs $$(x_i, y_i)$$. Lemma 91 shows that these
states are locally generatable by Alice and Bob, when given joint access to preshared entanglement, the dependency-breaking variable \( r_{-i} \) and their own inputs \( x_i \) and \( y_i \) respectively.

Using these two Lemmas we can prove the Main Theorem.

**Proof of the Main Theorem.** Consider the following strategy for the game \( G \). Alice and Bob share beforehand the embezzlement state \( \lvert E_{dd'} \rangle \) of dimension \( dd' \) given by Lemma 91, and they also have access to shared randomness. Given inputs \((x, y)\) distributed according to \( P_{XY} = \mu \):

1. Alice and Bob jointly sample a uniformly random \( i \in \{ n \} - C \). Alice sets \( x_i = x \) and Bob sets \( y_i = y \).
2. Alice and Bob jointly, approximately sample \( R_{-i} \) from \( P_{R_{-i}|x_i,y_i,W_C} \) using the classical correlated sampling procedure.
3. Alice applies \( U_{r_{-i},x_i} \) to her side of \( \lvert E_{dd'} \rangle \).
4. Bob applies \( V_{r_{-i},y_i} \) to his side of \( \lvert E_{dd'} \rangle \).
5. Alice measures her side of the entanglement using \( \{ \hat{A}_{r_{-i},x_i} \} \) and outputs the outcome \( a_i \).
6. Bob measures his side of the entanglement using \( \{ \hat{B}_{r_{-i},y_i} \} \) and outputs the outcome \( b_i \).

We now analyze the success probability of this strategy. We will use \( \bar{P} \) to denote the distribution of variables in the probability space associated with an execution of this strategy. For example, we will write \( \bar{P}_{R_{-i}|X_i,Y_i} \) to denote the distribution of \( R_{-i} \) conditioned on \( X_i,Y_i \) that is sampled in Step 2. From Lemma 89 we have that on average over \( i \), \[ P_{X_i,Y_i,R_{-i}|W_C} \approx P_{X_i,Y_i} \cdot P_{R_{-i}|X_i,Y_i,W_C} \approx P_{X_i,Y_i} \cdot P_{R_{-i}|Y_i,W_C}, \]

where \( \approx \) means closeness in statistical distance. By invoking the classical correlated sampling procedure of Lemma 85, we get

\[
\mathbb{E} \left[ \left\lVert P_{X_i,Y_i} \cdot \bar{P}_{R_{-i}|X_i,Y_i} - P_{X_i,Y_i,R_{-i}|W_C} \right\rVert_F \right] \leq O(\sqrt{\epsilon}).
\]

After Step 4, Alice and Bob will possess a state \( \lvert \Lambda_{r_{-i},x_i,y_i} \rangle \) such that

\[
\mathbb{E} \mathbb{E} \left[ \mathbb{E} \left[ \left\lVert \Lambda_{r_{-i},x_i,y_i} - \Psi_{r_{-i},x_i,y_i} \right\rVert_F \right] \right] \leq \eta
\]

where \( \eta = O((\epsilon^{1/4} / P(W_C))^{1/12}) \). Consider the measurement process in Steps 5 and 6. Let \( \bar{P}_{A_i,B_i|r_{-i},x_i,y_i} \) denote the distribution of measurement outcomes in this strategy, conditioned on their inputs and a sampled value of \( r_{-i} \). By Lemma 90 and the fact that the trace norm is nonincreasing under quantum operations, we have that

\[
\mathbb{E} \mathbb{E} \left[ \mathbb{E} \left[ \left\lVert \bar{P}_{A_i,B_i|r_{-i},x_i,y_i} - P_{A_i,B_i|X_i,Y_i} \right\rVert_F \right] \right] \leq \eta
\]

or equivalently

\[
\mathbb{E} \left[ P_{X_i,Y_i} \cdot \bar{P}_{R_{-i}|X_i,Y_i,W_C} \cdot \bar{P}_{A_i,B_i|r_{-i},x_i,y_i} - P_{X_i,Y_i} \cdot P_{R_{-i}|X_i,Y_i,W_C} \cdot P_{A_i,B_i|R_{-i}|X_i,Y_i,W_C} \right] \leq \eta.
\]
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By Lemma 89 we have $E_i \|P_{X,Y_i|W_c} - P_{X,Y_i}\|_1 \leq \sqrt{\delta}$. By triangle inequality and that $\tilde{P}_{X,Y_i} = P_{X,Y_i}$, we have

$$E_i \|\tilde{P}_{X,Y_i,R_i,A_i,B_i} - P_{X,Y_i,R_i,A_i,B_i|W_c}\|_1 \leq O(\eta).$$

Note that $\tilde{P}_{X,Y_i,R_i,A_i,B_i}$ represents the probability distribution of all the variables present in the strategy above. Let $W_i$ denote the probability the players win the $i$th coordinate. Thus we get

$$E_i |\tilde{P}(W_i) - P(W_i|W_c)| \leq O(\eta). \quad (7.1)$$

Assume that

$$P(W) \geq \frac{cs \log n}{\varepsilon^{1/2} n^{1/4}}$$

where $c > 0$ is a universal constant, and $s$ is the bit-length of the players' answers. Since $P(W_c) \geq P(W)$, and using our bound on $|C|$ (from Proposition 87) and our bound on $\delta$ (from Lemma 89), this implies that the right hand side of (7.1) is at most $\varepsilon/4$ (for an appropriate choice of $c$). This implies that

$$E_i \tilde{P}(W_i) \geq E_i P(W_i|W_c) - \varepsilon/4$$

$$\geq 1 - \varepsilon/2 - \varepsilon/4$$

$$> \text{val}^*(G)$$

where in the second line we used the bound from Proposition 87. However, this is a contradiction, as $E_i \tilde{P}(W_i)$ is the probability that this strategy wins the game $G$, which cannot be larger than $\text{val}^*(G)$. Therefore $P(W) \leq \frac{cs \log n}{\varepsilon^{1/2} n^{1/4}}$.

7.3 Proofs of the two Key Lemmas

Now we turn to proving the two key lemmas above, the Usefulness Lemma and the Sampleability Lemma.

7.3.1 Quantum states and operators

In this subsection we define the states $|\Psi_{r,x,y}\rangle$ and measurement operators $\{\hat{A}_{x,y}\}$ and $\{\hat{B}_{y}\}$. Recall that the dependency-breaking variable $R$ consists of the set of fixed questions $\Omega = (X_C, Y_C, \Omega_1, \ldots, \Omega_m)$ and fixed answers $Z = (A_C, B_C)$ for the coordinates in $C$.

Coarse-grained measurements. We first coarsen the measurement POVMs $\{A_{x,y}\}$ and $\{B_y\}$ that constitute Alice and Bob's strategy in $G^*$ to construct a set of intermediate measurements, which essentially produce answers for the games in set $C$, conditioned on a setting of $\Omega$.

Fix $i, \omega, a_C, b_C, x_i, y_i$. Define

$$A^a_{x,y_i} = \sum_{a_C|x_C, x_{\omega^{-i}, x_i}} \mathbb{E} \ A_{x,y_i}^a$$

$$B^b_{y_i} = \sum_{b_C|y_C, y_{\omega^{-i}, y_i}} \mathbb{E} \ B_{y_i}^b$$
where $a_{[n]}|a_C$ (resp. $b_{[n]}|b_C$) indicates summing over all tuples $a_{[n]}$ consistent with the suffix $a_C$ (resp. $b_{[n]}$ consistent with suffix $b_C$) and recall that $E_{X_{[n]}|X_{-i}}$ is shorthand for $\sum_{x_{[n]}|\Omega_{X_{-i}=x}} x_{[n]}$. We also define

$$A^{ac}_\omega = \mathbb{E}_{X_{[n]}|\omega} A^{ac}_{X_{[n]}} \quad \quad B^{bc}_\omega = \mathbb{E}_{Y_{[n]}|\omega} B^{bc}_{Y_{[n]}}.$$  

Let $\rho$ denote the reduced density matrix of $|\psi\rangle$ on Alice’s side. Since we have assumed that $|\psi\rangle$ is symmetric, $\rho$ is also the reduced density matrix on Bob’s side. For all $i, \omega$, $x_i, y_i, a_C, b_C$, let $U_{\omega,i,x_i,a_C}, V_{\omega,i,y_i,b_C}$ be unitaries such that

$$U_{\omega,i,x_i,a_C}(A^{ac}_{\omega,i,x_i})^{1/2} \sqrt{\rho} \quad \quad V_{\omega,i,y_i,b_C}(B^{bc}_{\omega,i,y_i})^{1/2} \sqrt{\rho}$$

are positive semidefinite. Such unitaries can be found via singular value decompositions. For notational convenience, let

$$S_{\omega,i,x_i,a_C} = U_{\omega,i,x_i,a_C}(A^{ac}_{\omega,i,x_i})^{1/2} \quad \quad T_{\omega,i,y_i,b_C} = V_{\omega,i,y_i,b_C}(B^{bc}_{\omega,i,y_i})^{1/2}$$

Fine-grained measurements. Now we can define the fine-grained measurements that Alice and Bob can apply to obtain answers for the $i$'th game. Define

$$\hat{A}^{a_i}_{r-\omega,\omega,i} = S^{-1}_{\omega-\omega,i,a_C} A^{ac}_{\omega-i,x_i} S^{-1}_{\omega-\omega,i,a_C} \quad \quad \hat{B}^{b_i}_{r-\omega,\omega,i} = T^{-1}_{\omega-i,y_i,b_C} B^{bc}_{\omega-i,y_i} T^{-1}_{\omega-i,y_i,b_C}$$

where

$$A^{a_i}_{\omega-\omega,i} = \sum_{a_{[n]}|a_C,a_i} \mathbb{E}_{X_{[n]}|\Omega_{-i},x_i} A^{a_{[n]}}_{X_{[n]}} \quad \quad B^{b_i}_{\omega-\omega,i} = \sum_{b_{[n]}|b_C,b_i} \mathbb{E}_{Y_{[n]}|\Omega_{-i},y_i} B^{b_{[n]}}_{Y_{[n]}}$$

and $a_{[n]}|a_C,a_i$ (resp. $b_{[n]}|b_C,b_i$) denotes summing over all $a_{[n]}$ consistent with $a_C$ and $a_i$ (resp. all $b_{[n]}$ consistent with $b_C$ and $b_i$). It is easy to verify that the sets $\{\hat{A}^{a_i}_{r-\omega,i}\}_{a_i \in A}$ and $\{\hat{B}^{b_i}_{r-\omega,i}\}_{b_i \in B}$ form POVMs. Here, for a square matrix $A$, $A^{-1}$ denotes its generalized inverse.

States. Now we are ready to define the states. Fix $i, r_{-i} = (\omega_{-i}, a_C, b_C)$, and $x_i, y_i$. Then let

$$|\Psi_{r-\omega,\omega,i}\rangle = \frac{S_{\omega-i,a_C,x_i} \otimes T_{\omega-i,b_C,y_i}|\psi\rangle}{\|S_{\omega-i,a_C,x_i} \otimes T_{\omega-i,b_C,y_i}|\psi\rangle\|}.$$  

Observe that the normalization $\|S_{\omega-i,a_C,x_i} \otimes T_{\omega-i,b_C,y_i}|\psi\rangle\|^2$ is equal to $P_{A_CB_C|\omega_{-i},x_i,y_i}(a_C, b_C)$.

7.3.2 Proof of Usefulness Lemma (Lemma 90)

This Lemma follows from a simple calculation: for every $x_i, y_i, a_i, b_i, r_{-i}$

$$\text{Tr} \left( \hat{A}^{a_i}_{r-\omega,\omega,i} \otimes \hat{B}^{b_i}_{r-\omega,\omega,i} |\Psi_{r-\omega,\omega,i}\rangle \langle \Psi_{r-\omega,\omega,i}| \right)$$
In the second equality we used that conditioned on $\Omega$, $X[i]$ and $Y[i]$ are independent, so therefore $\mathbb{E}_{X[i]}[\omega_{-i}, x_i] \mathbb{E}_{Y[i]}[\omega_{-i}, y_i] = \mathbb{E}_{X[i] Y[i]}[\omega_{-i}, x_i, y_i]$. In the last equality we used that $r_{-i} = (\omega_{-i}, a_C, b_C)$. This concludes the Usefulness Lemma.

7.3.3 Proof of the Sampleability Lemma (Lemma 91)

**Overview.** Here we give some intuition. We first analyze an ensemble of states $\{|\Gamma_{x_i, x_C, a_C}\rangle\}$ (for now we omit mention of the dependency-breaking variable $R$ for simplicity). These are indexed by Alice’s questions in the $i$'th coordinate, her questions in the $C$ coordinates, as well as her answers in the $C$ coordinates. The state $|\Gamma_{x_i, x_C, a_C}\rangle$ roughly represents the state of the players where only Alice has applied her measurements — Bob hasn’t done anything yet.

Fix a $y_i$, $x_C$, $a_C$. For average $x_i, x'_i$ that are independently sampled from the marginal distribution $P_{X[i]}[y_i]$, we will show that
\[
\| |\Gamma_{x_i, x_C, a_C}\rangle - |\Gamma_{x'_i, x_C, a_C}\rangle \| \sim \frac{1}{n}.
\]
To handle issues such as Alice “printing” her input onto the state $|\psi\rangle$ (as discussed in the introduction), the definition of $|\Gamma_{x_i, x_C, a_C}\rangle$ requires local unitaries that “undo” such overt actions of Alice and Bob — this is accomplished by the unitaries $U$ and $V$ defined in Section 7.3.1.

Then, we consider what happens when we apply Bob’s measurement to both states $|\Gamma_{x_i, x_C, a_C}\rangle$ and $|\Gamma_{x'_i, x_C, a_C}\rangle$, and condition on obtaining answers $b_C$ for the $C$ coordinates. His measurement will depend on the questions $y_i$ and $y_C$. The post-measurement states will be precisely $|\Psi_{x_i y_i, x_C, y_C, a_C, b_C}\rangle$ and $|\Psi_{x'_i y_i, x_C, y_C, a_C, b_C}\rangle$. The distance between these states will be, roughly speaking, the distance between $|\Gamma_{x_i, x_C, a_C}\rangle$ and $|\Gamma_{x'_i, x_C, a_C}\rangle$ divided by the probability of Bob obtaining outcome $b_C$ conditioned on Alice obtaining $a_C$. If we average this distance over all choices of $x_C, y_C, a_C, b_C$ that imply the event $W_C$, we get that the average distance between $|\Psi_{x_i y_i, x_C, y_C, a_C, b_C}\rangle$ and $|\Psi_{x'_i y_i, x_C, y_C, a_C, b_C}\rangle$ is approximately $\frac{1}{nP(W_C)}$. If $P(W)$ is much greater than $\frac{1}{n}$, then this distance is small. We then invoke quantum correlated sampling (Lemma 86), and that proves the Sampleability Lemma.

**Proof.** We introduce the following state:
\[
\xi_{\Omega X[i]} E_A E_B A_C = \sum_{\omega, x_i[a_C]} P_{\Omega X[i]}(\omega, x_i[a_C]) |\omega, x_i[a_C]\rangle \langle \omega, x_i[a_C]| \otimes \sqrt{A_{x[i]}^{ac}} |\psi\rangle \langle \psi| \sqrt{A_{x[i]}^{ac}} \otimes |a_C\rangle\langle a_C|.
\]
If we trace out the $E_A$ register, we have that
\[
\xi_{\Omega_{X|a}} = \sum_{\omega, x_{[n]} \in A_{X|a}} P_{\Omega_{X|a}}(\omega, x_{[n]}) |\omega x_{[n]} \rangle \langle \omega x_{[n]}| \otimes \sqrt{\rho A_{X|a}} \sqrt{\rho} \otimes \rho_{AC} \langle a | a \rangle \]
\[
\leq \sum_{\omega, x_{[n]} \in A_{X|a}} P_{\Omega_{X|a}}(\omega, x_{[n]}) |\omega x_{[n]} \rangle \langle \omega x_{[n]}| \otimes \sqrt{\rho A_{X|a}} \sqrt{\rho} \otimes \mathbb{I}
\]
\[
= \sum_{\omega, x_{[n]} \in A_{X|a}} P_{\Omega_{X|a}}(\omega, x_{[n]}) |\omega x_{[n]} \rangle \langle \omega x_{[n]}| \otimes \rho \otimes \mathbb{I},
\]
where $\rho$ is the reduced density matrix of $|\psi\rangle = \sum_j \sqrt{\lambda_j} |v_j\rangle |v_j\rangle$ on $E_B$. $A_{X|a}^{ac \mathbb{H}}$ denotes the entry-wise complex conjugate of $A_{X|a}^{ac}$ with respect to the basis $\{|v_j\rangle\}$, and the last equality uses $\sum_{a_c} A_{X|a}^{ac} = I$. From the definition of $S$, we have
\[
|C| \cdot \log |A| \geq \mathbb{E}_{\Omega_{X|a}} \left( \mathbb{E}_{X_{[i]}|E_B} \xi_{\Omega_{X|a}} \mathbb{E}_{X_{[i]}|E_B} \right) \geq S \left( \mathbb{E}_{\Omega_{X|a}} \xi_{\Omega_{X|a}} \mathbb{E}_{\Omega_{X|a}} \right)
\]
\[
\geq E \left( \mathbb{E}_{\Omega_{X|a}} \mathbb{E}_{X_{[i]}|E_B} \xi_{E_B|\omega, a_c} \mathbb{E}_{X_{[i]}|E_B} \right) \quad \text{(Fact 10)}
\]
Now we apply Quantum Raz’s Lemma:
\[
\mathbb{E}_{\Omega_{X|a}} \mathbb{E}_{X_{[i]}|E_B} I(X_{[i]}; E_B | \omega, a_c) \xi \leq \frac{|C| \cdot \log |A|}{m} \leq \delta \quad \text{(7.2)}
\]
where recall that we defined $\delta = (|C| \log |A| \cdot |B|) / m$. Applying the inequalities of Pinsker and Jensen, we obtain
\[
\mathbb{E}_{\Omega_{X|a}} \mathbb{E}_{X_{[i]}|E_B} \xi_{E_B|\omega, a_c} - \xi_{E_B|\omega, a_c} \leq \sqrt{\delta}. \quad \text{(7.3)}
\]
These marginal density matrices have a nice description. Fix $i, \omega, x_i, a_c$. First we note that the state $\xi_{E_B|\omega, x_i, a_c}$ does not depend on $\omega$, because we are already conditioning on $x_i$. Thus we can write it as $\xi_{E_B|\omega, x_i, a_c}$. Then
\[
\xi_{E_B|\omega, x_i, a_c} = \frac{1}{P_{A_c|\omega, x_i, a_c}} \sum_{x_{[n]} \in A_{X|a}} P_{X|a}(x_{[n]} | x_{[n]} = x_i) \sqrt{\rho A_{X|a}^{ac}} \sqrt{\rho}
\]
\[
= \frac{1}{P_{A_c|\omega, x_i, a_c}} \sqrt{\rho} \left( \sum_{x_{[n]} \in A_{X|a}} P_{X|a}(x_{[n]} | x_{[n]} = x_i) \frac{A_{X|a}^{ac}}{A_{X|a}^{ac}} \right) \sqrt{\rho}
\]
\[
= \frac{1}{P_{A_c|\omega, x_i, a_c}} \sqrt{\rho} A_{\omega, x_i, a_c} \sqrt{\rho}.
\]
Similarly,
\[
\xi_{E_B|\omega, a_c} = \frac{1}{P_{A_c|\omega, a_c}} \sqrt{\rho} A_{\omega, a_c} \sqrt{\rho}.
\]
For all \( \omega, x_i,\ a_C \), define the following (unnormalized) states:

\[
|\Gamma_{\omega_{-i},x_i,a_C}\rangle = S_{\omega_{-i},x_i,a_C} \otimes |\Psi\rangle \\
|\Gamma_{\omega,a_C}\rangle = S_{\omega,a_C} \otimes |\Psi\rangle
\]  

(7.4)

where the \( S \) operators were defined in Section 7.3.1. Let \( \gamma_{\omega_{-i},x_i,a_C} = (P_{\omega_{-i},x_i(a_C)})^{1/2} = \| |\Gamma_{\omega_{-i},x_i,a_C}\rangle\| \) and \( \gamma_{\omega,a_C} = (P_{\omega}(a_C))^{1/2} = \| |\Gamma_{\omega,a_C}\rangle\| \) denote their norms. We will write

\[
|\tilde{\Gamma}_{\omega_{-i},x_i,a_C}\rangle = \gamma_{\omega_{-i},x_i,a_C}^{-1}|\Gamma_{\omega_{-i},x_i,a_C}\rangle \\
|\tilde{\Gamma}_{\omega,a_C}\rangle = \gamma_{\omega,a_C}^{-1}|\Gamma_{\omega,a_C}\rangle
\]

to denote the normalized states.

For notational convenience we will suppress mention of \( \omega_{-i} \) and \( z = (a_C, b_C) \), and implicitly carry them around. Thus, for example, when we write \( |\Gamma_{x_i}\rangle \) and \( |\Gamma_{\omega_i}\rangle \), we implicitly mean \( |\Gamma_{\omega_{-i},x_i,a_C}\rangle \) and \( |\Gamma_{\omega,a_C}\rangle \), respectively.

Fix \( x_i \), and consider the following:

\[
\| |\tilde{\Gamma}_{x_i}\rangle - |\tilde{\Gamma}_{\omega_i}\rangle\|^2 \\
= \left( |\tilde{\Gamma}_{x_i}\rangle - |\tilde{\Gamma}_{\omega_i}\rangle\right) \left( |\tilde{\Gamma}_{x_i}\rangle - |\tilde{\Gamma}_{\omega_i}\rangle\right) \\
= \langle \Psi | \left( \gamma_{x_i}^{-1}S_{x_i} - \gamma_{\omega_i}^{-1}S_{\omega_i}\right)^\dagger \left( \gamma_{x_i}^{-1}S_{x_i} - \gamma_{\omega_i}^{-1}S_{\omega_i}\right) \otimes \langle \Psi \rangle \\
= \text{Tr} \left( \sqrt{\rho} \left( \gamma_{x_i}^{-1}S_{x_i} - \gamma_{\omega_i}^{-1}S_{\omega_i}\right)^\dagger \left( \gamma_{x_i}^{-1}S_{x_i} - \gamma_{\omega_i}^{-1}S_{\omega_i}\right) \sqrt{\rho} \right) \\
= \| \gamma_{x_i}^{-1}S_{x_i} \sqrt{\rho} - \gamma_{\omega_i}^{-1}S_{\omega_i} \sqrt{\rho} \|^2.
\]

Next we use the Powers-Størmer inequality [86], which states that for positive semidefinite operators \( A, B \), we have \( \| A - B \|_F^2 \leq \| A^2 - B^2 \|_F \). Since \( S_{x_i} \sqrt{\rho} \) and \( S_{\omega_i} \sqrt{\rho} \) are by construction are positive semidefinite, the above is bounded by

\[
\| \gamma_{x_i}^{-1}S_{x_i} \rho S_{x_i}^\dagger - \gamma_{\omega_i}^{-1}S_{\omega_i} \rho S_{\omega_i}^\dagger \|_F.
\]

We can write \( S_{x_i} \rho S_{x_i}^\dagger = U_{x_i}(A_{x_i})^{1/2} \rho (A_{x_i})^{1/2} U_{x_i}^\dagger = \sqrt{\rho} A_{x_i} \sqrt{\rho} \) and \( S_{\omega_i} \rho S_{\omega_i}^\dagger = \sqrt{\rho} A_{\omega_i} \sqrt{\rho} \).

Next we observe that for any square matrix \( A \), \( \| A \|_1 = \| A \|_1 \), where \( A \) denotes the entry-wise complex conjugate in some basis. By taking the complex conjugate with respect to the basis that diagonalizes \( \rho \), we have that (7.5) is equal to

\[
\| \gamma_{x_i}^{-2} \sqrt{\rho} A_{x_i} \sqrt{\rho} - \gamma_{\omega_i}^{-2} \sqrt{\rho} A_{\omega_i} \sqrt{\rho} \|_1.
\]

We see that (7.6), averaged over \( i, \omega, a_C \) and \( x_i \), is exactly the quantity bounded in (7.3). Applying Jensen’s inequality, we have

\[
\delta^{1/4} \geq \mathbb{E}_{i \sim A_C, x_i} \mathbb{E}_{\omega \sim a_C} \| \tilde{\Gamma}_{\omega_{-i},x_i,a_C} \rangle - |\tilde{\Gamma}_{\omega,a_C}\rangle \| \\
\geq \mathbb{E}_{i \sim A_C, x_i} \mathbb{E}_{\omega \sim a_C} \| \tilde{\Gamma}_{\omega_{-i},x_i,a_C} \rangle - |\tilde{\Gamma}_{\omega,a_C}\rangle \|_1
\]

(7.7)

(7.8)

where we write \( |\tilde{\Gamma}_{\omega_{-i},x_i,a_C}\rangle \langle \tilde{\Gamma}_{\omega_{-i},x_i,a_C} | \) instead of \( |\tilde{\Gamma}_{\omega_{-i},x_i,a_C}\rangle \langle \tilde{\Gamma}_{\omega_{-i},x_i,a_C} | \) to save space.
Define the cq-states
\[
\Phi^i_{\Omega X_i E_B A_C} = \sum_{\omega, a_C, x_i} P_{\Omega A_C X_i}(\omega, a_C, x_i) \ket{\omega x_i} \bra{\omega x_i} \otimes \ket{\Gamma} \bra{\omega a_C} \otimes \ket{a_C} \bra{a_C}
\]
and
\[
\Phi^j_{\Omega X_i E_B A_C} = \sum_{\omega, a_C, x_i} P_{\Omega A_C X_i}(\omega, a_C, x_i) \ket{\omega x_i} \bra{\omega x_i} \otimes \ket{\Gamma} \bra{\omega a_C} \otimes \ket{a_C} \bra{a_C}
\]
so that the bound in (7.8) is equivalent to
\[
\mathbb{E}_i \left\| \Phi^i_{\Omega X_i E_B A_C} - \Phi^j_{\Omega X_i E_B A_C} \right\|_1 \leq \delta^{1/4} \quad (7.9)
\]

We define the quantum operation \( \mathcal{E} \) acting on registers \( \Omega E_B \) as follows: for all \( \omega \) and density matrices \( \tau \),
\[
\mathcal{E} : |\omega\rangle \langle \omega | \otimes \tau \mapsto |\omega\rangle \langle \omega | \otimes \sum_{b_C} T_{\omega b_C} \tau T_{\omega b_C}^+ \otimes |b_C\rangle \langle b_C |.
\]

In other words, the quantum operation \( \mathcal{E} \) will, controlled on \( \Omega \), apply the measurement corresponding to the \( T_{\omega b_C} \) operators (defined in Section 7.3.1) to the \( E_B \) part of the state, and save the measurement outcomes in an ancilla register.

The operation \( \mathcal{E} \) is an isometry, so we have that
\[
\mathbb{E}_i \left\| \mathcal{E} \left( \Phi^i_{\Omega X_i E_B A_C} \right) - \mathcal{E} \left( \Phi^j_{\Omega X_i E_B A_C} \right) \right\|_1 \leq \delta^{1/4} \quad (7.10)
\]

Let us examine what happens when we apply \( \mathcal{E} \) to \( \Phi^i_{\Omega X_i E_B A_C} \):
\[
\mathcal{E} \left( \Phi^i_{\Omega X_i E_B A_C} \right) = \mathbb{E}_{\Omega A_C X_i} \left| \omega x_i \right\rangle \langle \omega x_i \right| \otimes \sum_{b_C} P_{\omega b_C} \left( a_C \right) T_{\omega b_C} \Gamma_{\omega a_C x_i} T_{\omega b_C}^+ \otimes \ket{a_C b_C} \langle a_C b_C |,
\]
where in the second equality we used that the normalization of \( \ket{\Gamma} \) is equal to \( P_{A_C | \omega a_C x_i} \left( a_C \right) \), and that \( P_{A_C | \omega a_C x_i} \left( a_C \right) = P_{A_C | \omega a_C x_i} \left( a_C \right) \). Similarly, we have that
\[
\mathcal{E} \left( \Phi^j_{\Omega X_i E_B A_C} \right) = \mathbb{E}_{\Omega X_i} \left| \omega x_i \right\rangle \langle \omega x_i \right| \otimes \sum_{a_C b_C} T_{\omega b_C} \Gamma_{\omega a_C x_i} T_{\omega b_C}^+ \otimes \ket{a_C b_C} \langle a_C b_C |.
\]

Define \( \Lambda^i_{\Omega X_i E_B A_C} = \mathcal{E} \left( \Phi^i_{\Omega X_i E_B A_C} \right) \) and \( \Lambda^j_{\Omega X_i E_B A_C} = \mathcal{E} \left( \Phi^j_{\Omega X_i E_B A_C} \right) \). In both these states, the event of \( W_C \) is well-defined: the registers \( X_C Y_C \) (which are part of the dependency-breaking variable \( \Omega \)) and \( A_C B_C \) are classical. Furthermore, we claim that the probability of the event \( W_C \) in \( \Lambda^i \) and \( \Lambda^j \) are equal to the probability of \( W_C \) in the actual
repeated strategy. Let
\[ \Pi = \sum_{x_c, y_c, a_c, b_c: V(x_c, y_c, a_c, b_c) = 1} |x_c y_c a_c b_c \rangle \langle x_c y_c a_c b_c | \]
be the projector onto the subspace corresponding to the event \( W_C \). Then for all \( i \)
\[
\text{Tr} \left( \Pi A_i^\dagger \right) = \sum_{\omega, x_i} P_{\Omega X_i}(\omega x_i) \sum_{a_c, b_c: V(x_c, y_c, a_c, b_c) = 1} \langle \Gamma_{\omega, x_i, a_c} | T_{\omega, b_c}^\dagger T_{\omega, b_c} | \Gamma_{\omega, x_i, a_c} \rangle \\
= \sum_{\omega, x_i} P_{\Omega X_i}(\omega x_i) \sum_{a_c, b_c: V(x_c, y_c, a_c, b_c) = 1} \langle \psi | (S_{\omega, x_i, a_c} \otimes T_{\omega, b_c})^\dagger (S_{\omega, x_i, a_c} \otimes T_{\omega, b_c}) | \psi \rangle \\
= \sum_{\omega, x_i} P_{\Omega X_i}(\omega x_i) \sum_{a_c, b_c: V(x_c, y_c, a_c, b_c) = 1} \langle \psi | \left( \sqrt{A_{\omega, x_i}^{ac}} \otimes \sqrt{B_{\omega}^{bc}} \right)^\dagger \left( \sqrt{A_{\omega, x_i}^{ac}} \otimes \sqrt{B_{\omega}^{bc}} \right) | \psi \rangle.
\]

Using the definitions of \( A_{\omega, x_i}^{ac} \) and \( B_{\omega}^{bc} \) we see that this quantity is identical to \( P(W_C) \). Similar reasoning shows that \( \text{Tr} \left( \Pi \hat{A}_i^\dagger \right) = P(W_C) \).

Let \( \Lambda_i^{\Omega X_i E_\omega E_A B_C | W_C} = (\Pi \hat{A}_i^\dagger \Pi)/P(W_C) \) and \( \hat{\Lambda}_i^{\Omega X_i E_\omega E_A B_C | W_C} = (\Pi \hat{A}_i^\dagger \Pi)/P(W_C) \) denote \( \Lambda_i \) and \( \hat{\Lambda}_i \) conditioned on the event \( W_C \). So we have
\[
\mathbb{E}_i \left\| \Lambda_i^{\Omega X_i E_\omega E_A B_C | W_C} - \hat{\Lambda}_i^{\Omega X_i E_\omega E_A B_C | W_C} \right\|_1 \leq \frac{\delta^{1/4}}{P(W_C)}. \tag{7.11}
\]

Let us bundle together the \( \Omega \) and \( A_C B_C \) registers into \( R \). For all \( r = (\omega, a_c, b_c) \) and \( x_i \), define
\[
|\Psi_{r, x_i}\rangle = \frac{S_{\omega, x_i, a_c} \otimes T_{\omega, b_c} | \psi \rangle}{\|S_{\omega, x_i, a_c} \otimes T_{\omega, b_c} | \psi \|}, \quad |\Psi_r\rangle = \frac{S_{\omega, a_c} \otimes T_{\omega, b_c} | \psi \rangle}{\|S_{\omega, a_c} \otimes T_{\omega, b_c} | \psi \|}.
\]
Then we see that
\[
\Lambda_i^{R X_i E_\omega E_A B_C | W_C} = \mathbb{E}_{RX_i | W_C} |r x_i\rangle \langle r x_i| \otimes |\Psi_{r, x_i}\rangle \langle \Psi_{r, x_i}|,
\]
and
\[
\hat{\Lambda}_i^{R X_i E_\omega E_A B_C | W_C} = \mathbb{E}_{R | W_C} |r\rangle \langle r| \otimes \mathbb{E}_{X_i | \omega} |x_i\rangle \langle x_i| \otimes |\Psi_r\rangle \langle \Psi_r|.
\]
We see that \( \Lambda_i^{R X_i E_\omega E_A B_C | W_C} \) and \( \hat{\Lambda}_i^{R X_i E_\omega E_A B_C | W_C} \) are both cq-states that are classical on \( RX_i \) and quantum on \( E_\omega E_A \). The inequality in (7.11) implies that the trace distance between the classical parts of \( \Lambda_i^{W_C} \) and \( \hat{\Lambda}_i^{W_C} \) is at most \( \frac{\delta^{1/4}}{P(W_C)} \). Thus we can change the classical part of \( \hat{\Lambda}_i^{W_C} \) to match the classical part of \( \Lambda_i^{W_C} \) by at most doubling the error:
\[
\mathbb{E}_i \left\| \mathbb{E}_{RX_i | W_C} |r x_i\rangle \langle r x_i| \otimes (|\Psi_{r, x_i}\rangle \langle \Psi_{r, x_i}| - |\Psi_r\rangle \langle \Psi_r|) \right\|_1 \leq 2 \frac{\delta^{1/4}}{P(W_C)}.
\]
which implies that

$$\mathbb{E}_{r \sim \mathcal{R}_i, x_i} \mathbb{E}_{r \sim \mathcal{R}_i, x_i} ||\Psi_{r, x_i} \rangle \langle \Psi_{r, x_i}|- |\Psi_r \rangle \langle \Psi_r || \leq \frac{2\delta^{1/4}}{P(W_C)}.$$  

By Lemma 89, $\mathbb{E}_i ||P_{\Omega_i X_i|W_C} - P_{\Omega_i X_i}|| \leq \sqrt{\delta}$. Applying that to the above, we get

$$\mathbb{E}_i \mathbb{E}_{r \sim \mathcal{R}_i, x_i} \mathbb{E}_{r \sim \mathcal{R}_i, x_i} ||\Psi_{r, x_i} \rangle \langle \Psi_{r, x_i}|- |\Psi_r \rangle \langle \Psi_r || \leq \frac{2\delta^{1/4}}{P(W_C)} + \sqrt{\delta}$$

where the middle expectation over $\Omega_i X_i$ is over the prior distribution (i.e. before conditioning on the event $W_C$). Now observe that in this prior distribution, $\Omega_i$ fixes $Y_i$ with probability $1/2$, so we in fact get

$$\mathbb{E}_i \mathbb{E}_{r \sim \mathcal{R}_i, x_i} \mathbb{E}_{r \sim \mathcal{R}_i, x_i} ||\Psi_{r, x_i, y_i} \rangle \langle \Psi_{r, x_i, y_i}|- |\Psi_r \rangle \langle \Psi_r || \leq \frac{4\delta^{1/4}}{P(W_C)} + 2\sqrt{\delta}$$

where the states $|\Psi_{r, x_i, y_i} \rangle$ were defined in Section 7.3.1, and $|\Psi_{r, y_i} \rangle$ is $|\Psi_r \rangle$ where $r = (r_i, \omega_i)$ and $\omega_i$ fixes $Y_i = y_i$. Applying the Fuchs-van der Graaf inequality, we obtain a bound in terms of Euclidean distance:

$$\mathbb{E}_i \mathbb{E}_{r \sim \mathcal{R}_i, x_i, y_i} \mathbb{E}_{r \sim \mathcal{R}_i, x_i, y_i} ||\Psi_{r, x_i, y_i} \rangle \langle \Psi_{r, x_i, y_i}|- |\Psi_r \rangle \langle \Psi_r || \leq O \left( \left( \frac{\delta^{1/4}/P(W_C)}{1/2} \right) \right) \quad (7.12)$$

Similar reasoning implies that

$$\mathbb{E}_i \mathbb{E}_{r \sim \mathcal{R}_i, x_i, y_i} \mathbb{E}_{r \sim \mathcal{R}_i, x_i, y_i} ||\Psi_{r, x_i, y_i} \rangle \langle \Psi_{r, x_i, y_i}|- |\Psi_r \rangle \langle \Psi_r || \leq O \left( \left( \frac{\delta^{1/4}/P(W_C)}{1/2} \right) \right) \quad (7.13)$$

where $|\Psi_{r, x_i} \rangle$ is $|\Psi_r \rangle$ where $r = (r_i, \omega_i)$ and $\omega_i$ fixes $X_i = x_i$. By triangle inequality, we have

$$\mathbb{E}_i \mathbb{E}_{r \sim \mathcal{R}_i, x_i, y_i} \mathbb{E}_{r \sim \mathcal{R}_i, x_i, y_i} ||\Psi_{r, y_i} \rangle \langle \Psi_{r, y_i}|- |\Psi_r \rangle \langle \Psi_r || \leq O \left( \left( \frac{\delta^{1/4}/P(W_C)}{1/2} \right) \right) \quad (7.14)$$

Let $\eta := O \left( \left( \frac{\delta^{1/4}/P(W_C)}{1/2} \right) \right)$. Fix $r_{-i}, x_i, y_i$. Since $r_{-i}$ is public, Alice knows $r_{-i}, x_i$, and thus knows a classical description of the state $|\Phi_{r_{-i}, x_i} \rangle$. Similarly, Bob knows a classical description of the state $|\Phi_{r_{-i}, y_i} \rangle$. By the Quantum Correlated Sampling Lemma of [39] with parameter $\alpha = \eta$, there exists a dimension $d'$ that depends only on $d$ and $\alpha$, and unitaries $U_{r_{-i},x_i}$ and $V_{r_{-i},y_i}$ such that

$$\|U_{r_{-i},x_i} \otimes V_{r_{-i},y_i} |E_{d'} \rangle - |\Psi_{r_{-i},x_i} \rangle |E_{d'} \rangle \| \leq O \left( \max \left\{ \alpha^{1/12} \| |\Psi_{r_{-i},x_i} \rangle - |\Psi_{r_{-i},y_i} \rangle \|^{1/6} \right\} \right).$$

We can average this over $i, x_i, y_i,$ and $r_{-i}$ to get that

$$\mathbb{E}_i \mathbb{E}_{r \sim \mathcal{R}_i, x_i, y_i} \mathbb{E}_{r \sim \mathcal{R}_i, x_i, y_i} \|U_{r_{-i},x_i} \otimes V_{r_{-i},y_i} |E_{d'} \rangle - |\Psi_{r_{-i},x_i} \rangle |E_{d'} \rangle \| \leq O \left( \max \left\{ \alpha^{1/12} \| |\Psi_{r_{-i},x_i} \rangle - |\Psi_{r_{-i},y_i} \rangle \|^{1/6} \right\} \right)$$
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\[ \leq O(\alpha^{1/12}) \]
\[ = O(\eta^{1/12}) \]

where in the second inequality we used the following fact: for a random variable \( X \) taking values in \([0, 1]\) with mean \( \mu = E X \), we can bound the expectation \( E \max\{\sqrt{\mu}, X\} \leq 2\sqrt{\mu} \).

Using the bound (7.13), we get

\[ E E \mathbb{E}_{i \in X_i Y_i} [U_{r,i,x_i} \otimes V_{r,i,y_i} | E_{dd'}^d - |\Psi_{r,i,x_i,y_i}^d| E_{dd'}^d] \leq O(\eta^{1/12}) \]

as desired.
Chapter 8

Classical and quantum message authentication in the presence of entangled adversaries

The work presented in this chapter was jointly conducted with Sumegha Garg and Mark Zhandry.

8.1 Introduction

Authenticating messages is one of the fundamental operations in classical cryptography. A sender Alice and receiver Bob share a secret key $k$, and Alice wishes to send a message $m$ over an insecure channel to Bob, ensuring that the message was not tampered with in transit. Alice will affix a "signature" $\sigma$ to $m$ using the key $k$ and send the message/signature pair $(m, \sigma)$ to Bob. Bob receives some potentially altered pair $(m', \sigma')$, and will then verify that $\sigma'$ is a valid signature on $m'$. If verification passes, Bob accepts $m'$, and if verification fails, Bob ignores the message and discards it. The guarantee is that, even if the adversary has arbitrarily tamper with the communication channel, as long as the adversary does not know the secret key $k$, either Bob rejects, or the message he receives is $m$. Intuitively, this means the adversary cannot do anything but forward the message as is or send a junk message that is always rejected. We generally require that security holds for any $m$, reflecting the possibility that the adversary may be able to affect the message being sent. Such a (symmetric key) authentication protocol is usually referred to as a Message Authentication Code (MAC). As long as $k$ is only used to authenticate a single message, information-theoretic security can be achieved: no computationally unbounded adversary can modify the message. Put another way, information-theoretic classical one-time MACs exist [101].

Just as authentication is fundamental to classical cryptography, it will continue to be an important tool in the coming age of quantum computers. In this work, we investigate authentication in the quantum setting. Namely, we explore both quantum attacks on classical protocols, as well as full-fledged quantum protocols for authenticating quantum data.

Quantum Attacks on Classical Protocols. A recent series of works [17, 34, 18, 19, 106, 63] have studied quantum superposition attacks on classical cryptosystems. In the case of
message authentication codes, an adversary in such an attack is able to trick the sender into signing a superposition of messages. That is, the sender computes the map $|m\rangle \mapsto |m, \sigma_m\rangle$ in superposition, where $\sigma_m$ is the signature on $m$. The adversary chooses some message superposition $\sum_m \alpha_m |m\rangle$, and the sender then applies the map, giving the adversary $\sum_m \alpha_m |m, \sigma_m\rangle$.

At this point, it is unclear what the security definition should actually be. Clearly, the adversary can tamper with the signed state: he can, for example, measure the entire state in the standard basis, obtaining the pair $(m, \sigma_m)$ with probability $|\alpha_m|^2$. Then $m, \sigma_m$ will pass verification, but will be different from the signed state the adversary received. If the adversary can change the message state, what sort of guarantees can we hope for?

Boneh and Zhandry [18] give the first definition of security for classical authentication against superposition attacks. They argue that, at a minimum, the adversary given a single signed superposition should only be able to produce a single signed message; he should not be able to produce both valid signed messages $m, \sigma_m$ and $m', \sigma_{m'}$ for $m \neq m'$. In the classical setting, this requirement is equivalent to the traditional MAC security definition: an adversary who intercepts the signed message $(m, \sigma)$, and is able to maul the message into $(m', \sigma')$, can also produce two signed messages: namely the original senders message $(m, \sigma)$ and the mauled message $(m', \sigma')$.

However, the Boneh-Zhandry definition has some unsatisfying properties. For example, consider the case where the sender only signs messages that start with the email address of some intended recipient, say, bob@gmail.com. Suppose the adversary tricks the sender into signing a superposition of messages that all begin with bob@gmail.com, but then manipulates the signed superposition into a different superposition that includes valid signed messages that do not start with bob@gmail.com. Clearly, this is an undesirable outcome. Unfortunately, the Boneh-Zhandry definition does not rule out such attacks — it only rules out the possibility of an adversary producing $q + 1$ valid signed messages when given $q$ signed superpositions. The situation illustrated here, however, is that the adversary is given one signed superposition, and now wants to produce one valid signed message that was not part of the original superposition.

Along similar lines, suppose an adversary tricks the sender into signing a uniform superposition on messages, and then produces a classical signed message $(m, \sigma)$. From the sender’s perspective, each message has weight $\frac{1}{|\mathcal{M}|}$, where $\mathcal{M}$ is the message space. The sender cannot prevent the adversary from measuring the message state to produce $(m, \sigma)$ for a random $m$. However, it would be reasonable to expect that the adversary cannot bias the output of this measurement to obtain, say, $(m^*, \sigma_{m^*})$ with probability much higher than $\frac{1}{|\mathcal{M}|}$. Again, Boneh and Zhandry’s definition does not preclude such a biasing, since the adversary only ever obtains a single signed message. Thus, the Boneh-Zhandry definition does not capture natural non-malleability properties one would hope for from an authentication scheme.

Boneh and Zhandry’s definitions suffers from these weaknesses because it only considers what types of outputs the adversary can produce, ignoring the relationships between the output and the original signed state. In the classical setting, the two approaches are actually equivalent, but in the quantum setting this is not the case.

Quantum Authentication of Quantum Data. Barnum et al. [9] investigate the possibility of authenticating quantum data using a quantum protocol. They present a definition of non-interacting quantum authentication where, conditioned on the protocol succeeding,
the sender has effectively teleported a quantum state to the receiver (provided that the probability of success is not too small). They then give a scheme which attains this definition. Interestingly, they show that quantum state authentication also implies quantum state encryption. Roughly, they argue that authentication in one basis (say, the computational or Fourier basis) implies encryption in the complementary basis. Their definition corresponds to authentication in all bases, which gives encryption in all bases.

However, their general definition of quantum authentication has some shortcomings: first, it does not explicitly handle the case of when the adversary has some quantum side information about the message. Second, the security definition averages over the secret key shared between the sender and receiver. Suppose Alice sends Bob the authenticated state $\text{Auth}_k(p)$ using key $k$. Bob receives a (possibly tampered) state $\sigma_k$, and proceeds to verify the authentication. Let $\tau_k$ denote the Bob's state conditioned on successful verification. Roughly speaking, the definition given by Barnum, et al. state that the average state $\mathbb{E}_k \tau_k$ is close to the original state $p$. However, this does not immediately imply that $\tau_k$ is close to the original state $p$ with high probability, which is a much more useful condition. When there is no quantum side information, their definition does in fact imply a "with high probability" statement, but this implication no longer seems to hold when the adversary can manipulate the side information.

The work of Hayden, Leung, and Mayers [53] later showed that the protocol given by [9] actually has universal composable security, which implies that it remains secure in the presence of side information. However, no general definition for authentication with quantum side information was given.

Furthermore, [53] show that the secret key used in the Barnum, et al. protocol can be partially re-used in further applications without compromising their security. When authenticating classical information, the key can even be re-used in its entirety [35]; as long as verification never fails, an unbounded number of messages can be authenticated. This is quite surprising, since in the classical setting such re-usability cannot be obtained without computational assumptions.

Again, unfortunately, the key re-usability property does not follow from the general security definition alone, but follows from an analysis of the particular [9] protocol. Moreover, it has been an open question of whether there is a quantum authentication scheme to allow for full re-usability of the key upon successful verification.

8.1.1 This Work

In this work, we address the above limitations by giving new security notions for authentication in the quantum setting. More generally, we present an abstract framework of security for both classical and quantum authentication schemes that not only captures existing security definitions (such as the Boneh-Zhandry definition for classical protocols or the Barnum, et al. definition of quantum state authentication), but also is more powerful in that it strongly characterizes the (effective) behavior of an adversary. In particular, the adversary may have access to quantum side information with the message state that is being authenticated. The characterization of the adversary's admissible actions is what allows us to easily deduce many desirable security properties (such as unforgeability, key reuse, and more). Furthermore, we will show that various natural authentication protocols satisfy our security definitions.

Our abstract security framework is inspired by the simulation paradigm in classical cryptography. In our framework, one first defines a class $\mathcal{A}$ of ideal adversaries. Intuitively,
ideal adversaries are those that cannot be avoided in a real execution of an authentication protocol, such as those that discard messages, or ones that carry out actions explicitly allowed by the protocol. For example, in the case of classical protocols, one can define the class of ideal adversaries to be ones that "behave classically" on the message state — that is, they're restricted to measurements in the computational basis. In the case of quantum authentication, an ideal adversary can only act on the side information, but otherwise acts as the identity on the authenticated message.

An authentication protocol $P$ satisfies our security definition with respect to the class $\mathcal{A}$ if for any adversary (not necessarily ideal), its behavior in the protocol $P$ can be approximately simulated by an ideal adversary in $\mathcal{A}$. We take the most general notion of simulation possible: the joint state of the secret key, the message state after the receiver's verification procedure (after an arbitrary adversary's action), and the quantum side information held by the adversary must be (up to some error) indistinguishable from the joint state arising from the actions of some ideal adversary from the class $\mathcal{A}$.

We now discuss how security for both classical authentication schemes and fully quantum authentication protocols can be defined in this framework.

A new security definition for classical authentication. The Boneh-Zhandry definition focuses on what classical signed messages an adversary can produce, treating the superposition access to the sender as a tool to mount stronger attacks. Here, we instead think of a classical protocol giving rise to a weak form of authentication of quantum messages, where a superposition is authenticated by classically signing each message in the superposition. That is, a state $\sum_m \alpha_m |m\rangle$ is authenticated as the state $\sum_m \alpha_m |m, \sigma_m\rangle$. The state is similarly verified in superposition by running the classical verification algorithm in superposition, and measuring the result of the computation.

More generally, we think of the protocol acting on messages states that may be entangled with an adversary. For example, the sender could sign the $\mathcal{M}$ part of the state $\sum_m \alpha_m |m\rangle^\mathcal{M} \otimes |\varphi_m\rangle^Z$, where the adversary has control of the quantum side information $|\varphi_m\rangle^Z$ states. The signed state then would become $\sum_m \alpha_m |m, \sigma_m\rangle^\mathcal{M} \otimes |\varphi_m\rangle^Z$. Signing mixed states can also be expressed in this way, simply by purifying the mixture. By thinking of the protocol in this way, we are able to give security definitions that actually consider the relationship between the sender's signed state and the final state the adversary produces.

Clearly, such a classical scheme cannot fully protect the quantum state. An adversary could, for example measure $m, \sigma_m, \sigma$ any subset of bits of the state, and keep the result of such a measurement in his own private space. Also, the adversary can choose to replace the signed state with junk if the outcome of some measurement is 1, and forward the signed state if the outcome of a measurement is 0. None of these actions would be detected by the classical verification procedure.

Our security definition for classical protocols says that, roughly, an arbitrary adversary can be simulated by an ideal adversary that can only do the following: perform some measurement in the computational basis (perhaps perturbing his own private qubits based on the result of the measurement), and then perhaps conditionally replacing the state with junk. We also extend the definition to handle side information the adversary may have about the message state; for example, the adversary may possess the purification of the message state. Thus, our definition is essentially the best one could hope for, since it disallows the adversary from doing anything other than operations that are trivially possible.
on any classical protocol.

Our definition readily implies the Boneh-Zhandry security definition for one-time MACs, and does not suffer from the weakness of their definition\(^1\). Finally, we show that the classical Carter-Wegman MAC that uses three-universal hashing is sufficient for achieving this strong security definition.

**Definitions for Quantum Authentication.** We next turn to quantum protocols for authenticating quantum messages. For general quantum protocols, the adversary can always do the following. He can always act non-trivially on his own private workspace — the verification procedure can never detect this. Otherwise, he can forward the authenticated state as is, without recording any information about the state, or he can send junk to the receiver. Our strongest definition of security — which we call total authentication — says that this is essentially all an adversary can do in a secure quantum authentication protocol. In other words, a real adversary in a total authentication protocol can be approximated by an ideal adversary that behaves trivially on the authenticated state.

Our definition strengthens Barnum et al.'s definition, and due to the fact that we consider side information about the plaintext state, we obtain security guarantees that are similar to the universally composable variant of their definition [53]. However, our definition is actually strictly stronger, due to the fact that we consider the receiver's view to include the authentication key as well as whatever information the adversary may learn about the key. The ideal adversary must approximate the real adversary, even considering the entire key. In contrast, existing definitions trace out the key — either partially or entirely — and therefore do not directly consider arbitrary information the adversary may learn about the key. Our security definition of total authentication thus rules out the possibility of the adversary learning anything about the key (because the ideal adversary does not interact with the authenticated state at all).

This fact has interesting consequences. For example, our definition immediately implies that, upon successful verification by the receiver, the key can actually be completely recycled to authenticate a new message. This is because, upon successful verification, the key is completely hidden from the adversary and can therefore be used again in the same protocol. We note that key recycling from quantum authentication was studied before by [53], but they were only able to demonstrate that part of the key in the Barnum, et al. protocol is reusable. Furthermore, no prior definition for authentication of quantum data directly implies key re-usability, and no prior protocol for quantum messages gets full key re-usability upon successful verification.

Our definition also gives a conceptually simple QKD protocol. Alice prepares a maximally entangled state, chooses a random key \(k\), and authenticates half the state with the key. She then sends the authenticated half to Bob, keeping the unauthenticated half to herself. When Bob receives the state, he sends a a “received” message back to Alice, who then sends the key \(k\) to Bob. Bob verifies the state using the key. Even though the adversary eventually sees the authentication key \(k\), he does not know the key when he intercepts the quantum state, and must therefore interact with the state without the key. If Bob’s verification passes, it implies, roughly, that the adversary could not have tampered with the state (by the security of total authentication); in particular, the adversary could not have learned

\(^1\)One limitation of our definition is that we consider the signature registers as being initialized by the signer. Boneh and Zhandry, in contrast, allow the registers to be initialized by the adversary, with the signature being XORed into the registers.
any information about the maximally entangled state. Therefore, Alice and Bob measure their halves of the maximally entangled state and obtain a shared key that is unknown to the eavesdropper. If Bob’s verification rejects, the two try again. Though this is not a practical QKD scheme (because any tampering by the adversary would cause Alice and Bob to abort), it is conceptually very simple and illustrates the power of our definitions.

Next, we exhibit a protocol meeting our strong security notion. We present an authentication scheme based on unitary designs, which are efficiently sampleable distributions over unitary matrices that behave much like the uniform distribution over unitaries when only considering low degree moments. The protocol is simple: to authenticate a quantum state \( \rho \), first the state \( \rho \) is padded with some number zero qubits, so that the state looks like \( \rho \otimes |0\rangle\langle 0|^s \). Then, using the secret key \( k \) the sender selects a random unitary \( U_k \) from an appropriate unitary design. The state \( U_k \rho \otimes |0\rangle\langle 0|^s U_k^\dagger \) is then sent across the quantum channel. To verify, the receiver applies the inverse unitary \( U_k^\dagger \) and checks that the last \( s \) qubits are all 0. Recall that in the classical setting, padding a message before applying a non-malleable encryption gives authenticated encryption. Thus, our construction of authentication from unitary designs generalizes this idea to the quantum setting.

This scheme is very similar to the non-malleable quantum encryption scheme based on unitary 2-designs that was proposed by Ambainis, Bouda, and Winter [5]. However, their scheme does not provide any authentication, and does not consider quantum side information.

Finally, we also give a definition of total authentication with key leakage. This is a notion of security where the real adversary can be simulated by an ideal trivial adversary that only acts on its own private workspace, but in a manner that may depend on the key. This is slightly weaker notion of security than total authentication, but it still implies simple QKD and some amount of key reuse. We note that the work of [53] essentially show that the Barnum et al. protocol satisfies total authentication with (minor) key leakage.

We give a simple authentication scheme that achieves this: first, one classically authenticates, performs the quantum Fourier transform, and classically authenticates again using a fresh key. We call this the “Auth-QFT-Auth” protocol, and show that it achieves total authentication where the key used in the second authentication may leak. In exchange we obtain secrecy for the quantum message as well as the key from the first authentication. This illustrates the surprising versatility of classical authentication schemes: combined with one quantum step (the Fourier transform), it can give full quantum authentication. This also gives a conceptually simple alternative to the protocol of [9].

8.2 Preliminaries

We will use caligraphic letters to denote Hilbert spaces, such as \( \mathcal{H}, \mathcal{M}, \mathcal{T}, \mathcal{K} \), and so on. We write \( S(\mathcal{H}) \) to denote the set of unit vectors in \( \mathcal{H} \). For two Hilbert spaces \( \mathcal{H} \) and \( \mathcal{M} \), we write \( L(\mathcal{H}, \mathcal{M}) \) to denote the set of matrices that map \( \mathcal{H} \) to \( \mathcal{M} \). We abbreviate \( L(\mathcal{H}, \mathcal{H}) \) as simply \( L(\mathcal{H}) \). The following are important subsets of \( L(\mathcal{H}) \) that we’ll use throughout this chapter.

- \( D(\mathcal{H}) \) denotes the set of density matrices on \( \mathcal{H} \); that is, positive semidefinite operators on \( \mathcal{H} \) with unit trace.
- \( D_c(\mathcal{H}) \) denotes the set of subnormalized density matrices on \( \mathcal{H} \); that is, positive semidefinite operators on \( \mathcal{H} \) with trace at most one.
• $U(\mathcal{H})$ denotes the set of unitary matrices acting on $\mathcal{H}$. For an integer $N$, we will also write $U(N)$ to denote the set of all $N \times N$ complex unitary matrices.

Another important class of operators are isometries: these are like unitaries, except that can append ancilla qubits. We say that a map $V \in L(\mathcal{H}, \mathcal{M})$ is an isometry if for all vectors $|\psi\rangle \in \mathcal{H}$, $\|V|\psi\rangle\| = \|\psi\|$. Note that this requires $\dim(\mathcal{M}) \geq \dim(\mathcal{H})$. We will let $J(\mathcal{H}, \mathcal{M})$ denote the set of isometries in $L(\mathcal{H}, \mathcal{M})$.

For a Hilbert space $\mathcal{H}$, we let $|\mathcal{H}|$ denote the dimension of $\mathcal{H}$.

We will typically decorate states and unitaries with subscripts to denote which spaces they act on. For example, let $\mathcal{Y}$ and $\mathcal{Z}$ be two Hilbert spaces. Let $U \in U(\mathcal{Y})$ and let $V \in U(\mathcal{Y} \otimes \mathcal{Z})$. Then when we write the product $UYV^{\mathcal{Y}Z}$ we mean the $(U^Y \otimes \mathbb{I}^Z)V^{\mathcal{Y}Z}$; we will often omit mention of the identity unitary when it is clear from context.

**Superoperators.** In this paper we will consider superoperators, which are linear maps that act on a vector space of linear maps. For Hilbert spaces $\mathcal{H}$ and $\mathcal{M}$, let $T(\mathcal{H}, \mathcal{M})$ denote the set of all linear maps that take elements of $L(\mathcal{H})$ to $L(\mathcal{M})$. While superoperators can be very general, we will focus on superoperators $O \in T(\mathcal{H}, \mathcal{M})$ that are completely positive and trace non-increasing, which have the following characterization: there exists an alphabet $\Sigma$ and set of matrices (not necessarily Hermitian) $\{A_a\}_{a \in \Sigma} \subset L(\mathcal{H}, \mathcal{M})$ such that

1. $O(X) = \sum_{a \in \Sigma} A_a X A_a^\dagger$ for all $X \in L(\mathcal{H})$, and
2. $\sum_{a \in \Sigma} A_a^\dagger A_a \leq \mathbb{1}^\mathcal{H}$.

For the rest of this paper, when we speak of superoperators, we will always mean completely positive, trace non-increasing superoperators. Although the definition of superoperators is rather abstract, they capture general quantum operations on arbitrary quantum states, including post-selection, as demonstrated by Stinespring’s dilation theorem:

**Theorem 92** (Stinespring’s dilation theorem). A map $O \in T(\mathcal{H}, \mathcal{M})$ is a completely positive, trace non-increasing superoperator if and only if there exists auxiliary Hilbert spaces $\mathcal{Z}, \mathcal{Z}'$, an isometry $V \in J(\mathcal{H} \otimes \mathcal{Z}, \mathcal{M} \otimes \mathcal{Z}')$, and a projector $\Pi$ acting on $\mathcal{M} \otimes \mathcal{Z}'$ such that for all density matrices $\rho \in D(\mathcal{H})$, we have $O(\rho) = \text{Tr}_{\mathcal{Z}'}(\Pi V \rho V^\dagger \Pi)$.

### 8.3 Definitions

**Spaces.** We let $\mathcal{K}$ denote the key space, $\mathcal{M}$ denote the message space, and $\mathcal{Y}$ denote the authenticated space.

**Authentication scheme.** An $\delta$-authentication scheme is a pair of keyed superoperators $\text{Auth}, \text{Ver}$ where

- $\text{Auth}_k$ for $k \in \mathcal{K}$ is a superoperator mapping $D(\mathcal{M})$ to $D(\mathcal{Y})$.
- $\text{Ver}_k$ for $k \in \mathcal{K}$ is a superoperator mapping $D(\mathcal{Y})$ to $D(\mathcal{M})$. 
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satisfying the (approximate) correctness requirements that for any (potentially mixed) quantum state $\rho \in \mathcal{D}(\mathcal{M})$, 

$$\left\| \left( \mathbb{E}_k |k\rangle\langle k| \otimes \text{Ver}_k(\text{Auth}_k(\rho)) \right) - \mathbb{E}_k |k\rangle\langle k| \otimes \rho \right\|_1 < \delta$$

(8.1)

where $\| \cdot \|_1$ denotes the trace norm.

This definition of authentication scheme is more general than we need in this paper. Throughout this work, we shall exclusively work with exact authentication schemes; that is, authentication schemes where $\text{Ver}_k(\text{Auth}_k(\rho)) = \rho$ for all $k$. Furthermore, we will assume that $\text{Auth}_k$ behaves as an isometry taking $\mathcal{M}$ to $\mathcal{Y}$ (i.e. it isn’t probabilistic).

We will treat $\text{Ver}_k$ as a filter that only accepts states that were properly authenticated. More formally, we view $\text{Ver}_k(\tau)$ as first projecting the input state $\tau$ onto the subspace of $\mathcal{Y}$ that is the image of $\mathcal{M}$ under $\text{Auth}_k$. Then, it applies the inverse isometry $\text{Auth}_k$ on this projection ("undoes the authentication"). Thus $\text{Ver}_k(\cdot)$ is not a trace-preserving quantum operation.

Note that normally, the verification or decoding procedure of an authentication scheme (e.g., as defined in [9]) is a trace preserving operation that additionally generates an additional bit $b$ indicating whether verification accepted or rejected. Then the correctness requirement above would additionally require that $b = 1$ with probability (negligibly close to) 1, for inputs obtained by running $\text{Auth}_k$ on some state. However, we note that this is equivalent to the formulation above. Indeed, starting from a verification operator $\text{Ver}'_k$ that additionally outputs $b$, we obtain an operator $\text{Ver}_k$ that projects onto $b = 1$, and then discards $b$. If $b = 0$ with non-negligible probability, then the trace of the result would be smaller than that of $\rho$. Hence, the result could not be close in trace distance. Therefore, a small trace distance implies that $b = 1$ with overwhelming probability. This view of the verification procedure $\text{Ver}_k$ as a filter will be more useful in our paper.

We will also use $\text{Auth}$ and $\text{Ver}$ to denote the operators 

$$\text{Auth}(\cdot) = \sum_k |k\rangle\langle k| \otimes \text{Auth}_k(\cdot), \quad \text{Ver}(\cdot) = \sum_k |k\rangle\langle k| \otimes \text{Ver}_k(\cdot).$$

**Classical Authentication.** In a classical authentication protocol, the authentication operator $\text{Auth}_k$ is specified by a classical function $\text{Auth}_k : \mathcal{M} \mapsto \mathcal{Y}$ acting on the computational basis, run in superposition on the input state. The verification operator behaves the same as described above: $\text{Ver}_k$ projects onto the subspace of $\mathcal{Y}$ spanned by classical strings $\text{Auth}_k(m)$ for all $m \in \mathcal{M}$, and then applies the inverse map $\text{Auth}_k^{-1}$.

Oftentimes we will want to project onto the space of valid authenticated messages, without undo-ing the authentication. We use the operator $\text{Check}$ to denote this:

$$\text{Check}_k = \sum_m |\text{Auth}_k(m)\rangle\langle \text{Auth}_k(m)|$$

We will also let $\text{Check}(\cdot) = \sum_k |k\rangle\langle k| \otimes \text{Check}_k(\cdot)$.

**Message authentication codes.** A message authentication code (or MAC) is special type of classical authentication scheme $(\text{Auth}, \text{Ver})$ where for a message $m$, $\text{Auth}_k(m) = (m, \sigma(k, m))$, where we call $\sigma(k, m)$ the message tag. We treat $\text{Ver}_k$ as an operator that projects out messages that do not have valid tags, and for messages with valid tags, $\text{Ver}_k$ will strip the tags
away:

\[ \text{Ver}_k = \sum_m |m\rangle\langle m| \sigma(k, m) |m\rangle\langle m|, \]

In the case of a MAC, the check operator looks like:

\[ \text{Check}_k = \sum_m |m\rangle\langle m| \sigma(k, m) |m\rangle\langle m|, \]

**Adversaries.** The way we model adversaries is the most general – and the most conservative – way possible: the adversary prepares the initial message state \( |\rho\rangle^{^M_Z} \), where we can assume that the adversary possesses the purification of \( \rho^M \). After the state is authenticated with a secret key \( k \), the adversary gets to attack the \( ^Y_Z \) spaces with an arbitrary completely positive trace non-increasing superoperator \( \mathcal{O} \). After this attack, the state is un-authenticated with the same key \( k \).

We don’t require the superoperator \( \mathcal{O} \) to be trace preserving; this is to allow adversaries to *discard* certain measurement outcomes (or, alternatively, *post-select* on measurement outcomes, without renormalizing). While this may seem to give the adversary far too much power, in our security definitions we take into account the probability of the event that the adversary post-selects on. If this probability is too small, the security guarantees are meaningless, which is necessary. Allowing for superoperators to be trace non-preserving will help make our definitions clean to state.

### 8.4 Security Framework for Quantum Authentication

We now give a framework of security definition for authentication protocols in the quantum setting, involving adversaries that may possess side information that is entangled with the messages. Our security definitions generalizes some of the known classical and quantum authentication definitions.

We present our security definitions using the real/ideal paradigm. Let \((\text{Auth}, \text{Ver})\) be an authentication protocol, with key space \( ^K \), message space \( ^M \), and authenticated space \( ^Y \). Let \( ^Z \) denote the space of auxiliary side information.

**Definition 93.** Let \((\text{Auth}, \text{Ver})\) be an authentication scheme. Let \( \mathcal{A} \subset T(^Y_Z, ^Y_Z) \) denote a set of ideal adversaries. The scheme \((\text{Auth}, \text{Ver})\) is \( \varepsilon \)-reduces to \( \mathcal{A} \)-adversaries iff the following holds: for all initial message states \( |\rho\rangle^{^M_Z} \), for all adversaries \( \mathcal{O} \in T(^Y_Z, ^Y_Z) \), there exists an ideal adversary \( I \in \mathcal{A} \) such that the following (not necessarily normalized) states are \( \varepsilon \)-close in trace distance:

- **(Real experiment)** \( \mathbb{E}_k [ |k\rangle\langle k| \otimes (|\text{Ver}_k \otimes I^Z|) \circ \mathcal{O} \circ (|\text{Auth}_k \otimes I^Z|) ] (|\rho^{^M_Z}|) \)

- **(Ideal experiment)** \( \mathbb{E}_k [ |k\rangle\langle k| \otimes (|\text{Ver}_k \otimes I^Z|) \circ I \circ (|\text{Auth}_k \otimes I^Z|) ] (|\rho^{^M_Z}|) \)

Intuitively, our security definition states that for an authentication scheme \((\text{Auth}, \text{Ver})\) that is \( \mathcal{A} \)-secure, for all initial message states \( |\rho^{^M_Z}| \), an arbitrary adversary that acts on an authenticated state \( |\text{Auth}_k (|\rho^{^M_Z}|) \) is reduced to an “ideal adversary” in \( \mathcal{A} \); behaving differently will cause the verification procedure to abort. In other words, “all the adversary can do” is behave like some adversary in the class \( \mathcal{A} \).
A comment about normalization. It is important that the states of the real experiment and ideal experiment are not required to have unit trace. This is because their trace corresponds to the probability that the verification procedure accepts. If the probability of acceptance is smaller than $\varepsilon$, then the security guarantee is vacuous. Intuitively, this corresponds to situations such as the adversary successfully guessing the secret key $k$, so we cannot expect any security guarantee in that setting. However, if the probability of acceptance is significantly larger than $\varepsilon$, then we can condition on acceptance, and still obtain a meaningful security guarantee: the distance between the (renormalized) real experiment and ideal experiments is small.

We now specialize the above definition to some important classes of ideal adversaries that we will consider in this paper. Note that for two classes of ideal adversaries $\mathcal{A}$ and $\mathcal{A}'$, if $\mathcal{A} \subset \mathcal{A}'$, then an authentication scheme reducing to $\mathcal{A}$-adversaries implies reducing to $\mathcal{A}'$-adversaries. Hence reducing to $\mathcal{A}$-adversaries is a stronger security guarantee.

8.4.1 Basis-dependent authentication

We first define a notion of security of authentication schemes that reduce to a basis-respecting adversary.

**Definition 94** (Basis-respecting adversaries). Let $B = \{|\psi\rangle\}$ denote an orthonormal basis for $\mathcal{Y}$. Then an adversary $I \in T(\mathcal{Y}Z, \mathcal{Y}Z)$ is $B$-respecting iff it can be written as

$$I(\sigma) = \text{Tr}_Z(\Pi \sigma V^+ \Pi)$$

for all $\sigma \in D(\mathcal{Y}Z)$, where $\Pi$ is a projector acting on $ZZ'$, and $V \in J(\mathcal{Y}Z, \mathcal{Y}ZZ')$ is an isometry that can be written as

$$V = \sum_{\psi \in B} |\psi\rangle\langle\psi|^{\mathcal{Y}} \otimes V_{\psi}$$

where for each $\psi$, $V_{\psi} \in J(Z, ZZ')$ is some isometry.

Without the second condition on $V$, by Stinespring's Dilation Theorem every superoperator can be written as $I(\sigma) = \text{Tr}_Z(\Pi \sigma V^+ \Pi)$ for some choice of isometry $V$ and projector $\Pi$. However, the second condition forces $V$ to respect the basis $B$. Intuitively, a basis-respecting adversary first measures the $\mathcal{Y}$ register in the $B$ basis, and based on the measurement outcome, performs some further isometry on the side information in $Z$. When $B$ is simply the computational basis, then the adversary treats the $\mathcal{Y}$ register as classical.

**Definition 95** (Security relative to a basis). Let $B$ be a basis for $\mathcal{Y}$. An authentication scheme $(\text{Auth}, \text{Ver})$ $\varepsilon$-authenticates relative to basis $B$ iff it $\varepsilon$-reduces to the class of $B$-respecting adversaries.

Intuitively, our new definition captures the "best possible" security definition for classical authentication protocols. With a classical protocol, the adversary can perform arbitrary measurements on the authenticated space without detection by the verification algorithm. Because measurements are now undetectable, the adversary can also perform $\sigma$-dependent operations to the auxiliary registers, where $\sigma$ is the classical authenticated message observed in the authenticated registers. For example, he can copy $\sigma$ into the auxiliary space.
He can also now choose to abort or not depending on \( \sigma \). However, he should not be able to turn \( \sigma \) into \( \sigma' \neq \sigma \).

In Section 8.5, we establish two properties that follow from our basis-dependent security definition. First, we show that from the point of view of an adversary, the state which was authenticated in superposition is indistinguishable from having been measured in the basis \( B \). Showing this uses our definition crucially: we reduce all potential distinguishers into adversaries that must behave in a basis-respecting manner, but then such an adversary cannot tell whether the state was measured or not.

Next, we show that our definition implies unforgeability: the adversary cannot produce two valid signed messages with non-negligible probability, when given access to only one superposition. Thus, our definition subsumes the Boneh-Zhandry security definition for one-time MACs.

In Section 8.7 we show that the classical Carter-Wegman MAC where the message \( m \) is appended with \( h(m) \), where \( h(\cdot) \) is drawn from a three-wise independent hash family, is a scheme that authenticates relative to the computational basis.

**Theorem 96.** The Carter-Wegman MAC with three-universal hashing is \( O(\sqrt{|\mathcal{M}|/|\mathcal{T}|}) \)-authenticating relative to the computational basis, where \( \mathcal{T} \) is the range of the hash family.

### 8.4.2 Total authentication

Here, we will define the strongest possible notion of secure quantum authentication.

**Definition 97 (Oblivious adversary).** An adversary \( \mathcal{I} \in T(\mathcal{Y}\mathcal{Z}, \mathcal{Y}\mathcal{Z}) \) is oblivious iff there exists a superoperator \( \mathcal{O} \in T(\mathcal{Z}, \mathcal{Z}) \) such that

\[
\mathcal{I}(\sigma) = (I^{\mathcal{Y}} \otimes \mathcal{O})(\sigma)
\]

for all \( \sigma \in D(\mathcal{Y}\mathcal{Z}) \).

In other words, an oblivious adversary does not act at all on the authenticated message, and only acts on the auxiliary side information that it possesses about the state.

**Definition 98 (Total authentication).** An authentication scheme \( (\text{Auth}, \text{Ver}) \) is totally authenticates iff it \( \varepsilon \)-reduces to the class of oblivious adversaries.

This is a generalization of the Barnum et al. definition to handle arbitrary auxiliary information about the input state. This is the strongest possible notion of security: for any authentication scheme, an adversary can always mount the following trivial attacks. First, he can arbitrarily modify the unauthenticated auxiliary state. Note that he cannot necessarily modify the contents of the auxiliary state based on the authenticated state, since this amounts to some measurement on the authenticated state, which verification may detect. Second, he can choose to either forward the authenticated state as is, or abort and forward nothing (equivalently, forward a junk state that is guaranteed to reject upon verification). Moreover, he can choose whether to abort or forward based on the contents of the auxiliary registers, and can even abort/forward in superposition. However, in an authentication scheme that totally authenticates the adversary can only behave in such trivial ways.

In Section 8.6 we establish a few properties of this definition. The first is that a totally authenticating scheme yields encryption of the quantum state. Barnum, et al. showed that
quantum state authentication implies quantum state encryption [9]. However, they did
not take into account quantum side information. We show that our definition very easily
implies encryption even when the adversary may be entangled with the message state.

Then, we show how our notion of total authentication gives rise to a conceptually sim-
ple version of quantum key distribution (QKD). [53] have already observed that the uni-
versal composability of the Barnum et al. protocol implies that it can be used to perform
QKD as well. Thus while our application of quantum authentication to QKD is not novel,
we use this as another opportunity to showcase the strength of our definition. We also
show how our definition easily implies full key reuse.

In Section 8.9 we present a scheme achieves total authentication, and hence is the
strongest possible authentication scheme in the quantum setting. To our knowledge, this
is the first authentication scheme that achieves this level of security. As described in
the introduction, this is based on applying an (approximate) unitary design on the input state
padded with some number s of |0⟩ qubits.

**Theorem 99.** The unitary design scheme is $2^{-s/2}$-totally authenticating, where s is the number of extra |0⟩ qubits.

As a consequence, this yields an authentication scheme where the key can be recycled
fully, conditioned on successful verification by the receiver. In contrast, the protocol of
Barnum et al. is not known to possess this property; [53] showed that most of the key can
be securely recycled.

### 8.4.3 Total authentication with key leakage

Finally, we introduce a slight weakening of the definition of total authentication above:
we consider schemes that achieve total authentication of quantum data, but incur some
key leakage. We model this in the following way: let $K = |\mathcal{K}|$ (the size of the keyspace),
and let $K' \leq K$. Define a key leakage function $\ell : \mathcal{K} \rightarrow \{0, 1\}^{\log K'}$. If $K'$ is strictly less than
$K$, then $\ell(k)$ must necessarily lose information about the key $k \in \mathcal{K}$, but it will leak some
information about it.

In a total authentication scheme with key leakage, an arbitrary adversary is reduced to
an oblivious adversary (i.e., is forced to only act on the side information), but the manner
in which it acts on the side information may depend on $\ell(k)$.

**Definition 100 (Authentication with key leakage).** Let $(\text{Auth}, \text{Ver})$ be an authentication scheme.
Let $K' \leq |\mathcal{K}|$ and let $\ell : \mathcal{K} \rightarrow \{0, 1\}^{\log K'}$ be a key leakage function. Let $\mathcal{A} \subseteq T(\mathcal{Y}Z, \mathcal{Y}Z)$ denote
a set of ideal adversaries. The scheme $(\text{Auth}, \text{Ver})$ $\varepsilon$-reduces to $\mathcal{A}$-adversaries with key leakage
$\ell$ iff the following holds: for all initial message states $|\rho\rangle^{MZ}$, for all adversaries $O \in T(\mathcal{Y}Z, \mathcal{Y}Z)$, there exists a collection of ideal adversaries $\{I_h\} \subset \mathcal{A}$, indexed by $h \in \{0, 1\}^{\log K'}$, such that the
following (not necessarily normalized) states are $\varepsilon$-close in trace distance:

- (Real experiment) $E_k |k\rangle \langle k| \otimes [(\text{Ver}_k \otimes \mathbb{I}^Z) \circ O \circ (\text{Auth}_k \otimes \mathbb{I}^Z)] (|\rho\rangle^{MZ})$

- (Ideal experiment) $E_k |k\rangle \langle k| \otimes [(\text{Ver}_k \otimes \mathbb{I}^Z) \circ I_{\ell(k)} \circ (\text{Auth}_k \otimes \mathbb{I}^Z)] (|\rho\rangle^{MZ})$.

**Definition 101 (Total authentication with key leakage).** Let $K' \leq |\mathcal{K}|$ and let $\ell : \mathcal{K} \rightarrow
\{0, 1\}^{\log K'}$ be a key leakage function. An authentication scheme $(\text{Auth}, \text{Ver})$ $\varepsilon$-totally authenti-
cates with key leakage $\ell$ iff it $\varepsilon$-reduces to the class of oblivious adversaries with key leakage $\ell$. 142
This definition may seem somewhat strange: how is an ideal adversary able to learn bits $\ell(k)$ of the key $k$, if it doesn’t act on the authenticated part of the state at all? Of course, any adversary that learns something about the key must have acted on the authenticated state, but the point is that, conditioned on successful verification, the adversary “effectively” behaved like an oblivious adversary that had access to $\ell(k)$.

In Section 8.8 we present a very simple scheme that achieves total authentication with some key leakage: to authenticate an arbitrary quantum state $\rho$, first apply the classical Carter-Wegman authentication scheme on it using key $k$. Then, apply $H^{\otimes n}$ to all the qubits in the authenticated state (i.e. apply the quantum Fourier transform over $\mathbb{Z}_2$). Finally, apply the classical Carter-Wegman scheme again using a fresh key $h$. Thus, we are authenticating the state $\rho$ in complementary bases. We call this the “Auth-QFT-Auth” scheme.

We will show that this in fact achieves total authentication (and hence encryption of the state), but at the cost of leaking the “outer key” $h$:

**Theorem 102** (Security of the Auth-QFT-Auth scheme). The Auth-QFT-Auth scheme is $\delta$-totally authenticating with outer key leakage, where $\delta = O\left(\sqrt{|\mathcal{M}|^{5/2}/|\mathcal{Y}|}\right)$.

While this scheme leaks some bits of the outer key, it preserves the secrecy of the state $\rho$ and the “inner key” $k$. Furthermore, it is much more “lightweight” than the full unitary design scheme that achieves total authentication without key leakage. It also illustrates that applying a simple classical authentication scheme in complementary bases is already enough to reduce a full quantum adversary to performing only trivial attacks. Finally, the analysis of this scheme crucially relies on the basis dependent security definition above.

We note that Hayden, Leung, and Mayers show that the authentication scheme of [9] satisfies total authentication with key leakage [53], but it is unclear whether it satisfies the strongest definition of total authentication without key leakage.

### 8.5 Properties of basis-dependent authentication

#### 8.5.1 Indistinguishability from measured

Here, we show that any classical scheme that authenticates relative to the computational basis implies that the authenticated state is indistinguishable from being measured in the computational basis. For concreteness we will work with the computational basis; this is without loss of generality.

**Definition 103.** If Auth is a classical scheme that is $\epsilon$-indistinguishable from measured in the computational basis, then for any state $\rho^{M^Z}$, the following two states are $\epsilon$ close:

- $E_k[\text{Auth}_k \otimes I^Z](\rho^{M^Z})$ (the unmeasured authenticated state), and
- $E_k[(\text{Meas} \otimes I^Z) \circ (\text{Auth}_k \otimes I^Z)](\rho^{M^Z})$ (the measured authenticated state), where Meas denotes measuring in the computational basis.

**Theorem 104.** If $(\text{Auth}, \text{Ver})$ $\epsilon$-authenticates relative to the computational basis, then Auth is $7\sqrt{\epsilon}$-indistinguishable from measured.

**Proof.** We prove this theorem by contradiction: assuming an adversary can distinguish from measured, we will obtain a violation of the security of authentication. Analogous to the proof that authentication implies encryption of Barnum et al. [9], our proof will proceed in two parts. First, we will reduce to the case where we assume the distinguishing
adversary has very high success probability. Second, we will show that by iterating the
scheme, we boost a low success probability adversary into a high success probability ad-
versary. For this proof, we will not need the full security where the key $k$ is considered —
instead, we will invoke the authentication security by tracing out and averaging over the
key as in prior works.

Let $\rho^{M,Z}$ be a quantum state. Let $D$ be a distinguisher violating the indistinguishability
from measured property. Suppose $D$ has very large distinguishing advantage $1 - \gamma$. This
means that

- $D(E_k [\text{Auth}_k \otimes I^Z] (\rho^{M,Z}))$ outputs 1 with probability at least $1 - \gamma$, and
- $D(E_k [(\text{Meas} \otimes I^Z) \circ (\text{Auth}_k \otimes I^Z)] (\rho^{M,Z}))$ outputs 1 with probability at most $\gamma$

Now, we set up the state $(\frac{1}{2}|0\rangle|0\rangle + \frac{1}{2}|1\rangle|1\rangle) \otimes \rho^{M,Z}$. We conditionally measure $\rho^M$ in
the computational basis based on the first bit: if 0, we measure, if 1 we leave intact. Next,
we discard the first bit by tracing it out. The resulting state is $\frac{1}{2}(\text{Meas} + I^M) \otimes I^Z (\rho^{M,Z})$.

Now we authenticate. Since the scheme is classical, authentication commutes with
measurement in the computational basis. Therefore, the authenticated state is

$$\left[\frac{1}{2}(\text{Meas} + I^Y) \circ \text{Auth}_k \otimes I^Z\right] (\rho^{M,Z})$$

The adversary now applies $D$, copying the result into its auxiliary state. Because $D$ has
high distinguishing advantage, applying $D$ and conditioning on $D$ giving the right answer
only negligibly affects the state. Therefore, it is straightforward to show the resulting state
is $4\sqrt{2} \gamma$-close to:

$$\frac{1}{2} \sum_k (\text{Meas} \otimes I^Z) \circ (\text{Auth}_k \otimes I^Z) (\rho^{M,Z})$$

Now, this state will pass verification with probability 1, since the authentication scheme
is classical. Therefore, this state is approximated by an ideal adversary that is computa-
tional basis respecting. Note that such adversaries commute with the measurement in the
computational basis. Therefore, the final bit in the approximated superposition is either 0
or 1 or some mixture of the two, but the mixture is independent of whether the authenti-
cated space is measured or not.

Therefore, the state above has a distance of $\frac{1}{2}$ from any ideal adversary, a contradiction.

Thus, we have that if the scheme $\frac{1}{2} - 4\sqrt{2} \gamma$-authenticates in the computational basis,
there is no distinguisher with advantage $1 - \gamma$.

Next, we show how to boost a low-advantage distinguisher for a scheme $(\text{Auth}, \text{Ver})$
into a high-advantage distinguisher for the product scheme $(\text{Auth}', \text{Ver}')$ which acts on
message space $M'$ by applying Auth to each message component with an independent
key.

A simple hybrid argument shows that, if $(\text{Auth}, \text{Ver})$ $\epsilon$-authenticates in the computa-
tional basis, then $(\text{Auth}', \text{Ver}')$ $\epsilon'$-authenticates in the computational basis. Note that Bar-
um et al.'s proof of this required somewhat more effort; however, for us, due to the fact
that we consider side information in our definition, in our case the security of the product
scheme comes essentially for free.
Next, assume \( D \) distinguishes from measured for the state \( \rho^{M,Z} \) in the scheme \((\text{Auth}, \text{Ver})\) with advantage \( \delta \). Then we can boost the success probability to a distinguisher \( D' \) for the state \( (\rho^{M,Z})^{\otimes t} \) in scheme \((\text{Auth}', \text{Ver}')\) with advantage \( 1 - 2e^{-t\delta^2/2} \). But from the above, this means that the scheme \((\text{Auth}', \text{Ver}')\) cannot \( \frac{1}{2} - 8e^{-t\delta^2/4} \)-authenticate. Thus,

\[
t \epsilon > \frac{1}{2} - 8e^{-t\delta^2/4}
\]

Choosing \( t = 1/3/\epsilon \) gives \( \delta < 7\sqrt{\epsilon} \).

### 8.5.2 Unforgeability

In this section we show that our security definition of authentication schemes relative to a basis implies the classical security definition of authentication schemes – namely, that the adversary, after having received the authenticated message state, cannot produce two distinct authenticated message-tag pairs with non-negligible probability. This property is called unforgeability. Thus this shows that our security definition recovers the Boneh-Zhandry security definition for one-time MACs.

Our model for signature forgery is the following. Let \((\text{Auth}, \text{Ver})\) be a classical authentication scheme that is \( B \)-respecting for some basis. We will let \( B \) be the computational basis without loss of generality. Furthermore, we will restrict our attention to MACs where for a classical message \( m \in \mathcal{M} \), \( \text{Auth}_k(m) = (m, \sigma(k, m)) \), although our arguments extend to general classical authentication schemes.

Without loss of generality we can assume that the initial message state is a pure state \( |p\rangle = \sum_m a_m |m\rangle^M \otimes |q_m\rangle^Z \) where the \( |q_m\rangle \) are arbitrary pure states held by the adversary. After signing, we have

\[
\tau^{K, Y_1, Y_2} = \mathbb{E}_k |k\rangle \langle k| \otimes \text{Auth}_k(\rho^{M,Z}).
\]

The adversary applies some superoperator \( \mathcal{E} \) on \( \mathcal{Y}^Z \) and outputs a system on \( \mathcal{Y}_1, \mathcal{Y}_2, \mathcal{Z} \). The spaces \( \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \) are both isomorphic to \( \mathcal{Y} \). Let the tampered state be denoted as

\[
\tau^{K, \mathcal{Y}_1, \mathcal{Y}_2} = \mathbb{E}_k |k\rangle \langle k| \otimes \mathcal{E}(\text{Auth}_k(\rho^{M,Z})).
\]

We define the probability of forgery by \( \mathcal{E} \) on input \( \rho \) to be the probability that, upon measuring \( \mathcal{K}, \mathcal{Y}_1, \) and \( \mathcal{Y}_2 \) in the computational basis, we obtain a key \( k \) and two valid signed messages \((m, \sigma(k, m))\) and \((m', \sigma(k, m'))\) with \( m \neq m' \).

The next theorem shows that quantum-secure authentication schemes possess the unforgeability property. The idea of the proof is as follows: suppose that there was an authentication scheme \((\text{Auth}, \text{Ver})\), an adversary \( \mathcal{E} \) and an initial message state \( \rho^M \) such that \( \mathcal{E} \) on input \( \rho \) could forge an authenticated message with non-negligible probability. Using the fact that the authentication scheme is secure, we can in fact find a fixed message \( m \in \mathcal{M} \) and another adversary \( \mathcal{E}' \) that, when given an authentication of message \( m \), forges a valid signed message \((m', \sigma(k, m'))\) where \( m' \neq m \) with non-negligible probability. The definition of secure authentication scheme easily implies this is impossible.

**Theorem 105.** Let \((\text{Auth}, \text{Ver})\) be an authentication scheme that is \( \epsilon \)-authenticating relative to the computational basis. Let \( \mathcal{E} \) be a forger. Then for all initial message states \( \rho^{M,Z} \), the probability of
forgery by \( E \) on input \( \rho \) is at most \( 3\varepsilon \).

**Proof.** Suppose for contradiction that the probability of forgery is at least \( \delta = 3\varepsilon \). Since the scheme is \( \varepsilon \)-authenticating relative to the computational basis, we can simulate the forger by an ideal adversary \( I \) that respects the computational basis: on input \( \tau^{KYZ} \) (the authentication of \( \rho \)), it first measures the \( \mathcal{Y} \) register to yield a valid signed message \((m, \sigma(k, m))\). Then, conditioned on this result, it applies an arbitrary quantum operation on the \( \mathcal{Z} \) register. Since \( E \) is a forger, the ideal adversary \( I \) is also a forger: measuring \( ICYZ \) in the computational basis will yield \((k, (in, o-(k, in))) \) and \((n', c-(k, in')) \) where \( in \) is independent of \( in' \) with probability at least \( \delta - \varepsilon = 2\varepsilon \). Let \( E_m \) denote the event that measuring \( \mathcal{Y} \) yields a valid signature of the message \( m \). Let \( F_m \) denote the event that measuring \( \mathcal{Z} \) yields a valid signature of a message that's distinct from \( m \).

Thus

\[
\sum_m \Pr[E_m] \cdot \Pr[F_m|E_m] \geq 2\varepsilon
\]

where the probabilities are with respect to the ideal adversary \( I \). Thus by averaging there exists an \( m \) where \( \Pr[E_m|E_m] \geq 2\varepsilon \). But notice that \( \Pr[E_m] \) is independent of the key, and simply \( |\alpha_m|^2 \), because the ideal adversary only measures the \( \mathcal{Y} \) register of \( \tau \) in the computational basis. Thus, if we condition the state \( I(\tau) \) on the event \( E_m \), we have the following state:

\[
I(\tau^{KYZ})|_{E_m} = \mathbb{E}_m \left[ \sum_{k} |k\rangle\langle k|^Z \otimes |m, \sigma(k, m)\rangle\langle m, \sigma(k, m)|^{\mathcal{Y}} \otimes I_{m, \sigma(k, m)} \left( |\varphi_m\rangle\langle \varphi_m|^Z \right) \right]
\]

where \( I_{m, \sigma(k, m)} \) denotes the attack that the ideal adversary performs on the side information, conditioned on reading \((m, \sigma(k, m))\) in \( \mathcal{Y} \). However, \( \Pr[E_m|E_m] \geq 2\varepsilon \) implies that measuring \( \mathbb{E}_m |k\rangle\langle k| \otimes I_{m, \sigma(k, m)} \left( |\varphi_m\rangle\langle \varphi_m|^Z \right) \) in the computational basis yields \( k \) and a forgery \((m', \sigma(k, m'))\) where \( m' \neq m \) with probability at least \( 2\varepsilon \). However this is impossible, as a real adversary could, given the authenticated message/tag pair \((m, \sigma(k, m))\), perform \( I_{m, \sigma(k, m)} \) on the side information \( |\varphi_m|^Z \), and then swap the \( \mathcal{Y} \) registers with some registers in \( \mathcal{Z} \). Upon verification, measuring the \( \mathcal{Y} \) registers of this tampered state has probability of at least \( 2\varepsilon \) of obtaining a valid \((m', \sigma(k, m'))\), which contradicts the property that \((\text{Auth}, \text{Ver})\) is \( \varepsilon \)-authenticating relative to the computational basis. \( \square \)

### 8.6 Properties of total authentication

#### 8.6.1 Encryption

Analogous to the Barnum et al.'s [9] result that authentication implies encryption, we show that authentication when considering side information must encrypt the state, even to an adversary that may be entangled with the state. This result is incompatible with Barnum et al.'s: we start from a stronger property that considers side information, and end with a stronger form of authentication that also considers side information.

**Definition 106.** If \( \text{Auth} \) is an \( \varepsilon \)-secure encryption scheme with side information, then for any two states \( \rho_0^{MZ}, \rho_1^{MZ} \) such that \( \rho_0^Z \) and \( \rho_1^Z \) are \( \delta \)-close, the following two distributions are \( \delta + \varepsilon \)-close:

- \( \mathbb{E}_k \left[ \text{Auth}_k \otimes \mathbb{I}^Z \right] \left( \rho_0^{MZ} \right) \) and

\[\]
Theorem 107. If \((\text{Auth}, \text{Ver})\) \(\varepsilon\)-authenticates, then \(\text{Auth}\) is an \(14\sqrt{\varepsilon}\)-secure encryption scheme.

Proof. First, we observe that any scheme that gives \(\varepsilon\) secure encryption in the case \(\delta = 0\) gives \(2\varepsilon\) secure encryption in the general case. Indeed, by assumption, \(E_k [\text{Auth}_k \otimes I^Z] (\rho^{M^Z}_0)\) is \(\varepsilon\)-close to \(E_k [\text{Auth}_k (|0\rangle\langle 0|) \otimes \rho^I_0]\), which is \(\delta\) close to \(E_k [\text{Auth}_k (|0\rangle\langle 0|) \otimes \rho^I_1]\), which is \(\varepsilon\) close to \(E_k [\text{Auth}_k \otimes I^Z] (\rho^{M^Z}_1)\).

Therefore, it suffices to prove that \(\text{Auth}\) is \(7\sqrt{\varepsilon}\) secure for states with \(\delta = 0\).

We prove this theorem by contradiction: assuming an adversary can distinguish from measured, we will obtain a violation of the security of authentication. Our proof will very similar to the proof of Theorem 104. First, we will reduce to the case where we assume the distinguishing adversary has very high success probability. Second, we will show that by iterating the scheme, we boost a low success probability adversary into a high success probability adversary. For this proof, we will not need the full security where the key \(k\) is considered — instead, we will invoke the authentication security by tracing out and averaging over the key as in prior works.

Let \(\rho^{M^Z}_0, \rho^{M^Z}_1\) be quantum states. Let \(D\) be a distinguisher that distinguishes between the two with probability \(\tau\). Suppose \(D\) has very large distinguishing advantage \(1 - \gamma\). This means that

- \(D(E_k [\text{Auth}_k \otimes I^Z] (\rho^{M^Z}_1))\) outputs 1 with probability at least \(1 - \gamma\), and
- \(D(E_k [\text{Auth}_k \otimes I^Z] (\rho^{M^Z}_0))\) outputs 1 with probability at most \(\gamma\).

Now, we set up the state \(\frac{1}{2}|0\rangle\langle 0| \otimes \rho^{M^Z}_0 + \frac{1}{2}|1\rangle\langle 1| \otimes \rho^{M^Z}_1\). Next, we discard the first bit by tracing it out. The resulting state is \(\frac{1}{2}(\rho^{M^Z}_0 + \rho^{M^Z}_1)\). Then we authenticate. By the linearity of quantum operations, we have that the state is

\[
\frac{1}{2} [\text{Auth}_k \otimes I^Z] (\rho^{M^Z}_0) + \frac{1}{2} [\text{Auth}_k \otimes I^Z] (\rho^{M^Z}_1)
\]

The adversary now applies \(D\), copying the result into its auxiliary state. Because \(D\) has high distinguishing advantage, applying \(D\) and conditioning on \(D\) giving the right answer only negligibly affects the state. Therefore, it is straightforward to show the resulting state is \(4\sqrt{2\gamma}\)-close to:

\[
\frac{1}{2} E_k [\text{Auth}_k \otimes I^Z] (\rho^{M^Z}_0) \otimes |0\rangle\langle 0| + \frac{1}{2} E_k [\text{Auth}_k \otimes I^Z] (\rho^{M^Z}_1) \otimes |1\rangle\langle 1|
\]

Now, this state will pass verification with probability 1, since each component is a valid authenticated state and authentication is linear. Therefore, this state is approximated by an ideal adversary that does nothing except forward the state as is or reject the state, and modify its auxiliary registers independently of the authenticated state. Therefore, the final bit in the approximated superposition is either 0 or 1 or some mixture of the two, and the mixture may depend on \(\rho^Z\), but not \(\rho^M\). But recall that by assumption \(\rho^Z = \rho^I\), and so an ideal adversary cannot distinguish the two cases. Therefore, the state above has a distance of \(\frac{1}{\gamma}\) from any ideal adversary, a contradiction.

Thus, we have that if the scheme \(\frac{1}{2} - 4\sqrt{2\gamma}\)-authenticates in the computational basis, there is no distinguisher with advantage \(1 - \gamma\).
Next, we show how to boost a low-advantage distinguisher for a scheme \((\text{Auth}, \text{Ver})\) into a high-advantage distinguisher for the product scheme \((\text{Auth}', \text{Ver}')\) which acts on message space \(M'\) by applying \(\text{Auth}\) to each message component with an independent key.

A simple hybrid argument shows that, if \((\text{Auth}, \text{Ver})\) \(\varepsilon\)-authenticates, then \((\text{Auth}', \text{Ver}')\) \(t\varepsilon\)-authenticates in the computational basis.

Next, assume \(D\) distinguishes from measured for the state \(\rho^{MZ}\) in the scheme \((\text{Auth}, \text{Ver})\) with advantage \(\delta\). Then we can boost the success probability to a distinguisher \(D'\) for the state \((\rho^{MZ})^{\otimes t}\) in scheme \((\text{Auth}', \text{Ver}')\) with advantage \(1 - 2e^{-t\delta^2/2}\). But from the above, this means that the scheme \((\text{Auth}', \text{Ver}')\) cannot \(1 - 8e^{-t\delta^2/4}\)-authenticate. Thus,

\[
t\varepsilon > \frac{1}{2} - 8e^{-t\delta^2/4}
\]

Choosing \(t = 1/3/e\) gives \(\delta < 7\sqrt{\varepsilon}\).

8.6.2 Quantum Key Distribution

Suppose we have a total authentication scheme. Then as argued in the Introduction, we immediately get a simple method to perform quantum key distribution. However, the QKD scheme sketched in the Introduction is rather fragile: any small amount of tampering by the adversary will cause Alice and Bob to abort. Here we sketch a slightly more robust way of carrying out QKD using a total authentication scheme.

Suppose Alice and Bob want to generate \(n\) bits of perfectly correlated key bits. We now describe a protocol that takes 2 rounds and \(O(n \log n)\) bits of communication, and tolerates the adversary attacking at most \(O(n / \log n)\) qubits of communication. If this is the case, then Alice and Bob can distill at least \(\Omega(n)\) bits of shared key. Let \((\text{Auth}, \text{Ver})\) be a scheme that encodes single qubits as \(O(\log n)\) qubits, and is \(\varepsilon\)-totally authenticating for \(\varepsilon = n^{-\Omega(1)}\). The unitary design scheme is one such example.

The QKD protocol is as follows:

1. Alice prepares the maximally entangled state over \(2n\) qubits i.e. \(|\Phi^\text{AB}\rangle = \frac{1}{\sqrt{2^n}} \sum_{x \in \{0,1\}^n} |xx^\text{AB}\rangle\).

2. Alice will generate independent keys \(k_1, \ldots, k_n\) for \(n\) uses of the authentication scheme \((\text{Auth}, \text{Ver})\). She authenticates each of the \(n\) qubits on the \(B\)-half of \(|\Phi^\text{AB}\rangle\) using an independent key. She sends \(B\) to Bob.

3. Bob sends a bit to Alice acknowledging that he received some state through the quantum channel (that may have been tampered by the adversary).

4. Alice sends the keys \(k_1, \ldots, k_n\) over an authenticated, but non-private, classical channel.

5. On the quantum state he received, Bob performs the verification procedure \(\text{Ver}_{k_1} \otimes \cdots \otimes \text{Ver}_{k_n}\) on \(n\) parts of \(\log n\) qubits each. He relays to Alice which parts successfully passed verification. Let \(S \subset [n]\) denote the successfully unauthenticated qubits.

6. Alice and Bob measure the part of their respective states corresponding to \(S\) in the computational basis, and use these bits as their shared key.
Since \((\text{Auth}, \text{Ver})\) is totally authenticating, after Bob successfully unauthenticates the qubits in \(S\), the qubits shared between Alice and Bob in \(S\) will be \(\approx \text{en}-\text{close}\) to the maximally entangled state. Thus when they both measure, they will both share a keys \(\langle x, x' \rangle\) that are \(\text{en}-\text{close}\) to uniform, perfectly correlated, and private from any other system (because the maximally entangled state is in tensor product with any other quantum system). If we assume that the probability that Bob successfully verifies is not too small, then this means that Alice and Bob have successfully performed quantum key distribution.

### 8.6.3 Key Reuse

Alice reuses the key once she gets back an acknowledgement from Bob that he accepted the authenticated state. We have \(\varepsilon\)-secure Total Authentication implying

\[
\| E_k \langle k \rangle \otimes [(\text{Ver}_k \otimes I^Z) \circ O(\sigma^{I^Z})] - E_k \langle k \rangle \otimes [(\text{Ver}_k \otimes I^Z) \circ (I^Y \otimes S)\sigma^{I^Z})] \|_1 \leq \varepsilon
\]

where \(I = I^Y \otimes S\) is the ideal adversary. As in the ideal case, adversary never touches \(k\) and the authenticated state, final state after verification is completely unentangled with the key \(k\) and distribution of \(k\) is uniform. Therefore, for a scheme satisfying total authentication, when Bob accepts, the final state (including adversary's register) is close in trace distance to an ideal state and we can reuse the key \(k\) again.

### 8.7 Quantum MACs from 3-universal hashing

In the classical setting, secure one-time MACs can be constructed via universal hashing. Let \(\{h_k\}_k\) be a strongly (2-)universal hash family. Then it is well known that the classical authentication protocol \(\text{Auth}_k(m) = (m, h_k(m))\) is secure against classical adversaries [101]. Here, we show that the same authentication protocol is also quantum-secure, provided that the hash family \(\{h_k\}_k\) satisfies the following: for all distinct \(m_1, m_2, m_3\), the distribution of \((h_k(m_1), h_k(m_2), h_k(m_3))\) for a randomly chosen \(k \in \mathcal{K}\) is uniform in \(T^3\). Such a family is called a 3-universal hash family. We will overload notation and use \(k(\cdot)\) to denote the function \(h_k(\cdot)\).

We note that Boneh and Zhandry showed that, when authenticating classical messages in the one-time setting, pairwise independence is sufficient to ensure that a quantum adversary cannot forge a new signed message, as long as the length of the tag is longer than the message! When the tag is shorter than the message, they showed that pairwise independence is insecure, and 3-wise independence is necessary.

Our analysis of the 3-wise independent Carter-Wegman MAC requires that, in order to obtain security against quantum side information, the message tag needs to be longer than the message. Thus it is conceivable that pairwise independence is sufficient for the same guarantee; we leave this as an open question.

**Theorem 108.** Let \(\mathcal{K} = \{k\}\) be a 3-universal hash family. Let \(\text{Auth}_k(m) = (m, k(m))\) and \(\text{Ver}_k\) be the corresponding verification function. Then the authentication scheme \((\text{Auth}, \text{Ver})\) is \(O(\sqrt{|M|/|T|})\)-authenticating relative to the computational basis.

Before beginning the proof we first state what the implications for key length are. Suppose we wish to guarantee that the Carter-Wegman MAC is \(\varepsilon\)-authenticating relative to the computational basis, then \(|M|/|T| \leq O(\varepsilon^2)\), which implies that \(\log |T| \geq \)
\[ \log |\mathcal{M}| + 2 \log \frac{1}{\varepsilon} + O(1). \] To ensure three-wise independence, it is sufficient for the key to have length

\[ 3 \log |\mathcal{M}| + 6 \log \frac{1}{\varepsilon} + O(1). \]

Proof. To prove this, we need to show that for all message states \( \rho^{\mathcal{M}Z} \) and all adversaries \( \mathcal{E} \in \mathcal{T}(YZ, YZ) \), the result of the QMAC is to reduce the action of the adversary on the authenticated message to an ideal, computational basis-respecting adversary.

We will concentrate on the case of signing pure state messages – this is because we can always purify the initial message state, and give the purification to the adversary. In other words, we will show that Carter-Wegman MAC is a quantum secure MAC when the initial message state is a state \( |\rho\rangle^{\mathcal{M}Z} = \sum_{m} a_{m} |m\rangle^{\mathcal{M}} \otimes |\varphi_{m}\rangle^{Z} \). The register \( \mathcal{M} \) corresponds to the message, and the register \( Z \) is held by the adversary.

It will actually be more useful to work with the Schmidt decomposition of \( |\rho\rangle \), which we write as

\[ |\rho\rangle^{\mathcal{M}Z} = \sum_{z} \sqrt{\lambda_{z}} \left( \sum_{m} a_{zm} |m\rangle^{\mathcal{M}} \right) \otimes |\varphi_{z}\rangle^{Z} \]

where for \( z \neq z' \), we have \( \langle \varphi_{z}|\varphi_{z'}\rangle = 0 \), and the \( \lambda_{z} \)'s are nonnegative numbers summing to 1. Furthermore, the dimension of the span of \( \{|\varphi_{z}\rangle\}_{z} \) is at most \( |\mathcal{M}| \).

After signing, the state becomes

\[ \sigma^{KYZ} = \sum_{k} |k\rangle \langle k| \otimes \mathcal{V}_{k} \mathcal{A} \rho \]

where \( \mathcal{Y} = \mathcal{M}T \). Now consider an attack \( \mathcal{E} \) of the adversary. By Stinespring’s Dilation Theorem, the superoperator \( \mathcal{E} \) can be implemented by applying a unitary \( V \) on registers \( \mathcal{Y}Z \), as well as some auxiliary register \( Z' \) held by the adversary, followed by a projective measurement \( P \) on \( ZZ' \), followed by tracing out \( Z' \).

First, we will assume that the auxiliary space \( Z' \) is part of the purification in \( |\rho\rangle^{\mathcal{M}Z} \). Second, we will ignore the projector \( P \) for now, and handle it later.

We specify the action of \( V \) on \( \mathcal{Y}Z \) as

\[ V : |m, t\rangle^{\mathcal{M}T} \otimes |\varphi_{z}\rangle^{Z} \rightarrow |\psi_{mtz}\rangle^{\mathcal{M}TZ} \]

where \( \{|\psi_{mtz}\rangle\} \) are a collection of states in \( \mathcal{M}TZ \) such that for all \((m, t, z) \neq (m', t', z')\), \( \langle \psi_{mtz}|\psi_{m't'z'}\rangle = 0 \). Furthermore, write the states as follows:

\[ |\psi_{mtz}\rangle = \sum_{a,b} \beta_{mtz}^{ab} |a, b\rangle \otimes |\varphi_{mtz}^{ab}\rangle \]

where the \( \{|\varphi_{mtz}^{ab}\rangle\} \) are an arbitrary collection of unit vectors residing in the space \( Z \), and \( |a, b\rangle \) are vectors in \( \mathcal{Y} = \mathcal{M}T \). Therefore after the attack we have

\[ \tilde{\sigma}^{KYZ} = \sum_{k} |k\rangle \langle k| \otimes V \mathcal{A} \rho \]

Now we apply the verification procedure to this state to obtain \( \tau \), where we've conditioned on the procedure accepting:

\[ \tau^{KYZ} = \mathcal{V} \left( \tilde{\sigma}^{KYZ} \right) = \sum_{k} |k\rangle \langle k| \otimes \mathcal{A} \left( V \mathcal{A} \rho \right) \]

Note that \( \tau \) does not have unit trace in general (because the verification procedure \( \mathcal{V} \)
may not pass with probability 1). For a fixed key $k$, we can write

$$\left| \tau_k \right> = \text{Ver}_k V \text{Auth}_k (\rho) = \sum_{z,m,a} \sqrt{\lambda_z \alpha_z \beta_{mk_a} \alpha_{mk_a}^{m_z} \beta_{ak} \alpha_{ak}^{m_z}} |a>^M \otimes |\phi_{ak_a}^{m_z}|^Z$$

where we abbreviate $k(m) \text{ and } k(a) \text{ by } k_m \text{ and } k_a \text{ respectively. We can decompose the vector } \left| \tau_k \right> = \left| \tau_{k,\text{ideal}} \right> + \left| \tau_{k,\text{err}} \right> \text{ where}

$$\left| \tau_{k,\text{ideal}} \right>^M = \sum_{z,m} \sqrt{\lambda_z \alpha_z \beta_{mk_a} \alpha_{mk_a}^{m_z} \beta_{ak} \alpha_{ak}^{m_z}} |m>^M \otimes |\phi_{mk_a}^{m_z}|^Z \tag{8.2}$$

$$\left| \tau_{k,\text{err}} \right>^M = \sum_{z,m,a \neq m} \sqrt{\lambda_z \alpha_z \beta_{mk_a} \alpha_{mk_a}^{m_z} \beta_{ak} \alpha_{ak}^{m_z}} |a>^M \otimes |\phi_{mk_a}^{m_z}|^Z \tag{8.3}$$

Thus $\tau^M = \tau_{\text{ideal}} + \tau_{\text{err}}$, where

$$\tau_{\text{ideal}} = \mathbb{E}_k \left| k > \otimes \left| \tau_{k,\text{ideal}} \right> \left< \tau_{k,\text{ideal}} \right|$$

and let

$$\tau_{\text{err}} = \mathbb{E}_k \left| k > \otimes (| \tau_{k,\text{ideal}} \rangle \left< \tau_{k,\text{ideal}} \right| + \left| \tau_{k,\text{err}} \right> \langle \tau_{k,\text{err}} |) \right.$$

The $\tau_{\text{ideal}}$ represents the part of $\tau$ that looks like it underwent an ideal attack, while the term $\tau_{\text{ideal}}$ represents the rest of $\tau$. We will bound this error term and show that its size is small within $\tau$, and thus this will show that $\tau$ is close to the result of an ideal attack.

To bound the size of $\tau_{\text{err}}$, we note that

$$\| \tau_{\text{err}} \|_1 \leq \mathbb{E}_k \| \left| \tau_{k,\text{ideal}} \right> \left< \tau_{k,\text{ideal}} \right| + \| \left| \tau_{k,\text{err}} \right> \left< \tau_{k,\text{err}} \right| \|_1$$

$$= \mathbb{E}_k \left[ 2 \sqrt{\left< \tau_{k,\text{err}} | \tau_{k,\text{err}} \right> \cdot \left< \tau_{k,\text{ideal}} | \tau_{k,\text{ideal}} \right> + \left< \tau_{k,\text{err}} | \tau_{k,\text{err}} \right> \right]$$

$$\leq 3 \mathbb{E}_k \sqrt{\left< \tau_{k,\text{err}} | \tau_{k,\text{err}} \right> \right]$$

$$\leq 3 \sqrt{\mathbb{E}_k \left( \left| \tau_{k,\text{err}} \right> \right.}$$

where in the equality we used that for two pure states $|\phi \rangle$ and $|\psi \rangle$, $|| \langle \psi | \langle \psi \rangle - 1 = \sqrt{\langle \psi | \psi \rangle \cdot \langle \psi | \psi \rangle}$. In the second-to-last inequality we used that $\langle \tau_{k,\text{ideal}} | \tau_{k,\text{ideal}} \rangle \leq 1$, and in the last inequality we used the concavity of the square-root function. Now,

$$\mathbb{E}_k \left( \left| \tau_{k,\text{err}} \right> \left< \tau_{k,\text{err}} \right| \right) \leq \sum_{a,m,m' \neq \{m,m'\}} \sqrt{\lambda_z \alpha_z \beta_{mk_a} \alpha_{mk_a}^{m_z} \beta_{ak} \alpha_{ak}^{m_z} \cdot \langle \phi_{mk_a}^{m_z} | \phi_{ak_a}^{m_z} \rangle} \tag{8.4}$$

$$= \sum_{a,m,m' \neq \{m,m'\}} \sqrt{\lambda_z \alpha_z \beta_{mk_a} \alpha_{mk_a}^{m_z} \cdot \left( \mathbb{E}_k \beta_{mk_a} \cdot \beta_{ak_a} \cdot \langle \phi_{mk_a}^{m_z} | \phi_{ak_a}^{m_z} \rangle \right)} \tag{8.5}$$

Observe that, for every $a, m, m'$ such that $a \notin \{m, m'\}$, $k_a$ is independent of $k_m$ and $k_{m'}$ (this is where we use 3-wise independence of $k$). Therefore, we can write

$$\mathbb{E}_k \beta_{mk_a} \cdot \beta_{ak_a} \cdot \langle \phi_{mk_a}^{m_z} | \phi_{ak_a}^{m_z} \rangle = \mathbb{E}_{k,m} \beta_{mk_a} \cdot \beta_{ak_a} \cdot \langle \phi_{mk_a}^{m_z} | \phi_{ak_a}^{m_z} \rangle$$
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where the expectation on the right hand side is over two independent hash families $k$ and $h$. We have equality because $(k_m, k_{m'}, k_a)$ and $(k_m, k_{m'}, h_a)$ are identically distributed.

This motivates us to define

$$
\zeta_1 = \mathbb{E}_{k,h} \sum_{z,z',m,m'} \sqrt{\lambda_z \lambda_{z'}} \cdot \alpha_{zm} \alpha_{z'm'} \cdot \beta_{mk_a z} \beta_{mk_a z'} \cdot \langle \phi_{mk_a z} | \phi_{mk_a z'} \rangle
$$

$$
\zeta_2 = \mathbb{E}_{k,h} \sum_{z,z',m,m'} \sqrt{\lambda_z \lambda_{z'}} \cdot \alpha_{zm} \alpha_{z'm'} \cdot \beta_{mk_a z} \beta_{mk_a z'} \cdot \langle \phi_{mk_a z} | \phi_{mk_a z'} \rangle.
$$

We will momentarily show that $\zeta_1$ and $\zeta_2$ are small in magnitude. Assuming this, we add $\zeta_1$ and $\zeta_2$ to (8.5) to get a nicer-looking sum:

$$
(8.5) + \zeta_1 + \zeta_2 = \sum_{z,z',a,m,m'} \sqrt{\lambda_z \lambda_{z'}} \cdot \alpha_{zm} \alpha_{z'm'} \cdot \left( \mathbb{E}_{k,h} \beta_{ah_a} \beta_{ah_a} \cdot \langle \phi_{ah_a} | \phi_{ah_a} \rangle \right) - \langle \phi_{mk_a z} | \phi_{mk_a z'} \rangle \right)
$$

$$
= \frac{1}{|T|} \sum_{z,z',a,m,m'} \sqrt{\lambda_z \lambda_{z'}} \cdot \alpha_{zm} \alpha_{z'm'} \cdot \mathbb{E}_k \sum_{a,b} \beta_{mk_a z} \beta_{mk_a z'} \cdot \langle \phi_{mk_a z} | \phi_{mk_a z'} \rangle
$$

$$
= \frac{1}{|T|} \sum_{z,m} |\alpha_{zm}|^2 \mathbb{E}_k \sum_{a,b} |\beta_{mk_a z}|^2
$$

$$
= \frac{1}{|T|}.
$$

To go from the second line to the third line we used the orthogonality conditions

$$
\langle \psi_{m't'z'} | \psi_{mtz} \rangle = \sum_{a,b} \beta_{ab}^* \beta_{ab} \cdot \langle \phi_{ab} | \phi_{ab} \rangle = 0
$$

whenever $(m,t,z) \neq (m',t',z')$.

Now we bound the magnitudes of $\zeta_1$ and $\zeta_2$. We use Cauchy-Schwarz repeatedly to bound $|\zeta_1|$

$$
|\zeta_1| = \frac{1}{|T|} \mathbb{E}_k \sum_{z,z',m,m'} \sqrt{\lambda_z \lambda_{z'}} \cdot \alpha_{zm} \alpha_{z'm'} \cdot \left( \mathbb{E}_k \beta_{mk_a z} \beta_{mk_a z'} \cdot \langle \phi_{mk_a z} | \phi_{mk_a z'} \rangle \right)
$$

$$
\leq \frac{1}{|T|} \mathbb{E}_k \sqrt{\sum_{z,z',m,m'} |\alpha_{zm}|^2 |\alpha_{z'm'}|^2 \cdot \left( \sum_{b} |\beta_{mk_a z}|^2 \cdot \left( \sum_{b} |\phi_{mk_a z}|^2 \right) \right) \left( \sum_{b} |\beta_{mk_a z'}|^2 \cdot \left( \sum_{b} |\phi_{mk_a z'}|^2 \right) \right) \right)^2}
$$

$$
\leq \frac{1}{|T|} \mathbb{E}_k \sqrt{\sum_{z,z',m,m'} |\alpha_{zm}|^2 |\alpha_{z'm'}|^2 \cdot \left( \sum_{b} |\beta_{mk_a z}|^2 \cdot \left( \sum_{b} |\phi_{mk_a z}|^2 \right) \right) \left( \sum_{b} |\beta_{mk_a z'}|^2 \cdot \left( \sum_{b} |\phi_{mk_a z'}|^2 \right) \right) \right)^2}
$$

$$
\leq \frac{1}{|T|} \mathbb{E}_k \sqrt{\sum_{z,z',m,m'} |\alpha_{zm}|^2 |\alpha_{z'm'}|^2 \cdot \left( \sum_{a,b} |\beta_{ab}|^2 \cdot \left( \sum_{a,b} |\phi_{ab}|^2 \right) \right) \left( \sum_{a,b} |\beta_{ab}|^2 \cdot \left( \sum_{a,b} |\phi_{ab}|^2 \right) \right) \right)^2}
$$
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\[
\frac{1}{|T|} \left| \sum_{z, z', m, m'} |\alpha_{z m}|^2 |\alpha_{z' m'}|^2 \cdot 2 \right| \leq \sqrt{2} |M| / |T|
\]

(8.14)

\[
\leq \sqrt{2} |M| / |T|.
\]

(8.15)

In the last line, we used the fact that the dimension of the span of the $|\varphi_z\rangle$'s is at most $|M|$. A similar calculation will show that $\|\zeta_2\| \leq \sqrt{2}|M| / |T|$ as well. Putting everything together, we get that

\[
\left| \mathbb{E}_k \langle \tau_{k, e r} | \tau_{k, e r} \rangle \right| \leq (1 + 3\sqrt{2}) |M| / |T|.
\]

This implies that

\[
\| \tau - \tau_{\text{ideal}} \|_1 \leq 3\sqrt{6}/|T|.
\]

Recall that we have ignored the final projector $\mathcal{P}$ that the real adversary $\mathcal{E}$ may have applied after applying the unitary $V$. Since $P$ acts on $Z$ only, it commutes with the verification operation, and thus we have that

\[
\| P \tau P^\dagger - P \tau_{\text{ideal}} P^\dagger \|_1 \leq 3\sqrt{6}/|T|.
\]

where $P \tau P^\dagger = \mathbb{E}_k |k\rangle\langle k| \otimes \text{Ver}_k \circ \mathcal{E} \circ \text{Auth}_k (\rho^{MT})$, the true final state of the protocol.

Finally, we have to argue that $P \tau_{\text{ideal}} P^\dagger$ is actually equal to $\mathbb{E}_k |k\rangle\langle k| \otimes \text{Ver}_k \circ \mathcal{I} \circ \text{Auth}_k (\rho^{MT})$ for some computational basis-respecting adversary $\mathcal{I}$. The ideal adversary behaves as follows when given the $YZ$ registers of $\rho^{XYZ}$:

1. The adversary prepares auxiliary registers $M'T'Z_2$ in the $|0 \cdots 0\rangle$ state. The $Y' = M'T'$ registers are isomorphic to $MT$, and $Z_2$ is a qubit register.

2. First the ideal adversary makes a copy of the $MT$ registers in the computational basis and coherently stores the copy in auxiliary registers $M'T'$.

3. The ideal adversary then applies the original adversary unitary $V$ to registers $M'T'Z$.

4. The adversary checks whether the values of the $MT$ and $M'T'$ registers are the same in the computational basis; if so, the $Z_2$ qubit is set to $|0\rangle$, and the $M'T'$ registers are set to $|0 \cdots 0\rangle$. Otherwise, it is kept at $|1\rangle$. In other words, the basis vector $|m, t, m', t', 0\rangle^{MTM'T'Z_2}$ is mapped to $|m, t, 0 \cdots 0\rangle^{MTM'T'Z_2}$ iff $m = m'$ and $t = t'$.

5. The adversary measures the $Z_2$ qubit register, and the $Z$ register using the POVM element $\{P, \mathbb{I} - P\}$, and accepts only on outcome $|0\rangle$ for $Z_2$ and $P$ for $Z$.

Observe that this ideal attack $\mathcal{I}$ can be implemented as

\[
\mathcal{I} : \sigma^{YZ} \mapsto \text{Try}_{Z_2} \left( (P \otimes |0\rangle\langle 0|^{Z_2}) V_{\text{ideal}}^{\sigma^{YZ}} V_{\text{ideal}}^\dagger (P \otimes |0\rangle\langle 0|^{Z_2}) \right)
\]

where $V_{\text{ideal}}$ is an isometry mapping the space $\mathcal{Y}Z$ to the space $\mathcal{Y}Y'ZZ_2$, $P \otimes |0\rangle\langle 0|^{Z_2}$ is a projector acting on $ZZ_2$, and $\text{Try}_{Z_2}(\cdot)$ is the partial trace over system $Y'Z_2$. Furthermore, $V_{\text{ideal}}$ is an isometry that leaves the $MT$ registers unchanged, and hence is a computational basis-respecting adversary. Since $P^{XYZ}_{\text{ideal}} P^\dagger = \text{Ver} (I(\sigma^{XYZ}))$, and this holds for every
adversary and every input state, this implies that \((\text{Auth, Ver})\) is \(O(\sqrt{M/T})\)-authenticating relative to the computational basis.

Finally, we note that [53] claim that the Carter-Wegman MAC is quantum universally composable. However, it appears to be lacking some formal details, and it isn't clear that it correctly handles the case when the messages are authenticated in superposition, or when the adversary has quantum side information.

### 8.8 Total authentication (with key leakage) from complementary classical authentication

In the previous section, we saw how the classical Carter-Wegman message authentication scheme is still secure even when used on a superposition of messages, and even if the adversary has access to quantum side information about the messages. Here, we will show that using the Carter-Wegman scheme as a primitive, we obtain total quantum state authentication, which implies encryption of the quantum state.

The quantum state authentication scheme is simple: the sender authenticates the message state using the Carter-Wegman MAC in the computational basis, and then authenticates again in the Fourier basis (using a new key). To verification procedure is the reverse of this: the receiver first checks the outer authentication, performs the inverse Fourier transform, and then checks the inner authentication. We call this the "Auth-QFT-Auth" scheme. This is pleasingly analogous to the quantum one-time pad (QOTP), which encrypts quantum data using the classical one-time pad in complementary bases. However, the QOTP does not have authentication properties.

There is one slight caveat: we show that Auth-QFT-Auth achieves total authentication with key leakage. That is, we argue that conditioned on the receiver verification succeeding, the effect of an arbitrary adversary is to have ignored the authenticated state, and only act on the adversary's side information, in a manner that may depend on the key used for the second authentication (what we call the "outer key"). In other words, we sacrifice the secrecy of the outer key, but in exchange we get complete quantum state encryption.

#### 8.8.1 The Auth-QFT-Auth scheme

Let \(|\rho\rangle^{MZ} = \sum_{m} a_{m}|m\rangle^{M} \otimes |q_{m}\rangle^{Z}\) be the initial message state, where \(Z\) is held by the adversary. Again, it will be advantageous to rewrite this state in terms of the Schmidt decomposition:

\[|\rho\rangle^{MZ} = \sum_{z} \sqrt{\lambda_{z}} \left( \sum_{m} a_{zm}|m\rangle^{M} \right) \otimes |q_{z}\rangle^{Z}\]

where for \(z \neq z'\), we have \(\langle q_{z}|q_{z'}\rangle = 0\), and the \(\lambda_{z}\)'s are nonnegative numbers summing to 1. Furthermore, the dimension of the span of \(\{|q_{z}\}_{z}\) is at most \(|M|\).

The authentication scheme is the composed operation \(\text{Auth}_{2}(H^{\otimes N}(\text{Auth}_{1}(\rho)))\), where \(\text{Auth}_{1}\) is the inner authentication scheme that uses key \(k\), \(H^{\otimes N}\) is the quantum Fourier transform over \(\mathbb{Z}_{2}\), and \(\text{Auth}_{2}\) is the outer authentication that uses key \(h\). The keys \(k\) and \(h\) are independent.
The inner authentication scheme Auth$_1$ maps $\mathcal{M}$ to $\mathcal{Y}_1 = \mathcal{M}T_1$. We define $N = |\mathcal{Y}_1|$. 

$H$ is the single-qubit Hadamard unitary, and the Fourier transform $H^{\otimes N}$ acts on $\mathcal{Y}_1$. The outer authentication scheme Auth$_2$ maps $\mathcal{Y}_1$ to $\mathcal{Y}_2 = \mathcal{M}T_2T_3$. The keys $k$ and $h$ live in the registers $\mathcal{K}$ and $\mathcal{H}$, respectively. The evolution of the initial message state is as follows:

1. **Inner authentication.** When the inner authentication key (henceforth called the *inner key*) is $k$, the state becomes

$$\sum_z \sqrt{\lambda_z} \left( \sum_m \alpha_{zm} |m, k(m)\rangle \right) \otimes |\varphi_z\rangle^Z.$$

2. **Fourier transform over $\mathbb{Z}_2$:** Let $\{ |x\rangle \}$ be a basis for $\mathcal{Y}_1$. Then:

$$\frac{1}{\sqrt{N}} \sum_z \sqrt{\lambda_z} \left( \sum_{m,x} \alpha_{zm} (-1)^{m,k(m)-x} |x\rangle \right) \otimes |\varphi_z\rangle^Z.$$

3. **Outer authentication.** The outer key is denoted by $h$. The final authenticated state is then

$$|\sigma_{kh}\rangle^{\mathcal{Y}_1T_2} = \frac{1}{\sqrt{N}} \sum_z \sqrt{\lambda_z} \left( \sum_{m,x} \alpha_{zm} (-1)^{m,k(m)-x} |x, h(x)\rangle \right) \otimes |\varphi_z\rangle^Z,$$

where $T_2$ is the space of the tag $h(x)$.

Let

$$e^{XH|\mathcal{Y}_1T_2} = E_{kh} \langle kh | XH \otimes |\sigma_{kh}\rangle \langle \sigma_{kh}|^{\mathcal{Y}_1T_2}. $$

The adversary is then given the $\mathcal{Y}_1T_2$ registers of $\sigma$, and performs a general unitary attack $V$ that acts on $\mathcal{Y}_1T_2Z$:

$$e^{XH|\mathcal{Y}_1T_2Z} = V\sigma V^\dagger.$$  

Let $\delta^{XH\mathcal{M}Z} = \text{Auth}_1^{-1} \circ \text{Ver}_1 \circ \text{QFT}^{-1} \circ \text{Auth}_2^{-1} \circ \text{Ver}_2(\delta).$

Let the inner authentication scheme be the 3-wise independent hashing QMAC with tag length $\log T$, and message length $\log M$. Let the outer authentication scheme be a QMAC that $\epsilon$-authenticates with respect to the computational basis.

The Auth-QFT-Auth scheme can potentially leak some bits of the outer key $h$, but we will show that this is the only thing that is leaked; otherwise, it is performs total authentication (and hence encryption).

**Theorem 109** (Security of the Auth-QFT-Auth scheme). The Auth-QFT-Auth scheme is $\delta$-totally authenticating with outer key leakage, where $\delta = \epsilon + O(\sqrt{M}^{12/7}/|\mathcal{T}_1|)$.

Again before starting the proof we consider the key requirements. The outer authentication scheme need not be a Carter-Wegman MAC, but let’s assume that it is. In order to achieve $\delta$-total authentication, the inner MAC must be such that $|\mathcal{M}|^{3/2}/|\mathcal{T}_1| \leq O(\delta^2)$, or in other words, $\log |\mathcal{T}_1| \geq \frac{3}{2} \log |\mathcal{M}| + 2 \log \frac{1}{\delta} + O(1)$. The key needed for the inner MAC must be at least $\frac{9}{2} \log |\mathcal{M}| + 6 \log \frac{1}{\delta} + O(1)$. The “message length” that is given to the outer MAC is $\log |\mathcal{M}| + \log |\mathcal{T}_1| \geq \frac{3}{2} \log |\mathcal{M}| + 2 \log \frac{1}{\delta} + O(1)$, and thus $\log |\mathcal{T}_2| \geq \frac{3}{2} \log |\mathcal{M}| + 4 \log \frac{1}{\delta} + O(1)$. The key length for the outer MAC needs to be at least $\log |\mathcal{M}| + 12 \log \frac{1}{\delta} + O(1)$, so the total key needed is $12 \log |\mathcal{M}| + 18 \log \frac{1}{\delta} + O(1)$.
While the inner key can be recycled (upon successful verification), the outer key unfortunately cannot be.

**Proof.** We will let $M = |\mathcal{M}|$, $T = |\mathcal{T}|$, and $N = MT = |\mathcal{Y}|$. We will assume that $M^{3/2} \leq T$; otherwise the theorem statement is vacuous.

Suppose the outer authentication scheme was $\varepsilon$-secure. By definition, there exists an ideal computational basis adversary $I$ such that $\|\text{Ver}_2(\overline{\sigma}) - \text{Ver}_2(I(\sigma))\|_1 \leq \varepsilon$, where $\text{Ver}_2$ denotes the verification procedure for the outer authentication scheme. There exists a computational basis-respecting linear map $\Lambda \in L(\mathcal{Y}_2^\mathcal{Z})$ such that

$$I : \sigma \mapsto \Lambda \sigma \Lambda^\dagger.$$  

Since $\Lambda$ is computational basis respecting, we have for all $(x, s, z)$:

$$\Lambda|x, s\rangle \overline{\mathcal{T}} \otimes |\phi_x\rangle^\mathcal{Z} = |x, s\rangle \overline{\mathcal{T}} \otimes |\phi_{xyz}\rangle^\mathcal{Z}.$$  

for some collection of (not necessarily normalized) states $\{|\phi_{xyz}\rangle\}$.

Therefore the effect of the adversary on the authenticated state (after verification) is to be close to $I(\sigma) = \mathbb{E}_{k, h} |kh\rangle\langle kh| \otimes |\tau_{kh}\rangle\langle \tau_{kh}|$ where for fixed inner/outer keys $k, h$

$$|\tau_{kh}| = \frac{1}{N} \sum_z \sqrt{\lambda_z} \sum_{m, x} \alpha_{zm} (-1)^{(m, k(m))} x |x\rangle \otimes |\phi_{xhz}\rangle.$$  

Thus, the final state that Bob has, after performing full (i.e., inner and outer) verification, is $\varepsilon$-close to

$$\mathbb{E}_{k, h} |kh\rangle\langle kh| \otimes |\mu_{kh}\rangle\langle \mu_{kh}|$$  

where

$$|\mu_{kh}\rangle = \sum_z \sqrt{\lambda_z} \sum_m \left( \frac{1}{N} \sum_{x, m'} \alpha_{zm'} (-1)^{(m + m', k(m) + k(m'))} x \right) |m\rangle \otimes |\phi_{xhz}\rangle.$$  

Then security of Auth-QFT-Auth is established if we show that for every $h$,

$$\mathbb{E}_k \| |\mu_{kh}\rangle - |v_h\rangle \|^2$$  

is small, where

$$|v_h\rangle^\mathcal{MZ} = \sum_z \sqrt{\lambda_z} \sum_m |m\rangle^\mathcal{M} \otimes |\eta_{hz}\rangle^\mathcal{Z}$$  

with $|\eta_{hz}\rangle^\mathcal{Z} = \frac{1}{N} \sum_x |\phi_{xhz}\rangle^\mathcal{Z}$. Assuming this, the next Lemma will show that there is an ideal oblivious, but outer key-dependent, adversary whose actions lead to the global state $\mathbb{E}_{kh} |kh\rangle\langle kh| \otimes |v_h\rangle\langle v_h|.$

**Lemma 110** (Constructing the ideal oblivious adversary). For all $h$ there exists an ideal oblivious adversary $\overline{I}_h$ acting on $\mathcal{Z}$ only such that

$$|v_h\rangle\langle v_h|^\mathcal{MZ} = \mathcal{I}_h (|\rho\rangle\langle \rho|^\mathcal{MZ}).$$  

**Proof.** We now construct an ideal adversary $I_h$, derived from the computational basis adversary $I$. By definition of $I$, there exists a computational basis-respecting isometry
$V \in I(\mathcal{Y}_2 Z, \mathcal{Y}_2 Z')$ where $\mathcal{Y}_2$ is an auxiliary register isomorphic to $\mathcal{Y}_2$, and $Z_2$ is an auxiliary qubit register, such that

$$I : \sigma^{VZ} \mapsto \text{Tr}_{\mathcal{Y}_2 Z_2} \left( \Pi V \sigma^{VZ} V' \Pi \right).$$

Here $\Pi = P \otimes |0\rangle\langle 0|^{Z_2}$ for some projector $P$ acting on $Z$. Furthermore, $V$ is computational basis respecting:

$$\Pi V |x, s\rangle^{\mathcal{Y}_2} \otimes |\varphi_{Z_2}\rangle^{Z} = |x, s\rangle^{\mathcal{Y}_2} \otimes |\varphi_{Z_2}\rangle^{Z} \otimes |0 \cdots 0\rangle^{Y_2 Z_2}$$

where the $|\varphi_{Z_2}\rangle^{Z}$ were defined above.

Now we construct the ideal general adversary $I_h$ as follows:

1. First, the adversary creates the entangled state $|\Phi_h\rangle^{A A'} = \frac{1}{\sqrt{N}} \sum_x |x, h(x)\rangle^A |x, h(x)\rangle^{A'}$ in new registers $A \otimes A'$, which are isomorphic to $\mathcal{Y}_2 \otimes \mathcal{Y}_2$, and $\{|x\rangle\}$ is a basis for $\mathcal{Y}_1$.

2. It then applies the unitary $V$ to half of $|\Phi_h\rangle^{A A'}$ that resides in $A$, and the $Z$ part of the input state $|\rho\rangle$.

3. The adversary measures $A A' Z Z_2$ using the projective measurement $\{Q, I - Q\}$, where $Q = |\Phi_h\rangle\langle \Phi_h|^{A A'} \otimes \Pi$. The adversary discards the outcome corresponding to $I - Q$, and leaves the state unnormalized:

$$\frac{1}{N} \sum_{z, x, m} \sqrt{\lambda_z} \lambda_{z m} |m\rangle^M |\varphi_{Z_2}\rangle^Z |\Phi_h\rangle^{A A'} |0 \cdots 0\rangle^{Y_2 Z_2}$$

4. The adversary discards the $A A' Y_2 Z_2$ registers:

$$\frac{1}{N} \sum_{z, x, m} \sqrt{\lambda_z} \lambda_{z m} |m\rangle^M \otimes |\varphi_{Z_2}\rangle^Z$$

This is precisely the state $|\psi_h\rangle$, and the $I_h$ only interacts with $Z$ and auxiliary registers in the adversary’s control, so it is an ideal general adversary.

We now turn to bounding $E_k |||\mu_{kh} - |\psi_h\rangle||^2$:

$$E_k |||\mu_{kh} - |\psi_h\rangle||^2 = \frac{1}{N^2} \sum_{m, z, z', m', m''} \sqrt{\lambda_z} \lambda_{z'} \sum_{x, x', m', m''} \tilde{\theta}_{mm'} \tilde{\theta}_{zz''} \langle m + m', k(m) + k(m') | -1 \rangle \langle m + m', k(m) + k(m') | x' (-1) \langle x' - x'' - x' - x'' | -1 \rangle \langle x' - x'' - x' - x'' | \langle \phi_{x'z'} | \phi_{x''z''} \rangle$$

We use the abbreviation $|\phi_{xz}\rangle = |\phi_{h(x), z}\rangle$. In the second line, we divided $x$ into two parts $(x_1, x_2)$, where $x_1$ corresponds to $M$, and $x_2$ corresponds to $T_1$. We focus on the expectation $E_{h_{m, n', m''}} = E_k (-1)^{(k(m) + k(m'))}x'_2 (-1)^{(k(m) + k(m'))}x'_2$. We consider two cases:
Case 1: \( m' = m'' \), \( m' \neq m \). Then \( \chi_{m,m',m'',x_2',x_2''} = 0 \) if \( x_2' \neq x_2'' \), otherwise \( \chi_{m,m',m'',x_2',x_2''} = 1 \).

\[
\frac{1}{N^2} \sum_{z \neq z', x_1, x_2} \sqrt{\lambda_z \lambda_{z'}} \frac{1}{\alpha_{z'} \alpha_{m' \neq x_1}} \left( -1 \right)^{(m + m') \cdot x_1 + (m + m') \cdot x_2} \langle \phi^h_{z'} \mid \phi^h_{z''} \rangle \chi_{m, m', m'', x_1', x_2''}
\]

\[
= \frac{1}{N^2} \sum_{z \neq z', x_1, x_2, x_1', x_2', x_1''} \sqrt{\lambda_z \lambda_{z'}} \frac{1}{\alpha_{z'} \alpha_{m' \neq x_1}} \left( -1 \right)^{(m + m') \cdot x_1 + (m + m') \cdot x_2} \langle \phi^h_{z'} \mid \phi^h_{z''} \rangle \chi_{m, m', m'', x_1', x_2''}
\]

\[
\leq \frac{1}{N^2} \sum_{z, z'} \sqrt{\lambda_z \lambda_{z'}} \left| \sum_{m, m' \neq x_1 \neq x_1'} \left( -1 \right)^{(m + m') \cdot x_1 + (m + m') \cdot x_1'} \langle \phi^h_{z'} \mid \phi^h_{z''} \rangle \chi_{m, m', m'', x_1', x_2''} \right|^2 \leq \frac{M^{5/2}}{N} \leq \frac{M^{3/2}}{T}.
\]

Case 2: \( m, m', m'' \) are all distinct. Then \( \chi_{m,m',m'',x_2',x_2''} = 0 \) unless \( x_2' = x_2'' = 0 \), in which case \( \chi_{m,m',m'',x_2',x_2''} = 1 \). This uses the three-independence of \( k(\cdot) \).

\[
\frac{1}{N^2} \sum_{z \neq z', x_1, x_2} \sqrt{\lambda_z \lambda_{z'}} \frac{1}{\alpha_{z'} \alpha_{m' \neq x_1}} \left( -1 \right)^{(m + m') \cdot x_1 + (m + m') \cdot x_2} \langle \phi^h_{z'} \mid \phi^h_{z''} \rangle \chi_{m, m', m'', x_1', x_2''}
\]

\[
= \frac{1}{N^2} \sum_{z \neq z', x_1, x_2} \sqrt{\lambda_z \lambda_{z'}} \frac{1}{\alpha_{z'} \alpha_{m' \neq x_1}} \left( -1 \right)^{(m + m') \cdot x_1 + (m + m') \cdot x_2} \langle \phi^h_{z'} \mid \phi^h_{z''} \rangle \chi_{m, m', m'', x_1', x_2''}
\]

\[
\leq \frac{1}{N^2} \sum_{z, z'} \sqrt{\lambda_z \lambda_{z'}} \left| \sum_{m, m' \neq x_1 \neq x_1'} \left( -1 \right)^{(m + m') \cdot x_1 + (m + m') \cdot x_1'} \langle \phi^h_{z'} \mid \phi^h_{z''} \rangle \chi_{m, m', m'', x_1', x_2''} \right|^2 \leq \frac{M^{5/2}}{N} \leq \frac{M^{3/2}}{T}.
\]
where we used the fact that $M^{3/2} \leq T$. Therefore, for every $h$ we have

$$E_k \| |\mu_{kh} \rangle - |v_h \rangle \|^2 = O(M^{3/2}/T)$$

as desired. Using Jensen’s inequality, $E_{kh} \| |\mu_{kh} \rangle \langle \mu_{kh} | - |v_h \rangle \langle v_h | \| \leq O(\sqrt{M^{3/2}/T})$.

Thus, the final state of Bob is $\epsilon + O(\sqrt{M^{3/2}/T})$-close to

$$E_{kh} |kh\rangle \langle kh| \otimes |v_h\rangle \langle v_h| = E_{kh} |kh\rangle \langle kh| \otimes \mathcal{I}_h(|\rho\rangle \langle \rho|)$$

where $\mathcal{I}_h$ are the ideal adversaries given by Lemma 110.

8.9 Total authentication from approximate unitary designs

We now present a scheme that satisfies the strongest security definition, that of total authentication (without any key leakage). In particular, this implies complete reuse of the entire key. This property of complete reuse of the key was not known before; it is not known whether the entire key can be reused in the authentication scheme of Barnum et al [9].

This scheme is based on unitary designs, which are in some sense the quantum analogue of $t$-wise independent hash functions: a $t$-unitary design (also simply called a $t$-design) is a distribution $\mathcal{D}$ over unitary matrices such that degree $t$ polynomials cannot distinguish between a unitary drawn from $\mathcal{D}$ and a fully random unitary. Furthermore, there are constructions of efficient unitary designs [20].

8.9.1 The unitary design scheme

We call this scheme the unitary design scheme. Let $s$ be a security parameter. The input state is $|\rho\rangle^{MZ}$, where the $Z$ register is held by the adversary.

1. The sender Alice first appends $s$ $|0\rangle$ qubits in an auxiliary $T$ register.

2. Using her secret key $k$, Alice samples a random unitary $U_k$ drawn from an (approximate) unitary $t$-design that acts jointly on $M \otimes T$. We will set the parameter $t = 4$.

3. Alice applies $U_k$ to the $M \otimes T$ register, and sends $M \otimes T$ across the quantum channel to Bob.

4. Bob receives some state, and applies the inverse unitary $U_k^*$ to it. He measures the last $s$ qubits and accepts if they all measure to be $0$. Otherwise he rejects.

**Theorem 111.** The unitary design scheme is efficiently computable, and is $2^{-s/2}$-totally authenticating.

This is very similar to the non-malleable quantum encryption scheme proposed by Ambainis, Bouda, and Winter [5]. A quantum encryption scheme is non-malleable if, in addition to revealing no information about the state to an eavesdropper, the eavesdropper cannot effect any controlled modifications to the encrypted state. Ambainis, Bouda and Winter show that applying a random unitary drawn from a $2$-design to a state will encrypt it,
and reduces the adversary to one that either forwards the state, or replaces it with the maximally mixed state. Clearly, such a scheme does not provide any authentication, but our scheme, where one additionally appends some dummy zeroes before authenticating, provides both encryption and authentication. Furthermore, their analysis does not handle the case of quantum side information, and it only gives a security guarantee on average over the key. Here, we will show that we obtain authentication and encryption with high probability over the key.

The key requirements of this scheme are rather significant, as constructions of approximate unitary 4-designs acting on $n$ qubits involve choosing a random quantum circuit of size $\Theta(n^2)$, and thus the randomness required is at least $\Omega(n^2)$ [20]. Furthermore, this scheme requires a full-fledged quantum computer running for at least $\Omega(n)$ sequential time steps. However we feel that this scheme is conceptually simple ("To encrypt and authenticate quantum data, apply a random quantum circuit for a while"), and it also confers the benefit that the entire key can be reused (upon successful verification), something that was not known before. We also believe that our analysis of this scheme may be of independent interest.

Notation and useful lemmas. We set up some notation. We let $\mathcal{M}$ denote the message space, $\mathcal{T}$ to denote the space of the dummy zero qubits. We let $\mathcal{Y} = \mathcal{M} \otimes \mathcal{T}$. We let $M = |\mathcal{M}|, |\mathcal{T}| = 2^s$, and $N = M2^s = |\mathcal{Y}|$.

Let $\mathcal{E}$ be an adversary acting on $\mathcal{Y} \otimes \mathcal{Z}$. By the Stinespring representation theorem, there exists a unitary $V$ acting on a possibly larger space $\mathcal{Y} \otimes \mathcal{Z} \otimes \mathcal{Z}'$, followed by a projection $P$ that acts on $\mathcal{Z} \mathcal{Z}'$, followed by a partial trace over $\mathcal{Z}'$. However without loss of generality we shall simply treat this additional space $\mathcal{Z}'$ as part of $\mathcal{Z}$, and ignore the partial trace operation. Thus, the adversary's action is to perform some unitary $V$ on $\mathcal{Y} \otimes \mathcal{Z}$, followed by a projection on $P$ on $\mathcal{Z}$.

To analyze the behavior of this scheme, we will first analyze the case when the randomizing unitary $U$ is drawn from the Haar measure over the unitary group $U(\mathcal{Y})$, rather from a $t$-design. We will show that this scheme is totally authenticating. Then, we will show that actually using a $O(1)$-unitary design will suffice.

The crucial hammer we will need is a version of Levy's Lemma:

**Definition 112.** A function $f : U(d) \rightarrow \mathbb{R}$ is $\eta$-Lipschitz if

$$\sup_{U_1, U_2 \in U(d)} \frac{|f(U_1) - f(U_2)|}{||U_1 - U_2||_2} \leq \eta.$$

**Lemma 113 (Levy's Lemma [77]).** Let $f : U(d) \rightarrow \mathbb{R}$ be an $\eta$-Lipschitz function on the unitary group of dimension $d$ with mean $\mathbb{E} f$. Then

$$\Pr \left( |f - \mathbb{E} f| \geq \delta \right) \leq 4 \exp \left( -\frac{C \delta^2}{\eta^2} \right)$$

where $C = 2/9\pi^3$ and the probability is over $U$ drawn from the Haar measure on $U(d)$.

Another useful lemma we will need is the following, giving two formulas for averaging over the (Haar measure of the) unitary group. We use $\delta_{ij}$ to denote the Dirac delta function that is 1 if $i = j$ and 0 otherwise.
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Lemma 114 (Appendix B.5 of [13]). For a function $f : U(d) \to \mathbb{R}$, we let $\langle f \rangle$ to denote $\int f(U) \ dU$, where $\int \cdot dU$ is integration over the Haar measure on $U(d)$. Then

$$
\langle U_{a_1} U_{i_1} U_{a_1'} U_{i_1'} \rangle = \frac{1}{d^2-1} \left( \delta_{a a'} \delta_{b b'} \delta_{i i'} \delta_{j j'} + \delta_{a a'} \delta_{b b'} \delta_{i i'} \delta_{j j'} \right) - \frac{1}{d(d^2-1)} \left( \delta_{a a'} \delta_{b b'} \delta_{i i'} \delta_{j j'} + \delta_{a a'} \delta_{b b'} \delta_{i i'} \delta_{j j'} \right)
$$

8.9.2 Total authentication with Haar-random unitaries

We now prove that the unitary design scheme yields total authentication. Let $\Lambda_U = (0| \otimes \mathbb{I} V U | 0 \otimes \mathbb{I})$ be a map from $\mathcal{M} \otimes \mathcal{Z}$ to $\mathcal{M} \otimes \mathcal{Z}$.

Lemma 115. Let $N = \dim(\mathcal{Y})$. For all $\delta > 0$, for all initial message states $|\rho\rangle^\mathcal{M Y}$ have that

$$
\Pr \left( \| \Gamma_V \rho - \Lambda_U |\rho\rangle \|^2 \geq 2^{-\delta} + \delta \right) \leq \exp(-C'N^2)
$$

where $\Gamma_V = \text{Tr}_\mathcal{V}(V) / \dim(\mathcal{Y})$, $C'$ is a universal constant, and $U$ is a Haar-random unitary.

Proof. First, we write $|\rho\rangle^\mathcal{M Y} = \sum_x \rho_x |x\rangle^\mathcal{M} \otimes |\phi_x\rangle^\mathcal{Z}$ where $\{|x\rangle\}$ is a basis for $\mathcal{M}$, and $\{|\phi_x\rangle\}$ are arbitrary unit vectors in $\mathcal{Z}$.

Write $U$ as the following:

$$
U = \sum_{u,x} |\psi_{u,x}\rangle \langle u, x|
$$

where $|u\rangle \in \mathcal{T}$, $|x\rangle \in \mathcal{M}$ are standard basis vectors, and $\{|\psi_{u,x}\rangle\} \subset \mathcal{T} \otimes \mathcal{M}$ is a set of orthonormal unit vectors. Then $U|0\rangle^\otimes \mathcal{Y}$ becomes a linear operator that accepts vectors in $\mathcal{M}$ and outputs vectors in $\mathcal{Y} = \mathcal{T} \otimes \mathcal{M}$:

$$
U|0\rangle^\otimes \mathcal{Y} = \sum_x |\psi_{0,x}\rangle \langle x|
$$

We will simply write $|\phi_x\rangle$ to denote $|\psi_{0,x}\rangle$. We can write $\Lambda_U$ as

$$
\Lambda_U = \sum_{x,x'} |x\rangle \langle x'| \langle \phi_{x'}|V|\phi_x\rangle.
$$

Let's compute the average operator

$$
\int \Lambda_U \ dU = \sum_{x,x'} |x\rangle \langle x'| \int \langle \phi_{x'}|V|\phi_x\rangle \ dU \quad (8.16)
$$

$$
= \sum_x |x\rangle \langle x| \int \langle \phi_{x'}|V|\phi_x\rangle \ dU + \sum_{x \neq x'} |x\rangle \langle x'| \int \langle \phi_{x'}|V|\phi_x\rangle \ dU \quad (8.17)
$$

$$
= \sum_x |x\rangle \langle x| \otimes \frac{1}{\dim(\mathcal{Y})} \text{Tr}_\mathcal{V}(V) \quad (8.18)
$$

$$
= \mathbb{I}^{\mathcal{M}} \otimes \Gamma_V \quad (8.19)
$$

The second term in (8.17) (the sum over off-diagonal elements) averages to 0, because for $x \neq x'$, the vectors $|\phi_x\rangle$ and $|\phi_{x'}\rangle$ are random orthogonal unit vectors. Conditioned on a fixing of $|\phi_x\rangle$, for any vector $|\phi\rangle$ that is orthogonal to $|\phi_x\rangle$, $|\phi_{x'}\rangle$ is equally likely to be $|\phi\rangle$ or $-|\phi\rangle$, so $\int \langle \phi_{x'}|V|\phi_x\rangle \ dU = 0$. 
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In the last step we used the fact that given an operator $X$ mapping $\mathcal{Y} \otimes \mathcal{Z}$ to $\mathcal{Y} \otimes \mathcal{Z}$, if we average over the unit sphere, $\int (\langle \psi \rangle^{\mathcal{Y}} \otimes I^{\mathcal{Z}} \otimes \langle \psi \rangle^{\mathcal{Y}} \otimes I^{\mathcal{Z}}) \, d\psi$ is equal to the partial trace $\text{Tr}_Y(X) / \dim(Y)$. We'll let $N$ denote $\dim(Y)$.

Thus, this tells us that on average, this operator should act as the identity on $\mathcal{M}$ and some linear map (not necessarily unitary) $\Gamma_V$ on $\mathcal{Z}$. We now prove that $\Lambda_U$ behaves this way on $|\rho\rangle$ with high probability. Define

$$f(U) = ||\Gamma_V|\rho\rangle - \Lambda_U|\rho\rangle||^2.$$ 

**Bounding the average of $f$.** Expanding $f$ and averaging, we get

$$\int f(U) \, dU = \int \langle \rho | \Gamma_U^+ \Gamma_V \rho \rangle - \langle \rho | \Lambda_U \Gamma_V \rho \rangle - \langle \rho | \Lambda_U \Lambda_U \rho \rangle + \langle \rho | \Lambda_U^+ \Lambda_U \rho \rangle \, dU \quad (8.20)$$

$$= -\langle \rho | \Gamma_U^+ \Gamma_V \rho \rangle + \int \langle \rho | \Lambda_U \Gamma_V \rho \rangle \, dU \quad (8.22)$$

where in the last line we used our calculation of $\int \Lambda_U \, dU$ above. We bound this last term. We have that

$$\Lambda_U|\rho\rangle = \sum_{x,x'} \rho_{x'x} |x\rangle \langle \psi_x|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle)\rangle$$

Thus

$$\int \langle \rho | \Lambda_U^+ \Lambda_U \rho \rangle \, dU = \sum_{x,x',x''} \rho_{x''x} \rho_{x''x'}^* \langle \psi_{x'}|V(|\psi_{x''}\rangle \otimes |\varphi_{x''}\rangle) \rangle \langle \psi_x|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle) \rangle \, dU \quad (8.23)$$

$$= \sum_x |\rho_{x'x}|^2 \sum_x \int \langle \psi_{x'}|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle) \rangle \langle \psi_x|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle) \rangle \, dU \quad (8.24)$$

$$= \sum_{x'} |\rho_{x'x}|^2 \sum_x \int \|\langle \psi_x|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle)\|_2^2 \, dU \quad (8.25)$$

$$= \sum_{x'} |\rho_{x'x}|^2 \sum_{x \neq x'} \int \|\langle \psi_x|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle)\|_2^2 \, dU + \sum_x |\rho_{x'x}|^2 \int \|\langle \psi_x|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle)\|_2^2 \, dU. \quad (8.26)$$

Let $\{|z\rangle\}$ be a basis for $\mathcal{Z}$. Now notice that

$$\|\langle \psi_x|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle)\|_2^2 = \|\sum_z |z\rangle \langle z| \langle \psi_x|V(|\psi_{x'}\rangle \otimes |\varphi_{x'}\rangle)\|_2^2 \quad (8.28)$$

$$= \sum_z \|\langle \psi_x| \otimes |z\rangle \langle \psi_{x'}\rangle \otimes |\varphi_{x'}\rangle\|_2^2. \quad (8.29)$$

Write $|\varphi_{x'}\rangle = \sum_z \beta_{x'z} |z\rangle$. Then we have

$$\|\langle \psi_x| \otimes |z\rangle \langle \psi_{x'}| \otimes |\varphi_{x'}\rangle\|_2^2 = \left| \sum_z \beta_{x'z'} \langle \psi_x| \otimes |z\rangle V(|\psi_{x'}\rangle \otimes |z'\rangle) \right|^2 \quad (8.30)$$
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\[
\sum_{(i,z),(j,x')} \beta_{x'z'} \beta_{x''z''} \left( \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} U_{i'x} U_{i'x'} U_{j'x} U_{j'x'} \right) \left( \sum_{i'j'} V_{(i',z),(j',z'')} U_{i'x} U_{i'x'} U_{j'x} U_{j'x'} \right) = \sum_{(i,z),(j,z')} \beta_{x'z'} \beta_{x''z''} \left( \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} U_{i'x} U_{i'x'} U_{j'x} U_{j'x'} \right)
\]

where the rows and columns of \( V \) are indexed by \((i,z)\) and \((j,z')\), respectively. Again, we identify \(|\psi_x\rangle\) as the \(x\)'th column of \( U \), and \( U_{ix} \) denotes the \(i\)'th entry of \(|\psi_x\rangle\).

We now go back to bound the sum over \( x \neq x' \) in (8.27). Fix \( x, x' \) such that \( x \neq x' \). Substituting (8.32) in and using Lemma 114, we get:

\[
\int \left\| \langle \psi_{x'} | V(|\psi_x\rangle \otimes |\psi_{x'}\rangle) \right\|_2^2 \, dU \\
= \int \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \left( \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} U_{i'x} U_{i'x'} U_{j'x} U_{j'x'} \right) \left( \sum_{i'j'} V_{(i',z),(j',z'')} U_{i'x} U_{i'x'} U_{j'x} U_{j'x'} \right) \, dU \\
= \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \left[ \frac{1}{N^2 - 1} \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} - \frac{1}{N(N^2 - 1)} \sum_{i'j'} V_{(i,z),(i',z')} V_{(i',z),(j',z'')} \right] \\
= \frac{N}{N^2 - 1} - \frac{1}{N(N^2 - 1)} \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} \\
\leq \frac{N}{N^2 - 1} \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} \\
\leq \frac{N}{N^2 - 1} \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} \\
\leq \frac{N}{N^2 - 1} \sum_{z,z'} |\beta_{x'z'}|^2 |\beta_{x''z''}|^2 \\
\leq \frac{N}{N^2 - 1} \sum_{z,z'} |\beta_{x'z'}|^2 |\beta_{x''z''}|^2 \\
\leq \frac{N}{N^2 - 1} \sum_{z,z'} \sum_{i'j'} \left( \sum_{i,j} V_{(i,z),(j,z')} \sum_{i',j'} V_{(i',z),(j',z'')} \right) \\
\leq \frac{N}{N^2 - 1} \sum_{z,z'} \sum_{i'j'} \left( \sum_{i,j} V_{(i,z),(j,z')} \sum_{i',j'} V_{(i',z),(j',z'')} \right) \\
\leq \frac{N}{N^2 - 1} \sum_{z,z'} \sum_{i'j'} \left( \sum_{i,j} V_{(i,z),(j,z')} \sum_{i',j'} V_{(i',z),(j',z'')} \right) \\
\leq \frac{N}{N^2 - 1} \sum_{z,z'} \sum_{i'j'} \left( \sum_{i,j} V_{(i,z),(j,z')} \sum_{i',j'} V_{(i',z),(j',z'')} \right)
\]

Now fix an \( x \); we bound the second term of (8.27). Using Lemma 114 again, we have:

\[
\int \left\| \langle \psi_x | V(|\psi_{x'}\rangle \otimes |\psi_{x''}\rangle) \right\|_2^2 \, dU \\
= \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \int \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} U_{i'x} U_{i'x'} U_{j'x} U_{j'x'} \, dU \\
= \left[ \frac{1}{N^2 - 1} - \frac{1}{N(N^2 - 1)} \right] \left[ \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} \right] \\
\leq \frac{1}{N(N + 1)} \left( \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} \right) \\
= \frac{1}{N(N + 1)} \left( \sum_{z,z'} \beta_{x'z'} \beta_{x''z''} \sum_{i'j'} V_{(i,z),(j,z')} V_{(i',z),(j',z'')} \right)
\]
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Putting everything together, we can bound (8.27) by

\[
\int \langle \rho | \Lambda_U^d \Lambda_U | \rho \rangle \, dU \leq \frac{N(M - 1)}{N^2 - 1} \left[ \frac{1}{N(N + 1)} \left( \sum_{x \neq y} \left| \sum_{z \neq y} z' \nu_{x,z} V_{(i,z),(i,z')} \right|^2 \right) + N \right] (8.43)
\]

\[
= \frac{NM - 1}{N^2 - 1} + \frac{1}{N(N + 1)} \sum_{z \neq y} \left| \sum_{z' \neq y} z' \nu_{x,z} V_{(i,z),(i,z')} \right|^2. (8.44)
\]

We have to compare this to \( \langle \rho | \Gamma_V^T \Gamma_V | \rho \rangle = \| \Gamma_V | \rho \|_2^2 \). We expand \( \Gamma_V | \rho \):

\[
\Gamma_V | \rho \rangle = \frac{1}{N} \text{Tr}_Y (V | \rho \rangle)
\]

\[
= \frac{1}{N} \sum_{i,z} |z\rangle^Z \langle i, z | V | i \rangle \left( \sum_{x,x'} \beta_{x,x'} |x\rangle^M \otimes |x'\rangle^Z \right) (8.45)
\]

\[
= \frac{1}{N} \sum_{x,z} \rho_{x,z} |x,z\rangle^M \left( \sum_{i,z} \beta_{x,z} \langle i, z | V | i, z' \rangle \right) (8.46)
\]

\[
= \frac{1}{N} \sum_{x,z} \rho_{x,z} |x,z\rangle^M \left( \sum_{i,z} \beta_{x,z} V_{(i,z),(i,z')} \right) (8.47)
\]

So therefore

\[
\langle \rho | \Gamma_V^T \Gamma_V | \rho \rangle = \frac{1}{N^2} \sum_{z \neq y} \left| \sum_{z' \neq y} z' \nu_{x,z} V_{(i,z),(i,z')} \right|^2.
\]

This shows that our desired average of \( f \) is small:

\[
\int f(U) \, dU \leq \frac{NM - 1}{N^2 - 1}.
\]

**Bounding the Lipschitz constant of \( f \).** We compute the Lipschitz continuity of \( f \) in parts. Let \( g(U) = \langle \rho | \Gamma_V^T \Lambda_U | \rho \rangle \), where \( | \rho \rangle = \sum_x \rho_x |x\rangle \otimes |\psi_x\rangle \). Expanding, we get

\[
g(U) = \langle \rho | (\Gamma_Y^T \otimes \Gamma_V^T) \sum_{x,x'} |x\rangle^Y \otimes \langle \psi_x | V | \psi_{x'} \rangle | \rho \rangle (8.49)
\]

\[
= \sum_{x,x'} \rho_x^* \rho_{x'} (\langle \psi_x | \otimes \langle \psi_{x'} |) \Gamma_V^T V (| \psi_{x'} \rangle \otimes | \psi_{x} \rangle) (8.50)
\]

\[
= \left( \sum_x \rho_x^* \langle \psi_x | \otimes \langle \psi_x | \right) \Gamma_V^T V \left( \sum_x \rho_x | \psi_x \rangle \otimes | \psi_x \rangle \right) (8.51)
\]

\[
= \langle \theta | \Gamma_Y^T V | \theta \rangle (8.52)
\]

where we used that \( \Gamma_Y^T \) is an operator that acts on \( Z \) only, and we define \( | \theta \rangle = \sum_x \rho_x |\psi_x\rangle \otimes | \psi_{x} \rangle \). Thus for two unitaries \( U, \bar{U} \), we have

\[
| g(U) - g(\bar{U}) | = | \langle \theta | \Gamma_Y^T V | \theta \rangle - \langle \bar{\theta} | \Gamma_Y^T V | \bar{\theta} \rangle | (8.53)
\]

\[
= | \text{Tr} \left( \Gamma_Y^T V (| \theta \rangle \langle \theta | - | \bar{\theta} \rangle \langle \bar{\theta} |) \right) | (8.54)
\]
\[ \leq \left\| \Gamma_1^T \sigma \right\|_\infty \cdot \left\| \langle \theta \rangle \langle \theta \rangle - \langle \tilde{\theta} \rangle \langle \tilde{\theta} \rangle \right\|_1 \]  

(8.55)

where in the inequality we used Hölder’s inequality for matrices: \( \text{Tr}(AB) \leq \left\| A \right\|_\infty \left\| B \right\|_1 \). Now, the operator norm is submultiplicative, so \( \left\| \Gamma_1^T \sigma \right\|_\infty \leq \left\| \Gamma_1^T \right\|_\infty \cdot \left\| \sigma \right\|_\infty \leq \left\| \Gamma_1^T \right\|_\infty \), because \( V \) is a unitary and hence its operator norm is 1. But then \( \left\| \Gamma_1^T \right\|_\infty = \frac{1}{N} \sum_y \left\| \langle y | V | y \rangle \right\|_\infty \), because the operator norm satisfies the triangle inequality. Here, \( \langle y | V | y \rangle \) is an operator that maps \( Z \) to \( \mathbb{C} \). For each \( y \), we can bound \( \left\| \langle y | V | y \rangle \right\|_\infty \leq 1 \). This implies that \( \left| g(U) - g(\tilde{U}) \right| \leq \left\| \langle \theta \rangle \langle \theta \rangle - \langle \tilde{\theta} \rangle \langle \tilde{\theta} \rangle \right\|_1 \).

Thus the Lipschitz constant of \( g \) can be bounded by

\[ \eta_g \leq \sup_{U, \tilde{U}} \frac{2 \left\| \langle \theta \rangle - \langle \tilde{\theta} \rangle \right\|_2}{\left\| U - \tilde{U} \right\|_2} \]

Since the columns of \( U, \tilde{U} \) are \( |\psi_{u,x} \rangle \) and \( |\tilde{\psi}_{u,x} \rangle \), the denominator \( \left\| U - \tilde{U} \right\|_2 \) can be written as \( \sqrt{\sum_{u,x} \left| \langle \psi_{u,x} \rangle - \langle \tilde{\psi}_{u,x} \rangle \right|^2} \). Notice that the numerator only depends on the column vectors \( |\psi_{u,x} \rangle = |\psi_x \rangle \) and \( |\tilde{\psi}_{u,x} \rangle = |\tilde{\psi}_x \rangle \), so the denominator can be minimized to to be \( \sqrt{\sum_x \left| |\psi_x \rangle - |\tilde{\psi}_x \rangle \right|^2} \) without affecting the numerator. The numerator can be bounded as

\[ \left\| \sum_{x} \rho_x (|\psi_x \rangle \otimes |\psi_x \rangle - |\tilde{\psi}_x \rangle \otimes |\tilde{\psi}_x \rangle) \right\|_2 \leq \sum_x \left| \rho_x \otimes \left| \psi_x \rangle \otimes |\psi_x \rangle - |\tilde{\psi}_x \rangle \otimes |\tilde{\psi}_x \rangle \right|_2 \]

(8.56)

\[ \leq \sqrt{\sum_x \left| \rho_x \right|^2 \sum_x \left\| \langle \psi_x \rangle - \langle \tilde{\psi}_x \rangle \right\|^2} \]

(8.57)

\[ = \sqrt{\sum_x \left\| \langle \psi_x \rangle - \langle \tilde{\psi}_x \rangle \right\|^2} \]

(8.58)

where in the first line we used the triangle inequality, and in the second line we used Cauchy-Schwarz. Thus the Lipschitz constant of \( g \) is at most 2.

Now we bound the Lipschitz continuity of \( h(U) = \langle \rho | \Lambda^T U \Lambda | \rho \rangle \). We have that

\[ h(U) = \sum_{x,x',x''} \rho_{x'} \rho_{x''}^* \left( \langle \psi_{x'} | \otimes \langle \psi_{x''} | \right) V^\dagger \left( \langle \psi_{x'} | \otimes \langle \psi_{x''} | \right) \langle \psi_x \rangle \langle \psi_x \rangle | V \rangle \otimes | V \rangle \]

(8.59)

\[ = \sum_x \langle \theta | V | \psi_x \rangle \langle \psi_x | V | \theta \rangle \]

(8.60)

\[ = \text{Tr} \left( \sum_x \langle \psi_x | \langle \psi_x | V \rangle \langle \theta | \langle \theta | V \rangle \right) \]

(8.61)

where \( |\theta\rangle \) is the same as above. Let \( \Pi_U = \sum_x |\psi_x \rangle \langle \psi_x | \). Therefore

\[ |h(U) - h(\tilde{U})| = \left| \text{Tr} \left( \Pi_U V | \theta \rangle \langle \theta | V^\dagger - \Pi_{\tilde{U}} V | \tilde{\theta} \rangle \langle \tilde{\theta} | V^\dagger \right) \right| \]

(8.62)

\[ = \left| \text{Tr} \left( \Pi_U V \langle \theta | \langle \theta | \rangle V^\dagger + \Pi_{\tilde{U}} V | \tilde{\theta} \rangle \langle \tilde{\theta} | V^\dagger \right) \right| \]

(8.63)

\[ \leq \left\| \langle \theta | \langle \theta | \rangle \right\|_1 + \left\| \langle \tilde{\theta} | \langle \tilde{\theta} | \rangle \right\|_1 + \left\| \Pi_U - \Pi_{\tilde{U}} \right\|_\infty \]

(8.64)

\[ \leq \left\| \langle \theta | \langle \theta | \rangle \right\|_1 + \left\| \Pi_U - \Pi_{\tilde{U}} \right\|_\infty \]

(8.65)

where in the first inequality we use that \( \Pi_U = \Pi_U \cdot \Pi_U \) is a projector, and that \( \text{Tr}(\Pi X) \leq \)
for all operators $X$ and $-I \leq \Pi \leq I$. The second term can be bounded by

$$
\|\Pi_U - \Pi_\Omega\|_\infty = \sup_{|v\rangle} \| (\Pi_U - \Pi_\Omega) |v\rangle \|_2
$$

(8.66)

\[
= \sup_{|v\rangle} \left\| \sum_x (|\psi_x\rangle - |\tilde{\psi}_x\rangle) (\langle \psi_x | v \rangle - \langle \tilde{\psi}_x | v \rangle) \right\|_2
\]

(8.67)

\[
\leq \sup_{|v\rangle} \sum_x \| |\psi_x\rangle - |\tilde{\psi}_x\rangle \|_2 \cdot \| \langle \psi_x | v \rangle - \langle \tilde{\psi}_x | v \rangle \|
\]

(8.68)

\[
\leq \sup_{|v\rangle} \sum_x (|\langle \psi_x | v \rangle| + |\langle \tilde{\psi}_x | v \rangle|) \cdot \| |\psi_x\rangle - |\tilde{\psi}_x\rangle \|_2
\]

(8.69)

\[
\leq \sup_{|v\rangle} \sqrt{\sum_x |\langle \psi_x | v \rangle|^2 \sum_x \| |\psi_x\rangle - |\tilde{\psi}_x\rangle \|_2^2} + \sqrt{\sum_x |\langle \tilde{\psi}_x | v \rangle|^2 \sum_x \| |\psi_x\rangle - |\tilde{\psi}_x\rangle \|_2^2}
\]

(8.70)

\[
\leq 2 \sqrt{\sum_x \| |\psi_x\rangle - |\tilde{\psi}_x\rangle \|_2^2}.
\]

(8.71)

Therefore the Lipschitz constant $\eta_h$ of $h$ is at most 4, so the Lipschitz constant $\eta$ of $f$ is at most 8.

Now we invoke Levy's Lemma once more, and we obtain

$$
\Pr \left( \| \Gamma_V |\rho\rangle - \Lambda_U |\rho\rangle \|_2^2 \geq \delta \right) \leq 4 \exp \left( -\frac{CN\delta^2}{\eta^2} \right)
$$

(8.72)

$$
\leq 4 \exp \left( -C'M^2/N \right)
$$

(8.73)

where $\delta = 2M/N$ and $C'$ is some universal constant.

8.9.3 Constructing the ideal oblivious adversary

Now we demonstrate that the map $|\rho\rangle^{MZ} \mapsto \Gamma_V |\rho\rangle^{MZ}$ can be implemented by an ideal oblivious adversary.

Consider the following ideal adversary, which given a state $|\sigma\rangle^{YZ}$ performs the following:

1. First, the adversary creates a maximally entangled state $|\Phi\rangle^{YY''} = \frac{1}{\sqrt{N}} \sum_y |yy\rangle^{YY''}$ in new registers $Y' \otimes Y''$.

2. It then applies the unitary $V$ to half of $|\Phi\rangle^{YY''}$ that resides in $Y'$, and the $Z$ part of $|\sigma\rangle^{YZ}$. The state currently looks like:

$$
\frac{1}{\sqrt{N}} \sum_y (|I^Y \otimes V^{YY'}\rangle) |\sigma\rangle^{YZ} \otimes |yy\rangle^{YY''}
$$

(8.74)

$$
= \frac{1}{\sqrt{N}} \sum_y (|I^Y \otimes I^{Y''} \otimes V^{YY'}\rangle) |\sigma\rangle^{YZ} \otimes |yy\rangle^{YY''}
$$

(8.75)

$$
= \frac{1}{\sqrt{N}} \sum_{y,y'} (|I^Y \otimes (y')^Y \otimes V^{YY'}|y\rangle^{YY'} \langle \sigma |^{YY} \otimes |yy\rangle^{YY''}
$$

(8.76)
3. The adversary projects $Y'Y''$ using the projector $|Φ⟩⟨Φ|Y'Y''$ (and leaves the state unnormalized):

$$\frac{1}{N} \sum_y (|Y⟩ ⟨Y| Y' Y'' |y⟩ Y') (σ) Y' Y'' ⊗ |Φ⟩ Y' Y''$$

4. The adversary discards the $Y' Y''$ register:

$$\frac{1}{N} \sum_y (|Y⟩ ⟨Y| Y' Y'' |y⟩ Y') (σ) Y' Y$$

This is precisely the state $Γ_Y |σ⟩ Y'$, and the adversary described above never touches the $Y$ register, so it is ideal.

### 8.9.4 Derandomizing the analysis using approximate unitary designs

The analysis of this scheme is nearly complete; however, the main missing component is that the analysis above assumes that the authentication scheme uses a truly random unitary $U$ to scramble the message state and the tag. Unfortunately, sampling a truly random unitary on $n$ qubits and applying it is infeasible: only a vanishing fraction of unitaries are succinctly describable or are efficiently computable.

The authentication scheme instead samples a unitary from a unitary design, discussed earlier. These are efficiently sampleable, efficiently computable ensembles of unitaries that are pseudorandom: they fool polynomials of low degree.

It won't be necessary to present formal definitions of a unitary design; we will use them in a black box manner. We will appeal to a general derandomization result of Low who proved that, if one establishes a measure of concentration result for a low degree polynomial $f$ that's evaluated on a Haar-random unitary, then it still satisfies (nearly) the same measure of concentration when $f$ is evaluated on a unitary drawn from an approximate $t$-design. More formally:

**Theorem 116 ([71]).** Let $f : U(N) \to \mathbb{R}$ be a polynomial of degree $K$. Let $f(U) = \sum_i a_i M_i(U)$ where $M_i(U)$ are monomials and let $α(f) = \sum_i |a_i|$. Suppose that $f$ has probability concentration

$$\Pr_{U \sim \text{Haar}} (|f - μ| ≥ δ) ≤ C \exp(-a δ^2)$$

and let $μ$ be an $ε$-approximate unitary $t$-design. Then

$$\Pr_{U \sim μ} (|f - μ| ≥ δ) ≤ \frac{1}{δ^{2m}} \left( C \left(\frac{m}{a}\right)^m + ε(α + |μ|) ^{2m}\right)$$

for integer $m$ with $2mK ≤ t$.

Furthermore, there exist efficient constructions of approximate $t$-unitary designs, for any $t$.

**Theorem 117 ([20]).** For every $ε$, $t$, and $n$, there exists a finite set of unitaries $D_{ε, t, n} \subset U(N)$ for $N = 2^n$, and a probability distribution $μ_{ε, t, n}$ over $D_{ε, t, n}$ such that

1. $μ_{ε, t, n}$ is an $ε$-approximate $t$-unitary design.
2. $μ_{ε, t, n}$ can be sampled from in $\text{poly}(n, t, \log 1/ε)$ time
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3. Each unitary \( U \in D_{\epsilon, t, n} \) can be implemented by a quantum circuit acting on \( n \) qubits of size at most \( O(n \log(4t) \log(2nt + \log(1/\epsilon))) \).

We combine these two theorems to prove our final result:

**Theorem 118** (Restatement of Theorem 111). The unitary design scheme is efficiently computable, and is \( 2^{-s/2} \)-totally authentic.

**Proof.** Note that \( f(U) \) is a polynomial of degree 4 in the entries of \( U \). We compute \( a(f) \) by computing \( a(f_0), a(g), \) and \( a(h) \) where \( f_0 = \langle \rho | \Gamma_V | \rho \rangle \) is a constant, \( g(U) = \langle \rho | \Gamma_U | \rho \rangle \), and \( h(U) = \langle \rho | \Lambda_U | \rho \rangle \). Clearly, \( a(f) \leq a(f_0) + 2a(g) + a(h) \).

Since \( f_0 \) is a constant function, \( a(f_0) \) is at most \( |f_0| \leq 1 \). We turn to \( g \). Let \( \{ |x \rangle \} \) be a basis for \( M \). Then for \( x, x' \), define the operator \( T^{xx'} = \langle \varphi_x | \Gamma_V | \varphi_{x'} \rangle \) to be the linear operator that maps \( Y \) to \( Y \) (recall that \( |\varphi \rangle = \sum_x \rho_x |x \rangle \otimes |\varphi_x \rangle \)). Then,

\[
g(U) = \sum_{x, x'} \rho_x^* \rho_{x'} \langle \varphi_x | T^{xx'} | \varphi_{x'} \rangle
\]

(8.77)

\[
= \sum_{x, x', y, y'} \rho_x^* \rho_{x'} T^{xy}_{yy'} U_{xy}^* U_{y'y'}
\]

(8.78)

For every \( x, x', y, y' \), we have a distinct monomial \( U_{xy}^* U_{y'y'} \), and the corresponding coefficient is \( \rho_x^* \rho_{x'} T^{xy}_{yy'} \), which has absolute value at most 1. Therefore \( a(g) \leq M^2 N^2 \).

Now we turn to \( h(U) \). Recall that

\[
h(U) = \sum_{x, x' \in \mathbb{C}} \rho_x^* \rho_{x'} \sum_x \sum_x (|x \rangle \otimes |\varphi_x \rangle)^+ V^+ |\varphi_x \rangle \langle \psi_x | V |\varphi_{x'} \rangle \langle \psi_x | V |\varphi_{x'} \rangle
\]

(8.79)

\[
= \sum_{i, j, x, x'} \rho_x^* \rho_{x'} U_{ix}^* U_{jx'} \sum_x (|i \rangle \otimes |\varphi_x \rangle)^+ V^+ |\varphi_x \rangle \langle \psi_x | V |\varphi_{x'} \rangle \langle \psi_x | V |\varphi_{x'} \rangle
\]

(8.80)

where \( |\psi_x \rangle = \sum_i U_{ix} |i \rangle \), \( |\varphi_x \rangle = \sum_i U_{ix'} |i \rangle \) and \( |\psi_{x'} \rangle = \sum_j U_{jx'} |j \rangle \). Define \( |\tau^{ix'} \rangle = V |i \rangle \otimes |\varphi_{x'} \rangle \) and \( |\tau^{ix''} \rangle = V |j \rangle \otimes |\varphi_{x'} \rangle \). Then we have

\[
h(U) = \sum_{i, j, i', j', x, x', x''} \sum U_{ix}^* U_{ix'} U_{jx}^* U_{jx'} \rho_x^* \rho_{x'} \langle \tau^{ix'} | \langle j' | \tau^{ix''} \rangle
\]

(8.81)

\[
= \sum_{i, j, i', j', x, x', x''} \sum U_{ix}^* U_{ix'} U_{jx}^* U_{jx'} \rho_x^* \rho_{x'} \sum_z (\tau_{ij}^{ix'})^* \tau_{ij}^{ix''}
\]

(8.82)

where we alternatively write \( |\tau^{ix'} \rangle = \sum_z \tau_{ij}^{ix'} |i', z \rangle \) and \( |\tau^{ix''} \rangle = \sum_z \tau_{ij}^{ix''} |j', z \rangle \). For every choice of \( i, j, i', j', x, x', x'' \), we have a distinct monomial, and the associated coefficient has norm at most

\[
|\rho_x^* \rho_{x'} \sum_z (\tau_{ij}^{ix'})^* \tau_{ij}^{ix''}|^2 \leq \left( \sum_z |\tau_{ij}^{ix'}|^2 \right) \cdot \left( \sum_z |\tau_{ij}^{ix''}|^2 \right) \leq 1.
\]

Thus \( a(h) \) is at most \( M^3 N^4 \). This implies that \( a(f) \leq O(N^2) \).

Now we are ready to leverage Theorems 116 and 117. In Lemma 115 we proved that function \( f(U) = ||\Gamma_V | \rho \rangle - \Gamma_U | \rho \rangle ||_2^2 \) has probability concentration

\[
\text{Pr}_{U \sim \mathcal{U}_{\text{dist}}} \left( |f - \mu| \geq \delta \right) \leq 4 \exp(\frac{CN \delta^2}{2})
\]
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where $C$ is a universal constant. Thus our parameters are:

1. (Average of $f$) $\mu = M/N$
2. (Error in probability concentration) $\delta = \sqrt{M/N}$
3. (Degree of $f$) $K = 4$
4. (Probability concentration exponent) $a = CN$
5. (Norm of $f$) $a(f) = O(N^7)$

We will set $m = 1, \epsilon = N^{-17}$, and $t = 8$.

By Theorem 117, there exists a distribution $\mu_{\epsilon,t,n}$ over unitaries acting on $n$ qubits that forms an efficiently computable $\epsilon$-approximate $t$-unitary design. Then, plugging everything into Theorem 116, we have that

$$\Pr_{U \sim \mu_{\epsilon,t,n}}(f \geq M/N + \sqrt{M/N}) \leq O(1/M)$$

(8.83)

Note that $M/N = 2^{-8}$. \qed
Appendix A

Communication with non-local boxes, and a simple proof of the Nayak-Salzman Theorem

The work presented in this Appendix was conducted with Xiaodi Wu.

A.1 Introduction

The most fundamental question in information theory is: "How much information can be conveyed from one party to another, given some finite communication resource?". The central resource considered by classical information theory is the one-way communication channel, with which Alice can transmit (potentially noisy) bits to Bob. Quantum information theory addresses this fundamental question when Alice and Bob are allowed to use quantum resources to communicate, such as the ability to send qubits, or use shared quantum entanglement. At first, one might hope that quantum resources might confer significant savings in communication costs over classical resources. Indeed, in the interactive communication setting (where both Alice and Bob can speak), there are cases when quantum protocols can solve a communication task much more efficiently than any classical protocol.

However, when the communication task is simply for Alice to transmit a classical message (say a uniformly random n-bit string) to Bob, quantum resources do not help. Holevo’s famous theorem [57] implies that, in the one-way communication scenario (without preshared entanglement), for Bob to correctly decode Alice’s input string with probability greater than $p$, Alice must send at least $pn - h(p)$ qubits, where $h(\cdot)$ is the binary entropy function. Nayak and Salzman significantly strengthen this bound [81] and show that if Alice and Bob engage in a two-way communication protocol (possibly with preshared entanglement), Alice is required to send at least $\frac{1}{2}(n - \log 1/p)$ qubits for Bob to recover Alice’s input string with probability $p$ – the amount of communication from Bob to Alice is completely irrelevant! Their proof uses a characterization of two-way quantum communication protocols by Kremer and Yao [70, 103], and separately handles the case when there is preshared entanglement versus when there is none.

In this note, we give a simple proof of their bound by showing that it is a consequence of the fact the Non-signaling Principle, which states that non-local correlations between space-like separated parties cannot be used to transmit messages faster than the speed
of light. Non-local correlations that arise from quantum theory are non-signaling, but the converse is not true: there are non-local correlations (such as those maximally violating the CHSH bound) that are not explainable via quantum theory [14]. Recently, physicists and computer scientists have been studying the consequences of the Non-signaling Principle without appealing to a specific physical theory such as quantum mechanics (see, e.g., [85, 94]). Although the Non-signaling Principle is a weaker assumption on Nature, it turns out that many non-trivial information processing tasks are still possible, such as certified randomness expansion and delegated computation.

Here, we further this agenda by defining a general model of communication between two parties who are allowed to take advantage of non-local resources (such as Popescu-Rohrlich boxes). As long as these non-local resources are governed by the Non-signaling Principle, we show that they cannot be used to reliably transmit an $n$-bit message with less than $n$ bits of communication.

Other related work. The idea of using super-quantum non-local correlations in a communication protocol can be traced back to van Dam’s result showing that Popescu-Rohrlich (PR) boxes make communication complexity trivial: armed with PR boxes, Alice and Bob can compute any boolean function $f(x, y)$ (where $x$ and $y$ are inputs to Alice and Bob, respectively) with only one bit of communication [94]! Brassard, et al. showed that with “noisy” PR boxes (i.e. boxes that can work with probability $\approx 90.8\%$), this result still holds [21]. Recently, Navascues, et al. studied a set of super-quantum multipartite correlations called $\mathcal{Q}$, and showed that one-way communication complexity of the Inner Product function on $n$ bits is $\Omega(n)$, even if Alice and Bob are allowed to take advantage of correlations from $\mathcal{Q}$ [80]. To prove this, they reduce to such an Inner Product protocol to a one-way protocol using non-signaling correlations where Bob guesses Alice’s input string $x \in \{0, 1\}^n$, and show that since the latter requires $n$ bits of communication, and the former also requires $\Omega(n)$ bits of communication. Their proof of the latter fact is essentially the same as our Theorem 120.

Independently, [51] proves a special case of the result of [81] when the Alice and Bob are restricted to using classical communication (but can use any amount of shared entanglement).

### A.2 Preliminaries and Model

#### A.2.1 Communication with non-local boxes

We formally define our model of communication with non-local boxes. A non-signaling device $D = (A, B)$ is a bipartite device, where $A$ takes input $u$ and outputs $a$, $B$ takes input $y$ and outputs $b$, and there is a non-signaling probability distribution $P_{AB|UV}(a, b|u, v)$ that describes the input/output behavior of the devices.$^1$

In this model, Alice and Bob communicate in rounds. In each round $i \geq 1$, Alice and Bob use a non-signaling device $D_i = (A_i, B_i)$, where Alice operates $A_i$ and Bob operates

---

$^1$A bipartite conditional probability distribution $P_{AB|UV}(a, b|u, v)$ is non-signaling if and only if for all $a, b$ in the support of $u, v$,

$$P_{A|U,V}(a|u, v) = P_{A|U}(a|u) \quad \text{and} \quad P_{B|U,V}(b|u, v) = P_{B|V}(b|v).$$
$B_i$. $A_i$ takes two inputs: $a_i$ and $m_i^A$, and outputs a pair $(a_{i+1}, m_{i+1}^A)$. Similarly, $B_i$ takes two inputs: $b_i$ and $m_{i+1}^B$, and outputs a pair $(b_{i+1}, m_{i+1}^B)$. One should think of $a_i$ and $b_i$ as "states" of Alice and Bob, respectively, and $m_i^A$ and $m_i^B$ as messages from Alice and Bob, respectively. In round $i$, Alice will execute $A_i$ on input $(a_i, m_i^A)$, where $a_i$ is output by $A_{i-1}$, and $m_i^A$ is output by $B_{i-1}$ (if $i = 1$, then $a_i$ can be Alice's external input, and $m_1^A$ can be empty). $A_i$ outputs $(a_{i+1}, m_{i+1}^A)$. Then Bob will execute $B_i$ on input $(b_i, m_{i+1}^B)$, and produces output $(b_{i+1}, m_{i+1}^B)$. This concludes the $i$th round. If the communication protocol has $r$ rounds, then we declare the pair $(m_{r+1}, m_{r+1}^B)$ as the output of the protocol.

For brevity, we will sometimes call this model non-local communication. This next theorem shows that our model of non-local communication is general enough to simulate any two-way quantum communication protocol. We consider the most general model of (noiseless) two-way quantum communication: Alice and Bob are allowed to share an arbitrary entangled state at the beginning of the communication protocol, and during the protocol they exchange qubits over a (noiseless) quantum channel. At the end of the protocol, Alice and Bob make a local measurement on their quantum state (which includes their portion of the shared entanglement, as well as the qubits they received over the communication channel), and they output their measurement outcomes $a$ and $b$, respectively. If Alice and Bob take external inputs $x$ and $y$, respectively, then there is some conditional probability distribution $P_{AB|XY}(a, b|x, y)$ – which we call the input/output distribution of the protocol – describing the behavior of the protocol.

We say a communication protocol $P$ simulates another protocol $Q$ (which may use a different model of communication than $P$'s) if their input/output distributions are identical.

**Theorem 119.** Two-way quantum communication protocols can be simulated by communication with non-local boxes, with a factor 2 increase in communication complexity.

**Proof.** Let $Q$ be a two-way quantum communication protocol with prior shared entanglement. We first convert this to a quantum protocol $Q'$ where all the communication is classical. This can be done using quantum teleportation, which uses twice as many bits of communication as qubits transmitted in $Q$. We perform a round-by-round simulation of $Q'$ with a non-local communication protocol $P$, where in round $i$ Alice and Bob use a non-local device $D_i = (A_i, B_i)$ with the following behavior: Alice’s box $A_i$ will take input $(a_i, m_i^A)$, where $m_i^A$ is Bob’s message from the previous round (empty if $i = 1$), and $a_i$ is the Alice’s view of the communication transcript of $Q'$ up to round $i$, as well as her external input. Bob’s box $B_i$ has the symmetric input format. Together, $a_i$ and $b_i$ uniquely determine the quantum state that is shared by both Alice and Bob (which includes their communication qubits, workspace qubits, as well as their prior shared entanglement). The messages $(m_{i+1}^A, m_{i+1}^B)$ that are output by $A_i$ and $B_i$, respectively will be distributed according to Alice’s and Bob’s messages in round $i$ in protocol $Q'$, conditioned on the transcript being consistent with $a_i$ and $b_i$. It is easy to see that $D_i$ is a non-signaling device. Thus $P$ is a communication protocol with non-local boxes, and the input/output distribution of $P$ will be identical to that of $Q'$, which is identical to that of $Q$. The communication complexity of $P$ is equal to that of $Q'$.
A.3 One way communication

**Theorem 120.** Suppose that Alice receives a random $n$-bit string $X$, and engages in a one-way communication protocol using non-local boxes with Bob. Let $n_A$ denote the number of bits sent from Alice to Bob. The maximum probability that Bob can guess $X$ is at most $Q(2^{n_A}, X)$, where $Q(\ell, X)$ is the probability mass of the $\ell$ most likely strings of $X$.

*Proof.* We can model the protocol as follows: Alice and Bob have non-signaling boxes $A$ and $B$, whose joint input/output behavior is described by a non-signaling distribution $A|U|V$ (i.e., $A$ is the random variable denoting the output of $A$ on input $U$, and $B$ is the random variable denoting the output of $B$ on input $V$). In the protocol, Alice gets input $X = x$, runs $A(x)$, and obtains a sample $a$. Alice sends $a$ to Bob, who then runs $B(a)$, and obtains sample $b$, which we can assume without loss of generality is an $n$-bit string. In this protocol, the final distribution of $x, a$, and $b$ is $P_X(x)P_{A|U}|a|x)P_{B|U,V,A}(b|x, a, a)$.

Consider the following thought experiment: instead of Alice sending $a$ to Bob, Bob generates a uniformly random input $v$, and runs $B(v)$ instead. The joint distribution of $x, a, v, b$ is $P_X(x)P_V(v)P_{A,B|U,V}(a, b|x, v)$. In this thought experiment, the probability that Bob's output is equal to $x$ is at most $Q(1, X)$ (i.e. the probability of the most likely string of $X$):

$$P(B = X) = \sum_x P_X(x) \sum_v P_V(v)P_{B|U,V}(x|x, v) = \sum_x P_X(x)P_B(x) \leq Q(1, X).$$

If we post-select on $v = a$, then the distribution of $x, a, b$ will be exactly as in the original protocol. Then,

$$P(B = X|V = A) = \frac{1}{P(V = A)} \sum_{x,a} P_X(x)P_{A|U}(a|x)P_V(a)P_{B|U,V,A}(x|x, a, a)$$

$$= \frac{1}{P(V = A)} \sum_x P_X(x) \sum_a P_V(a)P_{A,B|U,V}(a, x|x, a)$$

For every $x$,

$$\frac{1}{P(V = A)} \sum_a P_V(a)P_{A,B|U,V}(a, x|x, a) \leq \frac{1}{P(V = A)}.$$

Noting that $1/P(V = A) = 2^{n_A}$, we have $P(B = X|V = A) \leq Q(2^{n_A}, X)$.

A.4 Two-way communication

We extend this post-selection technique to the two-way case.

**Theorem 121.** Suppose that Alice receives a random $n$-bit string $X$, and engages in a two-way communication protocol $P$ using non-local boxes with Bob. Let $n_A$ denote the total number of bits sent from Alice to Bob, over all rounds of communication. The maximum probability that Bob can guess $X$ is at most $Q(2^{n_A}, X)$, where $Q(\ell, X)$ is the probability mass of the $\ell$ most likely strings of $X$. 
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Proof. Consider the following modification to the protocol: whenever Alice sends a message $m_i^A$ to Bob in round $i$, Bob will instead ignore the message and instead replace it with a uniformly random string $v_i$ of the same length. Thus, this becomes a one-sided communication protocol, where only Bob is sending messages to Alice. Call this modified protocol $P'$. Observe that the original protocol $P$ is recovered when we post-select on Bob correctly guessing Alice’s messages in every round. We now analyze the ability of Bob to guess Alice’s input $X$ at the end of the protocol, in protocol $P'$. We will reduce this analysis to the one-way case, by arguing via induction that, after round $i$, the output $B_{i+1}$ of box $B_i$ is independent of Alice’s input $X$. The case of $i = 1$ (the first round) is handled by the one-way argument above. Assume as our inductive hypothesis that $B_i$ is independent of $X$. Then, for any fixed $x$, $b_{i+1}$,

$$P_{B_{i+1}|X}(b_{i+1}|x) = \sum_{b_i} P_{B_i|X}(b_i|x) \sum_{v_i} P_{V_i}(v_i) P_{B_{i+1}|B_i,V_i,X}(b_{i+1}|b_i,v_i,x)$$

$$= \sum_{b_i} P_{B_i|X}(b_i|x) \sum_{a_i,v_i} P_{V_i}(v_i) P_{A_i|X,B_i}(a_i|x,b_i) P_{B_{i+1}|A_i,B_i,V_i}(b_{i+1}|a_i,b_i,v_i)$$

where $A_i$ is the input to the box $A_i$ (we’re omitting $M_i^B$ for notational brevity), and we used that $B_{i+1}$’s dependency on $X$ goes through $A_i$. Continuing,

$$= \sum_{b_i} P_{B_i|X}(b_i|x) \sum_{v_i} P_{V_i}(v_i) \sum_{a_i} P_{A_i|X,B_i}(a_i|x,b_i) \sum_{b_i,v_i} P_{V_i}(v_i) P_{B_{i+1}|B_i,V_i}(b_{i+1}|b_i,v_i)$$

$$= \sum_{b_i} P_{B_i}(b_i) P_{B_{i+1}|B_i}(b_{i+1}|b_i)$$

$$= P_{B_{i+1}}(b_{i+1})$$

where we used our inductive hypothesis, and the fact that $(A_i, B_i)$ is a non-signaling device. This completes the induction.

Bob’s output in protocol $P'$ can be reduced to the following one-way communication setup: Alice has box $A_r$ and Bob has box $B_r$, where $r$ is the number of rounds in $P$ (and $P'$). Alice receives inputs $A_1, \ldots, A_r$, and $M_1^B, \ldots, M_r^B$; and Bob receives $B_1, \ldots, B_r$, and $V_1, \ldots, V_r$. Alice’s and Bob’s inputs are correlated random variables, but crucially Bob’s input is independent of the random variable $X$ (as we’ve argued).

Alice executes $A_r(A_r, M_r^B)$, and Bob executes $B_r(B_r, V_r)$ to produce protocol output $B$. Since $B$ is independent of Alice’s input, and Bob’s input is independent of $X$, this implies that $P(B = X) \leq Q(1,X)$, as in the one-way case. But then we can condition on $V_i = M_i^A$ for all $i = 1, \ldots, r$, and conditioned on this event, Bob’s output $B$ is distributed exactly in protocol $P$. Then, Bob’s probability of guessing Alice’s input $X$ is at most $Q(2^{n_A}, X)$. 

$\square$
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