Aggregation for Modular Robots in the Pivoting Cube Model

by

Sebastian Claici

B.S., University of Southampton (2014)

Submitted to the Department of Electrical Engineering and Computer Science
in partial fulfillment of the requirements for the degree of
Master of Science in Electrical Engineering and Computer Science

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

September 2016

© Massachusetts Institute of Technology 2016. All rights reserved.

Signature redacted

Author …………..

Department of Electrical Engineering and Computer Science

August 30, 2016

Certified by …………..

Daniela Rus

Professor of Electrical Engineering and Computer Science

Thesis Supervisor

Accepted by …………..

Leslie A. Kolodziejski

Chairman, Department Committee on Graduate Theses
DISCLAIMER NOTICE

Due to the condition of the original material, there are unavoidable flaws in this reproduction. We have made every effort possible to provide you with the best copy available.

Thank you.

The images contained in this document are of the best quality available.
Aggregation for Modular Robots in the Pivoting Cube Model

by

Sebastian Claici

Submitted to the Department of Electrical Engineering and Computer Science on August 30, 2016, in partial fulfillment of the requirements for the degree of Master of Science in Electrical Engineering and Computer Science

Abstract

In this thesis, we present algorithms for self-aggregation and self-reconfiguration of modular robots in the pivoting cube model.

First, we provide generic algorithms for aggregation of robots following integrator dynamics in arbitrary dimensional configuration spaces. We describe solutions to the problem under different assumptions on the capabilities of the robots, and the configuration space in which they travel. We also detail control strategies in cases where the robots are restricted to move on lower dimensional subspaces of the configuration space (such as being restricted to move on a 2D lattice).

Second, we consider the problem of finding a distributed strategy for the aggregation of multiple modular robots into one connected structure. Our algorithm is designed for the pivoting cube model, a generalized model of motion for modular robots that has been effectively realized in hardware in the 3D M-Blocks. We use the intensity from a stimulus source as a input to a decentralized control algorithm that uses gradient information to drive the robots together. We give provable guarantees on convergence, and discuss experiments carried out in simulation and with a hardware platform of six 3D M-Blocks modules.
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Chapter 1

INTRODUCTION

The complexity of biological structures across scales from the molecular to the macroscopic is the result of self-organization processes. Central to these processes is the aggregation and reconfiguration of matter into a variety of morphologies. Self-assembly confers on biological cells the ability to produce an almost unlimited variety of structures [39, 40]. It is no surprise that the flexibility, reliability and speed of self-assembly has attracted interest from an engineering perspective [41, 43].

One clear advantage self-assembling systems have over purpose built robots is their tolerance of failure. Faulty modules can be swapped out on the fly and replaced by healthy modules. This almost infinite adaptability allows not only for a great number of morphologies, but also ensures the robustness of the system as a whole.

If such modular robots are programmable, can communicate, and are capable of detaching formed connections, they can be exploited to form almost any multi-module configuration. Such abilities would greatly facilitate fabrication techniques such as material printing, would allow for targeted complex anti-viral systems to be deployed seamlessly, and would yield heterogeneous tool sets thus facilitating ease of use. Nature’s molecular self-assembly systems do not have the same freedom, but are able to exploit conformational dynamics to switch between states and can thus achieve hierarchical sequencing of assembly steps. It is a challenge to
reproduce the staggering complexity of natural self-assembly systems in modular robotic systems with only single state modules.

The problem we address in this thesis is aggregation. Aggregation is the process by which a group of scattered robots gathers in a single location to be able to share information or overcome larger obstacles. The aggregation process can be performed relying on long range communication between robots, but as modular robots are meant to be deployed in remote and unknown scenarios, relying on communication is untenable. Instead, we develop the problem assuming all robots are capable of sensing an environmental stimulus. For example, in planetary exploration applications, the robots may have a light sensor to detect the position of the sun, or a compass to detect changes in the magnetic field. Such sensors are usually small, lightweight, and fault tolerant. The robots may even be endowed with several redundant sensors to further increase robustness.

In this thesis, we develop the theory of self-assembly by providing algorithms for the aggregation of modular robots under mild conditions. To the best of our knowledge, these algorithms are the first of their kind to be developed for the specific task of aggregation. We build on our previous work that introduced the M-Block [26] and 3D M-Block [25] hardware modules (Fig. 1-1), in addition to theoretical work describing reconfiguration algorithms in the pivoting cube model [36].

1.1 Challenges

In an attempt to build a self-sufficient modular robotics system there are many challenges that need to be addressed.

From an algorithms perspective, aggregation must be performed in a fully decentralized manner without assumptions about terrain topology, inter-module communication, or reliability. The algorithms must be agnostic to the underlying hardware. As the number of modules in a self-assembly system can grow to the millions, our algorithms must also scale. In particular, we cannot rely on global information to make local decisions as limited communication capabilities make
Figure 1-1: The 3D M-Blocks form a self-reconfigurable system of modules that are capable of individual movement through the use of an inertial actuator, and can bond to neighbors through connectors built from permanent magnets.

This infeasible. Once large scales are reached, defective modules also become an issue. The algorithms must be able to deal with unresponsive modules in a clean way. Furthermore, the algorithms must be both space and compute efficient due to hardware constraints.

Hardware limitations must also be taken into consideration. The limited processing power and memory storage available on the hardware is a limiting factor when designing algorithms for aggregation and reconfiguration. The modules cannot rely on external tools to function. Each module must have adaptable control to allow them to function in a wide range of environments.

This thesis provides a resolution for the problem of aggregation of the 3D M-Blocks.

1.2 Our Approach

Our approach improves upon existing hardware and algorithms. We provide theoretical guarantees for the general problem of aggregating a group of $n$ robots in
assuming only integrator dynamics. We prove convergence to a single aggregate assuming only knowledge of a single sensory function over the environment. We discuss a related problem of aggregation when the modules can only move along a low dimensional subspace of configuration space. Such problems appear when, for instance, turning the robot to a new orientation is expensive, requiring a significant time or power investment.

We provide provably correct algorithms for modular robot aggregation based on simple sensory information. For the discrete case in which modules are constrained to move along a lattice, we give a move and time optimal algorithm for the case in which the stimulus is a convex function over the environment. As an example, consider robots capable of sensing light intensity gradients spread in a closed convex environment. The light intensity values define a convex function over the domain, and the end goal is for the robots to converge to a position as close as possible to the light source. For the continuous case, we give a probabilistically complete algorithm that performs very well empirically.

We have developed the 3D M-Blocks to test our algorithms on a physical platform. The 3D M-Blocks as their name suggests are capable of locomotion across all three axes of a cube. The motion primitive in the 3D M-Blocks consists of a pivot by $\pi$ or $\pi/2$ about an edge shared with a neighboring module or the ground plane (Figure 1-2). While pivoting, a module will sweep out a volume that is greater than the union of the volumes of the starting and final positions.

![Figure 1-2: 3D M-Blocks pivoting moves.](image)

We take inspiration from gradient descent algorithms. Our algorithm is a decentralized optimization with a cost function that tracks a signal in the environment that can be sensed by all robots. Leveraging information on directional signal strength, we show how our algorithm can provably achieve aggregation.
1.2.1 Outline of Technical Approach

Our algorithms are based on gradient methods. We assume the existence of a sensory stimulus that can be sensed by the robot. Specifically, we assume the robot can determine the gradient of the stimulus function either directly, or by estimating it in a neighborhood around its current position.

We present decentralized provably correct algorithms for aggregation under the following assumptions. First, we assume that the stimulus function is convex, and provide convergence guarantees by reducing to gradient descent. Second, we assume that the robots are capable of communicating with one another, and provide a control law and convergence guarantees by leveraging Lyapunov theory.

We further extend this model to allow for situations in which the robot has a restricted move set, and provide similar convergence guarantees in this case.

We apply these algorithms to the pivoting cube model. Leveraging the more structured environments on which lattice based systems operate, we can improve the convergence rates to linear if we assume the robots are restricted to move on a lattice. Finally, we show how we can efficiently perform aggregation when changing the direction of the robot is expensive.

1.3 Thesis Contributions

This thesis makes the following contributions:

1. A discussion of aggregation for robots following integrator dynamics. We provide optimal or nearly optimal control laws that drive modules together.

2. A provably correct decentralized algorithm for aggregating modules following the pivoting cube model, where the robot modules can move independently on a lattice of modules or on the ground. To the best of our knowledge, this is the first work that discusses general strategies for aggregation of modular robots.
3. Extensive simulation experiments for aggregation of randomly scattered modules following global environmental gradients using a decentralized algorithm.

4. Experiments demonstrating a hardware implementation of several different distributed aggregation algorithms using the 3D M-Blocks where light is the global external stimulus.

1.4 Thesis Outline

The remainder of this document is organized as follows. In Chapter 2, we survey related work, and discuss limitations with respect to the problem we address. In Chapter 3, we present the pivoting cube model of self-assembly, and provide background on the aggregation problem. We discuss the sister problem of reconfiguration for completeness. Finally, we give a detailed discussion of our current hardware implementation of the 3D M-Blocks hardware, including limitations.

Chapter 4 provides detailed theoretical results for the general aggregation problem in arbitrary dimensional configuration spaces. We give fast convergence guarantees under different assumptions (e.g. convex stimulus function, or unbounded communication radius), and discuss extensions of the theory to situations where the modules are restricted to move only along a subspace of the configuration space.

Chapter 5 applies the theoretical work of Chapter 4 to the pivoting cube model. We discuss how to overcome the limitations of the pivoting cube model to achieve the same fast convergence rates. In this Chapter, we also provide experimental data (both simulation and hardware) to back our theoretical claims.

Finally, Chapter 6 discusses the lessons we have learned while developing the theory and system, and provides suggestions for avenues of future research.
Chapter 2

RELATED WORK

Modular robotics (or programmable matter) define any system where the individual modules are capable of interacting with one another in non-trivial ways to form increasingly complex systems. Systems that we would describe as modular today have been around for decades. Perhaps the first such system was developed by Penrose in 1957 and 1959 [21, 22].

Primarily, the term modular robotics has come to imply two themes: (1) systems consist of several robots designed to function together, and (2) the systems address shape formation as the main problem to solve.

Our work builds upon the vast modular robotics literature, from the Penrose tiles, to the ground-breaking work of Fukuda et al [12, 13, 14], to the present day work on various self-reconfigurable models and platforms.

2.1 Lattice Modular Robotic Systems

We situate our work in the context of lattice-based modular robotic systems. Several models have emerged for self-reconfigurable cubic modular systems [1, 9, 15, 18, 25, 26, 28, 29]. The most prevalent of these is the sliding cube model (SCM) for which efficient and universal algorithms exist for reconfiguration. The SCM allows modules to slide along their neighbors to achieve motion. In particular, a common feature of the SCM is a move that slides a cube about two faces of one of
its neighbors to achieve a corner turn. This move proves difficult to implement in practice.

There are however, many attractive theoretical results in the SCM. When strong connectivity (face connectivity) is enforced, there exist $O(n^2)$ algorithms for reconfiguring arbitrary 2D shapes [3, 7]. For 3D configurations, algorithms have been developed that achieve reconfiguration if the start and goal configurations do not have topological holes [23]. This requirement is imposed as [23] assume that modules that have reached their position in the target configuration will no longer move. If we relax this constraint, we can achieve $O(n^2)$ reconfiguration centralized, and $O(n^3)$ distributed reconfiguration in 3D shapes [11]. In spite of this attractive body of work, we are not aware of any systems that implement the sliding cube model in 3D. Systems implementing a 2D version of the sliding cube model have been given by [2, 16, 37].

Because the sliding cube model is difficult to implement in practice, prompting a move to pivoting cube models of reconfiguration [25, 26]. In the pivoting cube model, modules pivot about one of their edges. Since the volume swept during pivoting is greater than the union of the start and end positions, we must be careful with translating SCM algorithms to this new model.

An $O(n^2)$ algorithm for reconfiguration was given by [5] assuming edge connectivity constraints. In [19], the authors considered pivoting hexagons in 2D and gave a $O(n^{5/2})$ algorithm for reconfiguration of a restricted set of configurations. An algorithm for reconfiguring pivoting cubes in both 2D and 3D under a strong connectivity assumption was given in [36], however the space of configurations that can be reconfigured is limited.

The pivoting cube model has had successful physical implementations in [26] for modules capable of motion in 2D, and refined in [25] for 3D motion.

While most modular robotic systems have focused on reconfiguration, the 3D M-Blocks are capable of motion in unstructured environments and while untethered. This allows us to talk of aggregation as the problem of localizing and connecting multiple untethered robots to a single connected aggregate. Recent work
in swarm robotics has demonstrated aggregation and reconfiguration in swarms of up to thousands of robots [27]. However, this work has been restricted to 2D structures, and it is unclear how to develop the model further to allow for 3D motion. An example of aggregation in 3D environments is given in [17], but the modules are not capable of self-locomotion and rely on wheeled robots to perform the aggregation. Approaches to aggregation that do not rely on external systems exist [42], but rely on on-board cameras which are still impractically large to be integrated with most modular robots.

### 2.2 Coverage Control

A problem that bears significant relevance to our work is that of coverage control. Briefly, coverage control represents broadly a set of algorithms for optimizing the location of multiple robots to maximize coverage with respect to a function defined over the environment. For example, we might wish to communicate through ad-hoc wireless networks, in which case we would want to maximize the signal strength obtained through the network. Such work is situated at the intersection of multi-robot path planning [4, 6] and locational optimization [10, 38].

Distributed coverage control has efficient solutions when the distribution of the stimulus over the environment is assumed to be known \textit{a priori} by all robots [8, 24, 30]. This assumption was relaxed first in [31], and improved upon in future work [32, 33].

Problems in distributed coverage control share many similarities with aggregation: the algorithms must be distributed, and very frequently the robots have only limited sensing and localization capabilities. We point specifically to [31, 32] as examples of distributed coverage control algorithms that share features with our aggregation algorithms.

The problem we solve is fundamentally different, however. We wish to control the final shape of the robots and their relation to one another. Specifically, we aim to minimize the distance between robots (thus form an aggregate), without
considering the fitness of the robots' position with respect to a sensory function as is the case with coverage control algorithms.
Chapter 3

BACKGROUND

Table 3.1: List of Symbols from Chapters 3–5

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Number of robots.</td>
</tr>
<tr>
<td>$P_i$</td>
<td>Position of the $i^{th}$ robot.</td>
</tr>
<tr>
<td>$\dot{P}_i$</td>
<td>Velocity of the $i^{th}$ robot.</td>
</tr>
<tr>
<td>$PL$</td>
<td>Position of the stimulus source.</td>
</tr>
<tr>
<td>$u_i$</td>
<td>Control input of $i^{th}$ robot.</td>
</tr>
<tr>
<td>$N(i)$</td>
<td>Neighbors (in communication radius) of $i^{th}$ robot.</td>
</tr>
<tr>
<td>$W$</td>
<td>Configuration space of the robots.</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Sensory function.</td>
</tr>
<tr>
<td>$J$</td>
<td>Global cost function.</td>
</tr>
<tr>
<td>$l_j$</td>
<td>Intensity value on the $j^{th}$ face of a robot.</td>
</tr>
<tr>
<td>$n_j$</td>
<td>Outward facing normal of the $j^{th}$ face of a robot.</td>
</tr>
<tr>
<td>$C_L$</td>
<td>Circle centered at projection of stimulus source.</td>
</tr>
<tr>
<td>$C_x$</td>
<td>Circle centered at point $x$.</td>
</tr>
</tbody>
</table>

We begin by describing the underlying assumptions in this thesis in more detail. Specifically, we describe the pivoting cube model: the motion model that our hardware implementation is based on. We describe the problems of aggregation and reconfiguration to provide intuition into the theoretical contributions that follow. Finally, we conclude this chapter with a description of the 3D M-Blocks hardware and its limitations.
3.1 Pivoting Cube Model

As its name suggests, the pivoting cube model comprises cubic modules that are move by pivoting about their edges. In the sliding cube model a move is possible if the start and end positions are adjacent, and the end position is unoccupied. By contrast, in the pivoting cube model, the volume swept by a module during a move must also be unoccupied since a cube is longer along a diagonal. This greatly restricts the set of moves allowed.

In our model, a cube pivots the maximum possible before it comes into face contact with another module. Two modules are connected if they share a face.

The pivoting cube model is attractive because it implements a realistic move set that can easily be translated into a hardware implementation. For example, the corner step move shown in Figure 3-1b is a pivot by \( \pi \) radians, while in the sliding cube model, a similar move is unrealistic.

We define the ground plane \( y = 0 \) and restrict ourselves to configurations \( C \in \mathbb{R}^3_{y\geq 0} \).

3.2 Aggregation

Aggregation is the task of connecting modules that are initially scattered in an environment into one single connected whole. This task is easy when the modules are capable of relative localization through sensory input (e.g. message passing), but significantly more difficult when such information is not readily available.

In the 3D M-Blocks (see Figure 3-2 and also 3.4), communication is only guaranteed in point-to-point contact. Therefore, instead of relying on communication,
we formulate the problem as an optimization over a sensory stimulus and use gradient ascent strategies to perform aggregation. Each face of a 3D M-Block has an ambient light sensor that outputs a scalar value in a bounded range. These readings can be used to obtain a direction of steepest increase and to steer the module towards the aggregate.

We generalize this setting as follows. Let $W$ be a bounded two dimensional region, and let $\phi : W \rightarrow R$ be a sensory function that returns the intensity of the stimulus at each point in $W$. For aggregation of $n$ robots into a single connected component, we require that $\phi$ be convex. Let $p_i : [0, \infty) \rightarrow W$ be the position function of each module $i$ for $1 \leq i \leq n$.

We distinguish between two problems:

- **Lattice Aggregation.** The modules are restricted to lie on a lattice embedded in $W$. The modules are capable of motion along the $x$ and $y$ axes of the lattice.
- **Free Space Aggregation.** To better model the actual behaviour of the 3D M-Blocks, we endow each module with a direction vector $u_i(t)$. Modules can move along the direction vector $u_i(t)$, or they can attempt plane changes which reorient the module along a different direction vector $u'_i(t)$ while also adding random noise to its position vector $p'_i(t) = p_i(t) + \xi$ where $\xi$ is drawn from a distribution over $W$. For probabilistic completeness, we require that $\xi$ have non-zero density almost everywhere in $W$.

### 3.3 Reconfiguration

Once aggregation has been achieved and the modules are in a single connected component, we turn our attention to the problem of reconfiguration.

A configuration $C$ is a set of unit cube modules on a cubic lattice. Let $|C|$ be the number of modules in configuration $|C|$. We will identify a module with an index $i$ into this set. We can assign a coordinate system such that each module $i$ is at integer coordinates $(x_i, y_i, z_i)$.

Two modules $i$ and $j$ are connected if they share a face. We can create a con-
configuration graph $G = (V, E)$ with vertices $V = \{i | i \text{ is a module in } C\}$ and edges $E = \{(i, j) | i, j \text{ are connected in } C\}$. The configuration $C$ is connected if the underlying graph $G$ is connected. As a surface in $R^3$, $C$ has a boundary $\partial C$, and a complement $R^3 \setminus C$.

The problem of reconfiguration can be formulated as follows. Given configurations $C_s$ and $C_f$ where $|C_s| = |C_f|$, find a set of feasible configurations $(C_s, C_1, \ldots, C_T)$ such that the following conditions hold:

- **Termination:** $C_T = C_f$.
- **Validity:** For each $t$, $C_t$ can be obtained from $C_{t-1}$ by pivoting a set of modules in $C_{t-1}$.
- **Collision Avoidance:** For each set of moves, the volumes swept by the modules during execution must not overlap.
- **Connectivity:** For each $t$, the configuration graph of $C_t$ is connected.

In addition, we can distinguish between solutions by counting the number of moves required to achieve reconfiguration. Formally, a move is any single pivot by a single module. For instance, if several modules are required to move to achieve reconfiguration, we count one move for each. A solution that requires fewer moves overall is better than one that requires more moves. For practical purposes, we would also want to distinguish between moves based on their empirical difficulty. This can be achieved by assigning non-uniform weight to each move and preferring moves with smaller cost.

### 3.4 Hardware

The 3D M-Blocks are modular self-reconfigurable robots which use inertial actuation to reconfigure by pivoting about the edges of the modules (Figure 3-2). 3D M-Blocks move by applying a torque generated by an internal flywheel. To reach
very high torque impulses, we employ a mechanical braking system that can generate torques in excess of 2.5Nm in a 10ms window (Figure 3-3).

An internal mechanism allows the flywheel to realign to a set of orthogonal axes X, Y, Z. Each face has eight face magnets and four edge magnets. All faces are rotationally symmetric making the 3D M-Blocks symmetric about three orthogonal planes.

While designed to work best on a structured lattice formed of other modules, the internal actuation mechanism allows the modules to move freely both individually and as assemblies.

Each face of the 3D M-Blocks contains a microprocessor that manages an ambient light sensor, two RGB LEDs and IR communication electronics. One face contains an accelerometer to allow the module to determine its orientation with respect to the central actuator. The modules are capable of communication through an infrared light system. Each face can transmit and receive IR messages on a range of up to 200cm.

When transmitting messages between adjacent modules, the IR light will refract through the received face and reflect on the interior of the body, messages
Figure 3-3: Torque generated by applying the mechanical brake. Plot shows torque (in Nm) against RPM of the flywheel when the brake is applied. Several experiment runs (shown in faint colors) are averaged and the mean is displayed in solid colors.

need to be signed with an initial pattern that can only be detected by sampling the ambient light sensor of the adjacent face.
Chapter 4

DECENTRALIZED AGGREGATION
WITH SENSORY STIMULI

In this chapter, we establish theoretical guarantees on convergence under a general framework. Specifically, we assume our robots have integrator dynamics, and can sense the gradient of a sensory function \( \phi \). We show that for convex \( \phi \) or for unbounded communication radii, aggregation is always achieved, and the convergence rates are bounded. We also explore a constrained version of the problem where robots are restricted to move along low dimensional subspaces of the configuration space, and provide convergence guarantees for such situations as well.

4.1 Problem Statement and Assumptions

We study the problem of aggregating \( n \) robots in a bounded set. Let \( W \) be a closed bounded subset of \( \mathbb{R}^N \), and let \( p_i \) denote the position of the \( i^{th} \) robot in \( W \).

Assume the \( i^{th} \) robot is capable of communication within a ball of radius \( r_i \) denoted by \( B(p_i, r_i) \). Define the sensory function \( \phi : W \rightarrow \mathbb{R} \), where \( \phi(q) \) is the value of the sensor at position \( q \).
In what follows we assume the robots follow integrator dynamics

\[ \dot{p}_i = u_i, \]

where \( u_i \) is the control vector of the \( i \)th robot, and \( \dot{p}_i \) is the usual velocity vector.

This assumption is common in the coverage control literature\[8, 24, 31, 32\]. We further assume that each robot has knowledge of the gradient of the sensory function \( \nabla \phi \) at each point \( q \in \mathcal{W} \).

Unlike in coverage control, we do not require that each robot be able to compute its Voronoi cell, nor does each robot have to have any knowledge of surrounding robots.

Under this setting, the goal of each robot is to minimize its distance to every other robot:

\[ f_i(p_{-i}) = \frac{1}{2} \sum_{j \neq i} \|p_i - p_j\|^2 \]  

(4.1)

where \( p_{-i} = (p_1, \ldots, p_{i-1}, p_{i+1}, \ldots, p_n) \). The global cost of the system \((p_1, \ldots, p_n)\) can be written

\[ f(p_1, \ldots, p_n) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \|p_i - p_j\|^2. \]

(4.2)

Equations (4.1) and (4.2) cannot be optimized directly without knowledge of the position of every robot.

Since \( \| \cdot \|_2 \) is a metric, we can write using the triangle inequality

\[ \sum_{j \neq i} \|p_i - p_j\|^2 \leq \sum_{j \neq i} (\|p_i - q\|^2 + \|p_j - q\|^2) \]

for any point \( q \in \mathcal{W} \). Finding a control law that drives all robots to the same position \( q \) will also minimize equation (4.1) for all robots.

We assume that \( \nabla \phi \) is Lipschitz, that is, it satisfies \( \|\nabla \phi(x) - \nabla \phi(y)\| \leq C\|x - y\| \) for some constant \( C \) and all \( x, y \in \mathcal{W} \). The Lipschitz condition can be understood intuitively as a bound on the rate of change in a small time frame. We require this condition for several reasons. First, from a practical standpoint there will al-
ways be errors in the position estimation and control law of the robot. If $\phi$ were to vary unboundedly, small errors can compound rapidly. Second, as we shall see soon, there is a strong correlation between aggregation of robots, and the gradient descent algorithm for finding local minima of functions. To guarantee convergence of the gradient descent procedure, we require $\phi$ Lipschitz continuous.

\section{Decentralized Aggregation Control}

We want to derive a control law that will drive the robots together in a reasonable manner. By reasonable we mean here the following:

1. If $\phi$ is strictly convex, the control law will drive the robots to the same position. While this may seem like a stringent requirement, note that most point source stimuli (e.g. light or sound) satisfy convexity

2. If for each robot $\mathcal{W} \subseteq B(p_i, r_i)$, then the control law will drive the robots to the same position. Effectively, this condition states that the communication radius of the robot includes the entire configuration space. All robots must be able to communicate with all other robots.

![Figure 4-1: Aggregation of robots distributed in a convex region using sensory information.](image)

This motivates the following control law:

$$u_i = -\alpha \nabla \phi(p_i)$$

(4.3)

31
where $a$ is a line search parameter.

Control law 4.3 is a gradient descent method and is guaranteed to converge to a local minima if $\phi$ is differentiable, $\nabla \phi$ is Lipschitz, and $a$ is chosen to satisfy the Wolfe conditions [20]. The intuition here is that we want the robot to move towards a direction that has the largest drop in intensity of $\phi$, thus moving towards the minimum of $\phi$. If $\phi$ is globally convex, 4.3 converges to the global minimum for each robot. That is to say, we chose $q$ to satisfy

$$
\min_{x \in W} \phi(x).
$$

We call $\phi$ strongly convex if it is twice differentiable and satisfies $\nabla^2 \phi \succeq dl$ for some constant $d$ where $l$ is the identity matrix, and $\nabla^2 \phi$ is the Hessian matrix $\left( \frac{\partial^2 \phi}{\partial p_i \partial p_j} \right)_{i,j}$ for $i, j \in \{1, \ldots, n\}$. If $\phi$ is strongly convex, then control law (4.3) converges at exponential rate.

However, we also require that the robots are able to aggregate if they can communicate over the entire environment (the second requirement). Equation (4.3) does not achieve this for functions that are not globally convex.

To motivate the second control law, consider again the cost function (4.2). The derivative of $f$ with respect to $p_i$ is given by

$$
\frac{\partial f}{\partial p_i} = (n - 1)p_i - \sum_{j \neq i} p_j.
$$

This suggests the following control law to force robots together:

$$
u_i = -p_i + \frac{1}{|N(i)|} \sum_{j \in N(i)} p_j.
$$

(4.4)

where $N(i)$ is the set of robots that robot $i$ can directly communicate with; that is, those robots $j$ for which $p_j \in B(p_i, r_i)$. 
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Note that in the case of $\mathcal{W} \subseteq B(p_i, r_i)$, equation (4.4) reduces to

$$u_i = -p_i + \frac{1}{n-1} \sum_{j \neq i} p_j.$$ 

We recall that a fixed point of a dynamical system is a point where all first derivatives vanish. It is clear that $p_i = -\frac{1}{|\mathcal{N}(i)|} \sum_{j \in \mathcal{N}(i)} p_j$ is a fixed point of the system. We also recall that a fixed point is asymptotically stable if, as time goes to infinity, the system approaches the fixed point. Formally, we can write:

**Definition 4.2.1.** A fixed point $x_c$ of a system $\dot{x} = f(x(t))$ with $x(0) = x_0$ is asymptotically stable if it is Lyapunov stable and there exists a $\delta$ such that if $\|x_0 - x_c\| < \delta$ then $\lim_{t \to \infty} \|x(t) - x_0\| = 0$.

Here we used the definition of Lyapunov stability. We will not repeat it, but note that intuitively Lyapunov stability is a bound on how far away a system can get from the fixed point if it starts within some distance $\delta$ from the fixed point.

We will use Lyapunov functions to verify the asymptotic stability of our control law [34]. We propose the following Lyapunov function:

$$V_i = \sum_{i=1}^{n} \sum_{j \in \mathcal{N}(i)} \|p_i - p_j\|^2 \quad (4.5)$$

We need to check the two Lyapunov requirements for asymptotic stability:

- $V_i(x) > 0$.
- $\dot{V}_i(x) < 0$ for some neighborhood around the mean position.

The first condition is immediate from the definition of $V_i$. 
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For the second condition, we have

\[
V_i(p_i) = \nabla V_i(p_i) \cdot u_i
\]

\[
= \left( (|N(i)| - 1)p_i - \sum_{j \in N(i)} p_j \right) \left( -p_i + \frac{1}{|N(i)|} \sum_{j \in N(i)} p_j \right)
\]

\[
= -|N(i)| \left( p_i - \frac{1}{|N(i)|} \sum_{j \in N(i)} p_j \right)^2.
\]

Since \( V_i(x) < 0 \) for \( x \neq \frac{1}{|N(i)|} \sum_{j \in N(i)} p_j \), by LaSalle’s invariance principle, the system is asymptotically stable to the mean position of the neighborhood.

### 4.3 Stochastic Control

We consider now the problem of finding a control law for robots that have restricted dynamics. Consider the following model:

**Definition 4.3.1.** A robot is said to have partially stochastic dynamics if at any time it can select between two actions:

- Move according to the control law \((\dot{p}_i|V) = (u_i|V)\) for some \(V \subset W\) with \(\dim V \leq \dim W\). That is to say, the motion of the robot is restricted to a subset of free space: for example, a robot moving in two dimensions can be restricted to move only along a straight line.

- Uniformly sample a subset \(V' \subset W\) to move in. Note that since the position of each robot is a continuous function of time, the current position \(p_i\) must be included in the subset \(V'\).

This definition is prompted by the M-Blocks, and expanded further in chapter 5.

The conditions on \(V\) are that it be connected and closed, convex for the control law to make sense, and that \(\phi\) restricted to \(V\) remain continuous. Moreover, if
v_1, \ldots, v_m$ form a basis of $V$, we require that the partial derivatives $\frac{\partial \phi}{\partial v_i}$ exist for all $i$. If $e_1, \ldots, e_m$ are the basis vectors of $\mathbb{R}^m$, the last condition is equivalent to the fact that the linear map $\frac{\partial u}{\partial v}$ is an isomorphism.

We consider again the problem of driving the modules together. We wish to minimize the global cost (4.2) under this new setting. We first note that if $\phi$ is convex over $W$, then it is convex when restricted over $V$. Since $V$ is convex, $\lambda x + (1 - \lambda)y \in V$ for all $x, y \in V$, and convexity of $\phi|V$ follows from convexity of $\phi$ over $W$.

We will use the notation $V' \sim \mathcal{U}(x, W)$ to denote a uniform sampling from $W$ of subsets that contain the point $x$. For a concrete example, consider sampling the set of all lines passing through a point $x$ in two dimensions. This can be accomplished by sampling uniformly a direction vector $y$ and taking the line $x + y$.

Therefore, we can adapt the control law (4.3) to

$$u_i = \begin{cases} -\beta \nabla (\phi|V)(p_i), & \text{if } \nabla (\phi|V)(p_i) \neq 0, \\ V \sim \mathcal{U}(p_i, W), & \text{otherwise.} \end{cases} \quad (4.6)$$

The sampling step is only performed after the robot has reached a minimum of $\nabla (\phi|V)$. The procedure is detailed in Algorithm 1.

**Algorithm 1** Stochastic control

1: repeat
2: if there is a direction of decrease in the stimulus then
3: set $u_i = -\beta \nabla (\phi|V)(p_i)$
4: else
5: sample new subspace in which to move
6: until good enough solution is reached

Note that Algorithm 1 is not guaranteed to converge. However, under certain assumptions on the sampling procedure, we can provide convergence guarantees of (4.6) to the true global minimum of the function. By convergence, we mean that there exists some time $T$ such that for all $t > T$, we have $u_i = 0$. Examples include moving only along different coordinate axes (a variant of coordinate descent [20]).
Let us restrict ourselves to the case where $V$ is sampled uniformly over all $m$-dimensional hyperplanes where $m < n$ (also called $m$-dimensional flats). To sample an $m$-dimensional flat that contains $p_r$, we can sample $m$ points $x_1, \ldots, x_m$ from $\mathcal{W}$, and define the flat as intersection between the linear span of $\{p_r, x_1, \ldots, x_m\}$ and $\mathcal{W}$.

We will prove the following:

**Theorem 4.3.1.** If $V$ is sampled uniformly over the set of $m$-dimensional flats, and $\phi$ is convex over $\mathcal{W}$, then control law (4.6) converges.

We will make use of the monotone convergence theorem which we restate here in a simple form (see [35]):

**Theorem 4.3.2.** (Monotone convergence) If $(a_n)$ is a monotone sequence of real numbers, then this sequence has a finite limit if and only if the sequence is bounded.

We are now ready to prove Theorem 4.3.1.

**Proof.** Let the $p_1^1, \ldots, p_i^n$ be the sequence of points for which $\nabla \phi(p_i^j) = 0$. By the convexity of $\phi$, we have $\phi(p_1^1) \geq \phi(p_2^2) \geq \ldots \geq \phi(p_i^n)$. This series is monotone and bounded since $\phi$ is bounded. Applying the monotone convergence theorem, we can conclude that control law (4.6) converges. □

We conclude this chapter with a simulation result. For the simulation, we assumed there $n = 10$ robots placed according to a normal distribution in $\mathbb{R}^2$. We use a Gaussian function

$$\phi(x) = e^{(x-\mu)\Sigma^{-1}(x-\mu)^T}$$

as the sensory stimulus with $\mu = 0$ and $\Sigma$ equal to the identity plus a small off-diagonal term.

We use control laws (4.3) and (4.4) in two simulation experiments. For control law (4.3), we fix $\alpha = 1$ as the step size, and perform gradient ascent. Simulation runs are shown in Fig. 4-2. Both control laws converge to a single point, thus achieving aggregation. We note here that convergence rate depends on the choice.
of parameters and control law. If the robots can communicate with all other robots, then moving towards a shared center can be significantly faster.

Of course, it is always possible that the sensory function has multiple local minima, and after aggregation the robots are split into distant clusters (such an example is shown in Fig. 4-3). However, in such cases it is impossible to achieve a single aggregate without assuming prior knowledge about the structure of the environment, sensory function, or knowledge of the number of robots in the system. Such assumptions are untenable in our physical implementation using the M-Blocks, and generally untenable for modular robotics systems.

In this chapter, we have looked at the problem of aggregation in a generic fashion, assuming integrator dynamics on the robots. In the chapters that follow, we explore a specific example of aggregation in the case of the 3D M-Blocks.
Figure 4-3: A single aggregate is impossible in this scenario. The robots are distributed in an environment with two local maxima and have very limited communication capabilities. As can be observed, two aggregates are formed. Without prior knowledge of the number of modules, such scenarios cannot be resolved into a single aggregate.
Chapter 5

AGGREGATION OF MODULAR ROBOTS IN THE PIVOTING CUBE MODEL

Following Chapter 4, we implement the algorithms described in the pivoting cube model. The restrictions presented by the pivoting cube model are dealt with new theoretical results. We showcase an example arising from our hardware implementation where the stochastic control described in the previous chapter is important. We conclude this section with experimental results including simulations and hardware experiments of aggregation.

5.1 Theoretical Results

Let $\mathcal{W}$ be a bounded two dimensional region into which we embed a lattice structure $\mathcal{L}$, for example a 2D grid over $\mathbb{R}^2$. Assume there are $n$ modules, and let $p_1(t), \ldots, p_n(t) \in \mathbb{N} \rightarrow \mathcal{L}$ denote the positions of the modules at time $t$. All modules have the same mass and the laws of gravity hold. Each module can pivot about its edges to reach new positions on the lattice. The modules move independently of one another and require only information about edge connected neighbors to determine whether pivot moves are valid. We assume it takes unit time for
Figure 5-1: Pivoting moves.

a cube to execute a move from one lattice position to another.

Since our focus is on aggregation and not path planning, we assume there are
no obstacles in the environment. To achieve aggregation, each module will inde-
dependently follow the maximum direction of a stimulus located at position \( p_L \). We
say that the process has converged if there are no viable moves that would move
any module in the environment closer to the stimulus source. We assume the mod-
ules are initially scattered throughout the environment, which allows us to restrict
our attention to the two-dimensional plane.

The 3D M-Blocks have sensors embedded on each of the six faces that output
a number from 0 to 1024 representing the intensity of the sensor readings on that
particular face. Let \( I_1, \ldots, I_6 \) be the intensity readings on each of the 6 faces.

If the algorithm converges at time \( t_f \), we try to minimize the maximum distance
between any module and the stimulus source at \( t_f \):

\[
\min \max_i \| p_i(t_f) - p_L \|. \tag{5.1}
\]

where \( p_L \) is the position of the stimulus source and \( i \in \{1, \ldots, n\} \).

Since \( p_L \) is difficult to estimate, each module will attempt to maximize a fitness
function that uses the stimulus intensity readings:

\[
\frac{1}{|\{I_j|I_j \neq 0\}|} \sum_{I_j \neq 0} I_j \tag{5.2}
\]

Equation 5.2 is an average over faces that have non-zero stimulus intensity
readings. As we only count non-zero intensities, the maximum is achieved when
a module is directly below the source, as then Equation 5.2 reduces to \( \max_j I_j \).
5.1.1 Driving Modules Towards the Maximum Direction of the Stimulus

We will use the notation $I_{n_j}$ to denote the stimulus intensity reading on the face with surface normal $n_j$.

To drive towards a stimulus source, each module must first estimate the direction of the source. This is the purpose of Algorithm 2. This direction is used as a gradient in Algorithm 3 to drive the module towards the stimulus. Algorithm 3 can be interpreted as greedily selecting the move that moves the robot closest to the stimulus source and repeating until convergence.

Any move is a translation that can be written as a sum of at most two face normals (e.g. the move that takes a module from $(0, 0, 0)$ to $(1, 1, 0)$ can be written as a sum of $(1, 0, 0)$ and $(0, 1, 0)$). A move is possible if the volume swept by the module during rotation does not collide with any other module or the environment. We say a move is weakly admissible if the intensity reading on at least one of the faces corresponding to the normals is greater than 0. We call a move strongly admissible if the intensity reading on all of the faces corresponding to the normals is greater than 0 (see also Fig. 5-2).

We can use this information to provide an estimated direction towards the stimulus source. Using the notation described above of $n_j$ for the normal of a face, we can estimate the direction of the stimulus source as

$$\sum_{j \in \text{faces}} I_j n_j.$$  

Algorithm 2 implements the stimulus direction estimation strategy discussed above.

Algorithm 3 acts as a controller for each module. Note the following: we choose the move whose direction is closest to the direction of the stimulus source estimated using Algorithm 2. Also, note that we only iterate over feasible moves in line 4.
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Algorithm 2 Estimate direction of stimulus source

1: function ESTIMATEDSTIMULUSDIRECTION(Cube i)
2: for each face j do
3: \( I_j \leftarrow \text{STIMULUSINTENSITY}(j) \)
4: \( n_j \leftarrow \text{surface normal to face } j \)
5: return \( \sum_{\text{faces}} I_j n_j \)

Algorithm 3 Drive cube towards estimated direction

1: function STEP(Cube i)
2: \( d \leftarrow \text{ESTIMATEDSTIMULUSDIRECTION(Cube i)} \)
3: sort moves by distance to \( d \)
4: for each move \( M \) do
5: let \( n_1, \ldots, n_k \) s.t. \( \sum_{i=1}^k n_i = M \)
6: if \( \exists j \in 1, \ldots, k \) s.t. \( I_{n_j} > 0 \) then
7: return \( M \)
8: return NIL
9:
10: function DRIVE(Cube i)
11: \( M \leftarrow \text{STEP(Cube i)} \)
12: while \( M \neq \text{NIL} \) do
13: apply move \( M \)
14: \( M \leftarrow \text{STEP(Cube i)} \)

We wish to prove the following:

**Theorem 5.1.1.** For a cube with initial position \( p_i(0) \) that only performs weakly admissible moves there is only a finite set of coordinates at which it can later reside. This set is the sphere in the \( l_1 \) norm with radius

\[
\| p_L - p_i(0) \|_{1}
\]

and center \( p_L \).

**Proof.** For our hardware platform, the stimulus is a light intensity reading. In this case we can use Lambert's law

\[
I_{n_j} \propto n_j \cdot d_j.
\]  

(5.3)

to ensure that intensity readings on faces that are oriented away from the stimulus
source read 0. In cases where this does not hold (e.g. sound intensity), we can use just the largest two values and all proofs follow.

As we assume *weak admissibility*, the module cannot take a move that would place it farther away in the \( l_1 \) norm from the stimulus source than \( p_i(0) \), for such a move would have a component oriented away from the stimulus source, and would thus not be chosen by Algorithm 3.

For the 2D case, Figure 5-2 shows the set of coordinates at which the blue cube can reside. In yellow are shown the points satisfying *weak admissibility*, while in green are shown those satisfying *strong admissibility*.

![Figure 5-2](image)

Figure 5-2: Coordinates at which the blue module can reside. In green are positions that are *strongly admissible*, while *weakly admissible* positions are in yellow. The circle represents the projection of the stimulus source onto the plane.

*Strong admissibility* guarantees convergence as the module can only move closer to the stimulus source. To ensure convergence with *weak admissibility*, we require an extra \( O(1) \) memory per cube to detect two step cycles.

### 5.1.2 Driving Modules Together

We now show that Algorithm 3 converges to the global maximum of Equation 5.2 for one module.

We can prove the following:
Theorem 5.1.2. Algorithm 3 converges to a single aggregate. Moreover, the following two properties will be satisfied:

1. There will be a module in the final configuration that is at the closest lattice point to the projection of the stimulus source on the plane.

2. The final configuration has no holes.

To give an example of Property 1, consider several 3D M-Blocks under a light source. Property 1 states that there will always be an M-Block on the lattice point closest to the light source.

Proof. We first prove Property 1. Assume there is no such module. For a module to be unable to move closer to the stimulus source, there must be other modules one step closer across both directions in the Manhattan norm. This chain of modules is finite and terminates either with a module located closest to the projection of the stimulus source, or with a module that is able to take a move closer to the stimulus source. But we can take this move and repeat the argument. Since the set of possible moves is finite, this process will eventually terminate when there is a module that is located at the closest lattice point to the projection of the stimulus source.

Assume now that the algorithm converges but there are multiple aggregates. Let \( C_L \) be the module in Property 1. Find the closest module to \( C_L \) that is not part of the same aggregate as \( C_L \). If this module cannot move closer to the stimulus source, there are modules blocking it, but these modules are then closer to the stimulus source, and thus closer to \( C_L \) while still part of a different assembly contradicting our assumption that we chose the closest module.

Property 2 follows by an analogous argument to the above.

To determine whether a move is possible only requires local information (knowledge of modules connected on each face) about a cube's neighbors in the plane. Each module requires \( O(1) \) time to make a decision about which move to take.
Algorithm 3 thus scales to arbitrarily many modules and converges in time proportional to the maximum $l_1$ distance between any module and the projection of the stimulus source on the plane.

5.1.3 Stimulus Tracking in $\mathbb{R}^2$

The algorithms developed above guarantee convergence when the modules are restricted to move along a lattice structure. For example, if there is a base of "scaffold" modules that are not capable of actuating, but provide support for modules that can actuate, the algorithms above apply. One example is in automatic manufacture of buildings: a few modules can be active at a time, and reside on a base of inactive modules. Selectively aggregating just a few modules at a time, simple shapes such as cuboids and prisms can be constructed (Fig. 5-3).

![Figure 5-3: Modules moving on fixed scaffolding. Green modules above are mobile, while the orange modules forming the bottom layer are not capable of motion, but form a lattice on which the former move. In this scenario, algorithms (5.1)(5.2) can be used as the scaffolding acts as a lattice.](image)

However, if there is no lattice base, the M-Blocks develop a very high torque when performing a plane change. The forces generated during this maneuver will cause the M-Block to shake violently and lose its initial orientation. Thus, we cannot rely on the lattice assumption and must develop algorithms to deal with the
We relax our requirement of deterministic convergence and give a probabilistically complete algorithm that at every step with high probability will drive the 3D M-Block closer to the stimulus source.

We assume the M-Block can be modeled as a point \( x \) endowed with a direction vector \( u \). The stimulus source is a circle centred at \( x_L \) with radius \( R_L \) (write \( C_L \) for this circle). The M-Block has reached the goal if \( \|x - x_L\|_2 \leq R_L \). In continuous space, the control strategy is:

1. Move along \( u \) or \(-u\) to closest position to light source. This effectively projects \( x_L \) onto the line passing through \( x \) that has direction \( u \).

\[
x' = x + u^T(x_L - x)u
\]

2. If the goal is not reached, sample uniformly from a circle centred at \( x' \) with radius \( R_x \) (write \( C_x \) for this circle), and sample a new direction vector \( u \) uniformly at random (equivalent to sampling the slope of the line that passes through the new point).

Intuitively, steps 1 and 2 describe a situation where the module moves as much as possible towards the stimulus source along the line it is currently oriented towards, and when it cannot improve its position further, the module performs a reorientation maneuver. Recall from Section 4.3 that this procedure is guaranteed to converge eventually. In what follows, we provide stronger guarantees and empirical results for the particular case of the M-Blocks.

We call one complete execution of 1 and 2 (moving along line and sampling new position) a single step. For the very first jump we assume the first step has been performed.

We care about the expected number of steps needed for the M-Block to reach the goal. The probability that the goal can be reached in one step is given by:

\[
\Pr[\text{one step}] = \frac{|C_L \cap C_x|}{\pi R_x^2} + \left( 1 - \frac{|C_L \cap C_x|}{\pi R_x^2} \right) \frac{2}{\pi} \int \frac{\arcsin \frac{\|x - x_L\|_2}{R_L}}{R_L} \, dS
\]

(5.4)
where \( S = C_x \setminus C_L \).

Figure 5-4: Geometric interpretation of eq. 5.4. Either the new position is in the grey intersection, or averaged over all other positions, the new direction vector is within the blue angles.

The geometric interpretation of eq. 5.4 is that the goal is reached if either the new random position is within \( C_L \) (the first term in eq. 5.4), or the new direction vector will move the cube into \( C_L \). This only happens if the direction vector (or its inverse) is within the two tangents from the new point to the circle.

A new position \( x' \) is better than \( x \) if \( \| x' - x_L \|_2 \leq \| x - x_L \|_2 \). Notice that this is the same as the problem of reaching the goal in one step with \( R_L \) replaced by \( \| x - x_L \|_2 \). We are trying to move into the circle centred at \( x_L \) with radius \( \| x - x_L \|_2 \) (the old distance). Call this circle \( C_I \) and its radius \( R_I \). The probability of improving the position is then given by

\[
\Pr[\text{improve}] = \Pr[\text{one step}] + (1 - \Pr[\text{one step}]) \\
\left( \frac{|C_I \cap C_x|}{\pi R_I^2} + \left( 1 - \frac{|C_I \cap C_x|}{\pi R_I^2} \right) \frac{2 \int_S \int_S \frac{\arcsin \frac{\|x_S - x_I\|_2}{R_I}}{\pi} \, dS}{\frac{\|x_S - x_I\|_2}{R_I}} \right) 
\]

(5.5)

This is much larger than \( \Pr[\text{one step}] \) as the function is increasing with distance when

\( C_x \cap C_L = \emptyset \).
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Figure 5-5: Geometric interpretation of eq. 5.5.

Since the surface integral in both equations is difficult to evaluate, we lower bound the probabilities by assuming all points within the regions being integrated over are distance

$$\|x - x_L\|_2 + R_x$$

away from the stimulus source.

We now establish the following results.

**Proposition 5.1.1.** Pr[one step] > 0 if the space is convex and bounded.

If we show that Proposition 5.1.1 is true, then we have effectively shown probabilistic convergence of our algorithm, as everywhere on the set, the probability that we will converge to the optimum solution is non-zero.

We now proceed with the proof:

**Proof.** If $C_L$ and $C_x$ intersect, then the first term is strictly positive. Otherwise $\|x_s - x_L\|_2 > R_L$ and the integral term will be strictly positive. 

We note here that the algorithm also extends for bounded sets that are not necessarily convex in $\mathbb{R}^2$ but on which the stimulus function $\phi$ is concave. The modification necessary is to replace the walk along $u$ or $-u$ with a walk along the gradient $\nabla \phi$. 
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If $\phi$ is not concave, we can only guarantee convergence to local maxima of the stimulus function. As the modules are initially randomly distributed in the environment, a single aggregate is no longer a feasible end result.

Proposition 5.1.1 establishes the following:

**Corollary 5.1.1.** The algorithm is probabilistically complete on bounded sets assuming a concave stimulus function $\phi$.

A simple example is a point light source (concave function) in the middle of a room (bounded set).

**Proposition 5.1.2.** $\Pr[\text{improve}]$ is strictly increasing with $\|x - x_L\|_2$ when $C_x \cap C_L = \emptyset$.

**Proof.** This can be proved formally using the area formula for the intersection of two circles, but a simple argument is to consider the intersection area as the distance between the stimulus source and the current position grows.

The larger $\|x - x_L\|_2$, the more the intersection resembles a semicircle. The first term in $\Pr[\text{improve}]$ thus increases with distance. The second term will always be strictly smaller than

$$1 - \frac{|C_I \cap C_x|}{\pi R_c^2}$$

which completes the proof. \qed

Intuitively, what Proposition 5.1.2 implies is that the farther away from the stimulus source the module is, the more likely it is that it will be able to improve its position. On the other hand, if the module is close to the stimulus source, it is less likely to be able to improve its position. But since the probability of improvement only becomes negligible when very close to the stimulus, aggregation is still achievable.

## 5.2 Results and Experimental Data

To verify the correctness of our algorithms, we implemented them in simulation and on our hardware platform, the 3D M-Blocks. As a stimulus, we used the light
intensity from a point light source located above the modules.

Figure 5-6: One simulation run with 10 modules. (a) Starting configuration with modules scattered randomly. (b) Halfway through execution. (c) After aggregation.

5.2.1 Simulation Results

We have written a simulation using C++ and OpenGL. To compute the light intensity on a face, we used a flat shading model and assumed that light intensity is proportional to the inverse square of the distance from the light source to the surface.

Figure 5-6 shows a typical simulation run with 10 modules using Algorithm 3. The initial configuration is shown in Figure 5-6a. The final aggregate is shown in Figure 5-6c. We ran 1000 such simulations using up to 100 modules. When running a simulation with 100 modules the main bottleneck is in rendering, as the algorithm requires only $O(1)$ operations per module to find the next move. All simulation runs converged to the optimum configuration described by Equation 5.2 where no module can move closer to the projection of the light source on the plane.
To test aggregation in free space, we implemented a Monte Carlo simulation of the algorithm. We averaged 50 simulation runs and plotted the expected number of moves until convergence on a $10 \times 10$ grid with $R_L = 1$, and $R_x = 1$ (Fig. 5-7). Recall that $R_L$ is the radius of a circle around the stimulus source at which we consider the modules to have converged. We can define $R_L$ with respect to the size of the modules, but we must have $R_L > 0$ as otherwise the convergence set has measure 0.

We can obtain a coarse upper bound on the expected number of moves by assuming a module is fixed in place until it samples a direction vector that is aligned with the stimulus source (the fact that $\text{Pr}[\text{improve}] > 0.5$ guarantees this will be a lower bound). This generates a geometric distribution at each point in $\mathbb{R}^2$, and we can obtain the expected number of tries until success which establishes an upper

Figure 5-7: Simulating aggregation in free space. The top plots represent equations 5.4 and 5.5. Notice how $\text{Pr}[\text{improve}]$ is increasing with distance. The bottom left plot is the result of the Monte Carlo simulation, while the right is the expected number of moves until convergence obtained by considering a geometric distribution with $p = \text{Pr}[\text{one step}]$ at each point.
Figure 5-8: Expected number of moves until convergence in a 100 × 100 grid averaged over 100 runs.

However, empirically this upper bound is very rough. In Fig. 5-8, we can see that the expected number of moves until convergence grows roughly as the square root of \( \|x - x_L\|_2 \), while the lower bound we establish grows linearly with \( \|x - x_L\|_2 \).

### 5.2.2 Hardware Results

To implement the algorithms on the 3D M-Blocks, each module had to be capable of performing two motion primitives: a traverse move that would move the module forward or backward along its plane of orientation, and a plane changing operation to realign the flywheel with a different orientation. To verify the feasibility of the experiments, we first tested these two primitives. We measured both reliability and the time between the module receiving the command and execution. The results are shown in Table 5.1. Plane changing is reliable as it retries until the desired plane is reached; on average, it takes 3.2 attempts, and each attempt takes
approximately 10s. The inertial actuation move has low variance (<0.1s), but plane changing has high variance: over 50 runs, the most attempts one module required was 13, but the mean number of retries was 3.

Table 5.1: Reliability and time required to execute the two motion primitives.

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Reliability</th>
<th>Mean Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traverse</td>
<td>79/80</td>
<td>3.36s</td>
</tr>
<tr>
<td>Change Plane</td>
<td>50/50</td>
<td>31.5s</td>
</tr>
</tbody>
</table>

We verified the algorithm would track a moving light source by using two light sources orthogonal to one another, and switching between them. We performed this test 10 times on a 5x5 regular lattice (see Figure 5-6). This involved 80 traversal moves, and 10 plane changing operations. During the test, only two traversals failed due to a hardware issue that caused the IMU readings to lag, and caused the module to have an incorrect notion of which direction was forward. As computing the next move requires $O(1)$ time and memory, this shows our algorithm is both efficient and practical.

Figure 5-9: Experimental setup to verify that Algorithm 3 works on our hardware platform. Simulated lattice aggregation can be seen in Fig. 5-6. (a) Initial configuration and expected direction of motion. (b) Intermediate configuration with expected direction of motion; here the module needs to perform a plane change.

Finally, to test aggregation, we arranged six modules in free space and five on a lattice and ran Algorithm 3. Due to the magnetic forces acting on a module when
it is connected to another module, once a two module configuration is formed it cannot be broken by simple traversal moves. For this reason, we only run function Step in Algorithm 3 a finite number of times and report the number of aggregates, the size of the largest aggregate formed, and the number of modules that were not part of a larger aggregate.

Throughout ten experiments in free space running 5 steps of Algorithm 3, the modules formed an average of two aggregates, though there were two runs where only one was formed. The largest size of any single aggregate was three modules (half of the initial six). The maximum number of individual cubes observed was four. We discovered that a simple method of controlling two connected modules in free space is to use one as steering module by orienting its flywheel parallel to the ground plane and the other as a driving module. The steering module can then be used to slide the configuration across the ground, while the other module can perform two traverse moves to ensure that no change plane operations need to be performed (see Figure 5-10). This allows almost perfect control over the aggregate. This aggregate can then be used to “pick up” single modules.

Throughout five experiments on the lattice, the modules formed into either one or two aggregates. In three of the five runs, the modules formed a single aggregate located under the light source. While the algorithm guarantees that every module will be part of an aggregate, the large number of plane changing operations required greatly increase the time required for the algorithm to converge. Moreover, a two module aggregate on a lattice only allows motion along one axis as opposed the equivalent in free space.
Figure 5-10: Control in free space using two modules. The right module can rotate the two cube configuration about its center by accelerating and braking the flywheel. The left module can move forward and backward: performing any two such moves will maintain the configuration.
Chapter 6

CONCLUSIONS

Our results in this thesis are twofold.

First, we have shown to our knowledge the first discussion of aggregation of multiple robots under the action of stimuli. We have provided convergence guarantees and showcased algorithms for restricted versions of the general problem. The algorithms, based on gradient descent, converge rapidly to a locally optimal solution. Under certain assumptions, we have shown that convergence to the global optimal is not only possible, but guaranteed.

Second, we have presented a decentralized control algorithm for the aggregation of modular robots following the pivoting cube model. We derived an algorithm that tracks a sensory stimulus (in our case a light source) and gave provable guarantees for its correctness and convergence. The control scheme was demonstrated in simulation. We also implemented the scheme on the 3D M-Blocks, our hardware platform for the pivoting cube model, which demonstrates the practicality of the scheme. To our knowledge, this is the first time aggregation, a necessary first step in many of the common use cases of modular robotics, has been discussed at length.

A similar approach can be used to extend this work to other application domains. We highlight the possibility of using the 3D M-Blocks to perform coverage control, or in the creation of sensor networks. This would require a significantly more robust and efficient communication scheme between modules.
6.1 Lessons Learned

We considered aggregation under very strict assumptions, and proved that good solutions can be obtained even with very primitive communication and sensing capabilities. Unfortunately, there are situations in which a single aggregate is impossible to obtain. For instance, if the robots can only communicate with each other when very close, the stimulus function has two maxima well separated, and the robots are initially distributed uniformly in free space, then a single aggregate cannot be obtained. Our approaches rely on either the convexity of the stimulus function, or long range communication capabilities.

If neither are present, it is possible that exploration/exploitation strategies will perform better than what we outlined in this thesis. There is an added cost to performing exploration/exploitation. We lose theoretical convergence guarantees unless we assume that the robots know a priori how many other robots are present in the environment. As modular robots need to be robust against individual failures, this requirement may be untenable. Second, convergence will be significantly slower due to the time spent in exploration stages.

On the practical side, future work is required for the system and algorithms to become practical for real world use. One issue is that of scale. The current 3D M-Blocks are impractically large for many of the applications modular robots are desired for. Second, the algorithms must be tested in real world scenarios with significantly more noisy stimuli than in closed controlled lab scenarios.

6.2 Future Work

There are several interesting avenues for future research. A sister problem of aggregation is reconfiguration. That is, once modules have been aggregated into a single connected component, what moves should the modules perform to change from one static configuration to another. Previous work [36] has addressed this issue in the pivoting cube model, but several questions remain.
We mention the following:

- Is there a tighter lower bound on the number of modules to be added for any configuration to be reconfigurable into a line? In particular, can we establish an $O(1)$ lower bound.

- Is there a polynomial time algorithm to determine whether two configurations are equivalent under the equivalence relation described previously?

- Is there an extended moveset that would yield universal reconfiguration.

These are all potential future directions for our work, and the variety of open problems show the incredible richness of the field of modular robotics.
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