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Abstract

In this paper, we develop a system-of-systems framework to address cyber-physical resilience, the ability to withstand the combined presence of both cyber attacks and physical faults. This framework incorporates a definition of resilience, a resilience metric as well as a resilient control design methodology. The resilient control architecture utilizes a hybrid optimal control methodology combined with a dynamic regulation market mechanism (DRMM), and is evaluated in the context of frequency regulation at a transmission grid. The framework enables the evaluation of both the classical robust control properties and emerging resilient control properties under both cyber attacks and physical faults. The proposed framework is used to assess resilience of a Cyber-Physical Energy System (CPES) when subjected to both cyber and physical faults via DETERLab. DETERLab, a testbed capable of emulating high fidelity, cybersecure, networked systems, is used to construct critical scenarios with physical faults emulated in the form of generator outages and cyber faults emulated in the form of Denial of Service (DoS) attacks. Under these scenarios, the resilience and performance of a CPES that is comprised of 56 generators and 99 consumers is evaluated using the hybrid-DRMM control methodology.

1. Introduction

Cyber-physical systems (CPS) are physical systems whose operations are monitored, coordinated, self-governed and integrated by a system of sophisticated computing and communication algorithms. CPS not only permit but actually mandate synergistic interactions between physical dynamics and computational processes, with the rationale that wide deployment of Information and Communication Technologies (ICT) results in higher reliability and lower operational costs relative to the traditional proprietary and closed systems. Such a deployment introduces new vulnerabilities in the form of security threats due to cyber attacks. A specific class of CPS that we focus on this paper is in the energy sector, which corresponds to smart grids\(^2\), which are end-to-end cyber-enabled electric power systems, from fuel source, to generation, transmission, distribution, and end use.

Cyber-physical Energy Systems (CPES) are not only vulnerable to security threats but also physical outages which may occur due to natural disasters such as hurricanes, earthquakes, and other unforeseen anomalies. A physical outage can be also caused by malicious human physical actions. An example is the “Metcalf sniper attack” on PG&E Corp’s Metcalf transmission substation in San Jose, California that happened in 2013 and caused a damage worth over $15 million [38]. Given that the end-goal of CPES is reliable delivery of power to its end-user at all times, cyber-physical resilience of CPES is a necessary requirement, which corresponds to the ability to withstand high-impact disturbances, which may occur due to either physical or cyber causes, and continue to deliver acceptable performance. In this paper, we propose a framework towards such cyber-physical resilience of CPES.

Figure 1: The most critical operating states of a CPES

In order to ensure an efficient yet economic performance, the states of a CPES are often organized into five modes, normal, alert, emergency, in-extremis, and restorative \(^{20}\) (see Fig. 1). Depending on the mode that the energy system is in, a corresponding set of decisions and actions is pursued to ensure safety and desirable performance. Two points are worth making regarding these five modes. The first is that these CPES are typically designed to be robust with their control and protection measures ensuring that they lie in the nominal mode for the most part, and for any perturbations that may cause a transition to the alert stage that a suitable robust action brings the system back to a nominal state. And those disturbances that trigger a transition to the emergency mode, or worse still, the in-extremis mode, are assumed to be a high-impact, but low probability event. In the absence of cyber-attacks, while such an assumption is valid, a combined presence of both physical and cyber anomalies can significantly increase the probability of this transition,
as well as reduce the time interval of this transition. The second is that the schematic proposed in Fig. 1 also sets the stage for the notion of resilience and its distinction from robustness. CPES can be characterized as robust when they are able to operate normally (which can correspond to the case when the total electricity demand is fully served) under disturbances that only cause transitions between normal and alert states [43] [1]. In contrast, in the presence of high impact disturbances, if the CPES transition to an emergency state and further to an extremis state they can be characterized as being resilient when they can return to an alert or normal state within an acceptable time. A CPES system must therefore be designed to be both robust and resilient, as disturbances can have a range of impact, making the transition to any of the five states mentioned above equally likely. Such a design principle is applicable not only to CPES but any critical infrastructures such as transportation, water, and healthcare [23 25 19]. Robustness of systems has been investigated extensively over the past two to three decades including several papers, textbooks, conferences, and journals by the controls community. And more recently, robustness of CPS has been examined in [36 31 40]. In contrast, a formal definition of resilience, either in the context of CPS or systems in general, is yet to emerge. Broadly speaking, it is widely accepted that resilience connotes the ability of a CPS to sustain and recover from extreme and severe disturbances that can drive the system to its physical operational limits [26]. In contrast, robustness is a precisely defined notion in control theory that denotes a property that characterizes the system’s ability to retain normal operation after being subjected to a range of bounded, and small disturbances or uncertainties [42]. Clearly new tools for analysis and synthesis of resilient control methods for CPES are needed and are currently lacking. The goal of this paper is to examine cyber-physical resilience, and take a first step towards developing a framework for studying this concept for CPES.

The framework that we propose includes a physical network, such as a network of generators, loads, and transmission lines in a power grid, a communication network, that is capable of transmitting information about the physical and cyber variables to agents at various nodes, models of classes of cyber attacks including deception and disruption [27] [14] [8], an overall hybrid dynamic model of a CPES with five modes that correspond to those outlined in Fig. 1 a definition of resilience, a resilience metric, and a methodology for designing a resilient control system for the overall hybrid model. The framework is evaluated in the context of frequency regulation in a power grid at a transmission level. The resilient control system that we propose consists of a Dynamic Regulation Market Mechanism (DRMM) that carries out frequency regulation using a market-based optimization framework, and a supervisory resilient hybrid control layer. The main contributions of this paper are the development of this framework and its validation using a high fidelity testbed, DETER, that is capable of emulating high fidelity, cybersecure, networked systems. DETER is used to construct critical scenarios in the CPES where both physical faults and cyber attacks are assumed to occur.

Very few studies have been carried out in the literature that has focused on an end-to-end formulation of a cyber-physical resilience control problem in a CPES. Notable exceptions include [43] where the authors follow a game-theoretic approach for resilient control design. References [27] [14] and [8] address models of cyber-attacks, but have not addressed resilience metrics or resilient control design. In reference [35], cyber security of power system is addressed through a risk-based approach, but a detailed discussion of resilience of a power grid against physical and cyber attacks has not been provided. In contrast, in this paper we propose an overall framework to evaluate cyber-physical resilience, propose a resilient control method, and validate it using a high fidelity testbed, DETER.

This paper is organized as follows. In Section 2 the problem statement and in Section 3 the proposed system-theoretic framework for resilient CPS are presented, respectively. In Section 4, a resilience analysis of a CPES with a Dynamic Regulation Market Mechanism (DRMM) is conducted with the Section 5 presenting a testbed validation case-study of the CPES using DETER. Finally, Section 6 concludes this paper with some remarks.

![Figure 2: CPES with both physical and cyber layers](image-url)

### 2. Problem Statement

An example of a CPES is a power grid with a communication layer, as shown in Fig. 1. The typical problem we consider is one where a large physical outage occurs, which then is followed by a cyber attack. An example of such a physical anomaly is a generator outage in a transmission network, which can lead to large frequency oscillations (see Fig. 1). Depending on the extent of this outage, the overall CPES can transition to either an alert or an emergency state. Suppose that this outage is such that the latter occurs, then typically load shedding is introduced, which ensures that the CPES does not transition to in-extremis. But if at this instance, a cyber attack occurs, then this transition indeed can ensue, as shown in Fig. 2. Our focus is on such a combination of events in this paper. In particular, the objective is to identify how the CPES can be designed to function satisfactorily despite these high-impact disturbances, i.e. be cyber-physical resilient.
controller. All three forms of attacks affect this message in various forms. In the example shown in Figure 3, a cyber attack was assumed to affect the information sent from a generator about its availability to an Independent System Operator that plays a supervisory role in ensuring power balance across an entire region. Due to this corruption, the ISO carries out an incorrect economic dispatch, which in turn leads to power imbalance and therefore a frequency deviation as illustrated in Fig. 3.

Figure 4: Set point based cyberattacks on the communication network: (a) data confidentiality violation by a disclose attack, (b) data integrity violation by false data injection attack, (c) data availability violation by a denial of service attack.

3. Systems-theoretic Framework for Resilient CPS

In this section, we first provide a definition of resilience in the context of CPS and present a hybrid systems modeling framework for robust and resilient control design. In addition, we provide a metric for quantifying the resilience of CPS and formulate the optimal resilient control design problem.

3.1 Definition of Resilience

The term resilience is being discussed increasingly of late in the context of CPS, ranging from transportation [12], power [14], [43], control systems [40], [29], [43] as well as other types of systems such as ecological [14], [18] and biological [23]. Resilience is often discussed concomitantly with other system-oriented notions such as robustness, reliability and stability [25] and quite often used interchangeably with the term robustness. We argue however that these two terms are distinct. The reason is that resilience and robustness...
characterize fundamentally different system properties. As mentioned earlier, the term robustness applies in the context of small bounded disturbances while resilience, in the context of extreme high-impact disturbances. We offer the following definition of resilience:

**Definition 1.** Resilience of a CPS with respect to a class of extreme and high impact disturbances, is the property that characterizes its ability to withstand and recover from this particular class of disturbances by being allowed to temporarily transit to a state where its performance is significantly degraded and returning within acceptable time to a state where certain minimal but critical performance criteria are met.

With this definition of resilience serving as the cornerstone of our analysis, in the next section we introduce a CPS modeling framework that enables robust and resilient control design.

### 3.2 CPS Modeling for Robust and Resilient Control Design

In order to analyze and evaluate the resilience and robustness of CPS, as well as for performing resilient and robust control design, a suitable modeling framework should be followed. In this paper, recognizing that CPS are fundamentally hybrid systems, we propose the following hybrid systems modeling framework, inspired by that proposed in [43], where a CPS can be modeled as:

$$x_{k+1} = f(x_k, u_k, w_k, q_k(x_k, \alpha_k, d_k, l_k)), \quad x_0 = \mathbb{R}^n$$  \hspace{1cm} (1)

where $x_k \in \mathbb{R}^n$, $u_k \in \mathbb{R}^r$, $w_k \in \mathbb{R}^p$ are the state, the control input and the deterministic disturbance vector at time $k$, respectively. The variable $q_k \in \mathcal{Q}$ denotes a discrete operating mode and is parameterized by $x_k$ (state), by $\alpha_k$, that can take any value among a collection of possible cyber attacks $\mathcal{A}$, $d_k \in \mathcal{D}$ that models the possible physical failures, the system operator’s action $l_k \in \mathcal{L}$. The complexity of a given CPS and the way through which state variations, cyber and physical failures or discrete control actions by the operator can impact its dynamics, i.e its vector field $f$, will characterize the function $q_k$. The model (1) can be viewed as a representation of not only CPES, but general CPS.

### 3.3 Resilience Metric

We now propose the following metric to quantify the resilience of a CPS described in (1):

$$R(x_k) = \int_{k_1}^{k_2} J^*_k - J(x_k) \, dk, \quad R \in \mathbb{R}_+$$  \hspace{1cm} (2)

where $J(x_k)$ is a function of the CPS state capturing the system’s performance and $J^*_k$ is the time-dependent nominal performance that the system should meet, with $R$ in (2) representing the shaded area shown in Fig. 5 [37]. A few points should be noted about the resilience metric in (2). First, it naturally captures the performance degradation of the CPS but also the time frame for which that occurs. Consequently, the smaller the value of $R$ for a given CPS and a given set of critical physical or cyber failures [37], the more resilient that system is with respect to these failures. This implies that $R$ in (2) is an appropriate resilient metric, since a resilient CPS, is one which following a severe disturbance not only does it experience very small performance degradation, $\|J_k^* - J(x_k)\|_\infty$ but it also recovers back to the mode with nominal performance within an acceptable time i.e with $(k_2 - k_1)$ being small. The performance of a CPS as the one in [1] can be compromised in several ways. High-impact cyber-physical disturbances or actions performed by the system operator can cause the CPS to transit to new operating modes by altering its structure and correspondingly its vector field. In these new modes, the new equilibrium points $x^e$ can lead to $J(x^e) < J^*$ i.e to performance degradation.

### 3.4 Optimal Resilient Control Design

With respect to the resilience metric defined (2), the optimal resilient control design problem can now be stated as follows:

**Optimal Resilient Control Design Problem:** Given a control input $\tilde{u}_k$, a deterministic bounded disturbance $\tilde{w}_k$, a physical discrete disturbance $\tilde{d}_k \in \mathcal{D}$ and a cyber disturbance $\tilde{\alpha}_k \in \mathcal{A}$, compute a strategy $l_k \in \mathcal{L}$ which is the solution of:

$$\begin{align*}
\text{minimize} & \quad R(x_k) \\
\text{subject to} & \quad x_{k+1} = f(x_k, \tilde{u}_k, \tilde{w}_k, q_k(x_k, \tilde{\alpha}_k, \tilde{d}_k, l_k)), \\
& \quad x_0, x_k \in \mathbb{R}^n, \quad q_k \in \mathcal{Q}
\end{align*}$$  \hspace{1cm} (3)

Hence, the objective of the resilient controller $l_k$ is to minimize the performance loss $R(\cdot)$ while driving the system back to its normal operating mode (with nominal performance). On the other hand, the objective of a robust controller would be to achieve optimal performance in each mode $q_k$ in the face of a disturbance $w_k$. A general solution of the optimization problem that yields a resilient controller is highly challenging. In the next section, we provide one illustration of a resilient controller that approximately solves (3).

### 4. Resilient CPES with Dynamic Regulation Market Mechanisms

In this section, we address resilience of a particular CPES using a Dynamic Regulation Mechanism (DRMM) as proposed in [32, 33]. The DRMM is first described, and how it can be used to achieve frequency regulation in the presence of various disturbances. The supervisory hybrid optimal control layer is then described.

### 4.1 CPES with DRMM
We begin by describing the particular CPES, which pertains to an optimal secondary control at the transmission level. Described in more detail in [32, 33], the Dynamic Regulation Market Mechanism (DRMM), achieves frequency regulation in the presence of various physical disturbances in an optimal manner. The starting point for this model is the description of the physical dynamics of a power system. These are, the voltage angle \( \delta \) and electrical frequency \( \omega \), dynamics (swing dynamics) of the synchronous machines, the speed-governor valve position \( Y_i \) dynamics of a synchronous generator and its power output \( P_{sh,i} \), turbine dynamics. Lastly, the power consumption \( P_{C,i} \) dynamics of the Demand Response (DR) resources which are introduced by latencies on their communication with the DR-aggregator. Altogether, they can be compactly stated in discrete-time state-space form as:

\[
\psi_{k+1} = \Phi \psi_k + \Gamma_B u_k + \Gamma_E P_{L,k}, \quad \psi_0 \in \mathbb{R}^{[\psi]} \tag{4}
\]

where \( \psi = [\omega^T, \delta^T, Y^T, P_G^T, P_D^T]^T \) is the state-vector that denotes deviations of frequencies, phase angles, valve positions, mechanical power generation and flexible consumption from their equilibrium values, and \( \Phi, \Gamma_B, \Gamma_E \) are constant matrices. In [4], the control input is given by \( u = [P_G^T, P_D^T]^T \) where \( P_G = (P_G - P_{G0}) \) and \( P_D = (P_D - P_{D0}) \) are the secondary control setpoints for the generators and DR units, respectively. In the current practice today in power systems, only regulation of the \( P_G \)'s of the generators is considered at the secondary control level and its objective is to regulate the frequency of a balancing area back to its nominal value. This is attained by designing the control input \( P_G \) as an integral control feedback of the area control error (ACE) which, for an area \( \beta \), is defined as a weighted sum of the frequency error \( \sigma_\beta \) and the tie line error \( P_T \):

\[
e_{\beta}^{(\psi)} = B^{(\beta)} \sigma_\beta + N_T^{(\psi)} P_T = N_T^{(\psi)} \psi_k \tag{5}
\]

where \( N_T^{(\beta)}, N_T^{(\psi)} \) are constant matrices. The specific generators that participate in the secondary control and their corresponding regulation capacities are defined through a regulation market which is cleared once every hour. Further, the slow-varying set-points \( P_{G,b}, P_{D,b} \) are provided every 5 minutes by the tertiary level which solves an optimal power-flow problem (OPF) in a real-time market setting. In contrast to this practice, DRMM [32, 33] is implemented as an ongoing negotiation process between generators, DR units and the ISO, that allows both generators and DR resources to bid for regulation services in real-time while also ensuring optimal allocation of these services. The negotiations are realized through the iterative market dynamics stated below which, via a Newton-like method, drive the market to the solution of a modified DC OPF with objective the maximization of a Social Welfare. At the same time, through an ACE signal into the power balance equation they realize real-time optimal secondary control while additionally, they guarantee energy payback of the DR units through an additional energy equality constraint. The DRMM iterative dynamics can be expressed as: [32, 33]:

**Set-point dynamics**

\[
\xi_{k+1} = \xi_k - a \hat{H}_\xi^{-1} (\pi_k + N_h \lambda_k) \tag{6}
\]

**Multiplier dynamics**

\[
\mu_{k+1} = \max\{0, \mu_k + K_\mu g_k\} \tag{7}
\]

\[


\nu_{k+1} = K_\nu v_k + K_E E_{D,k} + K_\eta \eta_{D,k} \tag{8}
\]

**Auxiliary dynamics**

\[
E_{D,k+1} = E_{D,k} + N E \xi_k \tag{9}
\]

\[
\eta_{D,k+1} = \eta_{D,k} + E_{D,k} \tag{10}
\]

**Regulation signal dynamics**

\[
\rho_{k+1} = \rho_k - K_f N_\psi \psi_k \tag{11}
\]

where

\[
\pi_k = \nabla_\xi f_k + N_\mu \xi_k + N_E v_k \tag{12}
\]

\[
\lambda_k = (N_T^2 H_\lambda^{-1} N_h) \xi_k - (h_k - N_T^2 H_\lambda^{-1} \pi_k) \tag{13}
\]

The vector \( \xi = [\theta^T, P_G^T, P_D^T]^T \) represents the set-points and \( \mu, \nu \) the multipliers of the inequality and equality constraints, respectively. Moreover, the vector \( E_D \) represents the energy states of the DR units, \( \eta_D \) the integrals of these states, \( \rho \) the regulation signal, \( \pi \) a price response signal and \( H_\lambda \), an estimate of the Hessian of the Lagrangian function. Altogether, equations (6)-(11) can be compactly stated as:

\[
\zeta_{k+1} = A_{\zeta_k} \zeta_k + B_P \rho_k + B_{PL} \hat{P}_{L,k} + B_{Ig} I_g, \quad \zeta_0 \in \mathbb{R}^{[\zeta]} \tag{14}
\]

where \( \zeta = [\xi^T, \mu^T, \nu^T, E_D^T, \eta_D^T]^T \). The DRMM for each balancing area is executed as follows. The Independent System Operator (ISO) provides the set-points \( P_{G,b}, P_{D,b} \) obtained by the equation (6) to the generators and DR units every \( \Delta t \) seconds. When they receive these set-points and DR units use their multipliers \( \mu_k, \nu_k \) to compute their price response signal \( \pi_k \) which they communicate to the ISO. The ISO, updates the regulation signal \( \rho_k \) and \( h_k \) by computing the ACE in its area and finally, upon receiving all \( \pi_k \) computes the next set of set-points \( \xi_{k+1} \) with the whole process repeating in the same manner. For a CPES where the set of balancing areas is denoted by \( B \), the physical, DRMM and regulation signal dynamics can be stated as [32, 33].

**Physical Dynamics**

\[
\psi_{k+1} = \Phi \psi_k + \Gamma_B \sum_{\beta \in B} N_T^{(\beta)} \hat{e}_{\beta}^{(\psi)} + \Gamma_E P_{L,k} \tag{15}
\]

**DRMM Dynamics**

\[
\zeta_{k+1} = A_{\zeta_k} \zeta_k + B_P \rho_k + B_{PL} \hat{P}_{L,k} + B_{Ig} I_g \tag{16}
\]

**Regulation Signal Dynamics**

\[
\rho_{k+1} = \rho_k - K_f N_\psi \psi_k \tag{17}
\]

Ultimately, the dynamical model of the CPES with a DRMM can be compactly written as:

\[
\chi_{k+1} = A_{\chi_k} \chi_k + B_{\chi} v_k, \quad \chi_0 \in \mathbb{R}^{[\chi]} \tag{18}
\]

where \( \chi = [\psi^T, \xi^T, \mu^T, \nu^T, \zeta^T, \rho^T, E_D^T, \eta_D^T]^T \in \mathbb{R}^{[\chi]} \) and \( v = [P_G^T, P_D^T, I_g]^T \in \mathbb{R}^{[v]} \). The cyber component of the CPES in [18] is due to the two-way real-time communication of the set-points \( \xi \) and price signals \( \pi \) among the ISO, generators
and DR units. In the next Section, we focus on designing a resilient hybrid control law for the system [18].

4.2 Resilient Hybrid Control Layer of a CPES

In the previous section, we constructed the closed-loop form of a specific CPES [15] with the discrete-time control law defined through the DRM. In this section, we focus on the design of an optimal hybrid control layer for this CPES. To accomplish that, we first recast the model [18] in the form of a hybrid system as in [1] and use it to formulate an optimal control problem. Let this CPES operate in one of the five well-established modes depicted in figure [12, 25]. We define the set of these discrete operating modes by $Q:= \{ q_1, q_2, q_3, q_4, q_5 \}$ where $q_1$ corresponds to the normal state, $q_2$ to the alert state, $q_3$ to the emergency state, $q_4$ to the extremis state and $q_5$ to the restorative state [12].

A qualitative description of these operating states and the transitions among them is the following. CPES can transit into an alert state ($q_2$) when subjected to small state variations $\chi$ to mild cyber $\alpha$ or physical anomalies $d$ or to any other actions performed by the system operator. In this case, CPES can be characterized as robust when they are able to continue operating normally, i.e. serving the total electricity demand even in the case of emergencies while experiencing overloads, or it will return back to the normal ($q_1$) state. Finally, the CPES can transit from the extremis state ($q_4$) to the restorative state ($q_5$) when the system operator performs appropriate control actions $l$. In summary, the CPES in [18] can be in any of the above modes and can transit between them by experiencing either state-variation $\chi$, exogenous disturbances $d \in D$ (e.g. tripping of a line), cyber-attacks $\alpha \in A$ or discrete-time control actions $l \in L$ which are performed by the system operator. We emphasize that, by definition, these operating modes are generic enough so that in reality they serve as a high-level description of the numerous other discrete operating modes that the CPES [18] can actually operate in. Nevertheless, these are sufficient for the scope of our analysis.

To capture the above complex dynamical behavior of a CPES with the above operating modes, we use a hybrid automaton. The specific example we focus on is frequency regulation in a power grid at a transmission level. This automaton, shown in Fig 6, can be described as the follows [16]:

![Figure 6: Hybrid automaton modeling the Cyber-physical Energy System [18]](image)

**Vector field**

$$f(\chi, v_k, q_k) := A^q_k \chi_k + B^q_k v_k; \quad f : \mathbb{R}^{|x|} \times \mathbb{R}^{|e|} \times Q \mapsto \mathbb{R}^{|x|}$$

**Discrete operating modes**

$$Q := \{ q_1, q_2, q_3, q_4, q_5 \}; \quad q_k := q_k(\chi_k, \alpha_k, d_k, l_k) \in Q$$

**Discrete transition mapping**

$$\phi : Q \times \mathbb{R}^{|x|} \times A \times D \times L \mapsto Q$$

Note that, $v_k$ in [18] does not correspond to a control input but to the inelastic load which can be controlled by the system operator in emergency situations (e.g. via load shedding). Further, realize that, the operating mode $q_k \in Q$ depends on the state-vector $\chi_k$, the cyber-attacks $\alpha_k \in A$, the exogenous disturbances $d_k \in D$ (e.g. tripping of a line) and any other discrete-time control actions $l_k \in L$ performed by the system operator. For the above hybrid automaton model, we proceed to define a function that captures its performance over time. We start by noting that, the generic resilient metric as defined in [2] represents somehow the performance loss of a CPS over time that might occur due to any kind of anomalies. In the case of CPES, their performance loss has to reflect the number of customers (electricity users) not served and/or the amount of electricity demand not served, as well as the duration for which that holds. With this in mind, let $G$ denote the set of generators and $D_r$ the set of DR units and consider the following performance function for the CPES in [18]:

$$J(\chi_k) = \sum_{i \in G} P_{M,k}^{(i)} - \sum_{i \in D_r} P_{C,k}^{(i)}$$

i.e the total generation minus the total power consumption from the DR units of the CPES [18]. By denoting the varying inelastic electricity demand as a function of time with $J^e_k$, we can define the resilience metric as:

$$R(\chi_k) = \int_{k_1}^{k_2} J^e_k - \sum_{i \in G} P_{M,k}^{(i)} + \sum_{i \in D_r} P_{C,k}^{(i)} dk; \quad R \in \mathbb{R}_+$$

A resilient CPES should be able to serve the major part of the electricity demand even in the case of emergencies while
also return to a state where it serves the full demand in minimal time. The smaller $\mathbf{R} \alpha$ is, the more resilient the CPES in [18] would be. Interestingly, in the context of CPES, the resilience metric [20] has also a physical meaning, it denotes the energy demand not served after a disturbance [37]. With that, we pose the optimal resilient control design problem for the partially closed-loop (secondary control is already through DRMM) CPES [18] as follows:

**Optimal Resilient Control Design Problem:** Given a physical disturbance $\tilde{d}_k \in \mathcal{D}$ and/or a cyber disturbance $\tilde{\alpha}_k \in \mathcal{A}$, compute a strategy vector $\tilde{l}_k \in \mathcal{L}$ which is the solution of:

\[
\begin{align*}
\min_{l_k \in \mathcal{L}} & \quad R(\chi_k) \\
\text{subject to} & \quad \chi_{k+1} = f(\chi_k, q_k(\chi_k, \tilde{\alpha}_k, \tilde{d}_k, l_k)) \\
& \quad \chi_0, \chi_k \in \mathbb{R}^{|\chi|}, q_k \in \mathcal{Q}
\end{align*}
\]

In the next Section, we use the testbed DETERlab and present a case study on the IEEE 118-bus power system where, a series of physical $d$ and cyber anomalies $\alpha$ take place and the system operator is able to recover its full operation, through a series of suboptimal but effective actions $l$.

5. **Case Study**

5.1 **Attack Generation**

The DETERlab facility provides a rich set of resources, tools, and methodologies to conduct high-fidelity, large scale network and cyber security experiments [10, 11]. This facility has been operational since 2003 and is operated by USC/ISI and UC Berkeley. The main thrusts of research on the testbed include cyber attacks and analysis, anomaly detection in networks, and technologies to support privacy and anonymity networks. As of September 2016, the DETER testbed has supported 10,000+ experimenters and students testing a wide range of cyber security technologies. Using DETERLab for evaluation of CPS allows the experimenter to replicate the interactions between the physical and cyber components (plants, controllers, markets, etc.) and the attackers with high-fidelity and accuracy, thus providing a unique balance between experiment control and realism. The attack traffic can be generated using either real-world attack tools or modeled attack tools provided by the DETERLab facility. Several real-world attack tools are available in binary or executable format and can be activated on the required operating systems and end host configuration. DETERLab also provides a range of DoS attack tools that model the various attack methodologies, command and control structures, attack volumes, and attack types, with easy to use graphical user interfaces. There are several experimentation environments available to evaluate networked controlled systems each offering different levels of fidelity and scale [2, 24, 9]. Although these environments have their own benefits, we believe that the DETERLab tools and facilities complement these efforts. In particular, it allows the experimenter to closely replicate the real-world end host and cyber attack models. This enables systematic and consistent resiliency evaluation of physical control systems in such environments.

5.2 **Experimentation Framework**

In this section, we discuss the framework for integrating the energy CPES semantics and market dynamics with the DETER testbed to systematically explore the impact of disruption attacks on evolution and stability of such systems. Our approach is to combine CPES and market dynamics tools and simulation with DETERLab tools and methodologies for resiliency evaluations. We build on dynamic market mechanisms developed in [32, 33], and develop additional functionalities needed for security experimentation and testing using the DETERLab facility. The DETERLab emulation architecture is shown in Fig. 7 and has three main components: the physical system dynamics, the physical-to-cyber network interface, and the cyber network dynamics. The physical system dynamics provides an interface to the grid agent that computes the power flows and provides primary AGC control in the network. The physical to cyber dynamics provides a mapping from the physical systems to the communication network at the various agents within the experiment. It is used to send and receive setpoints at the demand response and generator agents over a TCP/IP network. The cyber network dynamics captures the network traffic on the shared network. All cyber anomalies are created in this layer on the network.

Selecting representative topologies for the communication network has been a subject of significant research over the last several years. It is challenging since the Internet structure constantly evolves and deployed CPES systems rarely make their underlying network topologies publicly available due to security reasons [13]. Additionally, the network routing structure is also impacted by the link-level communication technologies, such as wireless, satellite, or wired networks. For example, wireless mobile networks will have a dynamic topological and routing structure that evolves.

![Figure 7: The IEEE 118-bus network overlaid with a communication network (black links) between the DR agents (green boxes) and the Generator agents (green boxes) within the market.](image)
with the movement of the nodes while wired networks have a static topological structure that does not change frequently. The DETER testbed is primarily a wired testbed and offers several topology generation tools and sample topology catalogs for experimentation [11].

The traffic in the experimentation framework is determined by the various servers, clients, and attackers in the network. To accurately model the wide-area networks and the Internet, cyber security experiments typically model three different types of network traffic: (i) background traffic, for example, web server and web client traffic which is congestion reactive, (ii) the foreground traffic that is under study, for example, control traffic in the energy CPS and markets, and (iii) congestion non-reactive traffic such as, attack traffic in a DoS attack or traffic generated at some constant rate from selfish and malicious nodes. These three types of traffic are interleaved to create a complex set of dynamics discussed in the next section. DETER provides a diverse set of traffic generators, including Harpoon, TCP replay, Apache wget clients for background and foreground traffic, and real and emulated DoS attack traffic and other traffic generators [11].

Modularizing our framework as discussed above enables us to rapidly evolve the cyber network and attack models and the physical energy CPS models to accurately explain the structural and functional improvements to the Internet and address existing security threats, explore new threats, and meet the challenges of scale and complexity. In the next section, we discuss the specific experimentation scenarios along with metrics for resiliency in the presence of faults and attacks on the CPES in the emulated testbed environment.

5.3 Results

In our system, an independent system operator (ISO) broadcasts set-points to each of the generators and demand response agents every $\Delta t$ seconds (in this paper $\Delta t = 2$ seconds). Upon receiving their set-points, each generator and DR consumer responds to the ISO the power it can generate and the cost to generate the power. These quantities can be thought of as the marginal cost or marginal utility for each participant at the current set-point. Each generator and DR consumer is responsible for updating its own value cost based on cost curves that are known locally to the generator and demand response agents. The ISO is responsible for measuring system frequency, calculating ACE, and updating the generation of the collective system. Once the ISO receives a response from all the generators and demand response agents, the ISO has everything it needs to compute the next set of set-points and the process repeats. We emulate a period of 24 hours on the DETERLab testbed facility. We simulate the combined primary-secondary control system on a 118 bus grid. We create physical disturbance on the network which results in change in generation capability within the system. For example, faults could be modeled as a rapid drop in renewable generation, a sharp increase in conventional (inflexible) demand, or a generator tripping offline. Our test system is a modified IEEE 118-bus test case, of which 54 are generator buses and the other 64 are load buses modified with a certain amount of flexible consumption. Each bus also experiences a conventional, fixed demand $P_{d,c}$. The system contains a total of 186 transmission lines. Unless otherwise specified, system parameters are taken directly from the test files of MATPOWER. To analyze the resilience of the system, we run two variations of a test. Initially the system is operating at equilibrium when a physical outage causes the generators 11 and 12 to be disconnected as seen in Fig. 10. The frequency starts diving rapidly and the system initially transitions to an alert state. Then, the system operator sheds the loads in the buses 26-28 (328 MW) as seen in Fig. 5 causing the system to transition into an emergency state. The system operates in this state until, due to a cyber attack, Generator 5 loses communication with the ISO. This causes the CPES to transition into an extremis state. As shown earlier in Fig. 3 when this happens, the system is highly unstable and the the magnitude of the frequency oscillations increasing. As a resiliency control action, in the next variation, we remove Generator 5 from the dynamic market and observe the system becomes stable again as seen in Fig. 9. Finally, new generation is getting online and the lost load is reconnected. These two resilient control actions enable the system to transition from the restorative back to the normal operating mode (see Fig. 1). In this case study we choose a deterministic control action, first to load shed once generators 11 and 12 were lost and then to reconfigure the market participation once generator 5 was under attack. Each of these actions can be viewed, once again, as a suboptimal solution of (21) for the transition from the in-extremis to the emergency state.

6. Concluding Remarks

With the advanced sensing, communication and compu-
resilience with respect to failures, induced in both the cyber and the physical worlds, emerges as a necessary aspect of their secure operation. In this paper, we develop a system-theoretic framework to address cyber-physical resilience that includes a definition of resilience, a resilience metric and a CPS modeling and optimal resilient control design methodology. The proposed framework is exploited to evaluate resilience of a smart Cyber-Physical Energy System (CPES) under both cyber and physical faults through DETERlab, a high fidelity simulations testbed for CPS. Critical scenarios with physical generator outages and cyber Denial of Service (DoS) attacks are constructed for a particular CPES comprised of 56 generators and 99 consumers which adopts our previously proposed Dynamic Regulation Market Mechanism (DRMM) \cite{32, 33} at the secondary control level. The resilience and performance of the CPES under these scenarios and a specific hybrid resilient control strategy are evaluated.
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