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Abstract

Indium phosphide (InP) quantum dots (QDs) stand out as the most promising candidate to replace the currently commercialized cadmium-containing materials for optoelectronic applications. This thesis focuses on using experimental and theoretical methods to study growth mechanisms of InP QDs from precursor conversion to final nanocrystal formation. As the key experimental platform, a high temperature and high pressure microfluidic system was first applied to study the effect of group V precursor reactivity on the QD growth. High-pressure flow conditions allow for precise control of synthetic parameters and also the use of low-boiling-point solvents for synthesis with enhanced mixing. Results showed that lowering the precursor reactivity did not significantly improve the QD quality, contradicting the original hypothesis. The unexpected role of precursor chemistry motivated investigation into the early-stage QD growth mechanisms. First-principles approaches were used without any prior assumptions on reaction pathways. Simulations showed that small clusters with indium-rich surfaces form in the early-stage QD growth. In and P precursors have different roles, with P precursors controlling the reaction energy, and In precursors determining the reaction barrier. With clusters identified as important growth intermediates in both simulations and experiments, their role during the QD formation was then investigated with a one-solvent protocol, which combined flow synthesis, GPC purification and MALDI mass characterization. Experiments revealed that similar clusters exist during the late-stage nanocrystal growth, suggesting their role as a continuous supply for the QD formation. Lastly, a QD size tuning strategy was developed involving the use of weakly associated ligands to synthesize cluster-free InP QDs with different sizes and narrow size distributions. This synthetic approach enabled the construction of a correlation between the absorption features and the mass and concentration of InP QDs. The importance of In precursor quality became apparent after exploring effects of impurities and solvents. For example, when water and hydroxide/oxide species contaminate In precursors, the growth of InP QDs are inhibited and batch-to-batch variations are observed.
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Chapter 1

Introduction

1.1 Quantum Dots (QDs)

Colloidal semiconductor nanocrystals, also known as quantum dots (QDs), have attracted significant attention since their discovery in the early 1980s. Different from the bare nanocrystals epitaxially grown in the gas phase, solution-synthesized QDs consist of two parts (Figure 1-1 A): (1) the inorganic cores that are single-crystalline or poly-crystalline with diameters between 2 and 20 nm, and (2) the capping ligands that stabilize the inorganic cores from aggregating in solution. In bulk semiconductors, the energy states in the conduction and valence bands are continuous and the electron-hole pairs (excitons) have a characteristic distance called the exciton Bohr radius. As the physical size of QDs is on the order or smaller than this radius, the energy states become quantized and the band gap energy increases (Figure 1-1 B). The smaller the size of the QDs, the more confined the excitons and the higher the band gap energy. This quantum confinement effect endows QDs with size and shape dependent optical and electronic properties. For example, with the size decrease of cadmium selenide (CdSe) QDs, their band gap increases and their first absorption peak shifts from near infrared to UV range (Figure 1-2). Besides CdSe QDs, synthetically available QDs include group II-VI, IV-VI, I-III-VI, and III-V semiconductors with different shapes and structures. Table 1-1 lists example QDs with their corresponding bulk properties and synthetically available first absorption peaks.
Figure 1-1: Schematic illustration of (A) quantum dots and (B) quantum confinement effects.

Figure 1-2: Absorbance spectra of CdSe QDs with different sizes in diameter (nm); adapted from Murray, C.B., Ph.D. Thesis, MIT, Cambridge, MA, 1995.
Table 1-1: Bulk band gap and the exciton Bohr radius for common QD materials, as well as their synthetically available range of the first absorption peaks.

<table>
<thead>
<tr>
<th>QDs</th>
<th>Group</th>
<th>Bulk band gap (eV)</th>
<th>Bohr radius (nm)</th>
<th>First absorption peaks (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InP</td>
<td>III-V</td>
<td>1.34</td>
<td>9.5</td>
<td>400-700^9</td>
</tr>
<tr>
<td>InAs</td>
<td>III-V</td>
<td>0.36</td>
<td>34</td>
<td>700-1300^6</td>
</tr>
<tr>
<td>CdSe</td>
<td>II-VI</td>
<td>1.73</td>
<td>5.4</td>
<td>400-700^7</td>
</tr>
<tr>
<td>PbSe</td>
<td>IV-VI</td>
<td>0.27</td>
<td>46</td>
<td>1100-2100^8</td>
</tr>
<tr>
<td>PbS</td>
<td>IV-VI</td>
<td>0.37</td>
<td>20</td>
<td>800-1800^9,10</td>
</tr>
</tbody>
</table>

QDs have applications ranging from optoelectronics\(^{11}\) and photovoltaics\(^{12}\) to biological imaging\(^{13}\). For example, II-VI cadmium selenide (CdSe) derived QDs have been commercialized as lighting and display materials due to their narrow emission spectra and high color saturation.\(^{14}\) They can also be used as fluorescent tags in biological systems due to their great chemical and photo stability and their bright emission.\(^{13}\) IV-VI lead chalcogenide QDs are implemented in photodetectors and photovoltaics due to their size-tunable infrared band gap and their ability to generate multiple excitons, potentially enhancing the efficiency of solar cells.\(^{12}\) Compared to their cadmium or lead counterparts, III-V group QDs have reduced environmental and biological toxicity and thus are under intensive investigation. Among III-V materials, indium phosphide (InP) and indium arsenide (InAs) QDs have been synthesized in a relatively monodisperse and well-crystallized form. Due to the same visible tunable optical properties, InP QDs are considered as a replacement for the commercialized CdSe products.\(^{15}\) InAs QDs are promising materials for \textit{in vitro} and \textit{in vivo} imaging due to the high transmission of their fluorescence through tissue in the near infrared range.\(^{16}\)
1.2 Synthetic Development of III-V QDs

The size, size distribution, crystallinity and stability of QDs directly affect their optical and electronic properties, such as their absorption and emission peak locations, peak line widths and photoluminescence quantum yields. Therefore, the performance of QDs is closely related to their growth process. Initial methods to grow colloidal III-V QDs are based on Wells’ dehalosilylation reaction\(^{17-18}\), where indium and gallium halides (or their modified forms) react with tris(trimethylsilyl)phosphine (P(TMSi)\(_3\)) or tris(trimethylsilyl)arsine (As(TMSi)\(_3\)) with trioctylphosphine (TOP) and/or trioctylphosphide oxide (TOPO) as solvents and ligands.\(^{19-23}\) This method requires a long growth time (up to days) at high growth temperatures (up to 300 \(^\circ\)C), and further size-selective precipitation is required to narrow the nanocrystal size distribution. A breakthrough in the III-V QD growth was achieved by Peng and co-workers in 2002.\(^{24}\) They proposed to use a non-coordinating solvent, 1-octadecene (1-ODE), and indium carboxylates to synthesize InP and InAs QDs. This approach greatly reduces the growth time and improves the size distribution of InP and InAs QDs. Today, nearly all P(TMSi)\(_3\)-based InP QD syntheses utilize this indium carboxylate approach with the growth tuned by different surfactants such as carboxylic acids, amines and alkylphosphines.\(^{5,25-30}\) Both indium halide and indium carboxylate approaches are used to synthesize InAs-based QDs.\(^{31-35}\) Recently, an alternative approach to synthesizing InP QDs has been proposed, with tris(dimethylamino)phosphine (P(N(Me)\(_2\))\(_3\)) as the phosphorus precursor.\(^{36-37}\) Primary amines are required reagents for the nanocrystal formation, and both the precursor conversion mechanisms and nanocrystal surface chemistries have been investigated.\(^{38-39}\) A similar strategy of using arsenic silylamide (As(N(Me)\(_2\))\(_2\)Cl) to produce InAs QDs has also been demonstrated.\(^{40}\) Table 1-2 summarizes the
methods to synthesize III-V QDs. This thesis is focusing on improving the understanding of InP QD growth with the indium carboxylate chemistry.

Table 1-2: Current colloidal synthetic approaches for III-V QDs

<table>
<thead>
<tr>
<th>QDs</th>
<th>Precursors</th>
<th>Solvents, surfactants</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>InCl₃, P(TMSi)₃</td>
<td>TOP, TOPO</td>
<td>Several days, 270 – 300 °C²⁰-²³</td>
<td></td>
</tr>
<tr>
<td>InP</td>
<td>In(RCOO)₃, P(TMSi)₃</td>
<td>ODE, RCOOH, TOP, RNH₂</td>
<td>10 – 60 min, 180 – 300 °C⁵,²⁵-³⁰</td>
</tr>
<tr>
<td></td>
<td>InCl₃, P(N(Me)₂)₃</td>
<td>RNH₂</td>
<td>10 – 60 min, 180 – 270 °C³⁶-³⁷</td>
</tr>
<tr>
<td>InCl₃, As(TMSi)₃</td>
<td>TOP</td>
<td>Several days, 250 – 300 °C⁶,³¹-³²,³⁵</td>
<td></td>
</tr>
<tr>
<td>InAs</td>
<td>In(RCOO)₃, As(TMSi)₃</td>
<td>1-ODE, TOP</td>
<td>10 – 60 min, 130 – 300 °C²⁴,³³-³⁴,⁴¹</td>
</tr>
<tr>
<td></td>
<td>Indium salts, As(N(Me)₂)₂Cl</td>
<td>1-ODE, RNH₂, reducing LiEt₃BH</td>
<td>30 – 35 min, 250 °C⁴⁰</td>
</tr>
</tbody>
</table>

1.3 Growth Behavior of III-V QDs

While highly crystalline II-VI group QDs have been grown with wide size tunability, narrow size distribution, and near-unity quantum yield, the quality of III-V materials has lagged behind. For example, the narrowest emission line widths (full width at half maxima) for CdSe-derived QDs are routinely below 30 nm⁴², while for InP-derived QDs that are emitting in the same range, their line widths are around or more than 50 nm²⁶,²⁸-²⁹ InAs-derived QDs have an even wider size distribution than their InP analogs.³⁴,⁴¹ However, a similar single particle line width is characterized for CdSe, InP and InAs derived QDs, suggesting the ensemble inhomogeneity as the main reason for the broader line widths of III-V QDs.⁴³ This quality difference is explained by the different growth behaviors of II-VI and III-V QDs, which are hypothesized to depend on the bonding covalency, precursor reactivity and synthetic conditions.
The first hypothesis relies on the bonding differences between II-VI and III-V QDs.\textsuperscript{44} For II-VI QDs, bare ions or atoms directly react with each other at high temperatures via rapid injection of one reagent into another. Particle nucleation is initiated immediately upon mixing. After the injection of precursors, the temperature of the reaction mixture drops, thereby stopping the nucleation and allowing for particle growth at relatively low temperatures. This synthetic scheme, also known as "hot injection" method, helps produce narrow size distribution of II-VI QDs.\textsuperscript{45} However, for III-V QDs, direct adaptation of this method becomes difficult due to the more covalent nature of the chemical bonds in III-V compounds, as both the nucleation and growth require high temperatures and long reaction times. These synthetic conditions can greatly broaden the size distribution of III-V QDs.

The second hypothesis attributes the quality difference to the high reactivity of precursors. The more covalent III-V bonds require the use of highly reactive P(TMSi)\textsubscript{3} and As(TMSi)\textsubscript{3} as precursors. Even though their reactions with indium carboxylates greatly improve the size distribution of III-V QDs, their quality is still not comparable to that of II-VI CdSe QDs. A growth mechanism study by Allen and co-workers showed that the syntheses of InP QDs from indium carboxylates and P(TMSi)\textsubscript{3} are based on non-molecular growth processes in which the precursors are depleted at the early stage of growth, while the remaining nanoparticle formation is governed by ripening or coalescence mechanisms.\textsuperscript{46} This growth behavior differs from that of II-VI QDs, where an initial nucleation of colloids occurs first, followed by subsequent growth of the nuclei from molecular precursors (Figure 1-3). This phenomenon possibly explains the poor quality of III-V QDs compared to II-VI QDs.
The last hypothesis considers the fact that the synthetic conditions for III-V QDs may not be optimal. Current synthetic conditions for III-V QDs are directly adapted or modified from those of II-VI QDs, such as the use of hot injection methods. Since II-VI and III-V QDs undergo different growth behaviors, their optimal synthetic schemes may also vary from each other. For example, two-stage syntheses are developed to produce InP QDs with improved size distribution\textsuperscript{41,47}, where precursors are mixed at low temperatures and then brought up rapidly to
elevated temperatures. For InAs QDs, it was also observed that conducting the self-focusing process at an elevated temperature, after nucleation, could result in InAs QDs with well-controlled size and size distribution.\textsuperscript{48} Not only could the heating scheme affect the growth, but also the syntheses of InP QDs were found to depend largely on the fatty acids chosen, the solvents in use and the indium-to-ligand ratio. Side reactions, such as those between phosphorus precursors and proton impurities\textsuperscript{49}, the thermal decomposition of carboxylic acids to produce water\textsuperscript{50}, and the surface oxide formation induced by amines\textsuperscript{51}, all serve as important factors affecting the quality of InP QDs.

1.3.1 Comparison between InP and InAs QDs

To improve the quality of InP and InAs QDs, such as their size tunability and size distribution, significant efforts have been devoted to investigating their growth mechanisms. Most of these studies utilize InP QDs as the model system, possibly due to the less reactive nature of phosphorus precursors compared to arsenic precursors and the relative air stability of InP QDs compared to InAs QDs. Moreover, since InP-derived QDs are progressing into the market as a Cd-free replacement for display applications, improving their quality can have an immediate economic impact and is thus attracting much attention.

The similar covalency between In-P and In-As bonds leads to similar precursor chemistry and growth conditions utilized for the syntheses of InP and InAs QDs. For the most often applied indium carboxylate chemistry, despite the same fast precursor conversion kinetics and high air sensitivity for both QDs, their syntheses differ from each other in the following aspects: first, it is more challenging to tune the size of InAs QDs at similar growth conditions.\textsuperscript{52} While InP QDs can be synthesized with sizes around 3-4 nm, InAs QDs with sizes around 1-2 nm are obtained. Second, InP QDs are characterized by nearly zero photoluminescence quantum yields, while
InAs QDs have detectable emission features. Third, InP QD growth can be effectively tuned by adding excess carboxylic acids, possibly through their etching effect, while InAs QD growth is independent of acids.\textsuperscript{53} These observations point out that although the syntheses and growth behaviors of InP and InAs QDs are similar, their reaction pathways and surface chemistries may be different. Special caution is needed before extrapolating the growth mechanisms of InP QDs to those of InAs QDs.

1.4 Methods to Study III-V QD Growth

1.4.1 Experimental Characterization

The growth of III-V QDs can be characterized via different experimental techniques. Transmission electron microscopy (TEM) and X-ray power diffraction (XRD) methods are applied to provide direct physical information about QDs such as their size, size distribution, lattice type and crystallinity. Absorbance and photoluminescence measurements are typical spectroscopy methods to characterize the growth behaviors of III-V QDs due to their size-dependent optical properties. These methods can also be incorporated \textit{in situ} to improve our understanding of the QD formation kinetics. For example, Harris et al. probed the formation rates of InP/InAs bonds using \textit{in situ} absorbance measurement at 310 nm in batch syntheses.\textsuperscript{41} By assuming that the extinction coefficients scale linearly with the effective nanoparticle volumes in the UV range, they correlated the absorbance measurement to the early-stage nanocrystal formation kinetics. They have quantified the reactivity of different group V precursors using this method.

To better integrate these \textit{in situ} characterization methods to monitor the growth of III-V QDs, novel reactor platforms (as compared to traditional batch syntheses) have been developed.
Nightingale et al. integrated a flow cell downstream of their capillary and Y-shaped microfluidic devices in order to monitor in situ the emission spectra of InP-derived QDs at different growth times, temperatures and precursor concentrations. Similarly, Baek et al. integrated a flow cell at the outlet of their high temperature and high pressure chip reactors to record both the absorbance and emission spectra of III-V QDs and their core-shell structures. Recently, a droplet oscillating flow reactor has been developed to record the inline absorption of InP QDs with millisecond resolution.

Besides these direct growth studies, other spectroscopy methods that are typically used for the characterization of molecular species or solid state materials have also been adapted to study the III-V QD synthetic chemistries. For example, nuclear magnetic resonance spectroscopy (NMR) has been applied to characterize the side reactions between the phosphorus precursors and excess acids used in the syntheses, which are hypothesized to broaden the size distribution. X-ray photoelectron spectroscopy (XPS) has been implemented to characterize the surfaces/interfaces of InP-derived QDs to show that the nanoparticle surfaces/interfaces contain a mixture of oxide and hydroxide species. The existence of the surface oxides raises concerns about water contamination during the synthesis, and also possibly explains the current challenge in obtaining highly luminescent thick-shell InP core-shell nanostructures.

1.4.2 Theoretical Modeling

Along with experimental investigation, theoretical modeling has also been applied to understand the growth of QDs. First-principles calculations have provided molecular-level insights into the growth of the synthetically better-established II-VI and IV-VI QDs, specifically related to their precursor chemistry, structure-property relation as well as their ligand-dependent anisotropic growth mechanisms. For example, Eichkorn and co-workers computed the structure,
electronic excitations and electron affinities of small ligand-stabilized CdSe clusters by DFT calculations.\textsuperscript{58} Jose and co-workers studied the structural evolution of CdSe clusters using experimental results and first-principles calculations.\textsuperscript{59} By calculating the size and absorption spectra of CdSe clusters, they identified possible structures that match their experimental results. To validate the hypothesis that the anisotropic growth of CdSe nanocrystals is controlled by ligand binding energies, which affect the relative growth rates of different facets, DFT calculations have also been applied to study the ligand effects on the nanocrystal growth.\textsuperscript{60-61} While III-V QDs have not been the subject of as much computational study, other III-V materials such as nanowires\textsuperscript{62}, nanotubes\textsuperscript{63}, hetero-structures\textsuperscript{64} and bulk surfaces\textsuperscript{65-67} have been investigated with first-principles techniques. Besides quantum chemical simulations, empirical theoretical models have also been developed to describe the QD growth processes. They either refer to the experimental observed size-focusing phenomenon as the criteria to check the model validity or directly use II-VI CdSe QD growth as the model system.\textsuperscript{68-71} It should be noted that only first-principle calculations have been used in this thesis to study III-V QD growth.

1.5 Thesis Overview

This thesis has implemented both experimental and theoretical approaches to study the growth of III-V QDs from precursor conversion to final nanocrystal formation. InP QDs are chosen as the model system in most of these studies. The remainder of the thesis is outlined below.

The use of high temperature (HT) and high pressure (HP) microfluidic system to synthesize III-V QDs is discussed in the first part of the thesis. This platform is our key experimental investigation tool. The choice of flow synthesis allows for the precise control of synthetic parameters for mechanistic studies. The \textit{in situ} absorbance measurement allows for fast
monitoring and screening of growth conditions. As an example, a two-stage HT and HP silicon chip reactor system is applied to compare the growth of III-V QDs with different group V precursors. The key finding is that lowering the precursor reactivity does not significantly improve the growth of III-V QDs, contradicting original hypothesis regarding the role of precursory chemistry on III-V QD growth.

The unexpected role of precursor chemistry motivates the theoretical work performed in the second part of the thesis, where early-stage precursor conversion mechanisms are investigated using first principle methods. Due to the challenges in performing experimental studies on the precursor interactions, this theoretical approach serves as an ideal tool for mechanistic discovery without any prior assumptions on reaction pathways. The key finding is that small clusters with indium rich surfaces form during early-stage QD growth. While phosphorus precursors are found to affect the reaction energy, it is the binding mode change of carboxylate ligands towards indium that controls the reaction barrier of the precursor conversion kinetics. Therefore, a combined tuning strategy of both indium and phosphorus precursors is likely necessary to improve the quality of QDs.

Following the investigation on the precursor conversion kinetics, in the third part of the thesis, various experimental techniques are applied to study the growth of InP QDs after precursor conversion. Consistent with the simulation results, absorbance measurement shows that clusters are formed during the early-stage growth in an indium-rich environment. To further investigate the role of clusters during QD formation, an air-free and one-solvent method is developed which allows for: 1) Synthesis of InP QDs in a HT/HP microfluidic reactor, 2) Purification of the resulting samples without precipitation (to avoid surface change), and 3) Simultaneous tracking of the existence of clusters in the presence of large InP nanocrystals via
MALDI-TOF mass spectrometry (MS). The key finding is that similar clusters exist during the late-stage growth of InP QDs under various conditions, suggesting their role as a continuous supply for the formation of larger nanocrystals. Our new protocol also provides opportunities for the characterization and growth study of small-sized air-sensitive clusters or QDs.

Due to the limited success in tuning precursor chemistry, the fourth part of the thesis focuses on utilizing the HT and HP platform to explore the effect of impurities, ligands and solvents on the growth of InP QDs. The effect of trace water contaminant in the commonly used indium precursors is first discussed. It is found that when the water contamination is low, the growth can be effectively tuned by growth temperature and time. However, when the water content reaches above a certain level, the growth presents a “focused” behavior. Similar inhibiting effects are also observed with trace amount of bases. However, as water and bases can poison the nanocrystal surfaces, they are not favorable additives to tune the QD growth. Following the impurity study, the effect of weakly associated ligands is discussed. A strategy of using TOP and TOPO is developed to synthesize cluster-free QDs with different sizes and narrow size distributions. This synthetic approach enables the construction of a correlation between the absorption features and the mass and concentration of InP QDs, which can further guide the controlled syntheses of InP derived core-shell structures. The effect of solvent is discussed last, where low-boiling-point solvents such as octane, toluene, heptane and o-xylene are used in the synthesis of high-quality InP QDs.
Chapter 2

A High Temperature and High Pressure Microfluidic Platform

2.1 High Temperature and High Pressure Microfluidic Synthesis

2.1.1 Background

Batch methods have enabled chemists to discover new chemistries and explore complicated approaches to synthesize high-quality QDs. However, batch methods inherently suffer from reproducibility and controllability challenges due to batch-to-batch variations in the injection rates of precursors, the temperature and concentration distribution within the flask, and the cooling rates of the reaction (Figure 2-1). For QD growth studies, reproducible and controllable syntheses are necessary to obtain reliable mechanistic information. Microfluidic systems are well known for their desirable characteristics such as enhanced mass and heat transfer, feedback control, and excellent reproducibility due to continuous steady-state operation, thus overcoming the limitations in batch processes. By carrying out reactions on the micro scale, they also reduce the consumption of raw materials during chemistry screening and optimization. For the synthesis of QDs, which always involves the use of toxic, reactive, and air-sensitive precursors at high temperatures, microfluidic systems are well suited for process optimization as well as mechanism studies.
Figure 2-1: A schematic view of the batch synthesis procedures for InP QDs adapted from the work of Peng and coworkers.24

High temperature microfluidic systems have been demonstrated for the synthesis of II-VI and III-V QDs such as CdSe and InP in single-phase flow reactors.54, 75 Due to the high temperature syntheses (up to 300°C), solvents with high boiling points such as 1-octadecene have been chosen that remain liquid over a wide temperature range. In order to maintain the flow conditions, solvents should be able to dissolve the precursors at ambient conditions as well. These requirements significantly limit the set of solvents, ligands, and precursors that are compatible with continuous flow systems. Furthermore, the solvents satisfying these requirements are very viscous, leading to slow mixing and broad residence time distribution, which can result in a broad size distribution of the QDs. One approach to resolve these limitations is to segment the reacting phase using an immiscible phase, which can narrow the residence time distribution and thus improve the mixing performance. Syntheses of QDs using liquid-gas and liquid-liquid segmented flows have been demonstrated with high reproducibility and scale-up potential.76-79 However, even with segmentation, limitations on compatible
solvent/precursor combinations still remain a major obstacle in the application of flow reactors as a universal platform for QD synthesis.

Another way to expand the range of available solvents, precursors, and ligands in flow reactors is to apply high pressure into the system, which can maintain low-boiling-point solvents within the reactor in a liquid or supercritical phase. Examples of such solvents are hexane, pentane, octane and toluene. In particular, the use of supercritical fluids allows for tuning the density of a fluid from a gas-like to a liquid-like phase and tuning the diffusivity in the opposite way, providing fast diffusion rate while retaining sufficient solubility for a variety of precursors or ligands. Gas phase reactants such as ammonia can also be used as the nitrogen source for nanomaterial synthesis. Marre and co-workers developed a strategy to construct silicon-pyrex chip microreactors that can withstand high pressure and temperature conditions (up to 25 Mbar and 400 °C). They were also able to couple online characterization techniques such as UV-Vis absorbance in the flow system, enabling fast screening and process optimization. Applications of HT and HP microchemical systems to nanomaterial synthesis have been demonstrated with metal, metal oxide, and semiconductor materials. In particular, they have been successfully applied for the synthesis of II-VI and III-V core and core-shell QDs.

2.1.2 Experimental Set-up

We have implemented an HT and HP microfluidic system to study the growth behaviors of III-V QDs. The platform consists of four parts (Figure 2-2): 1) high pressure syringe pumps, 2) multistage microreactors, 3) inline characterization unit, and 4) high pressure sample collector. Two types of microreactors have been used: silicon-pyrex-based chip reactors, and stainless-steel tube reactors. The use of multistage reactors allows for the independent control of growth temperatures and also enables additional injections of reagents during the QD synthesis. A
detailed description of the design, fabrication and assembling of the silicon-pyrex chip reactors can be found elsewhere.  

Figure 2-2: (a) Schematic view of a high temperature and high pressure reactor system; images of an assembled (b) chip reactor and (c) tube reactor. Cooling unit of the chip reactor and Insulation layer of the tube reactor are not shown.

Chip reactors have similar inert surfaces as conventional glass flasks, and their microchannels and injection ports can be customized via microfabrication. However, the fabrication process is expensive and complicated. Chip reactors are also fragile and their sizes are constrained by that of silicon wafers. As an alternative, stainless-steel tube reactors are relatively cheaper and easier to assemble with a wide choice of dimensions and lengths. Their inner walls can be coated with other materials such as silicon to eliminate surface effects during QD growth. They also have greater potential to be used in larger-scale industrial applications. A typical inner diameter is chosen around 0.02 inch for the tube reactors used in our work. The tubes are wrapped around cylindrical aluminum rods with a heating cartridge inserted in the center for heating. A highly efficient insulation layer composed of fiberglass and wool covers the stainless steel tubes. COMSOL simulation shows that the temperature difference across the
whole heated volume with perfect insulation around the wall is within 5 °C. The growth behaviors of InP QDs are compared using both chip and tube reactors. It is found that the 2-stage chip reactor and tube reactor systems with comparable heated volumes of individual stages produce InP QDs with similar absorption spectra under identical growth conditions (Figure 2-3).

![Absorption spectra comparison of InP QDs grown in two reactor systems. The temperature of the first stage is 130 °C and the temperature of the second stage is shown in the figure.](image)

Figure 2-3: Absorption spectra comparison of InP QDs grown in two reactor systems. The temperature of the first stage is 130 °C and the temperature of the second stage is shown in the figure.

### 2.2 Group V Precursor Chemistry

Starting from the hypothesis that the high reactivity of group V precursors causes the limited size tunability and broad size distribution of III-V QDs, different group V precursors with lower reactivity have been synthesized. Joung and coworkers first reported the use of tris(tert-butyldimethylsilyl)phosphine, a modified precursor from P(TMSi)₃, for the synthesis of large-sized InP QDs with well-controlled size distributions. Similarly, Harris and co-workers suggested the use of other TMSi analogs, such as the less reactive trimethylgermyl (TMGe) derivatives (P(TMGe)₃ and As(TMGe)₃), to improve the size distribution of InP and InAs QDs.
Following Harris’ study, Baek et al. further compared the growth behaviors of these QDs synthesized with these less reactive precursors in a two-stage HT and HP chip reactor system. The use of such reactors eliminates the inconsistency in injection speed, stirring rate and heat transfer encountered in batch reactors. For InP and InAs QDs, the precursors are mixed at the first stage at a moderate temperature and then transported to the second stage at an elevated growth temperature. For syntheses using TMSi derivatives, the mixing temperature is found to have no effect on the QD growth, indicating the fast depletion of precursors. However, the temperature increase of the second stage facilitates the QD formation. In the case of InP QDs, the growth stops after a certain temperature, possibly due to the slowing down of the inter-particle ripening or coalescence processes. The growth behaviors of InP QDs using TMSi and TMGe derivatives do not show much difference, possibly due to the relatively small differences between their reactivities. However, for InAs QDs, the synthesis using TMGe derivatives produces QDs with sharper absorption features and their first absorption peak blue-shifts with the increase of the first-stage temperature. It is proposed that unreacted precursors may exist during the growth of InAs QDs due to the lower reactivity of (TMGe)₃As as compared to (TMSi)₃As.

Encouraged by previous studies, we have performed a more systematic study on the role of group V (V = P, As) precursor chemistry. Two kinds of group V precursors have been synthesized and characterized in the Bawendi Group: triethylgermyl (TEGe) and isopropyl-dimethylsilyl (iPrDMSi) derivatives. In situ UV-Vis absorbance measurement in batch has been used to compare the reactivity of these precursors, which is found to span two orders of magnitude at 130 °C following the trend: (TMSi)₃V > (TMGe)₃V > (TEGe)₃V > (iPrDMSi)₃V. The quantitative measurement of the precursor reactivity can be found elsewhere. Two-stage
HT and HP chip reactors are used to fast-screen reaction conditions and compare their growth behaviors.

Figure 2-4 shows the absorption spectra of InP and InAs QDs synthesized with these precursors at different temperatures. Regardless of their different reactivities, sharper absorption spectra are obtained at a high growth temperature around 320 °C for InP QDs, while intermediate growth temperatures around 220–270 °C are desirable to produce InAs QDs (Figure 2-4 A and C). Additionally, at high growth temperatures, the precursor reactivity does not affect the final particle size, and the use of the most reactive TMSi derivatives produces QDs with the narrowest size distribution. For both InP and InAs QDs, the growth dependence on the precursor reactivity is more obvious at lower growth temperatures, where in general large particle sizes are obtained with less reactive precursors. These results present a dilemma for the synthesis of III-V QDs by tuning the precursor chemistry. On the one hand, low-temperature synthesis produces the largest QDs with the least reactive precursors but with the broadest size distribution. On the other hand, high-temperature synthesis produces QDs with the narrowest size distribution but the particle size is independent of precursor reactivity. This insensitivity to precursor reactivity is further proved by the invariant growth of III-V QDs at different mixing temperatures when a high growth temperature is used for the final nanocrystal formation (Figure 2-4 B and D).
The differing impact of precursor reactivity on III-V and II-VI QDs can be explained by considering different growth processes for both. For II-VI QDs, their monomeric species grow on the formed nuclei and the precursor reaction rates can significantly affect the final nanocrystal formation. However, for III-V QDs, their precursors, regardless of their reactivity, may form stable intermediate clusters first and then these intermediates further react to form larger nanocrystals. Higher precursor reactivity may lead to faster formation of these intermediates with better-defined absorption spectra, and a more homogenous cluster sample can result in a better-controlled final QD size distribution. In addition, the low-temperature growth difference caused by the precursor reactivity can be eliminated at high temperatures, as the thermal energy is sufficient to overcome the cluster-interaction barriers.
We have also investigated the effect of precursor ratio on the growth of InP QDs using a two-stage chip reactor with the two less reactive precursors, (TEGe)_3P and (iPrDMSi)_3P (Figure 2-6). It is found that for both precursors, increasing indium ratio over phosphorus enhances the size distribution of QDs, possibly due to the stabilization of cluster intermediates in the presence of excess indium.

Figure 2-5: Absorption spectra of InP QDs obtained using different In and P ratios in a two-stage chip reactor. The mixing temperature is 130 °C and the growth temperature is 320 °C.

A three-stage synthesis is also applied to study the effect of growth time with (TEGe)_3P and (iPrDMSi)_3P as precursors (Figure 2-6). In both cases, the same growth behaviors are observed when the second-stage temperature is set the same as the first or third stage (namely, 130 °C or 320 °C in our study). These similarities indicate the completion of reactions in either the first or third stage. When the second-stage temperature is varied between 130 and 320 °C, a red shift and broadening of the spectrum is observed, in particular at 220 °C, possibly due to the change of the kinetic stability of cluster intermediates. This study also demonstrates the advantage of having good temperature control in flow systems, as the growth during the transient temperatures causes the broadening of QD size distribution.
Figure 2-6: Absorption spectra of InP QDs synthesized with a three-stage chip reactor. The first/third stage temperature is 130/320 °C respectively. The second-stage temperature is shown in the figure.

The dilemma of tuning the precursor chemistry can be partially resolved by mixing the most and least reactive precursors for the syntheses. The growth study of InP QDs by mixing TMSi and iPrDMSi derivatives at different ratios is shown in Figure 2-7. At a low growth temperature where the reactivity of the two precursors has a larger difference, addition of the more reactive TMSi derivatives helps in narrowing the QD size distributions and also in increasing the QD sizes. However, when the growth temperature increases, the improvement becomes insignificant, possibly due to the similar reactivity of these two precursors.
Figure 2-7: Absorption spectra of InP QDs obtained at different ratios of (TMS)$_3$P (T) to (iPrDMSi)$_3$P (D) with different second-stage temperatures. The first-stage temperature is 130 °C.

Recently, Gary et al. reported the synthesis of InP QDs using less reactive group V precursors such as triarylsilylphosphines. Similar to our results, their study shows that the use of low reactivity precursors is not able to separate the nucleation and growth during QD formation, thus broadening the nanocrystal size distribution. They proposed an alternative synthetic method of mixing phosphorus precursors with different reactivities to achieve the separation between nucleation and growth. With this alternative approach, they were able to improve the size distribution of InP QDs.

2.3 Conclusion

Both our study and recent literature have shown that tuning precursor reactivity is not sufficient to improve particle size tunability and size distribution, although this strategy has proven to be successful in adjusting the growth of II-VI and IV-VI QDs. Existing models for II-VI and IV-VI formation and growth are thus non-predictive for the synthesis of III–V QDs, and additional fundamental research is required to improve our current understanding of the factors that determine final particle size and size distribution for III-V QDs.
2.3.1 A Two-Stage Growth Model of InP QDs

The unexpected role of precursor reactivity motivates further mechanism investigation into the growth of III-V QDs, in particular InP QDs. A two-stage growth model has been proposed where precursors are depleted at the early stage of growth to form cluster intermediates, and then intermediates transform into large nanocrystals (Figure 2-8). A 1.3 nm InP cluster synthesized from indium phenyl acetate and P(TMSi₃)₃ has been experimentally characterized, strongly supporting this hypothesis.

![Figure 2-8: A two-stage growth model of InP QDs](image)

Based on the two-stage model, we are interested in improving our understanding of the role of precursor chemistry in the early-stage QD growth, as it is found to contradict the current QD growth model. Additionally, we are also interested in the role of these cluster intermediates and how they participate in the late-stage growth of InP QDs. The following chapters will be a more detailed discussion of these two topics. Specifically, Chapter 3 and 4 introduces several first principle approaches and our use of these approaches in understanding the early-stage precursor conversion mechanisms. Chapter 5 shows our experimental characterization of cluster intermediates and on their roles of during InP QD growth.
Chapter 3

First Principles Methods

3.1 Electronic Structure Calculations

Electronic structure theory describes the motion of electrons in the electrostatic field generated by the nuclei in atoms or molecules. In quantum chemistry, quantum mechanics are used to solve the electronic motions due to the wave-like property of electrons. By employing the Born-Oppenheimer approximation, the motion of electrons is separated from that of nuclei, and the calculated electron energy at each nuclear configuration generates the potential energy surface (PES). Under these assumptions, the time-independent many-body electronic Schrödinger equation gives the electron energy at a certain nuclear configuration as

\[ \hat{H}_e \psi = E_e \psi \]

In atomic units,

\[ \hat{H}_e = -\frac{1}{2} \sum_i \nabla_i^2 - \sum_A \sum_i \frac{Z_A}{|r_i - R_A|} + \sum_{i<j} \frac{1}{|r_i - r_j|} \]

Here, the Hamiltonian operator (\( \hat{H}_e \)) accounts for the kinetic energy of electrons, the Coulomb attraction between electrons and nuclei, and the Coulomb repulsion between electrons. The electron energy (\( E_e \)) depends on the nuclear configuration (\( R_A \)). Hartree-Fock theory and Density Functional Theory are some of the most frequently employed methods to approximately solve this electronic structure problem.
3.1.1 Hartree-Fock Theory

Hartree-Fock theory has fundamental importance to current electronic structure calculations. To solve the time-independent many-body electronic Schrödinger equation, it assumes that the overall electron wavefunction ($\Psi$) can be described by a modified form of Hartree Product that satisfies the anti-symmetry principle, known as the Slater determinant. Each component in this determinant represents an individual electron wavefunction ($\chi$) that is independent of other electrons.

$$\Psi_{HF} = \frac{1}{\sqrt{N!}} \begin{vmatrix} \chi_1(r_1) & \chi_2(r_1) & \cdots & \chi_N(r_1) \\ \chi_1(r_2) & \chi_2(r_2) & \cdots & \chi_N(r_2) \\ \vdots & \vdots & \ddots & \vdots \\ \chi_1(r_N) & \chi_2(r_N) & \cdots & \chi_N(r_N) \end{vmatrix}$$

It can be shown that the use of Slater determinant to describe $\Psi$ is equivalent to assuming that each electron moves in an electric field that is averaged from the Coulomb repulsion of all other electrons. Because of the antisymmetrization of the determinant, each electron also feels an exchange interaction.

According to the variational theorem, which describes the true electronic energy at the global minimum, an upper limit of $E_{el}$ can be obtained as:

$$E_{el} \leq E_{el}^{HF} = \langle \Psi_{HF} | \hat{H}_{el} | \Psi_{HF} \rangle$$

As the individual electron wavefunctions ($\chi$) are unknown, some initial guesses of these wavefunctions (or orbitals) can be made and then used to calculate the electron energy. Using the variational theorem, the initial guesses can be refined iteratively until the electron energy reaches a local minimum (this process is also called a self-consistent-field approach). It should be mentioned that this local energy minimum depends on the choice of orbitals (also known as basis
sets). A larger basis set usually corresponds to a closer approximation of the exact $E_{\text{HF}}$. However, since a single determinant is used to describe $\Psi$ in Hartree-Fock theory, even with a complete basis set, the correlation energy is absent in this approach, which is described as the difference between $E_{\text{HF}}$ and the exact energy of the system. To improve the accuracy, post-Hartree-Fock methods such as Coupled Cluster\textsuperscript{99} and Møller-Plesset perturbation theory\textsuperscript{90} have been used. These methods are very computationally intensive and are only applicable to systems with small sizes.

### 3.1.2 Density Functional Theory

Density functional theory (DFT) is one of the most popular and versatile methods applied in quantum chemical calculations. It is a balance between computational cost and calculation accuracy. As with Hartree-Fock theory, it aims to solve the electronic Schrödinger equation after making the Born-Oppenheimer approximation. However, unlike Hartree-Fock theory, which tries to calculate the electronic energy by solving the 3N-dimensional equation, DFT reformulates the energy equation into a form that depends on the 3-dimension electron density ($\rho(r)$), as demonstrated by Hohenberg and Kohn:\textsuperscript{91}

$$E(\rho(r)) = F(\rho(r)) + \int V(r)\rho(r)dr$$

Where $F(\rho(r))$ is a universal functional that accounts for the energy contribution from the electron kinetic energy and Coulomb repulsions, and $V(r)$ is the external electrostatic field generated by the positively charged nuclei. As with Hartree-Fock theory, with a known form of $F(\rho(r))$, the energy can be obtained through the variational theorem using the self-consistent-field approach.
In real applications, the form of the universal functional is not regularly used because it is difficult to evaluate energy of the electrons without information about their wavefunctions. Kohn and Sham\textsuperscript{92} reformulated this universal potential by mapping the real system of interacting electrons onto a fictitious system of non-interacting electrons with the same electron density. The universal functional can be written as the sum of the kinetic energy of the non-interaction electrons, the Coulomb interactions described through their density and a lumped term which accounts for the additional interactions in the real system as compared to the fictitious system. This last term is called the exchange-correlation energy. The form of this exchange-correlation energy is unknown and the practical use of DFT requires the development of this exchange-correlation term under different assumptions.

The local density approximation (LDA)\textsuperscript{92} is the simplest approximation made to describe the exchange-correlation term. It assumes that the electrons behave locally as a homogeneous electron gas with constant density. More complicated approximations include the generalized gradient approximations (GGA)\textsuperscript{93} and the meta-GGA\textsuperscript{94}. Unlike LDA, which assumes constant density, the GGA considers the changes in electron density away from the coordinates. GGA corrects the tendency of LDA to overestimates the exchange-correlation energy. A meta-GGA is a further modification after GGA where the second derivatives of the electron density are included in constructing the exchange-correlation term. Regardless of the different correction schemes, these assumptions are all based on mean-field approximations and they are expected to work well with systems with delocalized electrons.

Hybrid functionals\textsuperscript{95} are another class of methods that are commonly used to describe the exchange-correlation term. They incorporate a portion of exact change from Hartree-Fock theory and correlation from other methods. These hybrid functional are developed because although
DFT has the explicit treatment (in principle, exact) of electron correlation, the exchange is not inexact. The introduction of Hartree-Fock exchange in these hybrid functions can approximately correct for this inexact exchange. For example, the most widely used hybrid method, B3LYP\(^{96-98}\), includes the contribution from Hartree-Fock exchange, both LDA and GGA exchange and correlation functionals.

\[ E_{XC} = E_X^{LDA} + a_0(E_X^{HF} - E_X^{LDA}) + a_x(E_X^{GGA} - E_X^{LDA}) + a_c(E_c^{GGA} - E_c^{LDA}) \]

Where \( a_0 = 0.2 \), \( a_x = 0.72 \) and \( a_c = 0.81 \).

### 3.2 Ab Initio Molecular Dynamics

Molecular dynamics (MD) have long been applied to study the interactions within a complex system. The accurate evaluation of forces is essential in capturing these interactions. Forces can be obtained from various methods including force fields such as pair potentials, multi-body potentials, tight binding models, or reactive potentials. Alternatively, quantum-mechanical forces may be evaluated from electronic structure calculations using the Hellmann-Feynman theorem\(^9\):

\[ F_i = -\langle \Psi | \frac{\partial \hat{H}}{\partial R_i} | \Psi \rangle \]

Where, \( F_i \) is the force acting on an ion \( I \), \( \hat{H} \) is a Hamiltonian operator depending on the coordinates \( R_i \), and \( \Psi \) is the eigenfunction of the Hamiltonian. The MD method of using quantum-mechanical forces is called ab initio molecular dynamics (AIMD). Unlike classical MD, which uses empirical potentials to generate potential energy surfaces (PES) that are typically restricted to two-body contributions, AIMD methods calculate PES based on first-principles methods where many-body terms are included automatically, and therefore are more
accurate. Born-Oppenheimer (BO) MD and Car-Parrinello (CP) MD are the two commonly applied AIMD methods.

Under the Born-Oppenheimer assumption, BOMD straightforwardly solves the time-independent Schrödinger equation at each MD step with fixed nuclear positions, and then subsequently propagates the nuclei positions using Newton equations of motions. At each time step of the trajectory, the electron wavefunctions are minimized to their ground state, the forces acting on the nuclei are computed, and the nuclear coordinates are updated. The resulting BOMD method for the electron ground state is defined as

\[ M_I \ddot{R}_I(t) = -\nabla_I \min_{\Psi_0} \{ \langle \Psi_0 | \hat{H}_{el} | \Psi_0 \rangle \} \]

\[ E_0 \Psi_0 = \hat{H}_{el} \Psi_0 \]

Where, \( M_I \) is the ion mass, \( \ddot{R}_I(t) \) is the acceleration of the ion at time \( t \), and \( \Psi_0 \) is the ground state wavefunction of the electron Hamiltonian (\( \hat{H}_{el} \)). As there are no electron dynamics in BOMD, the electronic structure needs to be solved self-consistently at each MD step.

While the electronic and nuclear motions are separated in BOMD, CPMD explicitly includes the electrons as active degrees of freedom with fictitious masses. After an initial standard electronic minimization, the fictitious dynamics of the electrons keeps them on the electronic ground state corresponding to each new ionic configurations visited along the dynamics, thus yielding accurate ionic forces. There is no need for a self-consistent iterative minimization at each time step. However, both nuclear and electron configurations need to be updated during the iterations. In CPMD, the fictitious mass of the electrons should be chosen such that is small enough to avoid a significant energy transfer from the ionic to the electronic degrees of freedom. The small fictitious mass in turn requires the equations of motion to be integrated using a smaller
time step than the one commonly used in BOMD simulations. In the formal limit where the fictitious mass approaches zero, the equations of motion approach BOMD.

Regardless of the MD methods, the algorithm used to update position and velocity during the iteration is very important, which is called an integrator. The Velocity Verlet algorithm is a commonly used integrator, where the velocity and position are calculated at the same time period. As the velocity in this integrator is determined in a non-cumulative way from the two positions, the global error of the velocity is the same as that of the position ($O(\delta t^2)$). The position and velocity updating scheme in this integrator is as follows:

1. Calculate $x(t + \delta t) = x(t) + v(t)\delta t + \frac{f(t)}{2m}\delta t^2$

2. Obtain $f(t + \delta t)$ from $x(t + \delta t)$

3. Calculate $v(t + \delta t) = v(t) + \frac{1}{2m}[f(t) + f(t + \delta t)]\delta t$

With Newton equations of motions, the MD simulations are carried out in the microcanonical assemble, where the energy, volume and number of particles are kept as constant. However, in real experiments, conditions with constant temperatures are often applied and the corresponding assemble is called the canonical assemble. To allow MD sampling at a constant temperature, the velocities of the system are modified during the iterations as the kinetic energy of the system determines its temperature according to the Maxwell-Boltzmann distribution. Common techniques to control the temperature (velocities) include velocity rescaling, Andersen thermostat, the Nosé-Hoover thermostat and Langevin dynamics, to name a few. The velocity rescaling method is very straightforward, but it is also very unphysical. More frequently used are thermostats, where a heat bath is introduced to balance the thermal energy of the system. For example, Nosé-Hoover thermostat considers the heat bath as part of the system.
with a fictitious variable with mass and velocity. Langevin dynamics mimics solvent effects and introduce a small damping force to control the system temperature.

3.3 Transition State Search

The harmonic approximation to transition state (TS) theory is used to predict the rates of chemical reactions. However, finding transition states on potential energy surfaces (PES) can be extremely difficult and remains one of the major challenges in chemical kinetics for medium and large systems. There are two categories of methods in TS search: the surface walking algorithms and the interpolation methods. Surface walking algorithms are usually based on a local quadratic approximation of the PES and can perform poorly for systems with several low-frequency vibrational modes (namely flat PES). These methods typically require good initial guesses and therefore it becomes challenging for searches starting far from the TS. As for the interpolation methods, both reactant and product information are required to obtain an inner-connected path which can eventually converge onto a minimum energy pathway (MEP). In difficult cases, a combined approach to enhance both the accuracy and efficiency of TS search can be used which utilizes the interpolation methods to obtain a good initial guess from an unconverged MEP and then optimize the initial guess into TS using surface walking algorithms.

3.3.1 Interpolation methods

Straightforward interpolation methods include linear synchronous transit (LST) and quadratic synchronous transit (QST). LST simply searches for a maximum along a linear path connecting reactants and products, while QST not only searches for a maximum along an arc but also makes sure it is also a minimum in all directions perpendicular to the arc. Both methods can end up with wrong or higher order saddle points. Improved interpolation methods include nudged elastic
band (NEB) and the string method. Both methods require an initial guess of the pathway that can be obtained through LST or QST. In NEB, different images (or nodes) are generated and relaxed to the MEP through a force scheme projected to the band. In the scheme, the potential forces act perpendicular to the band. The spring forces act along the band to overcome the parallel forces that tend to drag the nodes back to the nearby local minimum. Careful choice of Hooke constants for the spring forces is necessary to keep the nodes uniformly spaced along the path. Overall, the combined potential forces and string forces will drag the band towards the MEP. The concept behind the string method is very similar to NEB. It consists of two steps: the first step is called the evolution step, and its goal is to minimize the perpendicular forces acting on all the nodes. The second step is called re-parameterization step. It does not have a spring force to redistribute the nodes. It redistributes the nodes along the string after each evolution step and depends on a uniform parameterization density.

As both NEB and the string method require the input of an initial pathway, unchanged node number and uniform node distribution, a more flexible string method has been developed and it is called growing string method (GSM). With reactant and product information, the method intentionally chooses a variable parameterization density to focus nodes near the TS or near curves in the reaction pathway. The node number evolves during the iterations until the two ends are connected. As GSM eventually converges onto MEP, it is very computationally expensive. Practically, if only information on the TS is required, it is not necessary for GSM to converge and it can just provide an initial guess for the later TS search using surface walking algorithms. This idea motivated the development of the freezing string method (FSM). This method freezes newly grown nodes after a fixed number of iterations and it only aims to provide a good initial TS guess. As compared to GSM, FSM reduces computational cost by only interpolating...
paths based on the innermost nodes instead of all nodes, growing nodes after only a few perpendicular optimization steps in frontier notes and not redistributing nodes along string.

3.3.2 Surface Walking Algorithms

With an initial guess structure, TS search via surface walking algorithms becomes a mathematical problem of locating the first-order saddle point on PES. To refine the guess, common eigenvector-following methods, such as partitioned-rational function optimization (P-RFO)\textsuperscript{104}, can be used. P-RFO is derived from the rational function optimization (RFO) method and it partitions the RFO matrix into two matrixes, maximizing along one mode \((k)\) and minimizing along the rest. The mode \((k)\) is generally chosen to correspond to the lowest Hessian eigenvalue.

\[
\Delta x = \sum_{j=1}^{n} \Delta x_j \\
\Delta x_k = u_k^T f u_k / (\lambda_k - \gamma_p) \\
\Delta x_{\text{j}k} = u_j^T f u_k / (\lambda_j - \gamma_n)
\]

Where, \(\Delta x\) is the modified Newton-Raphson step, \(u_k\) is the eigenvector, \(\lambda_k\) is the eigenvalue and \(f\) is the force at the current configuration. P-RFO ensures movement uphill along the lowest Hessian eigenvector and downhill along all other along the lowest Hessian eigenvectors by introducing a shift parameter to the method \((\gamma_p \text{ and } \gamma_n)\). The shift parameter can be found iteratively based on the rational functional approximation from the RFO matrix. As the quality of the Hessian matrix strongly affects the TS search reliability in P-RFO, an exact Hessian calculation is performed beforehand. The corresponding cost normally scales as one power of system size higher than the energy or gradient calculations, making P-RFO searches expensive.
for large systems. In general, it is the dependence on the correct local Hessian structure that is the greatest weakness of these standard Hessian-based TS search algorithms.

In recent years, Hessian-free surface walking algorithms have been developed to reduce the computational cost in locating TS. Standard examples are dimer methods and their improved versions\textsuperscript{105-106}. In general, these methods approximate local curvatures (second derivatives of the potential energy) using forces (first derivatives of the energy) evaluated at the two end points on a dimer, thus eliminating the Hessian calculation. Through rotation and translation, the dimer can be oriented towards the lowest curvature mode (also the MEP direction). Once the dimer is aligned with the MEP, the force parallel to the dimer is inverted, making the dimer climb up to the saddle point. The careful choice of rotation and translation directions and steps are important parameters in determining the accuracy and efficiency of dimer methods. Additional discussions on dimer methods can be found in the Appendix.
Chapter 4

Early-Stage Indium Phosphide Quantum Dot

Growth Mechanisms
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4.1 Introduction

Current experimental techniques that can be used to characterize III-V clusters and QDs have not been able to identify the difficult-to-isolate early-stage intermediates. However, the formation mechanisms of these intermediates are essential in understanding the role of precursor chemistry. These challenges motivate the use of first-principles simulations to investigate early-stage growth intermediates. The lack of experimental information about the nature of III-V QD growth intermediates necessitates a sampling approach to first discover possible pathways rather than directly evaluating energetics for predefined pathways. AIMD simulations (in particular, BOMD) has been widely employed as a discovery tool where mechanisms were not already known, including, for example, the growth of carbon nanotubes or graphene on metal nanoparticles or surfaces\textsuperscript{108-110}, water splitting on InP/GaP surfaces\textsuperscript{65-67}, CO oxidation on ceria-supported gold nanoclusters\textsuperscript{111} and water oxidation by cobalt nanoparticles\textsuperscript{112}. These simulations are constrained to short timescales and small system sizes in order to avoid prohibitive computational cost. Barriers of key reaction steps must also be at or below the thermal energy
available in the simulation to ensure sufficient sampling. Strategies that enhance sampling efficiency within AIMD include high-temperature acceleration\textsuperscript{113}, replica exchange\textsuperscript{114}, and metadynamics\textsuperscript{115} to name a few. Alternatively, use of multiple, lower levels of theory can reduce computational cost and enable accelerated discovery, for example through the use of reactive force fields\textsuperscript{116} or mixed quantum-mechanical/molecular mechanics techniques\textsuperscript{117}. Recent work has also shown the possibility of discovering hundreds of new reaction pathways starting from a mixture of organic molecule species with AIMD sampling that is accelerated through high-temperature, relatively approximate first-principles methods, and variable boundary conditions.\textsuperscript{118}

As will be seen, we have employed variable boundary, high-temperature AIMD simulations starting from indium and phosphorus precursor mixtures in order to elucidate the nature of reaction mechanisms in early-stage InP QD formation. This approach enables us to observe the interactions and elementary reaction pathway steps that lead to formation of InP clusters. From these trajectories, we extract key reaction steps, and characterize their associated minimum energy pathways. In this chapter, I will first present computational details into the acceleration strategies and approximations made in order to enable the sampling and observation of growth dynamics of InP clusters at reasonable computational cost. I will then discuss the results of our AIMD simulations including observations of cluster formation and evaluation of the intermediate structures. Lastly, I will show our determination of reaction pathway energetics based on BOMD trajectories.

4.2 Computational Details

Our AIMD simulations were performed with the graphical-processing unit (GPU)-accelerated quantum chemistry package, TeraChem\textsuperscript{119-120}. Indium acetate (\textit{In}(\textit{Ac})\textsubscript{3}) and phosphine
(PH₃) are used as the model indium and phosphorus precursors. One to seven In(Ac)₃ molecules and six to thirty PH₃ molecules are used in the AIMD simulations with the ratio between In(Ac)₃ and PH₃ molecules ranging from one to ten (Table B 1). Twenty AIMD simulations were performed for a total simulation time of about 330 ps. Initial spherical AIMD configurations were generated using Packmol₁²⁻¹², with a minimum 3 Å van der Waals distance between individual molecules. AIMD simulations were carried out at constant temperature (T = 2000 K) using a Langevin thermostat with a damping time of 0.3 ps. The 5.5 to 40 ps Born-Oppenheimer MD simulations were carried out with a 0.5 fs time step. The electronic structure for AIMD simulations was evaluated at the Hartree-Fock (HF) level of theory with the 3-21G¹²³ basis set.

Simulations were carried out with either constant or variable spherical boundary conditions. Molecules outside the initial radius, denoted r₁, experience a harmonic restraining force, while no force is applied to atoms inside the sphere. In the case of variable spherical boundary conditions, every 1.5 ps a Heaviside function was used to instantaneously decrease the boundary condition radius from r₁ to r₂ for 0.5 ps, after which the radius returned to its original value. The initial radius of the sampling space is chosen between 8 and 10 Å depending on the system size. For all variable spherical boundary condition simulations, the ratio of r₂ to r₁ was set to be between 0.6 and 0.7. Coordination numbers evaluated for molecular dynamics trajectories are evaluated based on rescaled covalent radii (1.25x) of indium, phosphorus, oxygen, and hydrogen atoms. These distance cut-offs are: 2.56 Å for In-O bonds, 3.16 Å for In-P bonds, and 1.79 Å for P-H bonds.¹²⁴ The values of these distance cutoffs also agree with the first local minimum on the radial distribution curve of In-O, In-P or P-H distance obtained from AIMD simulations.

Structures obtained from the HF AIMD trajectories were extracted for further evaluation with density functional theory (DFT) including geometry optimization and transition-state search and
characterization. Since the synthesis of InP QDs is carried out using solvents with low dielectric constant ($\varepsilon = 2$), all the energetic evaluations are performed in vacuum. DFT calculations in TeraChem employed the default B3LYP\textsuperscript{96-98} functional, which uses the VWN1-RPA form\textsuperscript{125} for the local density approximation component of the correlation. The composite basis set consisted of Los Alamos effective core potentials (LANL2DZ) for indium atoms and the 6-31G* basis set for all other atoms, which we refer to by the common short hand notation, LACVP*. Geometry optimizations of snapshots from AIMD trajectories were carried out in TeraChem using the DL-FIND\textsuperscript{26} module with the L-BFGS algorithm in Cartesian coordinates. Default thresholds of $4.5 \times 10^{-4}$ hartree/bohr for the maximum gradient and $1.0 \times 10^{-6}$ hartree for change in self-consistent energy were employed. Partial charges were obtained from the TeraChem interface with the Natural Bond Orbital (NBO) v6.0 package\textsuperscript{127}. NBO calculates the natural atomic orbitals (NAOs) for each atom by computing the orthogonal eigenorbitals of the atomic blocks in the density matrix, and the NBO partial charge on an atom is obtained as the difference between the atomic number and the total population for the NAO on the atom.

To characterize the energetics of different reactions, molecules that participated in reactive events were extracted from the overall AIMD trajectory and further processed to obtain transition state (TS) structures and activation energies. The reacting subset was identified based on observing changes in connectivity between molecules. Reactant and product structures were first geometry optimized using QChem 4.0\textsuperscript{128} using the B3LYP/LACVP* level of theory. We validated our choice of functional and confirmed that alternative functionals did not substantially change predicted energetics (Table B 2). Two energetic characterizations were carried out for bond rearrangement. In the case of isolated bond dissociation or formation events (e.g. indium precursor agglomeration, indium-phosphorus precursor adduct formation), constrained
optimizations were carried out in which only the bond distance (e.g. In-O or In-P) was held fixed at values that span the relevant reaction coordinate. In the remaining cases (e.g. indium-precursor-assisted P-H bond dissociation), transition state searches were carried out in a multi-stage process. First, the freezing string method\textsuperscript{129} was used to provide an interpolated path connecting the geometry-optimized reactant and product structures. In this method, linear synchronous transition (LST) is used for the initial interpolation of new path images that grow inward from reactant and product sides, and these structures are then optimized with the quasi-newton method with hessian update for up to a number of user specified steps (in our case, 3). The final number of images in the path approaches a target density (here, 21) but may exceed that value because a new image is guessed for the path until reactant- and product-derived paths cross. Unlike other path-based transition state search methods, the freezing string method does not obtain a converged minimum energy path but aims to provide a good guess for the location of a TS at reduced computational cost. The highest-energy image from the freezing string path was used as an initial guess for a P-RFO TS search. These TSs were characterized by an imaginary frequency corresponding to the expected nuclear motion. For the dissociation processes involving multiple indium precursors, a second imaginary frequency with zero intensity and a value of <30i cm\textsuperscript{-1} was obtained. Due to the abundance of soft modes in many of the structures, zero-point vibrational energy and entropy corrections were omitted. In cases where these effects could be included, activation energies changed by less than 2 kcal/mol. We also note that experimental solvents in QD synthesis consist of very low dielectrics. Inclusion of solvent effects\textsuperscript{130-131} led to a lowering of activation energies by at most 2 kcal/mol. Tests for basis set superposition errors by computing the counterpoise correction\textsuperscript{132} also led to less than 1 kcal/mol corrections on phosphine precursor energetics and were thus omitted.
4.3 Acceleration Approach

In order to accelerate the fruitful sampling and discovery of pathways that lead to formation of InP QDs, we have made a number of careful approximations. We now consider what effect such approximations may have on the predicted mechanism of cluster growth by considering a) the effect of model precursor choice, b) the role of the electronic structure method and basis set size in AIMD, and c) the choice of boundary conditions employed.

4.3.1 Choice of Model Precursors

Long chain indium carboxylates such as indium myristate (In(My)$_3$, 130 atoms) and tris(trimethylsilyl) phosphine (P(SiMe)$_3$, 40 atoms) are the most commonly used precursors for the synthesis of InP QDs$^{5,24,49,55,87,133-134}$ (Figure 4-1). Due to the large size of these experimental precursors, we employ indium acetate (In(Ac)$_3$, 22 atoms) and phosphine (PH$_3$, 4 atoms) as model molecules (Figure 4-1). Our choice is justified in part by the fact that phosphine has been used as a precursor with In(My)$_3$ to grow InP QDs$^{135}$, and previous computational QD studies have often employed acetates to model longer chain carboxylates$^{136-137}$. The speed-up obtained by using the model precursors is substantial: HF/3-21G gradient calculations on In(Ac)$_3$ are about 6 times faster than In(My)$_3$ and on PH$_3$ are about 100 times faster than P(SiMe)$_3$.3.
In order to identify whether the simplifications of the model precursors affect the electronic and geometric structures, we compared properties of the simplified molecules with their experimental analogues. For the two indium precursors, identical In or O partial charges and In-O bond distances are obtained regardless of the use of HF/3-21G or B3LYP/LACVP* as the electronic structure method (Table B 3). We investigated whether the steric effect of longer chain carboxylates alters dynamics by carrying out AIMD simulations with bulkier indium trimethyl acetate (In('BuCOO)₃, 49 atoms) and PH₃ precursors. Comparable reaction pathways were observed in AIMD trajectories of In('BuCOO)₃ and In(Ac)₃ (Figure B 1).

Unlike the indium precursors, the B3LYP/LACVP* partial charges of phosphorus in PH₃ and P(SiMe₃)₃ are substantially different, having values of 0.01 e- and -0.71 e-, respectively. This difference is expected since P and H atoms have comparable electronegativity, giving rise to covalent bonding, while the less electronegative Si leads to a partially ionic P-Si bond. The P-H
bond is also 0.86 Å shorter than the P-Si bond, suggesting a stronger interaction between P and H atoms as compared to that between P and the SiMe₃ group that is also reflected in the B3LYP/LACVP* bond dissociation energies: 78 kcal/mol for the P-H bond and 62 kcal/mol for the P-Si bond. Nevertheless, AIMD simulations of In(Ac)₃ and P(SiMe₃)₃ molecules generated analogous intermediates and reaction steps as when PH₃ was used (Figure B 1). Reaction coordinate characterization in this work focuses on PH₃ precursors, but both predicted and calculated differences with respect to P(SiMe₃)₃ precursors will be discussed where relevant.

4.3.2 Accelerated ab initio molecular dynamics sampling

We have employed a number of strategies to enhance the rate of sampling of reactive collisions between indium and phosphorus precursors. In addition to employing an elevated temperature of 2000 K, we carry out dynamics with a low level of theory and near-minimal basis set combination (i.e., HF/3-21G). The choice of high-temperature was made to accelerate the timescale of observed reaction events in the simulations while preserving qualitative bonding and bond rearrangement that is likely to occur at lower temperatures (e.g., 1000 K), closer to solution chemistry conditions. Snapshots from the dynamics are then refined by B3LYP/LACVP* geometry optimizations and minimum energy path searches. Therefore, the HF/3-21G AIMD sampling only needs to reproduce qualitative changes in bonding consistent with B3LYP/LACVP*. The computational benefit of using HF/3-21G is significant: for an example 156 atom simulation that contains 6 indium precursors carried out in TeraChem on 2 GPUs, HF/3-21G requires about 60 s per MD step while B3LYP/LACVP* requires about 1900 s per MD step. We note that the predominant computational cost in all simulations presented in this work is associated with the electron-rich indium precursors.
It is useful to quantify, however, the extent to which HF, which includes no treatment of dynamic correlation, produces a substantially different description of the electronic structure than a hybrid DFT approach. First, we compare the equilibrium properties of In(Ac)$_3$ and PH$_3$ precursors (Figure B 2). HF yields shorter In-O and P-H bond distances than B3LYP at the same basis set size by about 0.05 and 0.03 Å, respectively. However, both HF and B3LYP bond distances are reduced when increasing the basis set size from 3-21G to LACVP* by about 0.03 to 0.05 Å, with B3LYP reductions slightly larger than HF. The net result is a cancellation of errors between the underestimation of bond lengths by HF and overestimation from the incomplete basis, leading to agreement within 0.01 Å between HF/3-21G and B3LYP/LACVP* for In-O and P-H bond lengths. Interestingly, partial charges computed with NBO show a similar trend. For the same basis set, HF overpolarizes the In-O bond compared to B3LYP. For a given method, increasing the basis set size leads to larger In-O charge separation, and B3LYP is more sensitive to the increase in basis set size than HF is. The net result is that while the In partial charge with HF/LACVP* of around +2.2 e- overestimates the B3LYP/LACVP* In charge by +0.2 e-, HF/3-21G and B3LYP/LACVP* partial charges are in quantitative agreement. Similar fortuitous cancellation of errors between basis set incompleteness and absence of treatment of dynamic correlation is apparent in the P atom charges in PH$_3$. Agreement of vibrational frequencies is also good, as comparison of frequencies for the optimized In(Ac)$_3$ molecule using HF/321G and B3LYP/LACVP* reveals that the absolute mean difference for frequencies larger than 50 cm$^{-1}$ is around 9% (Table B 4). This overall fortuitous error cancellation therefore further motivates sampling AIMD at the HF/3-21G level at around 1/30$^{th}$ of the computational cost of a B3LYP/LACVP* calculation.
Figure 4-2: Comparison of partial charges (In or P, top) and bond distances (bottom) for In(Ac)$_3$ (left) and PH$_3$ (right) molecules obtained with Hartree-Fock or DFT (B3LYP) using the 3-21G (black line) or LACVP* (blue line) basis sets.

While equilibrium properties are consistent between HF/3-21G and B3LYP/LACVP*, our ultimate interest is in reproducing dynamics and sampling of reactive intermediates, which necessitates moving away from equilibrium, zero-temperature properties. Parallel AIMD simulations with both HF/3-21G and B3LYP/LACVP* were performed for a system containing one In(Ac)$_3$ and one PH$_3$ molecule. Nearly identical In-O and P-H radial distribution function peak values and shapes were obtained from the two simulations (Figure B 2). As an even more strenuous test case, at transition-states, basis set superposition errors and static correlation errors can dominate and interfere with the error cancellation. For the formation of an In-P bond from an In(Ac)$_3$•PH$_3$ adduct to In(Ac)$_2$PH$_2$•HAc, HF/3-21G predicts both a lower barrier (∼6 kcal/mol less) and more favorable reaction energy (∼13 kcal/mol lower). This discrepancy in barrier heights is not necessarily a disadvantage, as lower barriers for desired reactions will lead to enhanced sampling of reaction events during the AIMD simulation. Regardless, all AIMD
trajectories obtained with HF/3-21G are then quantitatively assessed with B3LYP/LACVP* through geometry optimization and transition state searches.

4.3.3 The choice of boundary conditions

For reaction mechanism discovery involving organic species, it has recently been shown$^{118}$ that enforcing spherical boundary conditions that shrink periodically is a useful way to enhance the frequency of collisions during molecular dynamics that lead to chemical transformations. As the chemistry of the systems studied here are quite distinct from small organic molecules, we have tested the extent to which periodically shrinking boundary conditions is a useful strategy to enhance the sampling rate of reactive collisions between indium and phosphorus precursors. In this approach, the key adjustable parameters are the ratio $(r_2/r_1)$ of the smaller radius $(r_2)$ to the larger radius $(r_1)$, the time spent at each radius $(t_1$ versus $t_2)$, and the harmonic restraint force applied $(k_1$ versus $k_2)$ to enforce the boundary conditions. We have chosen $r_2/r_1$ to be around 0.6-0.7 since a tighter $r_2$ can lead to the unphysical cleavage of C-C and C-H bonds. We note that the shrinking process also slows convergence to self-consistency and increases the time per MD step. For example, in a simulation containing 6 indium precursors and 6 phosphorus precursors, the time per MD step increases by a factor of 1.7 when the smaller boundary is enforced. For the other two parameters, we employ the defaults outlined in Ref. $^{118}$, which correspond to $t_1$=1.5 ps and $t_2$=0.5 ps and force constants $k_1$=1.0 kcal/(mol•Å$^2$) and $k_2$=0.5 kcal/(mol•Å$^2$). One further disadvantage of this approach is the loss of direct information about the timescale of events, but since we are already using a lower level of theory (HF/3-21G), direct dynamics timescales already carry limited meaning.

Generally, we have observed different growth intermediates when using different boundary conditions. For example, in two AIMD simulations containing one ln(Ac)$_3$ and eight PH$_3$
molecules (Figure B 3), the use of shrinking boundary conditions leads to the formation of an intermediate species $\text{In}$(Ac)$_2$PH$_2$ while the use of constant boundary conditions only leads to the formation of an In(Ac)$_3$•PH$_3$ adduct. Conversely, in another two AIMD simulations sampling the interaction between three In(Ac)$_3$ and thirty PH$_3$ precursors, only the intermediate structures such as $[\text{In}$(Ac)$_3$_3]$ complexes and $[\text{In}$(Ac)$_3$_3]$•PH$_3$ adducts were observed in a 15 ps simulation at periodically shrinking boundary conditions without explicit In-P bond formation. Employing constant boundary conditions for the same system leads to the formation of various different intermediates containing stable In-P bonds within 12 ps (Figure 4-3). Although $[\text{In}$(Ac)$_3$_3]$•PH$_3$ is still observed, further interaction between an acetate and P-H bond within the $[\text{In}$(Ac)$_3$_3]$•PH$_3$ adduct leads to the first P-H bond dissociation at about 5 ps followed by a second P-H bond dissociation at about 8 ps. Mechanisms and dynamics of In-P bond formation are discussed in detail below. However, these observations highlight the fact that for the more complex inorganic systems we are interested in, an effective sampling strategy must incorporate varying absolute and relative numbers of indium and phosphorus precursors and applying both variable and constant boundary conditions.
Figure 4-3: (a) Evolution of In-P distances in a constant spherical boundary AIMD trajectory containing one PH$_3$ and three In(Ac)$_3$ molecules. The distance cutoff for In-P bonding is indicated as a shaded region in the graph. (b) Snapshots of only the reacting molecules from the trajectory at different simulation times as annotated by color-coded asterisk in (a).

4.4 Formation of an InP Cluster

Using high-temperature ab initio molecular dynamics, we directly observe the formation of a small indium-rich InP cluster. Of twenty trajectories in total, this cluster formation is observed in an AIMD simulation that contains six In(Ac)$_3$ and six PH$_3$ molecules and constant boundary conditions. In this trajectory, overall cleavage of the three P-H bonds in a single PH$_3$ molecule results in the formation of a cluster with In$_4$P stoichiometry. While the cluster forms around only one PH$_3$ molecule, the other five PH$_3$ molecules rapidly adsorb and desorb from free indium sites. We estimate the maximum lifetime of adduct formation for each of the five PH$_3$ molecules as ranging from 0.08 to 0.60 ps at 2000 K, during which time the In-P distance is shorter than the previously defined distance cutoff. Four major interactions are observed during the overall cluster formation process: 1) agglomeration of the six In(Ac)$_3$ molecules into an [In(Ac)$_3$]$_6$
complex; 2) formation of an \([\text{In(Ac)}_3]_6 \cdot \text{PH}_3\) adduct; 3) dissociation of three P-H bonds concomitant with formation of In-P bonds; and 4) configurational rearrangement of the intermediates and cluster structures. For step 3, P-H bond dissociation is facilitated by nearby acetates of the indium precursors and leads to In-P bond formation. When the acetate that carries out hydrogen abstraction comes from the same precursor as that which is forming the In-P bond, we refer to this event as \textit{intracomplex} P-H bond dissociation. Alternatively, the acetate that carries out hydrogen abstraction may belong to a different indium precursor, which we refer to as \textit{intercomplex} P-H bond dissociation. Energetics for representative steps of each of these processes obtained at the B3LYP/LACVP* level of theory are discussed in detail in Section 4.5.

During the overall cluster formation process, the coordination environment of the reacting phosphorus precursor evolves from three hydrogen atoms to four or five indium atoms, as shown in Figure 4-4 (the evolution of In-P and P-H bond distances is available in Figure B 4 and Figure B 5). In the first 4 ps of the high-temperature simulation, both the agglomeration and adduct formation processes occur, leading to significant rearrangement. During agglomeration, the six \([\text{In(Ac)}_3]_6\) molecules form a C-shaped chain in which individual precursors become linked by bridging carboxylates. Next, an \([\text{In(Ac)}_3]_6 \cdot \text{PH}_3\) adduct forms with the phosphorus atom weakly bound to an indium atom at one end of the chain, increasing the phosphorus coordination number (CN) from 3 to 4.
Figure 4-4: (top) Changes in coordination number of P by H and (bottom) P by In during cluster formation in an AIMD trajectory. Coordination numbers are plotted every 0.1 ps. Snapshots showing the phosphorus and the coordinating indium and hydrogen atoms are annotated in inset as indicated by arrows colored by the number of coordinating hydrogen atoms (three: yellow, two: green, one: blue, zero: red).

Next, dissociation of the first and second P-H bonds also occurs within the short 4 ps timeframe. After the adduct formation step, the first P-H bond is dissociated through the intercomplex mechanism, producing an HAc ligand and bringing the phosphorus CN back to 3 (Figure 4-5). This ligand remains bonded to the original indium precursor, but the abstracted proton rapidly transfers to a nearby acetate on the other end of the chain, rendering a new indium center undercoordinated. This second precursor then forms a second bond with the central phosphorus atom, producing a seesaw shaped complex with a central In$_2$PH$_2$ unit (H-P-H angle of 98° and In-P-In angle of 163°). At the same time as the In$_2$PH$_2$ unit is formed, an acetate on one of the two phosphorus-coordinating indium sites changes from doubly coordinating indium (chelating bidentate) to single, monodentate coordination. This available oxygen anion is then
free to abstract the second hydrogen atom from the central phosphorus (at around 2.7 ps) through the intracomplex pathway (Figure 4-6), leading to a three-coordinated phosphorus bonded with two indium atoms and one remaining hydrogen atom (In$_2$PH). In the remaining 1.3 ps, the central In$_2$PH unit evolves from a nearly planar geometry to tetrahedral, with the lone pair on the P atom facing a nearby indium atom that then coordinates the central phosphorus, forming an In$_3$PH unit at 4.0 ps. Such fast rearrangement suggests that these processes have barriers below $k_B T = 4.6$ kcal/mol at this level of theory.

Figure 4-5: Snapshots taken before and after the first P-H bond dissociation.
Figure 4-6: Snapshots taken before and after the second P-H bond dissociation.

After such rapid bond rearrangement, much slower rearrangement occurs over the next 25 ps, consisting primarily of slight rearrangement in the configuration of the central phosphorus unit and surrounding agglomerated indium precursors. During this interval, different phosphorus coordination types are observed including In₂PH, In₃PH, In₄PH, In₅PH and In₆PH, with In₃PH being the predominant configuration (around 72% of the time) followed by In₄PH (around 25% of the time). These observations suggest a preference of phosphorus for CNs of 4 or 5. Along with the change of the phosphorus coordination, the two or three unbonded indium atoms gradually move from the side of the In₅PH unit to the top of the unit to form a cage-like structure that surrounds the remaining hydrogen atom (Figure 4-7). An available acetate must mediate the final P-H bond dissociation, but the agglomerated indium rearranges relatively slowly, causing the delay in the third P-H bond cleavage as compared to the first two P-H bond dissociations. We
note, however, that the formation of the cage-like structure is likely only a necessity for phosphine precursors. If P(SiMe₃)₃ is instead used as the precursor, the P-Si bond distance is both longer and weaker, making it possible for more distant, intercomplex indium precursors to mediate bond dissociation.

![Figure 4-7: Snapshots taken showing the structure rearrangement of the intermediate structures containing one P-H bond.](image)

This third P-H bond dissociation occurs through the intercomplex mechanism at around 28.9 ps (Figure 4-8). The formation of the fourth In-P bond occurs simultaneously with the P-H dissociation process, leading to the formation of a seesaw-geometry In₄P unit. Rearrangement of the cluster geometry is then observed after the dissociation of the third P-H bond until the end of the 40 ps AIMD simulation, with the phosphorus CN dynamically changing between four (~41% probability, approximate tetrahedral geometry) and five (~59% probability, approximate pyramidal or trigonal bipyramidal geometry). The average CN on the phosphorus atom is calculated to be around 4.6, slightly higher than that in the bulk, zinc blende InP crystals (CN = 4) but consistent with previous observations of coordination preference in other InP clusters. 139
Figure 4-8: Snapshots taken before and after the third P-H bond dissociation.

We analyzed the In-P and In-O radial distribution functions from the last 10 ps of the AIMD trajectory (RDFs, Figure 4-9). The In-P RDF has a first peak at 2.54 Å, identical to the experimental value of the In-P distance in bulk, zinc-blende InP crystals. Such good agreement confirms the fortuitous error cancellation observed between the use of HF and the near-minimal basis set with respect to higher-level theory. The In-O radial distribution function has a first peak at 2.12 Å, consistent with the In-O bond distance in an isolated B3LYP/LACVP*-optimized In(Ac)_3 molecule.
Figure 4-9: In-P (top) and In-O (bottom) radial distribution function based on the last 10 ps of the AIMD simulation containing six In(Ac)₃ and six PH₃ molecules. The red line in the top panel indicates the average In-P distance in the bulk crystal and that in the bottom panel indicates the average In-O distance in the bidentate In(Ac)₃ molecule optimized at B3LYP-LACVP*.

We obtained a cluster structure by optimizing a snapshot taken at 35 ps in the AIMD simulation with B3LYP/LACVP* (Figure 4-10). This cluster structure has a central, tetrahedral core consisting of one phosphorus atom bonded to four indium atoms (In₄P). The average In-P distance and In-P-In angle of the In₄P unit match closely (within 0.01 Å and 1.2°, respectively) to experimental values for bulk, zinc-blende InP crystals. While additional incorporation of phosphorus in larger clusters may yet cause deviation in bond lengths from the zinc-blende InP structure, good agreement between experimental and theoretical bond lengths and angles for the crystal and the In₄P complex corroborates the choice of theoretical methods employed. In addition to the core structure, two additional In(Ac)₃ molecules bond to other indium precursors through four shared, bridging bidentate acetates. Experimentally, the surface of larger InP QDs has been characterized as indium rich⁵⁰, and it has been found that an excess amount of indium precursors is beneficial for InP synthesis with indium carboxylate precursors²⁴. Our
computational results are both consistent with these experimental observations and suggest for
the first time that the agglomeration of indium precursors is necessary for the formation of InP
clusters and that clusters are indium rich even during the earliest stages of growth.

<table>
<thead>
<tr>
<th></th>
<th>PIn₄</th>
<th>d_{In-P} (Å)</th>
<th>θ_{In-P-In} (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
<td>2.55</td>
<td>108.3</td>
<td></td>
</tr>
<tr>
<td>Crystal (exp.)</td>
<td>2.54</td>
<td>109.5</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4-10: (a) Structure of a cluster with tetrahedrally In-coordinated phosphorus obtained
from geometry optimization of AIMD trajectory cluster (tetrahedron highlighted in yellow). (b)
Comparison of average In-P bond distances and In-P-In angles in the cluster and experimental
values for zinc blende, crystalline InP.

While the coordination environment around several of the indium atoms changes greatly
over the course of the cluster formation process, shifts in B3LYP/LACVP* In partial charges are
modest (Figure B 6). In contrast, the phosphorus and hydrogen atom partial charges are initially
nearly neutral in phosphine (P: +0.03 e- and 3H: -0.03 e-) but gain and lose significant electron
density ($P$: -1.65 e-, $3H$: +1.52 e-), respectively, after all P-H bond dissociation steps. Relative charge values are also consistent between both B3LYP/LACVP* and HF/3-21G, in agreement with observations about error cancellation for precursors in this system. During the dissociation of the first P-H bond, the electron density on the P atom increases by 0.52 e- while the electron density on the leaving hydrogen atom decreases by 0.51 e-. The electron density on the indium atom bonded to the phosphorus atom slightly increases by about 0.09 e- (i.e., becomes more neutral) while electron densities on other indium atoms decrease slightly (Table B 5). During the dissociation of the second and third P-H bonds, a similar trend for the charge changes of phosphorus, hydrogen and indium atoms are observed (Table B 6 and Table B 7). These simultaneous and symmetric changes of phosphorus and hydrogen electron densities occur alongside the increase of the P-H bond distances, suggesting the polarization of the P-H bond during the dissociation process (Figure B 7). Less drastic changes of P electron density would likely be observed during the dissociation of a P-Si bond when P(SiMe$_3$)$_3$ is used as the precursor because the P-Si bond is already more polar than P-H bond, and P charges in P(SiMe$_3$)$_3$ (-0.71) are closer to the final value in the In$_4$P cluster (-1.65). Overall, this charge analysis suggests a partially ionic P-H dissociation mechanism mediated by the strongly negative charge localized on the abstracting carboxylate that causes evolution in the electronic structure around the phosphorus precursor but does not significantly affect the indium precursor.

4.5 Characterization of Mechanisms

Following analysis of the HF/3-21G AIMD trajectory that permitted direct observation of cluster formation, we now extract reaction steps sampled across trajectories and analyze energetics of indium agglomeration and In-P bond formation minimum energy pathways at the B3LYP/LACVP* level of theory.
4.5.1 Indium Precursor Agglomeration

Agglomeration of indium precursors (In(Ac)₃) to [In(Ac)₃]₄ complexes is observed in every AIMD trajectory with more than one indium precursor. During dynamics, complexes are formed through carboxylate ligands that bridge multiple indium atoms. We model the energetics for this agglomeration in the simplest case of two In(Ac)₃ molecules forming an [In(Ac)₃]₂ complex. In order to identify possible stable intermediates, we ran a 12 ps HF/3-21G AIMD simulation (Figure B 8) and geometry optimized 100 equally spaced snapshots in the last 10 ps with B3LYP/LACVP* (Table B 8). The resulting intermediates are characterized by one to four bridging carboxylates shared between the two indium atoms. Five carboxylate ligand binding modes are observed: i) partial (3%) and ii) full (1%) monodentate (i.e. singly-coordinating indium) that are distinguished by the distance of the non-coordinating oxygen to the indium center; iii) chelating (52%), iv) bridging (31%), and v) chelating, bridging (13%) bidentate (i.e. doubly-coordinating indium), which are distinguished by the extent to which the oxygen atoms strongly coordinate the same indium atom (chelating) or are shared between two indium atoms (bridging) (Figure 4-11). The observed binding modes are consistent with previous experimental and computational studies⁵⁰,¹³⁶, supporting indium agglomeration in the AIMD trajectories as mechanistically relevant.

When carboxylates bind in a monodentate fashion, the In-O bond is shortened (2.02 Å for partial mode and 1.93 Å for full mode) with respect to the three bidentate modes (2.11-2.26 Å), suggesting higher In-O bond order in monodentate cases. Monodentate modes are also thermodynamically unfavorable with respect to the bidentate binding modes, as suggested by their low occurrence frequencies. For example, the energetic cost of forming a full-monodentate acetate from a chelating-bidentate structure in the isolated precursor (ΔE⁷₃⁴-CB) is calculated as 21
kcal/mol (Figure 4-12). Notably, the carboxylate chain length has essentially no effect on the In-O bond energy, as $\Delta E_{\text{FM-CB}}$ for the longer chain indium myristate is comparable at about 20 kcal/mol. The value of $\Delta E_{\text{FM-CB}}$ can be reduced in $[\text{In(Ac)}_3]_2$ complexes (as low as 15 kcal/mol) due to the stabilization offered from the bridging acetates (Figure B 10). Further stabilization of monodentate carboxylates is likely in larger agglomerated complexes, as we previously noted several monodentate species that formed dynamically during the high-temperature AIMD simulations.

Figure 4-11: (a) Indium-carboxylate coordination modes obtained from optimized structures of MD-sampled $[\text{In(Ac)}_3]_2$ complexes annotated with average In-O distance and frequency of occurrence. (b) Relative energies of chelating bridging bidentate or bridging bidentate $[\text{In(Ac)}_3]_2$ complex structures with increasing numbers of bridging bidentate ligands.

As the number of bridging ligands between In centers increases, the formation energy of the $[\text{In(Ac)}_3]_2$ complex becomes increasingly favorable. While a single bridging acetate ligand is only favorable by $-2 \pm 2$ kcal/mol, the energetic benefit increases to $-18 \pm 4$ kcal/mol for four bridging acetates (Figure 4-11). Ranges in energetics here are obtained from the small variations in 100 geometry-optimized snapshots. We have also computed energetic barriers for the
sequential formation of bridging ligands. The initial agglomeration of two indium precursors to form a complex with one to three bridging acetates has a low activation energy (0-3 kcal/mol), while the barrier for adding a fourth bridging acetate to the complex is calculated to be 6 kcal/mol (Figure B 11). The higher barrier due to formation of the fourth bridging interaction is largely due to the fact that the three-bridge structure is more stable than the four-bridge structure by about 2 kcal/mol (i.e. the reverse barrier for transitioning from four- to three-bridge structures is only 4 kcal/mol). In each step, the new acetate bridge forms by orienting toward the neighboring indium atom in a position compatible with bonding followed by shortening of the second indium-oxygen bond.

Overall, observations of both energetically favorable and low-barrier rearrangement for agglomeration through bridging interactions supports our previous observations of dynamic indium agglomeration during cluster formation. We note, however, that indium precursors employed during experimental synthesis (e.g., indium myristate) may be less likely to form the highly-interconnected four-bridge structures due to steric repulsion of the long alkyl chains. Importantly, the observation of the reduction in energetic penalty for monodentate indium-carboxylate ligands with increasing agglomeration is likely preserved even in the case of long chains. This result suggests that agglomeration of the indium precursor may facilitate creation of indium sites available for forming In-P bonds.

4.5.2 Formation of In-P Bonds

In addition to indium precursor agglomeration, AIMD sampling of mixtures of In(Ac)₃ and PH₃ precursors reveals multiple modes of In-P bond formation. In all cases, PH₃ molecules first weakly associate with individual In(Ac)₃ or complexed [In(Ac)₃]ₙ precursors to form In(Ac)₃·PH₃ or [In(Ac)₃]ₙ·PH₃ adducts. We previously noted that this weak interaction was
characterized during dynamics by relatively short, sub-ps lifetimes. For stable In-P bond formation to occur, P-H bond dissociation must occur. When the In-P bond formation and P-H bond cleavage is mediated by a carboxylate coordinated to the indium forming the In-P bond, this process is called *intracomplex*, while we refer to the process as *intercomplex* when the acetate is coordinated to a different indium precursor (Scheme 4-1). We now examine possible mechanistically relevant differences in the energetics between the two types of P-H bond dissociation pathways.

Scheme 4-1: (a) Intracomplex P-H bond dissociation mechanism with In(Ac)₃ or [In(Ac)₂]₂ both participating in the In-P bond formation and carrying out H abstraction. (b) Intercomplex P-H bond dissociation mechanism in which a second In(Ac)₃ carries out the H abstraction.

*Iintracomplex* pathway. We first consider the formation of an In(Ac)₃·PH₃ adduct and subsequent intracomplex P-H bond dissociation (Figure B 12 and Figure 4-12). The optimized In(Ac)₃·PH₃ adduct has an In-P distance of 3.69 Å, confirming the weak interaction between In and P observed in AIMD trajectories. Following the barrierless adduct formation, one of the In-O bonds breaks (d_{In-O}=3.65 Å) and the uncoordinated oxygen abstracts a proton from PH₃ to form an In-P bond (d_{In-P}=2.61 Å). The In-O and In-P bond distances closely resemble their values in
the product of 3.77 Å and 2.55 Å respectively, which would initially suggest the formation of a late transition state. However, the transferring proton is shared between phosphorus and oxygen (d_{P-H}=1.62 Å, d_{O-H}=1.34 Å) in the transition state (Table B 9). The activation energy for the In-P bond formation process is 21 kcal/mol, which is the same as the energy penalty to form a full-monodentate acetate from a chelating-bidentate acetate in In(Ac)₃.

![Figure 4-12: Energetics and structures of the intracomplex pathway with one In(Ac)₃ and one PH₃ molecule for In-P bond formation. Indium-phosphorus distances are shown in black and indium-oxygen distances are shown in blue for the unbonded oxygen that is denoted with a blue asterisk.](image)

Since the energetic cost of forming monodentate acetates is lowered in agglomerated indium precursors, we computed the energetics of an intracomplex pathway using a two-bridge [In(Ac)₃]₂ complex (Figure 4-13 and Figure B 13). Here, we observe an adduct with a shorter In-P bond (2.85 Å) that is mediated by partial lengthening of one of the indium-acetate oxygen bonds (3.01 Å). The process of forming the [In(Ac)₃]₂•PH₃ adduct destabilizes the uncoordinated oxygen, requiring 5 kcal/mol. After the adduct formation, the destabilized oxygen further
dissociates from indium ($d_{\text{In-O}} = 3.68 \, \text{Å}$) in order to abstract a proton from the associated phosphine, with a barrier of 15 kcal/mol. The overall barriers for the process are 20 kcal/mol, yielding no net energetic benefit of agglomeration on the activation energy for In-P bond formation in this case. However, we did observe during dynamics that agglomeration of larger numbers of indium precursor copies increased the likelihood of dynamic formation of monodentate acetates. Further analysis in this case reveals that although monodentate mode is more stabilized in the [In(Ac)$_3$]$_2$ complex, the proton affinity of the uncoordinated oxygen in the [In(Ac)$_3$]$_2$ complex is lowered as compared to In(Ac)$_3$ (Table B 10). The cancellation of these two effects produces comparable activation energies and transition state structures for the two intracomplex dissociation processes. Notably, in both cases, In-O and In-P bond distances more closely resemble the products than the adduct distances, but the transferring hydrogen is located symmetrically between P and O (Table B 9).

Figure 4-13: Energetics and structures of the intracomplex pathway between a [In(Ac)$_3$]$_2$ complex and one PH$_3$ molecule for In-P bond formation. Indium-phosphorus distances are shown in black and indium-oxygen distances are shown in blue for the unbonded oxygen that is denoted with a blue asterisk.
Intercomplex pathway. We modeled the intercomplex pathway using one In(Ac)₃•PH₃ adduct and a separated In(Ac)₃ precursor for comparison with the intracomplex pathway (Figure B 14 and Figure 4-14). The formation of a bridging acetate between the adduct and In(Ac)₃ has a reaction barrier of 4 kcal/mol due to the partial dissociation of an In-O bond to form a bridging-bidentate acetate. The subsequent P-H bond dissociation is facilitated by the cleavage of another In-O bond in the nearby In(Ac)₃, after which the uncoordinated oxygen abstracts a hydrogen atom from PH₃, leading to the formation of an In-P bond. The transition state is characterized by a 0.5 Å shorter distance between indium and the under-coordinated oxygen (d₁₉=3.2 Å) than that in the corresponding transition state from the intracomplex pathway, although P-H and O-H distances are comparable (Table B 9). The shorter In-O bond distance lowers the activation energy by 7 kcal/mol with respect to the intracomplex pathway. This relationship between distance and relative energetics agrees well with the evaluated In-O bond distance dependence of energetics in isolated In(Ac)₃ molecule where a configuration with a 3.2 Å In-O bond is 5 kcal/mol lower in energy than one with a 3.7 Å In-O bond (Figure B 9). The favorable geometry afforded in this intercomplex pathway calculation implicates the dominance of intercomplex pathways over the intracomplex pathway, consistent with AIMD trajectories in which the majority of In-P bond formation steps occurred through the intercomplex pathway. This observation also highlights the important role of bridging coordination modes to both stabilize indium while predisposing an oxygen atom toward proton abstraction from the phosphorus precursor.
We have noted that In-P bond formation and P-H dissociation pathways have energy barriers corresponding roughly to the energetic cost of forming a monodentate acetate on an indium precursor. Therefore, starting from an indium precursor structure with pre-formed monodentate acetates should lower the energy barrier for the formation of In-P bonds. We designed a new intracomplex pathway starting with a full-monodentate In(Ac)\(_3\) and PH\(_3\) molecule (Figure B 15 and Figure B 16) and confirmed that the barrier of new pathway is calculated to be 5 kcal/mol. Although the reaction barrier is lowered, we have simply shifted the cost to form a full-monodentate In(Ac)\(_3\) away from the P-H dissociation transition state and have not reduced the overall steepness of the reaction landscape. However, dynamic formation of monodentate acetates is likely under experimental conditions, particularly if ligands are designed that stabilize the process of forming undercoordinated indium species by shifting the relative energetics of bidentate and monodentate binding modes.
Since the experimental phosphorus precursor (P(SiMe$_3$)$_3$) has different geometric and electronic properties than PH$_3$, we expect that these differences should affect In-P bond formation energetics (Figure B 17 and Figure B 18). Here, the adduct formation is again barrierless. However, the In-P distance (2.75 Å) is 0.94 Å shorter in this adduct than in In(Ac)$_3$·PH$_3$ due to the additional hydrogen bonding interactions between methyl groups of P(SiMe$_3$)$_3$ and indium precursor acetate ligands (Figure B 19). As a result, the formation of the In-P bond not only requires the cleavage of an In-O bond but also disrupts some of the favorable hydrogen bonding interactions. The loss of these hydrogen bonding interactions explains why a higher estimate of the activation energy (27 kcal/mol) is observed for the larger precursor, despite the lower bond dissociation energy of the P-Si bond. We have not computed the energetics of the intercomplex pathway due to computational cost and large number of soft degrees of freedom, but we expect that the reaction energy will be significantly lowered both due to the lower activation energy for that pathway compared with phosphine and due to the preservation of favorable hydrogen bonding interactions. While In-P bond formation with phosphine precursors was endothermic by 13 kcal/mol, it becomes exothermic by 5 kcal/mol for P(SiMe$_3$)$_3$ precursors, consistent with differences in the bond dissociation energy of the P-H and P-Si bonds in the two molecules. A clear mechanistic picture emerges that the phosphorus-ligand bond in the phosphorus precursor controls reaction thermodynamics for In-P bond formation, while the indium-ligand bond controls the activation energy, and thus kinetics, for the process. Thus, while experimental efforts to tune InP QD synthesis have focused on phosphorus precursor chemistry without significant effect on quality of QDs, a concerted effort that tunes both indium and phosphorus precursors is likely necessary.
4.6 Conclusion

In this chapter, we have presented a computational approach for the sampling and discovery of reactive intermediates that form during early stage growth of indium phosphide quantum dots. As the structure of intermediates were previously unknown, we undertook a number of efforts to ensure sampling of possible favorable configurations over a total of 330 ps of AIMD on systems up to 277 atoms in size. This acceleration strategy included the use of GPU-accelerated quantum chemistry employed without explicit dynamic correlation (i.e. Hartree-Fock) and in a near-minimal basis set (3-21G). Opposing effects of inclusion of dynamic correlation (i.e. with the hybrid functional B3LYP) and a larger LACVP* polarized basis set led to fortuitous error cancellation that imparted excellent agreement between HF/3-21G and B3LYP/LACVP* geometric and electronic structure, allowing us to directly sample dynamics at 1/30th of the computational cost of a production-quality DFT calculation. Additionally, we employed variable boundary conditions in order to enhance diversity and number of reactive collisions that were sampled in our high-temperature molecular dynamics.

Our sampling strategy enabled us to directly observe the formation of an indium-rich In₄P cluster that already possesses the same structural properties as the experimental bulk zinc-blende crystal structure of indium phosphide. Our indium rich cluster is consistent with experimental characterization of larger InP QDs, and we demonstrate for the first time that an indium-rich surface is likely present from the earliest stages of growth. While only indium phosphide was considered in this work, the mechanistic insights we observed are likely also relevant to the growth of other phosphide materials, such as Zn₃P₂, which has been shown experimentally to form Zn-rich clusters. During the 40 ps cluster formation trajectory, we observed rapid agglomeration of indium precursors around a single phosphorus precursor. In these simulations,
cluster formation was mediated by cooperative effects, which we refer to as an intercomplex pathway, in which one indium precursor formed a bond with the phosphorus center while another abstracted a proton from phosphine. We then characterized the minimum energy pathways of key processes observed in dynamics and confirmed that intercomplex pathways for In-P bond formation was also found to be more energetically favorable than the intracomplex pathway due to stabilization of the indium-acetate oxygen during the proton abstraction process.

Overall, we consistently observed that the highest barriers to In-P bond formation were exclusively determined by energetic penalties associated with indium-carboxylate bond cleavage. The net favorability of the reaction, on the other hand, was determined by the nature of the phosphorus precursor (e.g. PH₃ or P(SiMe₃)₃). These observations challenge the paradigm that a single precursor may be tuned in order to optimize the target size distribution of InP QDs. Altering the stability of agglomerated and monodentate indium precursor structures will adjust the energy landscape for In-P bond formation, while tuning phosphorus precursor chemistry can alter how much heat is generated during the QD synthesis process by the downhill nature of the precursor reaction. In the future, a greater focus on tuning the chemistry of indium precursors should enhance the quality of InP QDs with desired size distribution and enable the growth of the use of InP QDs in a wide range of consumer applications.
Chapter 5

Cluster-Mediated Growth of Indium Phosphide Quantum Dots

5.1 Introduction

First principles approaches have provided insights on the early-stage growth of InP QDs from precursors to small clusters. It was found that the early stage interaction between precursors produces indium-rich InP clusters. Different roles of precursors are identified with the indium precursors controlling the thermodynamics and the phosphorus precursors determining the reaction kinetics. In order to fully understand the whole growth behavior of InP QDs, it is also essential to study the transformation of clusters formed after the precursor reactions. As the number of atoms in clusters already exceeds the affordability of ab initio computational studies, experimental approaches are applied in this chapter to explore the growth from early stage clusters to final nanocrystals. Meanwhile, as a validation of the ab initio study, experimental demonstration of the formation of clusters during the precursor reaction is also necessary. As will be seen, we have employed various characterization tools including absorbance and mass measurement to probe the formation of clusters and their roles during the formation of large nanocrystals. As the use of absorbance measurement to capture the cluster/QD growth trajectory is straightforward, we have undertaken a number of efforts to construct an integrated one-solvent
and air-free protocol to enable the mass measurement of InP growth mixtures. Our results show that small InP clusters are formed right at the beginning of the synthesis and medium InP clusters remain present throughout the entire process, thus acting as a reservoir for QD growth.

In this chapter, I will first present our experimental observation of small cluster formation during early-stage growth. Then I will motivate the use of matrix-assisted laser desorption and ionization (MALDI) mass spectrometry (MS) to probe the role of clusters during the QD formation. I will also provide our results on the late-stage InP growth mixture characterization using both absorbance measurement and MALDI MS.

5.2 Absorbance Characterization of InP Clusters/QDs

After mixing both indium and phosphorus precursors for about 6 min at room temperature, we observed the early-stage intermediates with a first absorption peak around 320 nm according to the absorbance measurement (Figure 5-1). The distinct first absorption peak suggests the formation of small InP clusters upon the precursor interaction. It is also found that excess indium precursors are required for the observation of this distinct absorption peak, with a sharper peak obtained by a greater amount of indium. The indium-dependent cluster formation is consistent with our AIMD simulation wherein indium-rich InP clusters are formed. The formation of these clusters is independent of the reactor (chip, tube or batch), the indium carboxylate precursor, and the solvent (Figure C 1). The increase of growth temperature destabilizes the 320 nm clusters and transforms them to larger intermediate clusters with their first absorption peaks around 360 nm.
Figure 5-1: Left: Absorbance characterization of InP clusters synthesized with different indium and phosphorus ratios in a one-stage chip reactor. The temperature is set as 22 °C. Right: Absorbance characterization of InP growth mixtures synthesized at different growth temperatures in a one-stage chip reactor. The In and P ratio is set as 2. For all the experiments, the total flow rate is set as 60 μL/min. Toluene is used as the solvent. 4 vol% TOP is added into the indium precursors to dissolve them in the solvent.

The absorption peak at 320 nm disappears with the increase of growth temperature, and cluster mixtures with two absorption peaks around 360 and 380 nm show up in the absorbance spectra (Figure 5-2). Clusters with the 360 nm peak remain in the spectra with the temperature increase, while clusters with the 380 nm absorption peak grow larger to become QDs. At 180 °C, despite the formation of QDs with their first absorption peak around 490 nm, the 360 nm absorption feature is still obvious. As the QD first absorption features become stronger with the increasing QD concentration, the 360 nm absorption features become invisible (e.g., at 210 °C). The same phenomenon was observed for syntheses at different growth times at different growth temperatures (Figure C 2). Two possibilities exist to explain the disappearance of the signal of
360 nm clusters: (1) these clusters have been fully consumed to QDs; or (2) the absorption features of these clusters are covered but they still exist in the growth solution. These two different possibilities correspond to two transformation pathways of these clusters, respectively. (1) “Secondary nucleation”: these clusters fully decompose at higher temperatures to molecular species, which contribute to the further growth of QDs; (2) “a continuous supply”: these clusters act as a reservoir for the growth of large nanocrystals until they are fully consumed. To elucidate the role of these clusters, absorbance measurement are not adequate, and new characterization methods are needed to capture the existence of both clusters and QDs.

![Absorbance Spectrum](image)

**Figure 5-2:** UV-Vis spectra of InP growth trajectories synthesized at different temperatures in the tube reactor. For all the experiments, the total flow rate is set as 40 µL/min. The In and P ratio is set as 2. Toluene is used as the solvent. 4 vol% TOP is added into the indium precursors to dissolve them in the solvent.
5.3 MALDI Characterization of InP Clusters/QDs

Historically, absorbance measurements have been employed to monitor the growth of InP QDs. In our study, we have also employed absorbance to capture the growth of InP clusters/QDs from precursors. However, as QDs possess larger absorption cross sections, it is challenging to uncover the existence of clusters when QDs are also present, in particular at the late stage of growth when the QD concentration is high. Their small size, close to 1 nm, also makes clusters difficult to observe by other available methods such as high resolution transmission electron microscopy (HR-TEM), dynamic light scattering (DLS), and small-angle X-ray scattering (SAXS). Yet, to gain insights into InP QD growth from clusters, it is crucial to characterize cluster intermediates during nanocrystal formation.

As a soft ionization technique, matrix-assisted laser desorption/ionization time of flight (MALDI-TOF) mass spectrometry (MS) has been applied to studies of Au nanoclusters, metal oxide nanoparticles, ZnS, CdS, and CdTe nanoparticles. It has also been used to characterize non-classical growth mechanisms of inorganic nanoparticles. MALDI MS requires samples to be co-crystallized with a matrix in a solid form. Since QD batch syntheses commonly utilize ligands or solvents with high boiling points, these non-volatile impurities need to be completely removed in order to meet the MALDI vacuum requirements. In a typical QD purification process, polar solvents are added into the non-polar growth solution to precipitate out the nanoparticles, during which the chemical identity of the surface QD atoms and/or surface ligands may be altered; or smaller clusters may be removed from the final solution. Moreover, InP cluster/QD surfaces are very sensitive to oxidation, especially when exposed to air. These surface changes may affect the mass data and pose challenges to directly applying MALDI MS in characterizing InP growth intermediates. Here we present an air-free, one-solvent
method that allows us to synthesize InP QDs in a microfluidic reactor, to purify the resulting samples without precipitation, and to simultaneously track the formation of larger QDs and the consumption of smaller clusters via MALDI MS.

In our integrated approach, toluene is used as the solvent for synthesis, purification, and matrix preparation (Figure 5-3). Syntheses of InP growth intermediates are performed in HT and HP microchemical systems under inert conditions (Figure C 3). Purification of the intermediates is achieved by gel permeation chromatography (GPC) in a glove box. GPC has been demonstrated to effectively remove unreacted precursors, ligands, and side products from QD growth solutions without perturbing the ligand-binding environment.\textsuperscript{157-159} Moreover, both clusters and QDs elute out from the GPC column at the same time, and therefore, they are preserved together in the purified solution. The absorption spectra of both clusters and QDs remain unchanged after GPC purification (Figure C 4). \textsuperscript{1H} and \textsuperscript{31P} NMR spectra\textsuperscript{159} before and after GPC purification show the effective removal of impurities and weakly associated ligands in the growth solution (Figure C 5 and Figure C 6). The one-solvent and air-free synthesis and purification allow us to obtain oxygen-free QDs for further mass characterization (Figure C 7). Trans-2-[3-(4-tert-Butylphenyl)-2-methyl-2-propenylidene]malononitrile (DCTB), a common MALDI matrix for metal clusters and nanoparticles,\textsuperscript{146} is added to the purified InP-toluene solution. The InP-DCTB-toluene mixture is then spotted and dried on a MALDI plate in a glove box.
Figure 5-3: An integrated air-free approach to characterize InP growth mixtures using MALDI MS.

To assure the accuracy of the mass characterization, at low mass range, trypsinogen was used as the external standard (11999 and 23981 Da) to calibrate the spectrometer. At high mass range, albumin (bovine serum, BSA) was used as the external standard (33216 and 66431 Da) for the calibration. As the MALDI spectrometer (Bruker Microflex) utilizes a nitrogen laser (337 nm, 3.69 eV) to desorb and ionize the matrix from the MALDI plate, we also studied the effect of laser power on the stability of InP growth mixtures (Figure 5-4). InP clusters exhibit similar mass peaks upon lasing for the whole range we have investigated, which is typically below 50% of the instrument setting. However, the mass peaks of QDs only remain unchanged upon lasing at low laser powers (30-40%). We characterized the mass spectra of clusters and QDs below 7 kDa, and observed fragment signals (Figure C 8). The mass loss of the clusters upon lasing is possibly due to the removal of excess indium myristate precursors on the QD surfaces upon heating. The mass loss of QDs is attributed to the deconstruction of InP bonds, as the In-P bond dissociation energy is only about 2.05 eV. To minimize the mass loss of clusters and QDs and also to obtain a reasonable mass intensity, the laser intensity was set between 20-30% for cluster characterization and between 30-40% for QD characterization. The observed mass loss of QDs motivates us to do a systematic study on the accuracy and resolution of MALDI mass characterization.
Figure 5-4: (Left) Cluster stability and (Right) QD stability upon MALDI lasing at different lasing powers (LP) set in the MALDI instrument.

We validated the mass accuracy and resolution of MALDI MS in characterizing InP QDs. To check the MALDI resolution, we compared the mass results of four similar QD samples with their absorbance measurement (Figure 5-5). As the UV-Vis spectra show, the four samples have slightly different first absorption peak locations and peak line widths. The mass distribution and peaks obtained from MALDI correspond to UV-Vis absorbance data, capturing the change of size and size distribution of QDs with high resolution.
Figure 5-5: Comparison of UV-Vis (left) and MALDI (right) resolution in characterizing the size and size distribution of four different QD samples.

To check the MALDI accuracy, we compared the mass-derived sizes of two QD samples with those obtained from STEM imaging analysis (Figure 5-6 and Figure C 9). The two QD samples have first absorption peaks at 520 and 580 nm and are confirmed to be cluster-free. The general protocol is as follows (detailed calculation available in Appendix D): the purified QDs are first characterized by $^1$H and $^{31}$P NMR to show that myristate is the only organic ligand species bond to the QDs. The inorganic core mass can then be obtained by subtracting the myristate mass from the particle mass. The volume of the inorganic core is obtained by assuming that its density is the same as that of bulk InP crystal. Since InP QDs have been observed in both nearly spherical (S) and tetrahedral (T) shapes, the projected area corresponding to either shape is calculated from the volume of the inorganic core and compared with that obtained from STEM-HAADF analysis. While MALDI MS is known to cause the possible fragmentation of CdSe nanoparticles, good agreement is achieved between MALDI and STEM characterization, confirming the accuracy of MALDI in determining InP QD mass.
Mass: m/z = 46.5 kDa
Area: 4.6 (S) < 5.9 < 6.8 (T) nm²
Mass: m/z = 99.0 kDa
Area: 8.4 (S) < 10.4 < 12.6 (T) nm²

Figure 5-6: Comparison of MALDI mass with STEM imaging

We also tested the sensitivity of MALDI characterization at low mass using two growth mixtures with UV absorption features (Figure 5-7). The growth mixtures labeled as “Cluster 1” are also the most reported InP clusters in the literature. Although only one first absorption peak for this sample is observed located at around 380 nm, its mass characterization shows that the growth mixtures actually contain two major groups of clusters. Apparently, the absorption feature of the larger clusters has covered that of the smaller ones. For the growth mixtures labeled as “Cluster 2”, despite the absorption peak located at around 360 nm, they also have broad absorption features at around 380 nm. Interestingly, both clusters from “Cluster 1” also exist in the growth mixtures labeled as “Cluster 2”, according to the mass spectra. Despite that we observed fragmented peaks in the mass characterization of clusters, “Cluster 2” has smaller masses as compared to “Cluster 1”, consistent with their corresponding absorbance measurements.
5.4 Role of Clusters During Late-Stage InP QD Growth

InP QDs have been synthesized in both one-step and two-step manners in batch syntheses. In a one-step procedure, one precursor is injected into the other at temperatures around 270 – 300 °C and then the growth continues. In a two-step process, the precursors are mixed at medium temperatures around 100 – 130 °C and then the resulting mixtures are brought up to elevated growth temperatures. InP clusters synthesized at medium temperatures have been characterized using absorbance measurement. However, when they are heated at high temperatures, it is not clear whether they still exist, since the formation of QDs can cover the absorbance signal of these clusters. It also remains a question whether these clusters form at all when the precursors are mixed at high temperatures. To answer the above questions, we first performed one-step syntheses and then tracked the growth of InP QDs after mixing precursors at high temperatures. Then we performed syntheses in a two-step manner where after the formation of clusters at medium temperatures, we tracked the transformation of these clusters at high temperatures.

InP growth intermediates were first synthesized at different growth times and temperatures in a one-stage tube reactor system (Figure 5-8). The absorbance measurement shows the occurrence of clusters at early growth times, with these clusters later transforming into larger

Figure 5-7: UV-Vis absorbance measurement (left) and MALDI low mass characterization (right) of two InP clusters.
nanocrystals. It should be mentioned that the absorption features of these clusters are visible in the absorbance spectra until 2.2 min of reaction (growth time calculation from flow rates available at Table C 1). Compared to the absorbance measurement, MALDI MS spectra of the same InP growth mixtures not only provide information on the mass evolution of the larger particles, but also reveal the existence of the clusters with masses around 10k Da during the growth process. For the QD growth at 240 °C, similar clusters remain in the growth solution while the QD mass increases from 60 kDa close to 90 kDa. Surprisingly, clusters still exist even after 13 min of reaction time at 240 °C (Figure 5-9). Complete consumption of the clusters is only achieved for growth times longer than 8 min at 270 °C (Figure 5-8 top black curves and Figure 5-9).

Figure 5-8: (A) UV-Vis absorbance spectra and their corresponding (B) low mass and (C) high mass MALDI spectra of GPC-purified InP growth mixtures synthesized in a tube reactor. The growth time and temperature are provided in the middle figure for each condition.
Figure 5-9: Additional MALDI low and high mass spectra of InP growth intermediates synthesized at 240 and 270 °C in the tube reactor.

These small cluster mixtures are also observed in two-step syntheses, where clusters are first formed at low temperatures and then used as precursors to form QDs at high temperatures. In a two-stage chip reactor system, these similar clusters show up after the precursor reaction in the first reactor at 130 °C (Figure 5-7 black curve), and then grow in a second reactor at temperatures between 180 and 300 °C (Figure 5-10). Although the absorption features of these clusters are not visible at growth temperatures higher than 180 °C, mass characterization shows their existence even at 300 °C. As higher temperature results in the formation of larger nanocrystals, these clusters are not yet fully consumed. Two-step batch syntheses also confirm the existence of the cluster mixtures with masses around 10 kDa, where a different solvent (1-ODE) is used. At low temperature (150°C) and short growth time (1 min), these clusters form at the beginning of the reaction and remain present throughout the growth at 230°C for 14 min (Figure 5-11).
Figure 5-10: (A) UV-Vis absorbance spectra and their corresponding (B) low mass and (C) high mass MALDI spectra of GPC-purified InP growth mixtures synthesized in a two-stage chip reactor system. The temperature of the first stage is 130 °C and that of the second stage is shown in the middle figure for each condition.

Figure 5-11: UV-Vis and MALDI characterization of InP growth intermediates prepared in batch synthesis.

Sub-nm InP clusters with an absorbance peak below 400 nm have been previously identified as important growth intermediates during the formation of InP QDs. However, the UV absorption features of large nanocrystals in late-stage growth can overshadow that of the clusters and thus hide their presence. With MALDI MS, the clusters can be differentiated in the growth
mixtures. Our observation of similar clusters in MALDI MS under different synthetic methods confirms their presence and stability during the growth of InP QDs. Moreover, the strong dependence of QD formation on the clusters’ existence suggests their role as a continuous supply for the growth of larger InP nanocrystals.

5.5 Limitation in MALDI Characterization

While MALDI MS has been used to uncover the existence of clusters during the late-stage QD formation, we have encountered several challenges in revealing the mass signal of QDs during the initial transformation of clusters. For example, as Figure 5-12 shows, although the formation of QDs is clearly visible in the absorbance spectra, we can only capture the existence of clusters in the growth mixture (the high mass characterization also shows no QD signal). There are several explanations for this discrepancy. First, during the initial transformation of clusters, the overall QD concentration is much lower than that of clusters and the size distribution of QDs is also very broad. As a result, for QDs with specific masses, their concentration can be very low. As the spectrometer is more sensitive in low-mass characterization, indicating that clusters are easier to be desorbed and ionized as compared to QDs (Figure C 10), the QD mass signal may be buried in the noise. Second, it is also observed that clusters tend to form crystals more easily than QDs during the sample preparation process. Due to the different crystallization speeds between QDs and clusters, QDs are likely to be wrapped inside of the cluster crystals. As the MALDI laser desorbs samples from the crystal surface, the QDs may not be detected due to this sample inhomogeneity. In summary, MALDI is only a qualitative characterization method and the numerical intensity obtained from the mass spectra should not be linked directly to the particle concentrations.
Figure 5-12: Comparison between absorbance (left) and MALDI (right) measurement during the initial transformation of clusters to form QDs.

5.6 Conclusion

In this chapter, we have used various experimental techniques to probe the formation of clusters and their roles in the late-stage growth of InP QDs. According to the absorbance measurement, the formation of clusters is observed at the early-stage growth in an indium-rich environment, consistent with our ab initio observations in Chapter 3. We have also developed a one-solvent air-free protocol involving HT and HP flow syntheses, GPC purification, and MALDI mass characterization to track the existence of clusters along with the QD formation. Careful validation has been performed to ensure the applicability, accuracy, and resolution of MALDI MS in characterizing InP growth mixtures.

The use of MALDI MS allows for differentiating the signals of clusters and QDs, yielding important insights into InP QD growth. Interestingly, similar clusters are persistent during the formation of QDs regardless of the different synthetic approaches and solvents in use, suggesting their role as a supply for the formation of larger InP nanocrystals. The protocol of using MALDI MS thus provides new opportunities in characterization and understanding of the growth mechanism underlying small-sized air-sensitive clusters or QDs.
Chapter 6

Effect of Impurities, Ligands and Solvents

Reproduced in part with permission from [133]. Copyright 2016 American Chemical Society.

6.1 Introduction

In the literature, effects of synthetic parameters other than precursor reactivity have also been explored as alternative strategies to tune the growth of InP QDs. For example, acids and amines are found to significantly impact the size tunability and size distribution of InP QDs. Acids have been used as one of the major methods to obtain large QDs with first absorption peaks redder than 600 nm. By combining amines and acids during the synthesis, InP based QDs can be grown with first absorption peaks ranging from 400 nm to 700 nm. However, the synthesis with these ligands presents a dilemma. For acids, they are found to cause side reactions that interfere with the QD growth. They can react with P(TMSi)$_3$ as a proton source to generate PH$_x$(TMSi)$_{3-x}$ species, which are thought to compete with P(TMSi)$_3$ for indium monomers during the nanoparticle growth and thereby to contribute to the broadening of the size distribution. In situ water generation is also observed in the presence of excess acids through their ketonization reactions, and water is proposed to cause the hydroxide/oxide formation on the nanoparticle surfaces under growth conditions. This hydroxide/oxide layer is speculated to be one of the reasons for the inhibited growth of InP QDs. For amines, oxide formation on QD surfaces is also
observed in their presence. Amines can also disrupt the InP cluster formation processes and result in QDs with broad size distribution.

The high sensitivity of InP growth towards acids and amines motivates us to perform studies on the effect of common synthetic parameters, including impurities, ligands, and solvents. In this chapter, I will first discuss the effect of trace water in limiting the growth of InP QDs. Although the syntheses of indium precursors are believed to be “water-free”, we observed that the commonly used indium precursors derived from anhydrous In(Ac)\(_3\) actually contain a detectable amount of water. Water, as previously discussed, can serve as a proton source or a hydroxylation factor to affect the QD formation processes. I will then present a strategy to tune the growth of InP QDs through the use of ligands such as TOP and TOPO. These ligands can be removed from the QD surfaces after purification, suggesting that they are weakly coordinating ligands. Finally, I will discuss the use of different low-boiling-point solvents in synthesizing InP QDs. The use of an HT and HP microfluidic platform enables us to explore this parameter space, which is not accessible in conventional batch syntheses.

**6.2 Effect of Trace Water**

One of the most common methods for the *in situ* generation of indium precursors, utilized here, uses anhydrous In(Ac)\(_3\) and long chain carboxylate acids. Although water is not a byproduct of this reaction, we observed that the synthesized In(My)\(_3\) precursors actually contain a detectable amount of water due to the water contamination in the In(Ac)\(_3\). This phenomenon has been discussed previously. In this part, we provide direct evidence showing how the growth of InP QDs is affected by the water contamination in the In(My)\(_3\) precursors. Unlike traditional batch syntheses of InP QDs where In(My)\(_3\) is generated *in situ* and then mixed with P(TMSi)\(_3\) at elevated temperatures, our synthetic procedure involves two steps: first, the as-
synthesized indium precursors are purified and vacuum-dried and then stored in a glove box; second, the indium precursors are dissolved to react with phosphorus precursors in a microfluidic reactor system in an inert atmosphere. The approach of isolating and purifying the indium precursors eliminates the effect of excess acids on the precursor chemistry and the surface chemistry during the nanoparticle growth.

At low water content, InP growth is largely dependent on the temperature and time with the first absorption peak reaching 620 nm (Figure 6-1 a). The growth becomes inhibited as the water content increases and the first absorption peaks is pinned around 550 nm (Figure 6-1 b). Although the nanoparticle size is larger at lower water content, the particle shape is irregular. The absolute absorbance below 400 nm (i.e., 310 nm) provides a qualitative measurement of the QD reaction yield by assuming that the extinction coefficient of InP QDs in the UV region scales with particle volume. The reaction yields are similar for both low and high water content, while the particle concentrations are estimated to increase with increasing water content (Table D 1). In our experiments, the water content was varied by directly adding water to the relatively dry In(My)$_3$ (water/In(My)$_3$ (mol/mol) = 0.015), which was synthesized using In(CH$_3$)$_3$ and dried MA (water/MA ~ 0.002) (water contents of the relevant precursors and solvents are summarized in Table D 2 and Table D 3). Differences in the QD growth behavior can be attributed directly to water due to the precise control of growth time and temperature that is offered by the microfluidic set-up.
Figure 6-1: Absorption spectra and TEM images of InP QDs with different water contents in the In(My)₃ solutions in a 2-stage (black line) and 3-stage (red line) reactor. In a), water/In(My)₃ (mol/mol) is 0.015, equivalent to 15 ppm water in the 40 mM In(My)₃ precursor solution. In b), water/In(My)₃ (mol/mol) is 0.142, equivalent to 144 ppm water in the 40 mM In(My)₃ precursor solution. For a 2-stage reactor, the temperature of the first stage is 130 °C while the temperature of the second stage is shown in the figure; for a 3-stage reactor, the temperature of the first and second stage is 130 °C and 220 °C while the temperature of the third stage is shown in the figure. The chip reactor system was used for the experiments. The bar length in the TEM images is 20 nm. Spectra are off-set for clarity.

When water/In(My)₃ (mol/mol) is below 0.05, the wavelength of the first absorption peak decreases with increasing water content (Figure 6-2). When water/In(My)₃ (mol/mol) is higher than 0.05, the first absorption peak appears pinned at ~540 nm, indicating that the effect of water on size tunability becomes saturated. In our experiments, the water content measured from different batches of In(Ac)₃-derived In(My)₃ ranges from 0.065 ~ 0.182 (Table D 2 and Table D 3) and the corresponding first absorption peaks stay around 540 nm. It is known that without a large excess of acids or multiple injections of precursors, the use of In(Ac)₃-derived In(My)₃ and
P(TMSi)$_3$ fails to produce nanoparticles with an absorbance peak as red as 600 nm. Our results suggest that the water contamination in the In(Ac)$_3$-derived In(My)$_3$ precursors may be one of the reasons for the previously observed limited size tunability of InP QDs. Besides the water contamination in the indium precursors, previous work has also shown that water can be generated \textit{in situ} by the ketonization reaction of excess acids under growth conditions. While excess acids could help produce large InP QDs, their water-generating side reactions could have the opposite effect on the growth.
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**Figure 6-2:** Position of the first absorption peak of InP QDs changing with water content. (black square) indicates In(My)$_3$ synthesized from In(CH)$_3$)$_3$, (black dot) indicates water doped In(My)$_3$ synthesized from In(CH)$_3$)$_3$, (red up triangle) indicates In(My)$_3$ synthesized from In(Ac)$_3$, (red down triangle) indicates water doped In(My)$_3$ synthesized from In(Ac)$_3$. The dashed line is for visualization. The 2-stage chip reactor system was used for the experiments. The temperature of the first and second stage was 130 °C and 270 °C, respectively.
At low temperatures (≤130 °C), the formation of small clusters with the first absorption peak around 385 nm is observed at both low and high water contents under similar conditions (Figure 6-3 a), indicating that the size tunability is not affected. When the temperature is increased (≥220 °C) the absorption spectra under conditions of increased water content are blue shifted ~30 nm (Figure 6-3 b). It has been suggested that the formation of InP QDs consists of two major steps: precursors deplete at the early stage of growth to form small clusters, and these clusters interact with each other through inter-particle processes such as ripening, coalescence or second nucleation. These clusters are believed to react further to form InP QDs via inter-particle processes that occur at elevated temperatures. Spectral differences between wet and dry syntheses appear only at the elevated temperatures where interparticle growth dominates. Therefore, it is likely that the presence of water inhibits this inter-particle growth.

Figure 6-3: Absorption spectra of InP QDs at low and high temperature range. In a), the temperatures of the first and second stage are the same as shown in the figure. In b), the temperature of the first and second stage is 130 °C while the temperature of the second stage is shown in the figure. The water content was varied by adding water to In(My)_3 (water/In(My)_3
(mol/mol) = 0.023). The chip reactor system was used for the experiments. Spectra are off-set for clarity.

The mechanism for how water may affect the tunability of InP QD growth has been noted in literature. Cros-Gagneux et al.\textsuperscript{50} hypothesized that water could provide an oxidizing environment to form oxides/hydroxides on the InP nanoparticle surface under growth conditions, which could inhibit nanoparticle growth. Consistent with their hypothesis, we show that at low water content, the growth can be effectively tuned by growth temperature and time, while at high water content, the growth becomes inhibited. Other studies also reveal the role of water as a hydroxyl source to cause the formation of oxides/hydroxides on nanoparticle surfaces. Reiss et al.\textsuperscript{51} synthesized InP/In\textsubscript{2}O\textsubscript{3} core-shell nanoparticles, and attributed the oxide shell formation to the hydroxylation of water on the nanoparticle surface. In their study, water was generated by the side reaction between amine and anhydride. Recently, Zherebetskyy et al.\textsuperscript{137} also discussed the role of water impurities in lead precursors in generating hydroxyl groups on PbS nanoparticle surface to affect nanoparticle size and size tunability. Based on previous work, we attribute the inhibited growth of InP QDs to the hydroxylation effect of water. As observed for the hydrolysis reaction between water and indium carboxylates, it is likely that the increased temperature facilitates the hydrolysis rate of water towards the InP cluster surface, which leads to the formation of hydroxide/oxide layers on the surface and therefore inhibits nanoparticle growth.

To further test the hydroxylation effect, we intentionally added base to the In(My)\textsubscript{3} solution. The purpose of adding base was to increase the hydroxyl concentration in the indium solutions. The growth of InP QDs with base addition was conducted in the tube reactor system to eliminate any possible interaction between the strong base (KO'Bu, pKa of its conjugate acid is 17) and the SiO\textsubscript{2} surface of the chip reactors. We note that the KO'Bu remains as a solid in the precursor
solution, and is filtered out prior to nanoparticle growth. Figure 6-4 shows a comparison of the spectra with and without addition of base to the nearly dry and wet indium precursors. We hypothesize that the addition of KO'Bu transforms all the water impurities in the indium precursors to free hydroxides. The blue shift of the spectrum (black curve) due to the addition of base to the nearly dry In(My)$_3$ precursor (green curve) is more pronounced than when a similar amount of water is added to the In(My)$_3$ precursor solution (red curve), indicating the strong effect of free hydroxides in inhibiting the growth of InP QDs. A further blue shift was observed when base was added to the wet In(My)$_3$ (blue curve), confirming the effect of increasing hydroxide content in inhibiting the nanoparticle growth.

![Absorption spectra of InP QDs with base addition. Water content in “nearly dry In(My)$_3$” and “wet In(My)$_3$”: water/In(My)$_3$ (mol/mol) = 0.015 and 0.142, respectively. Base content: KO'Bu/In(My)$_3$ (mol/mol) = 0.134. The growth temperature of the first and second stage was 130°C and 270°C respectively. Spectra are off-set for clarity.](image)

Therefore, our results regarding the effect of hydroxyl impurities provide direct evidence for the hypothesis suggested in previous work that water limits the growth of InP QDs. They also
highlight concerns about the impurities that are introduced or generated in situ during the QD growth. While our work mainly focuses on showing the hydroxylation effect of water on nanoparticle growth, the interaction between water and phosphorus precursors at the early stage of growth is also possible. The product from this reaction, SiMe₃OH, could also serve as another hydroxyl source interfering with QD growth. Taken together, these considerations indicate the complex role of water in affecting precursor reactions and QD formation, and heighten concerns about water contamination in indium precursors.

6.2.1 Water Effect on InAs QDs

While water is found to drastically impact the growth of InP QDs, no obvious effect is observed during the syntheses of InAs QDs (Figure 6-5). This phenomenon is similar to that observed for acids, which are found to help produce larger InP QDs but not to influence the growth of InAs QDs. These observations underlie the differences between InP and InAs, and raise cautions in directly extrapolating the mechanisms observed for InP QDs to that of InAs.

![Absorbance graph](image)

Figure 6-5: The growth of InAs QDs with or without water addition into the In(CH₃)₃-derived In(My)₃ precursor. A two-stage chip reactor is used and the temperature of the first stage is set as
130 °C with the temperature of the second stage shown in the figure. As(TMSi)$_3$ is used as the arsenic precursor and its concentration is set as 20 mM in octane. The indium concentration is set as 60 mM. The flow rates of both precursors are set as 30 μL/min.

6.3 Effect of Ligands

Although the addition of trace amounts of hydroxyl impurities such as bases drastically changes the InP QD growth, they are not favorable ligands to tune the nanocrystal sizes as the hydroxyl groups can permanently poison the nanoparticle surfaces. However, the study suggests that it is possible to adjust the growth of InP QDs by controlling the coordinating strength of ligands towards indium. As changing precursor reactivity fails to improve the size tunability and size distribution of InP QDs, this phenomenon inspires us to explore the ability of ligands with different coordinating strengths to tune the QD growth. In particular, we aim to develop a strategy to synthesize cluster-free QDs with varying sizes, as the presence of clusters not only reduces the overall reaction yield of InP QDs, but also affects the results of their optical studies. As will be seen in this part, we have applied different surfactants to prepare InP QDs with different sizes. Regardless of the different ligands combination, they are directly added to the In(My)$_3$ precursor solutions and the syntheses are performed at high growth temperatures (270 °C) and with long reaction times (above 8 min). These ligands also help dissolve the indium precursors in the solvent to allow for the flow operations.

TOP and TOPO are the main ligands that have been investigated. Both ligands can help dissolve the indium precursors in solvents such as toluene or octane. Increasing both ligand concentrations helps reduce the final QD sizes. Syntheses utilizing TOPO generate smaller QDs than TOP, indicating a stronger coordinating effect. The same phenomena are observed regardless of the solvents in use (Figure D 5). By tuning the concentration of TOPO and TOP,
QD samples with first absorption peaks ranging from 520 to 580 nm are synthesized in toluene with In(My)$_3$ prepared from fresh In(Ac)$_3$ (Figure 6-6). In general, high growth temperatures and long growth times are necessary in order to obtain cluster-free QDs (detailed growth conditions available in Appendix C and D). As further increasing TOPO amounts fails to reduce the QD sizes (Figure D 6), smaller QDs are obtained by adding trace amounts of bases into the indium precursor solutions (a sample spectrum with first absorption peak at 509 nm is shown in Figure 6-6). MALDI MS of these solutions at low mass shows no detectable clusters, while high mass characterization maps out QD masses ranging from 40 to 99 kDa. By increasing the base amount, QD samples with the first absorption peak as small as 475 nm can be obtained. However, the resulting QDs have dual peaks in their mass spectrum and the cluster signal is still visible (Figure D 7). Small amounts of amines can also be used to reduce the size of QDs with their first absorption peaks as small as 470 nm. However, multiple peaks are observed in the mass spectrum, including those of clusters in the low mass range (Figure D 8). Among the above four surfactants, TOP and TOPO can be fully removed after GPC purification, while small amounts of amines and hydroxyl groups remain bonded to the nanoparticle surfaces, as shown by the NMR characterization (Figure D 9 and Figure D 10).
Figure 6-6: A) UV-Vis absorbance, (B) low mass and (C) high mass MALDI MS spectra of GPC purified cluster-free InP QDs synthesized in a tube reactor in toluene at 270 °C.

The synthesis of cluster-free InP QD samples allows us to extract size-dependent absorption calibration curves and molar extinction coefficients of QDs, which are essential for studies concerning nanocrystal sizes and concentrations.\textsuperscript{142-144} With MALDI MS, the extinction coefficient of a QD sample can be quantified by measuring its absorption and then determining its concentration by dividing the QD dry mass by the MALDI particle mass (Table 6-1). Unlike the traditional method of quantifying extinction coefficients based on TEM, here no assumption regarding the particle shape or density is made. Nevertheless, with the estimated inorganic core mass, the size of the particles can be estimated by assuming a certain shape, and a sizing curve can be constructed. Furthermore, for clusters free QDs synthesized from TOP and TOPO, as myristate is the only organic ligand on the QD surface, which is the only proton source on the nanoparticle, the mass information combined with proton quantification through NMR can provide the number of ligands and InP units per particle (Table 6-1). It should be noted that,
regarding the sample with the first extinction peak at 509 nm, hydroxides are also bonded to the nanocrystal surface due to the introduction of bases. As it is difficult to fully differentiate the signal of hydrogen in hydroxides from the other hydrocarbons in the NMR spectra, we did not evaluate the number of InP units for this sample.

As previous studies have indicated, the extinction coefficient of QDs scales linearly with their effective nanoparticle volume,\(^{31}\) and hence with the number of molecule units per particle. With the extinction coefficients and the number of InP units, this scaling factor, namely, the extinction coefficient per InP unit, can be calculated for QDs with different sizes. This scaling factor is found to be around \(5100 \text{ M}^{-1}\text{cm}^{-1}\) for InP QDs evaluated in our work (Table 6-1 and Figure D 9), which agrees well with previous literature on InP QDs with similar sizes\(^{23}\) (Figure D 10). The estimated absorption cross section of QDs at 310 nm also agree well with that of bulk materials (Table D 5). We have also evaluated the extinction coefficients at 350 nm to compare with available literature results, and observed good agreement for InP QDs with similar sizes\(^{23}\) (Figure S13).

Table 6-1: Cluster-free QDs with their first absorption peaks, their estimated number of ligands and InP units, and their extinction coefficients per particle (\(\varepsilon\)) and per InP unit (\(\varepsilon'\)) at 310 nm.

<table>
<thead>
<tr>
<th>First Abs. peak (nm)</th>
<th># of ligands</th>
<th># of InP units</th>
<th>(\varepsilon) ((\text{M}^{-1}\text{cm}^{-1}))</th>
<th>(\varepsilon') ((\text{M}^{-1}\text{cm}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>520.5</td>
<td>111</td>
<td>117</td>
<td>(6.0 \times 10^5)</td>
<td>(5.1 \times 10^3)</td>
</tr>
<tr>
<td>531.0</td>
<td>130</td>
<td>141</td>
<td>(7.1 \times 10^5)</td>
<td>(5.0 \times 10^3)</td>
</tr>
<tr>
<td>546.5</td>
<td>157</td>
<td>198</td>
<td>(10.2 \times 10^5)</td>
<td>(5.2 \times 10^3)</td>
</tr>
<tr>
<td>570.5</td>
<td>185</td>
<td>274</td>
<td>(14.3 \times 10^5)</td>
<td>(5.2 \times 10^3)</td>
</tr>
<tr>
<td>579.5</td>
<td>201</td>
<td>313</td>
<td>(16.1 \times 10^5)</td>
<td>(5.1 \times 10^3)</td>
</tr>
</tbody>
</table>
It should be mentioned that the strategy of using ligands such as TOPO and TOP to tune QD sizes also provides opportunities for the synthesis of high-quality InP-based core-shell structures. Unlike ligands such as amines and acids that can cause side reactions to interfere with the InP growth, both TOP and TOPO are weakly coordinating ligands and can be removed from the QD solution after purification. As a result, their impact towards the shell synthesis can be eliminated. In addition, with the known extinction coefficients, better control of the shell growth can be achieved as the QD concentration can be calculated and the concentration of shell precursors can be rationally designed.

6.4 Effect of Solvents

One advantage of operating under HT and HP conditions is the ability to choose from a wide range of solvents with low boiling points. Analogous to 1-ODE, a commonly used batch solvent, short-chain alkanes have been used for the synthesis of II-VI and III-V QDs. It is found that alkane solvents with lower viscosity such as hexane or octane produce CdSe QDs with smaller sizes and narrower size distributions. The results are explained by the improved mixing performance with lower viscosity, which results in the formation of more nuclei and thus smaller final particle sizes. Thus far, no other low-boiling-point solvents besides octane have been used to grow III-V QDs. However, for the MALDI mass characterization, we have used toluene instead of octane for the syntheses to meet the one-solvent requirement for GPC purification and matrix preparation. As toluene has different physical properties than octane, such as viscosity and polarity, we are interested in whether the change of solvent can result in a change of QD growth behaviors. Therefore, in this part, we have compared the syntheses with different low-boiling-point solvents. We have focused on solvents containing only C and H atoms as other atoms such as O or N may coordinate on the indium to interfere with the QD growth.
Octane and toluene are the two major solvents used for the syntheses. Growth with toluene shows a greater dependence on the batch-to-batch variations in indium precursors than octane. For example, for In(My)$_3$ synthesized from aged and fresh In(Ac)$_3$, the indium precursor solutions in octane produce InP samples with similar first absorption peaks around 570 nm, while a difference of 40 nm in the first absorption peaks is observed when toluene is used (Figure 6-7). It is observed that when dissolving In(My)$_3$ in TOP-solvent mixtures, trace amounts of white solids (~mg) remain in the octane but the toluene solution is clearer. This phenomenon is more obvious for In(My)$_3$ synthesized from aged In(Ac)$_3$. We have attributed the white solids to the hydroxide/oxide-containing indium species. The existence of hydroxide/oxide contamination is supported by the ESI mass characterization of the In(My)$_3$ precursors (Table 6-2, Figure D 11, Figure D 12 and Figure D 13). We hypothesize that these indium species are more soluble in polar solvents such as toluene. As our previous study shows, hydroxylation of the indium precursors could cause a drastic blue shift of the first absorption peak. The aged In(Ac)$_3$ contains more hydroxides/oxides, which are later transferred to the In(My)$_3$ precursors. Therefore, with aged In(Ac)$_3$, syntheses using toluene produce much smaller QDs than those from fresh In(Ac)$_3$. Meanwhile, due to the low solubility of the hydroxide/oxide-containing indium species in octane, the growth is insensitive to the freshness of the indium source.
Figure 6-7: Growth comparison with toluene and octane using In(My)$_3$, synthesized from aged and fresh In(Ac)$_3$. 4 vol% TOP is added to the indium precursor to improve their solubility. A one-stage tube reactor with a 355 µL volume is used for the synthesis at 270 °C and the flow rates of indium and phosphorus precursors are set as 15 µL/min.

With In(My)$_3$ derived from fresh In(Ac)$_3$ as the precursor, we investigated the role of solvent viscosity in affecting the growth (Figure 6-8). O-xylene is used to compare with toluene and heptane is used to compare with octane (Table D 4). These solvents are all dried with molecular sieves and their measured water contents are below 10 ppm. In all the conditions, heptane and octane behave similarly although the operating temperature (270 °C) and pressure (900 psi) is already in the supercritical regime of heptane. At a short growth time (i.e., flow rate 60 µL/min), the growth is identical between toluene and o-xylene. With longer growth times, the more viscous o-xylene produces QDs with slightly larger sizes but broader size distributions, indicating a stronger ripening process due to the poorer mixing performance of the solvent as compared to toluene. Nevertheless, these solvents can be used for the synthesis of InP QDs with high quality.
Table 6-2: Representative m/z peaks from ESI mass spectrometry for the characterization of In(My)\textsubscript{3} precursors dissolved with TOPO in CH\textsubscript{2}Cl\textsubscript{2} with 30 vol\% ethanol.

<table>
<thead>
<tr>
<th>Composition</th>
<th>m/z* (experimental)</th>
<th>m/z* (theoretical)</th>
<th>Proposed molecular constituents</th>
<th>Absolute relative error (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[C\textsubscript{160}H\textsubscript{207}In\textsubscript{3}P\textsubscript{3}O\textsubscript{7}]\textsuperscript{+}</td>
<td>1729.4101</td>
<td>1729.4125</td>
<td>[In(My)\textsubscript{2}(TOPO)\textsubscript{3}]\textsuperscript{+}</td>
<td>1</td>
</tr>
<tr>
<td>[C\textsubscript{128}H\textsubscript{182}In\textsubscript{2}P\textsubscript{3}O\textsubscript{12}]\textsuperscript{+}</td>
<td>2315.7432</td>
<td>2315.7213</td>
<td>[In\textsubscript{2}(My)\textsubscript{4}OH(TOPO)\textsubscript{3}]\textsuperscript{+}</td>
<td>9</td>
</tr>
<tr>
<td>[C\textsubscript{156}H\textsubscript{315}In\textsubscript{3}P\textsubscript{3}O\textsubscript{16}]\textsuperscript{+}</td>
<td>2884.0135</td>
<td>2884.0198</td>
<td>[In\textsubscript{3}(My)\textsubscript{6}O(TOPO)\textsubscript{3}]\textsuperscript{+}</td>
<td>2</td>
</tr>
<tr>
<td>[C\textsubscript{28}H\textsubscript{110}InO\textsubscript{6}]\textsuperscript{+}</td>
<td>1023.6873</td>
<td>1023.7095</td>
<td>[In(My)\textsubscript{4}]\textsuperscript{-}</td>
<td>22</td>
</tr>
</tbody>
</table>

* The m/z peak used here corresponds to the highest intensity peak among the isotope

Figure 6-8: Growth comparison with different solvents with 4 vol\% TOP added to the indium precursor to improve their solubility. A one-stage tube reactor with a 355 µL volume is used for the synthesis at 270 °C. The total flow rates are indicated in the figure.

6.5 Conclusion

In this chapter, we have investigated how impurities, ligands, and solvents impact the growth of InP QDs. Water impurities in indium precursors are found to limit the QD growth, likely through its hydroxylation effect towards indium. Different ligands can also interact with
indium with different coordinating strengths, resulting in QDs with different sizes. The freshness of indium sources may also cause different levels of hydroxide/oxide contamination in the syntheses, causing batch-to-batch variations. Clearly, the effects of these synthetic parameters are all related to the indium precursors. However, although significant efforts have been devoted to finding alternative phosphorus precursors in the literature, indium precursors have not attracted equal attention. The quality control of indium precursors and the design of novel indium-precursor-ligand combinations are to be better understood to further improve the size tunability and size distribution of InP QDs.
Chapter 7

Summary and Outlook

7.1 Summary

InP QDs stand out as the most promising candidate to replace the currently commercialized cadmium-containing materials for optoelectronic applications. To produce high-quality InP QDs, significant efforts have been devoted to their synthetic development and growth mechanism studies. The most common recipe to synthesize InP QDs utilizes indium carboxylates and P(TMSi)₃ as precursors. Before this thesis work, most of the mechanism studies regarding III-V InP QD growth focused on precursor conversion events, where the fast reactivity of group V precursors is hypothesized to cause the broad size distribution and limited size tunability of QDs. However, common experimental methods such as absorbance measurement, TEM imaging, and NMR spectroscopy have limited capability to identify the difficult-to-isolate early-stage intermediates or track the intermediate species during the formation of InP QDs. In spite of the many first-principles calculations to study II-VI QDs, no theoretical work has been performed previously to facilitate our mechanistic understanding of the growth of InP QDs. Therefore, in this thesis, both experimental and theoretical approaches have been used to study the growth mechanisms of III-V QDs, in particular InP, from precursor conversion to final nanocrystal formation. The overall contributions of this thesis to the QD community are summarized below:
First, we have developed novel theoretical and experimental methodologies to study the growth of InP QDs: (1) The high-temperature \textit{ab initio} molecular dynamics sampling approach enables us to discover the indium-rich cluster formed at the early-stage growth and identify the mechanism pathways for the formation of In-P bonds. This \textit{ab initio} discovery tool is well suited to study the early-stage QD reaction mechanisms involving short-lived and reactive intermediates. (2) The air-free and one-solvent protocol involving MALDI MS allows us to characterize the late-stage intermediates during the growth of InP QDs. The MALDI experiments revealed the role of clusters as a continuous supply for the formation of large nanocrystals, which would have been difficult via other spectroscopic methods. Our protocol provides new opportunities for characterization and understanding of the growth mechanism underlying small-sized air-sensitive clusters or QDs.

Second, by combining the results from the theoretical and experimental studies of the precursor conversion mechanisms and the role of clusters, we have constructed a clear picture of the formation process of InP QDs (Figure 7-1): (1) small indium-rich clusters are formed upon the mixing of precursors, possibly through intercomplex or intracomplex pathways; (2) these early-stage small clusters are destabilized by the increase of reaction time or growth temperature, and then are transformed into medium-sized clusters; (3) these medium-sized clusters are relatively stable intermediates, and they are persistent throughout the QD growth, likely serving as a continuous supply for the formation of larger InP QDs; (4) with the full consumption of these stable cluster intermediates, the QD growth is completed.
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Figure 7-1: Proposed mechanistic picture on the growth of InP QDs.

Third, after investigating the effect of different synthetic parameters, we present strategies to synthesize cluster-free InP QDs with different sizes and narrow size distributions by using weakly associated ligands. These cluster-free QDs allow us to study the QD structure-property relationships. In particular, we apply the mass characterization of these cluster-free QDs to construct a correlation between the first absorption peaks and their extinction coefficients. Accurate molar extinction results are essential in studies concerning nanocrystal size and concentration, and our results are the first demonstration of calculating the extinction coefficient without any assumptions about particle shape and density. In order to improve the size tunability and size distribution of InP QDs, we highlight the importance of the quality control of indium precursors and the novel design of indium-precursor-ligand combinations during the synthesis.

7.2 Outlook

7.2.1 Force field modeling to study the cluster transformation mechanisms

As the role of clusters has been suggested as a continuous supply for the formation of large nanocrystals, the next step is to investigate how the clusters transfer their InP units to QDs at the molecular level. As the atomic sizes of the clusters and QDs already exceed the capability of \textit{ab initio} simulations, reactive force field (ReaxFF) modeling serves as an alternative approach to
obtain this mechanistic understanding. However, there are no available ReaxFF parameter sets for indium. As accurate parameters must be determined for each element or pair of elements, force field parameterizations of indium, indium-oxygen pairs, and indium-phosphorus pairs become necessary. In addition, the parameterized results should be tested with DFT calculations to ensure the accuracy of the ReaxFF potentials.

7.2.2 An integrated core-shell synthesis platform

Ultimately, we would like to synthesize high quality InP-based core-shell structures. As InP QDs are highly sensitive to oxidation, GPC purification in a glove box serves as an ideal solution to purify the QDs and avoid oxidation. A semi-continuous process for the synthesis of InP core-shell QDs is thus proposed which involves the use of HT and HP reactors to synthesize InP cores, followed by the GPC purification to remove excess precursors and ligands. The purified cores are then fed, together with shell precursors, into the HT and HP reactors for the growth of shell structures. To allow for continuous operation, the above syntheses and purification procedures need to be integrated as a full process. The key challenge may be to incorporate multiple GPC columns in parallel to purify the as-synthesized cores in a batch manner, while still maintaining the core and shell syntheses in a continuous manner.

7.2.3 Oxygen-free syntheses of InP QDs

Currently, the synthesis of InP QDs using indium carboxylate chemistry faces two major challenges: quality control and scaling up. Quality-control challenges are due to the synthetic variation and QD oxidation resulting from the hydroxyl/oxide contamination introduced by the indium source and the possible in situ reaction of carboxylates during the growth. Scale-up challenges result from the phosphorus precursors being highly pyrophoric. They also produce toxic PH₃ in contact with air. As an alternative approach, indium halides have been proposed to
react with aminophosphine precursors in the presence of amines to produce InP related QDs. As all the reagents used in this protocol are oxygen-free, it eliminates the oxygen contamination problem automatically from the QDs. The phosphorus precursors are also less reactive than the silyl-phosphine analogs and thus more convenient to use. We have demonstrated the flow synthesis of InP QDs using this indium halide approach, but parameter optimization on the core-shell synthesis is still necessary (see Appendix E).
Appendix A

A High Temperature and High Pressure Platform

Experimental Details

Chemicals. Indium acetate (99.99% metals basis) was purchased from Alfa Aesar. Triocetylpshoshine (min, 90%) and tris(trimethylsilyl)phosphine (10 wt% in hexane, >98%) were purchased from Strem Chemicals. tris(trimethylsilyl)arsine and other phosphorus or arsenic precursors are synthesized and characterized in Bawendi Lab. Myristic acid (>99%), 1-octadecene (technical grade, 90%), hexane (Laboratory Reagent, ≥95%) and octane (anhydrous, ≥99%) were purchased from Sigma Aldrich. The UV-Vis absorbance measurement of III-V QDs was conducted on an HP 8453 spectrometer.

HT/HP reactors. The system including the two-stage silicon-based chip reactors is similar to that reported previously. Two syringe pumps (Harvard apparatus) were used for solution injections. High-pressure peek tubes and fittings are used to connect reactors and syringes. Other connections, tubes, and devices were made out of type-316 stainless steel, and heating cartridges were made of multipurpose aluminum.

Syntheses of In(My). In a Schlenk line, 10 mmol In(Ac)₃ (2.93 g) and 30 mmol MA (7.00 g) were mixed in 15 mL 1-octadecene and heated up to 110 °C to form a clear solution under vacuum (< 100 mtorr) for three hours. The reactant solution was maintained under argon and then cooled down to room temperature and white solids precipitated. The solid was washed with
hexane 4 times, vacuum dried overnight and then stored in a N$_2$-filled glove box. All the glassware involved in the synthesis was baked in an oven at 120 °C overnight prior to the use.

**Syntheses of III-V QDs. Caution:** phosphorus and arsenic precursors should be handled in an oxygen and moisture free environment since they are pyrophoric and will react with water. The QD syntheses were conducted under high pressure (900 psi, ultra high purity N$_2$ from Air Gas) with anhydrous octane as the solvent. For the syntheses of InP QDs, the concentration of In(My)$_3$ was 40 mM with 4 vol% TOP as a co-dissolving ligand, and the concentration of phosphorus precursor was 20 mM. For the syntheses of InAs QDs, the concentration of In(My)$_3$ was 60 mM with 4 vol% TOP, and the concentration of arsenic precursor was 20 mM. For all the studies, the total flow rate is set as 60 μL/min. The concentration ratio between indium and phosphorus precursors is adjusted by their flow rates. All the solution preparation was performed in a glove box. Pre-dried stainless steel syringes with valves were used to contain the precursor solutions for the synthesis. All the vials and needles involved in the solution preparation were baked in an oven at 120 °C overnight before being transferred to the glove box.
Appendix B

Early-Stage Indium Phosphide Growth

Mechanisms

Table B 1: Comparison of the growth intermediates observed at different boundary conditions in all the AIMD simulations using HF/3-21G. * indicates that B3LYP/LACVP* is the method.

<table>
<thead>
<tr>
<th>Systems</th>
<th>$r_1, r_2$ (Å)</th>
<th>t (ps)</th>
<th>Example Intermediates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2\text{In(}\text{Ac})_3$</td>
<td>$r_1 = r_2 = 8$</td>
<td>24</td>
<td>$[\text{In(}\text{Ac})_3]_2$</td>
</tr>
<tr>
<td></td>
<td>$r_1 = 8, r_2 = 5$</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>$3\text{In(}\text{Ac})_3$</td>
<td>$r_1 = r_2 = 8$</td>
<td>17</td>
<td>$[\text{In(}\text{Ac})_3]_3$</td>
</tr>
<tr>
<td></td>
<td>$r_1 = 8, r_2 = 5$</td>
<td>12.5</td>
<td></td>
</tr>
<tr>
<td>$\text{In(}\text{Ac})_3 + \text{PH}_3$</td>
<td>$r_1 = r_2 = 10$</td>
<td>30</td>
<td>No intermediates</td>
</tr>
<tr>
<td>$\text{In(}\text{Ac})_3 + \text{PH}_3*$</td>
<td>$r_1 = r_2 = 10$</td>
<td>30</td>
<td>No intermediates</td>
</tr>
<tr>
<td>$\text{In(}\text{Ac})_3 + 8 \text{PH}_3$</td>
<td>$r_1 = r_2 = 8$</td>
<td>24</td>
<td>$[\text{In(}\text{Ac})_3]_2\text{PH}_3$</td>
</tr>
<tr>
<td></td>
<td>$r_1 = 8, r_2 = 6$</td>
<td>21</td>
<td>$[\text{In(}\text{Ac})_2\text{PH}_2]_2$</td>
</tr>
<tr>
<td></td>
<td>$r_1 = 8, r_2 = 5$</td>
<td>20</td>
<td>$[\text{In(}\text{Ac})_2\text{PH}_2]_2$</td>
</tr>
<tr>
<td>$3\text{In(}\text{Ac})_3 + 30 \text{PH}_3$</td>
<td>$r_1 = r_2 = 10$</td>
<td>15</td>
<td>$[\text{In(}\text{Ac})_3]_3\text{PH}_3$</td>
</tr>
<tr>
<td></td>
<td>$r_1 = 10, r_2 = 7$</td>
<td>15</td>
<td>$[\text{In(}\text{Ac})_3]_3$</td>
</tr>
<tr>
<td>$5\text{In(}\text{Ac})_3 + 5 \text{PH}_3$</td>
<td>$r_1 = r_2 = 7.5$</td>
<td>5.5</td>
<td>$[\text{In(}\text{Ac})_3]_5$</td>
</tr>
<tr>
<td>$6\text{In(}\text{Ac})_3 + 6 \text{PH}_3$</td>
<td>$r_1 = r_2 = 8$</td>
<td>40</td>
<td>$[\text{In(}\text{Ac})_3]_6\text{PH}_3$</td>
</tr>
<tr>
<td></td>
<td>$r_1 = 8, r_2 = 5$</td>
<td>10</td>
<td>$[\text{In(}\text{Ac})_3]_6$</td>
</tr>
<tr>
<td>$7\text{In(}\text{Ac})_3 + 7 \text{PH}_3$</td>
<td>$r_1 = r_2 = 8.5$</td>
<td>9</td>
<td>$[\text{In(}\text{Ac})_3]_6\text{PH}_3$</td>
</tr>
<tr>
<td>$5\text{In('BuCOO)}_2 + 8 \text{PH}_3$</td>
<td>$r_1 = 10, r_2 = 7$</td>
<td>7</td>
<td>$[\text{In('BuCOO)}_2\text{PH}_2]_2$</td>
</tr>
<tr>
<td></td>
<td>$r_1 = 10, r_2 = 7$</td>
<td>5.5</td>
<td>$[\text{In('BuCOO)}_2]_2\text{PH}_3$</td>
</tr>
<tr>
<td>$\text{In(}\text{Ac})_3 + \text{P(SiMe})_3_3$</td>
<td>$r_1 = r_2 = 10$</td>
<td>10</td>
<td>No intermediates</td>
</tr>
<tr>
<td>$6\text{In(}\text{Ac})_3 + \text{P(SiMe})_3_3$</td>
<td>$r_1 = r_2 = 9$</td>
<td>9</td>
<td>$[\text{In(}\text{Ac})_3]_6$</td>
</tr>
<tr>
<td>$7\text{In(}\text{Ac})_3 + \text{P(SiMe})_3_3$</td>
<td>$r_1 = r_2 = 11$</td>
<td>12</td>
<td>$[\text{In(}\text{Ac})_2\text{P(SiMe})_2]_2\text{P}\text{AcSiMe}_3$</td>
</tr>
</tbody>
</table>
Table B 2: Single point energy comparison using B3LYP/LACVP* and ωB97X-D/LACVP* with geometries optimized at the level of B3LYP/LACVP*.

a) Structures in “intracomplex” dissociation – In(Ac)₃ + PH₃

<table>
<thead>
<tr>
<th>Structures</th>
<th>B3LYP/LACVP*</th>
<th>ωB97X-D/LACVP*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactant</td>
<td>0 (reference)</td>
<td>0 (reference)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.4</td>
<td>-1.0</td>
</tr>
<tr>
<td>TS</td>
<td>20.6</td>
<td>18.4</td>
</tr>
<tr>
<td>Product</td>
<td>12.5</td>
<td>8.9</td>
</tr>
</tbody>
</table>

Comment: The barrier predicted by ωB97X-D/LACVP* is about 1 kcal/mol lower than that predicted by B3LYP/LACVP* and the reaction energy is about 4 kcal/mol lower than that predicted by B3LYP/LACVP*.

b) Structures in “intracomplex” dissociation – [In(Ac)₃]₂ + PH₃

<table>
<thead>
<tr>
<th>Structures</th>
<th>B3LYP/LACVP*</th>
<th>ωB97X-D/LACVP*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactant</td>
<td>0 (reference)</td>
<td>0 (reference)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>4.9</td>
<td>2.6</td>
</tr>
<tr>
<td>TS</td>
<td>19.7</td>
<td>17.8</td>
</tr>
<tr>
<td>Product</td>
<td>12.3</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Comment: The barrier predicted by ωB97X-D/LACVP* is about 2 kcal/mol lower than that predicted by B3LYP/LACVP* and the reaction energy is about 4 kcal/mol lower than that predicted by B3LYP/LACVP*.

c) Structures in “intercomplex” dissociation – In(Ac)₃•PH₃ + In(Ac)₃
Comment: The barrier predicted by \( \omega B97X-D/LACVP^* \) is about 2 kcal/mol higher than that predicted by B3LYP/LACVP* and the reaction energy is about 5 kcal/mol lower than that predicted by B3LYP/LACVP*.

Table B 3: Structural and charge comparison between \( \text{In(Ac)}_3 \) and \( \text{In(My)}_3 \) molecules.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Method</th>
<th>In Charge</th>
<th>Average O charge</th>
<th>Average In-O distances (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{In(Ac)}_3 )</td>
<td>HF/3-21G</td>
<td>1.98</td>
<td>-0.81</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>B3LYP/LACVP*</td>
<td>1.98</td>
<td>-0.76</td>
<td>2.15</td>
</tr>
<tr>
<td>( \text{In(My)}_3 )</td>
<td>HF/3-21G</td>
<td>1.98</td>
<td>-0.81</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>B3LYP/LACVP*</td>
<td>1.98</td>
<td>-0.76</td>
<td>2.15</td>
</tr>
</tbody>
</table>

Table B 4: Frequencies of the optimized \( \text{In(Ac)}_3 \) structures (>50 cm\(^{-1}\)) using B3LYP/LACVP* and HF/3-21G

<table>
<thead>
<tr>
<th>Method</th>
<th>Frequencies (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>B3LYP/LACVP*</td>
<td>52.77 69.71 80.79 84.57 88.07 94.27 152.61 179.79 195.94 197.88 201.73 218.78 266.70 321.17 324.05 460.64 461.39 472.49 623.51 629.15 632.50 710.50 714.11 719.12 974.64 978.86 980.86 1043.86 1045.83 1046.99 1086.14 1086.76 1087.29 1410.08 1410.92 1412.61 1480.94 1483.60 1486.66 1495.07 1497.77 1504.11 1519.55 1522.01 1526.23 1585.95 1586.91 1627.08 3073.60 3073.77 3076.38 3140.07 3144.80 3145.26 3186.07 3187.23 3187.59</td>
</tr>
<tr>
<td>HF/3-21G</td>
<td>48.85 49.63 65.88 96.11 97.01 122.11 172.14 204.41 204.91 228.34 228.71 250.34 320.17 392.47 392.78 488.61 488.96 506.40 677.49 685.88 687.95 758.64 760.19 776.03 1016.65 1016.89 1019.93 1138.90 1139.31 1142.87 1214.40 1215.89 1216.01 1553.68 1555.17 1566.15 1567.05 1567.96 1579.31 1585.28 1585.88 1597.59 1642.81 1643.16 1644.20 1657.11 1658.33 1670.18 3218.90 3223.67 3225.55 3282.41 3284.91 3291.97 3338.83 3341.38 3342.17</td>
</tr>
</tbody>
</table>
Table B 5: Charge change before and after the first P-H bond dissociation.

<table>
<thead>
<tr>
<th>Charge</th>
<th>Before dissociation</th>
<th>After dissociation</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.08</td>
<td>-0.44</td>
</tr>
<tr>
<td>H1</td>
<td>0.10</td>
<td>0.62</td>
</tr>
<tr>
<td>In3</td>
<td>1.92</td>
<td>1.83</td>
</tr>
<tr>
<td>Other In</td>
<td>1.97~2.12</td>
<td>2.08~2.13</td>
</tr>
</tbody>
</table>

Table B 6: Charge change before and after the second P-H bond dissociation.

<table>
<thead>
<tr>
<th>Charge</th>
<th>Before dissociation</th>
<th>After dissociation</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>-0.61</td>
<td>-1.15</td>
</tr>
<tr>
<td>H2</td>
<td>0.13</td>
<td>0.56</td>
</tr>
<tr>
<td>In1</td>
<td>2.02</td>
<td>1.95</td>
</tr>
<tr>
<td>In3</td>
<td>1.86</td>
<td>1.89</td>
</tr>
<tr>
<td>Other In</td>
<td>2.05 ~ 2.08</td>
<td>2.02 ~ 2.09</td>
</tr>
</tbody>
</table>

Table B 7: Charge change before and after the third P-H bond dissociation.

<table>
<thead>
<tr>
<th>Charge</th>
<th>Before dissociation</th>
<th>After dissociation</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>-1.19</td>
<td>-1.49</td>
</tr>
<tr>
<td>H3</td>
<td>0.19</td>
<td>0.56</td>
</tr>
<tr>
<td>In1</td>
<td>1.92</td>
<td>1.95</td>
</tr>
<tr>
<td>In2</td>
<td>2.08</td>
<td>1.99</td>
</tr>
<tr>
<td>In3</td>
<td>1.97</td>
<td>1.97</td>
</tr>
<tr>
<td>In6</td>
<td>1.85</td>
<td>1.73</td>
</tr>
<tr>
<td>Other In</td>
<td>2.06~2.11</td>
<td>2.07</td>
</tr>
</tbody>
</table>
Table B 8: Data summary of the 100 optimized [In(Ac)$_3$]$_2$ complex structures taken from a 10 ps trajectory. (CB – chelating bidentate, PM – partial monodentate, FM – full monodentate, BB – bridging bidentate, CBB – chelating bridging bidentate. Energy unit: kcal/mol)

<table>
<thead>
<tr>
<th>Struct.</th>
<th>CB</th>
<th>PM</th>
<th>FM</th>
<th>BB</th>
<th>CBB</th>
<th>ΔE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>39</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>40</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>41</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>42</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>43</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
</tr>
<tr>
<td>44</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
</tbody>
</table>
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Table B 9: P-H and O-H bond distances in the transition states

<table>
<thead>
<tr>
<th>Distance (Å)</th>
<th>Intracomplex-In(Ac)₃</th>
<th>Intracomplex-[In(Ac)₃]₂</th>
<th>Intercomplex</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-H</td>
<td>1.62</td>
<td>1.64</td>
<td>1.65</td>
</tr>
<tr>
<td>O-H</td>
<td>1.34</td>
<td>1.32</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Table B 10: Comparison of the affinity of [In(Ac)₃]₂ and In(Ac)₃ with one full-monodentate acetate towards PH₃ molecule and H atom. The relative energy is calculated referring to the sum of the energies of individual molecules.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>n = 1, ΔE (kcal/mol)</th>
<th>n=2, ΔE (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[In(Ac)₃]ₙ (mono) + PH₃ → [In(Ac)₃]ₙ•PH₃</td>
<td>-7</td>
<td>-2</td>
</tr>
<tr>
<td>[In(Ac)₃]ₙ (mono) + H → [In(Ac)₃]ₙ•H</td>
<td>-20</td>
<td>-16</td>
</tr>
<tr>
<td>[In(Ac)₃]ₙ (mono) + PH₃ → [In(Ac)₃]ₙ•PH₂•HAc</td>
<td>-8</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure B 1: Example intermediates observed during AIMD runs sampling the interaction between (a) In(Ac)₃ and PH₃, (b) In('BuCOO)₃ and PH₃ and (c) In(Ac)₃ and P(SiMe₃)₃ molecules.
Figure B 2: Comparison of the radial distribution of In-O and P-H distances during two *ab initio* MD runs at HF-321G and B3LYP-LACVP* level of theory. The system contains one In(Ac)$_3$ and one PH$_3$ molecule.

Figure B 3: Comparison of the In-P distance evolution during two AIMD runs with constant boundary condition (top panel) and periodically shrinking boundary condition (bottom panel). The system contains one indium acetate molecule and eight phosphine molecules. Only In-P distances of the reacting phosphine molecules are shown in the figure.
Figure B 4: Evolution of In-P distances during the cluster formation process. Only the six In-P bond distances between the reacting indium and phosphorus precursors precursor are shown. The data were smoothed for clarity.

Figure B 5: Evolution of P-H bond distances in the reacting PH$_3$ molecules during the cluster formation process. The data were smoothed for clarity.
Figure B 6: Evolution of average charge of the six In atoms and the charge of the P atom in the reacting PH₃ molecule during the cluster formation process. Snapshots were taken every 0.1 ps for the NBO charge analysis at the level of B3LYP-LACVP* theory.

Figure B 7: Charge change of P and H atoms as well as the distance change of In-P and P-H bonds during the first P-H bond dissociation event. The charges are plotted every 5 fs and the distances are plotted every 0.5 fs.
Figure B 8: a) The evolution of In-In distance from an AIMD simulation containing two In(Ac)$_3$ molecules at constant boundary conditions ($r_i = 8\text{Å}$). b) Example snapshots taken the trajectory indicating the formation of [In(Ac)$_3$]$_2$ complex with the two indium atoms connected by two, three and four acetates.

Figure B 9: Reaction pathway obtained from constrained optimization for the transition between a chelating-bidentate acetate to a full-monodentate acetate in In(Ac)$_3$. The labeled structures are local minima after relaxation.
Figure B 10: Reaction pathway obtained from constrained optimization for the transition between a chelating-bidentate acetate to a full-monodentate acetate in [In(Ac)₃]₂. The labeled structures are local minima after relaxation.
Figure B 11: Reaction pathway obtained from constrained optimization for the transition between [In(Ac)$_3$]$_2$ complexes with different number of bridges.
Figure B 12: Reaction pathway for the adduct formation between one PH$_3$ molecule and one In(Ac)$_3$ molecule obtained from constrained optimization. The labeled structure is a local minimum after relaxation.

Figure B 13: Reaction pathway for the adduct formation between one PH$_3$ molecule and one [In(Ac)$_3$]$_2$ molecule obtained from constrained optimization. The labeled structure is a local minimum after relaxation.
Figure B 14: Reaction pathway for the agglomeration between an In(Ac)$_3$PH$_3$ adduct and an In(Ac)$_3$ obtained from constrained optimization. The labeled structure is a local minimum after relaxation.

Figure B 15: Reaction pathway for the adduct formation between one PH$_3$ molecule and one In(Ac)$_3$ molecule with one full monodentate acetate obtained from constrained optimization. The labeled structure is a local minimum after relaxation.
Figure B 18: The dissociation process of the first P-Si bond in the "intracomplex" pathway that is started with one $P(SiMe_3)_3$ molecule and an $In(Ac)_3$ molecule.

<table>
<thead>
<tr>
<th>H-O</th>
<th>Distance (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1-O1</td>
<td>2.55</td>
</tr>
<tr>
<td>H2-O1</td>
<td>2.67</td>
</tr>
<tr>
<td>H2-O2</td>
<td>2.85</td>
</tr>
<tr>
<td>H3-O2</td>
<td>2.99</td>
</tr>
<tr>
<td>H4-O2</td>
<td>2.59</td>
</tr>
<tr>
<td>H5-O3</td>
<td>2.85</td>
</tr>
<tr>
<td>H5-O4</td>
<td>2.81</td>
</tr>
<tr>
<td>H6-O4</td>
<td>2.95</td>
</tr>
<tr>
<td>H7-O4</td>
<td>2.47</td>
</tr>
<tr>
<td>H8-O5</td>
<td>2.63</td>
</tr>
</tbody>
</table>

Figure B 19: Possible C-H...O hydrogen bonding interactions (H-O distance < 3.0 Å) in the $In(Ac)_3$•$P(SiMe_3)_3$ adduct.
Figure B 16: The dissociation process of the first P-H bond in the “intracomplex” pathway that is started with one PH$_3$ molecule with either a monodentate or bidentate In(Ac)$_3$ molecule.

Figure B 17: Reaction pathway for the adduct formation between one P(SiMe$_3$)$_3$ molecule and an In(Ac)$_3$ molecule obtained from constrained optimization. The labeled structure is a local minimum after relaxation.
Appendix C

Cluster-Mediated Growth of Indium Phosphide Quantum Dots

Experimental Details

**Chemicals.** Indium acetate (99.99% metals basis) was purchased from Alfa Aesar. Triocetylphosphine (min, 90%), triocetylphosphine oxide (99%) and tris(trimethylsilyl)phosphine (10 wt% in hexane, >98%) were purchased from Strem Chemicals. Myristic acid (>99%), 1-octadecene (technical grade, 90%), toluene (anhydrous, 99.8%), hexane (anhydrous, 95%), *trans*-2-[3-(4-tert-Butylphenyl)-2-methyl-2-propenylidene]malononitrile (DCTB) (>98%), ferrocene (98%) and potassium tert-butoxide (sublimed grade) were purchased from Sigma Aldrich. Toluene-d₄ (D, 99.5%) was obtained from Cambridge Isotope Laboratories, Inc. Bio-Beads S-X1 GPC medium was purchased from Bio-Rad Laboratories, Inc. UV-Vis spectra were taken in Shimadzu UV-3101PC UV-VIS-NIR scanning spectrometer. All the synthetic or analytical procedures of InP QDs were performed under nitrogen or vacuum in a Schlenk line or glove box.

**Synthesis of In(My)₃.** In a typical synthesis, 10.3 mmol In(Ac)₃ (3 g) and 31.1 mmol pre-dried MA (7.10 g) were mixed in 40 mL pre-dried 1-octadecene in a glove box. The mixture was transferred to a Schlenk line and heated up to 110 °C to form a clear solution under vacuum (90 mtorr) for three hours. The reactant solution was maintained under argon and then cooled down to room temperature. Protected under argon, the slurry was transferred into the glove box and
washed with anhydrous hexane 6 times. The white solids were vacuum dried overnight, stored in the glove box.

**HT/HP synthesis of InP QDs. Caution:** Air free handling of P(SiMe$_3$)$_3$ solution is required since P(SiMe$_3$)$_3$ is pyrophoric. Similar to previous studies$^{133}$, the synthesis of InP QDs was performed at 900 psi with the temperatures ranging from 105 – 300 °C under inert conditions. Anhydrous toluene was chosen as the solvent. In general, indium precursor stock solution was prepared by adding 1.5938 g In(My)$_3$ and 2 mL TOP into 48 mL toluene (40 mM In, 4 vol% TOP). Phosphorus precursor solution was prepared by adding 3.75 mL 10 wt% P(SiMe$_3$)$_3$ in hexane into 46.25 mL toluene (20 mM P). Two syringe pumps were used to pump indium and phosphorus precursors with identical flow rates. Therefore, the In/P ratio was set as 2 for all conditions.

**Calculation of residence time in HT/HP reactors:** Calculation of residence time in the HT/HP reactors should include the effect of solvent expansion at high temperatures. According to the NIST website$^{164}$, the densities of toluene at 22 °C, 240 °C and 270 °C at 900 psi are 0.8697 g/mL, 0.6415 g/mL and 0.5958 g/mL. Since the fluids are pumped at 22 °C, the residence time can be calculated using the following formula:

$$\tau = \frac{V_{\text{reactor}}}{\rho_{22^\circ C}} \frac{F_{\text{total}}}{\rho_T}$$

Where $V_{\text{reactor}}$ is the heated reactor volume (e.g., µL), $F_{\text{total}}$ is the total flow rate (e.g., µL/min), $\rho_{22^\circ C}$ is the density of toluene at 22 °C and $\rho_T$ is the density of toluene at $T$ °C.
Table C 1. Example residence time calculations in a 355 µL reactor

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Residence time / min</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 µL/min, 270 °C</td>
<td>8.1</td>
</tr>
<tr>
<td>40 µL/min, 270 °C</td>
<td>6.1</td>
</tr>
<tr>
<td>60 µL/min, 270 °C</td>
<td>4.1</td>
</tr>
<tr>
<td>20 µL/min, 240 °C</td>
<td>13.1</td>
</tr>
<tr>
<td>30 µL/min, 240 °C</td>
<td>8.7</td>
</tr>
<tr>
<td>40 µL/min, 240 °C</td>
<td>6.5</td>
</tr>
<tr>
<td>60 µL/min, 240 °C</td>
<td>4.4</td>
</tr>
<tr>
<td>120 µL/min, 240 °C</td>
<td>2.2</td>
</tr>
<tr>
<td>180 µL/min, 240 °C</td>
<td>1.5</td>
</tr>
</tbody>
</table>

**Batch syntheses of InP QDs. Caution:** Air free handling of P(TMSi)₃ solution is required since P(TMSi)₃ is pyrophoric. The batch synthesis procedure was adapted from literature⁴¹. 358.5 mg In(My)₃ (0.45 mmoles) was added to 9 mL 1-ODE in a 3-neck flask. The reaction mixture was heated at 110 °C under vacuum for 45 min. The atmosphere was switched to N₂ and the temperature was raised to 150 °C. 93.75 mg P(TMSi)₃ (0.375 mmoles) dissolved in 2.25 mL TOP were swiftly injected into the flask and the temperature was raised to 230°C. 1 mL aliquots were taken at 1 min (150 °C) and 14 min (230°C). These samples were transferred into a glove box and purified using GPC before MALDI characterization. As this batch synthesis utilized 1-ODE as the solvent, which permanently damages the GPC column, a freshly packed GPC column was used for both samples.

**Purification of InP QDs by GPC.** The preparative GPC column was packed inside a glove box following a previous reported procedure."³⁸. 4 g of Bio-beads were first swollen in anhydrous toluene overnight. All of the swollen beads were then transferred to a glass column with a filter and glass fret disk. After the gel settled down and formed a column with approximately 28 mL volume, a small layer of sand was carefully placed at the top of the column and anhydrous toluene was used to rinse the column. The as-synthesized InP QDs in toluene from the HT/HP
reactor system were first concentrated in a Schlenk line and then transferred into the glove box. A portion of the InP QD sample (less than 1 mL) was then injected into the column with anhydrous toluene as the eluent, and all the purified samples were collected when the elution volume was close to 1/3 of the total volume of the column. The column was carefully rinsed before the next injection. The purified samples were used for further MALDI MS, NMR and STEM characterization.

**MALDI Characterization.** MALDI-TOF mass data were collected on a Bruker Microflex MALDI-TOF mass spectrometer in the Biopolymers and Proteomics Laboratory in Koch Institute at MIT. DCTB was used as a matrix and the concentration of the stock solution is 78 mM in toluene (i.e., 10 mg in 0.5 mL toluene). Purified InP growth mixtures were diluted so that their absorbance at 310 nm was about 0.05-0.25 AU. The matrix solution and InP solution was mixed in a 1:1 volume ratio to maximize the mass signal detection. The sample-matrix mixture was then spotted onto a MALDI plate in a glove box. The plate was sealed in a home-made box under N₂ and then loaded into the mass spectrometer for characterization. Desorption and ionization of InP growth mixtures were achieved by absorbing pulsed nitrogen laser. For low mass characterization, tripsinogen was used as the external standard (11999 and 23981 Da) to calibrate the spectrometer and the laser intensity was set between 20-30% for sample characterization. The detector gain (linear detector, positive mode) was set as 7.2x. For high mass characterization, albumin (bovine serum, BSA) was used as the external standard (33216 and 66431 Da) for the calibration and the laser intensity was set between 30-40% for sample characterization. The detector gain (linear detector, positive mode) was set as 20.0x. No background subtraction was performed on the spectra. The mass spectra were smoothed with simple average of 10 data points.
NMR analysis of QDs. The quantitative $^1$H NMR spectra was recorded on Bruker Avance-400 NMR spectrometer with ferrocene as the internal standard and 30 s relaxation delay. $^{31}$P NMR spectra were recorded on Varian Inova-500 NMR spectrometer. All of measurements on the air-sensitive InP QDs were performed in a J-Young NMR tube.

Mass Weighing. 1 mL concentrated purified InP QD solution with a known absorption spectra was carefully pumped dry under vacuum. The mass of the dried QD sample was recorded on an electrobalance (MC 215, Sartorius). The mass of each sample was close to 15 mg and the mass values were measured multiple times to ensure accuracy.

STEM Characterization of InP QDs. The scanning transmission electron microscope (STEM) samples were prepared by drop casting the solutions containing the purified InP QDs onto a carbon coated 200-mesh holey TEM copper grid. The copper grid was dried and kept in a dry pumped vacuum specimen box. Afterwards the grid was loaded into a double-tilt sample holder. Aberration corrected scanning transmission electron microscopy (Cs-corrected STEM) images were acquired at LMA-INA-UNIZAR using a high angle annular dark field detector in a FEI XFEG TITAN electron microscope operated at 300 kV equipped with a CETCOR Cs-probe corrector from CEOS Company allowing formation of an electron probe of 0.08 nm.

XPS Characterization of InP QDs. To mimic the conditions used for MALDI characterization, after GPC purification, we drop casted concentrated InP QD samples onto a gold electrode, and used vacuum to remove the solvent. The gold electrode was then stored in a home-made box, sealed under nitrogen and brought to the XPS measurement. XPS measurements were performed on PHI Versaprobe II XPS.
Small clusters observed with different solvents and precursors

Figure C 1: Formation of clusters with first absorption peak at 320 nm with different solvents (left) and indium precursors (right). The solvent study was performed in a tube reactor at 30 °C. The flow rate of both precursors is set as 20 μL/min. The precursor study was performed in a vial by injecting 1 mL phosphorus into 1 mL indium at 22 °C in a glove box. The aliquot was taken at 10 min for indium myristate, and at 24 hr for indium phenyl acetate.
Evolution of medium clusters at different growth temperatures and times

Figure C 2: UV-Vis spectra of InP growth trajectories synthesized at 210 °C and 270 °C under different growth times in the HT/HP tube reactor. The growth time is adjusted by changing the flow rate of the precursors. For growth at 210 °C, the 360 nm absorption features of clusters are not visible after 4.6 minutes of growth. For growth at 270 °C, the absorption features of clusters are not visible after 2.0 minutes of growth.

Example InP QDs synthesized from HT/HP reactors

Figure C 3: Example absorption and PL measurement of InP QDs. The corresponding QDs emit at 619 nm and the emission line width (FWHM) is 52 nm. Generally the as-synthesized InP QD exhibit very low quantum yields (fractions of a percent) and show a significant amount of red-shifted trap emission which is in good agreement with other literature on InP core-only QDs.
GPC purification efficiency

Figure C 4: Example UV-Vis absorption spectra of clusters and QDs before and after GPC purification.

Figure C 5: $^{31}$P NMR spectra showing the completely removal of TOP (left) and TOPO (right) in two example samples of InP QDs using GPC.
Figure C 6: $^1$H NMR spectra of InP QDs before and after GPC purification. The asterisks marked in the spectra indicate peaks associated with the toluene solvent. The square indicates the signal from the internal standard ferrocene. After GPC, the proton-to-particle ratio decreased by 94%.

Oxygen-free InP QDs

Figure C 7: XPS Characterization of InP QDs. We used XPS to study the oxidation level of InP QDs prepared by the one-solvent protocol. The InP QD sample was synthesized using TOP as coordination ligands and purified by GPC. XPS has been widely used to characterize the
oxidation of phosphorus in InP QDs.

Figure C 8: MALDI low mass (1.5 - 7 kDa) characterization of cluster mixtures and QDs. For the cluster mixture sample, we attribute to observed peaks as indium precursors\textsuperscript{133} that are desorbed from the cluster surface due to the thermal heating in the characterization. For the QDs ("cluster-free"), different from the signal of the cluster mixture sample, there is a clear pattern among the peaks and the mass difference between each peak is around 62 Da, which should be two P atoms. Therefore, these signals are attributed to the fragmentation of QDs. As we shown in a), QDs can be fragmented depending on the intensity of laser powers. We have considered the inaccuracy caused by the fragmentation in the calculation of the extinction coefficients.
Figure C 9: Size analysis of the particles by STEM-HAADF: the sizes of the particles were analyzed through imageJ. B and D display the binary count mask of the A and C. The average projected area of the InP QDs in A is 10.4 nm² based on the analysis of 262 different particles. And the average projected area of InP QDs in C is 5.9 nm² based on the analysis of 379 different particles (for the InP sample shown in C, another image with the same magnification is also analyzed, but not displayed).
Figure C 10: MALDI Characterization of cluster and QD mixtures. The clusters are intentionally mixed with QDs. The absorbance at 310 nm of the added clusters is a quarter of that of the added QDs.
Appendix D

Effect of Water

Experimental Details

Chemicals. Indium acetate (99.99% metals basis) was purchased from Alfa Aesar. Triocylphoshine(min, 90%), trioctylphosphine oxide (99%), tris(trimethylsilyl)phosphine (10 wt% in hexane, >98%) and trimethyl indium (98%) were purchased from Strem Chemicals. Hexane (extra dry, 99.9%) was purchased from Acros Organics. Myristic acid (>99%), 1-octadecene (technical grade, 90%), hexane (Laboratory Reagent, ≥95%), octane (anhydrous, ≥99%), dichloromethane (anhydrous, ≥99.8%), ethanol (anhydrous), and potassium tert-butoxide (sublimed grade) were purchased from Sigma Aldrich. The UV-Vis absorbance measurement of InP QDs was conducted on an HP 8453 spectrometer. FT-IR characterization of the In(My)₃ precursors was collected on Nicolet 6700 FT-IR instrument (Thermo Scientific). The ESI mass spec data were collected on Bruker APEXIV 4.7t FT-ICR-MS (Fourier-Transform Ion Cyclotron Resonance Mass Spectrometer) equipped with Bruker APOLLO ESI source. HR-TEM images were collected using a JEOL 2010 operating at 200 kV. XRD data were collected using Rigaku Smartlab in a capillary.

HT/HP reactors. The system including silicon-based chip reactors (2-stage and 3-stage) is similar to that reported previously. The tube reactors were made out of smooth-bore seamless stainless steel tubes (type 316, ID 0.022 inch, purchased from McMaster-Carr). Two syringe pumps (Harvard apparatus) were used for solution injections. All connections, tubes, and devices were made out of type-316 stainless steel, and heating cartridges were made of
multipurpose aluminum. The heated volumes of the individual stages were comparable for the
two-stage chip and tube reactor systems. In a typical synthesis, the flow rates of the indium and
phosphorus precursors were both set as 30 μL/min, with a residence time at each stage 2-3 min.

**Syntheses of In(My)$_3$.** Caution: In(CH$_3$)$_3$ is highly pyrophoric and reactive towards
moisture. It should be handled in an air and moisture free enviroment with great care.
Generally, the procedure to synthesize In(Ac)$_3$-derived In(My)$_3$ is as follows: in a Schlenk line,
10 mmol In(Ac)$_3$ (2.93 g) and 30 mmol MA (7.00 g) were mixed in 15 mL 1-octadecene and
heated up to 110 °C to form a clear solution under vacuum (< 100 mtorr) for three hours. The
reactant solution was maintained under argon and then cooled down to room temperature and
white solids precipitated. The solid was washed with hexane 4 times, vacuum dried overnight
and then stored in a N$_2$-filled glove box. The procedure for In(CH$_3$)$_3$-derived In(My)$_3$ is as
follows: in a N$_2$-filled glove box, 6 mmol In(CH$_3$)$_3$ (1.00 g) and 19 mmol MA (4.30 g) were
dissolved in 20 mL anhydrous diethyl-ether individually. Droplets of the In(CH$_3$)$_3$ solution were
added to the MA solution. The mixture was stirred for an hour along with bubble formation. The
solution was sealed under N$_2$ and stored at -20 °C overnight. Afterwards it was vacuum dried,
washed with anhydrous hexane 4 times, vacuum dried overnight and then stored in a N$_2$-filled
glove box. All the glassware involved in the synthesis was baked in an oven at 120 °C overnight
prior to the use.

**Syntheses of InP QDs.** Caution: P(TMSi)$_3$ solution should be handled in an oxygen and
moisture free enviroment since it is pyrophoric and will react with water. InP QD syntheses were
conducted under high pressure (900 psi, ultra high purity N$_2$ from Air Gas) with anhydrous
octane as the solvent to enhance mixing in the flow reactors. For all the studies, the concentration
of In(My)$_3$ was 40 mM in octane with 4 vol% trioctyl-phosphine (TOP) as a co-dissolving
ligand, and the concentration of P(TMSi)$_3$ was 20 mM in octane. The flow rates of the indium precursors and phosphorus precursors were both set at 30 µL/min. All the solution preparation was performed in a glove box. Pre-dried stainless steel syringes with valves were used to contain the precursor solutions for the synthesis. All the vials and needles involved in the solution preparation were baked in an oven at 120 °C overnight before being transferred to the glove box.

**Water Measurement.** Water content was measured using KF on a C20 Coulometric KF Titrator (Mettler Toledo). The titration reagent was HYDRANAL®-Coulomat AG-H, purchased from Sigma Aldrich. Water content measurements were conducted on the chemicals involved in the synthesis of In(My)$_3$ and InP QDs except In(Ac)$_3$, In(CH$_3$)$_3$, TOP and P(TMSi)$_3$ due to solubility and instrument compatibility issues. Before the titration, all the solutions were kept under an inert atmosphere. Generally, 1 mL of the sample was injected to the KF titrator, and the measurement was repeated 2~3 times. The direct measurement results were in the unit of ppm and we converted it to (water/In(My)$_3$) for illustration purposes (see section C in SI). The procedures to measure the water content were straightforward. For the case of In(My)$_3$, it was mixed with octane in a glove box first. The KF titration was conducted outside of the glove box after the solution had been heated up by a heat gun due to the low solubility of In(My)$_3$ in octane at room temperature. Samples that were doped with additional water were first stirred overnight. Part of the solution was used for the measurement while part of it was used for QD synthesis after addition of TOP. The doped water amount plus the original water amount in the solution matched well with the measured water amount.

**Base Addition.** Bases were added directly to the 40 mM In(My)$_3$-TOP-octane solution, which had been stirred overnight before the InP QD synthesis. KO'Bu was chosen due to the large pKa of its conjugate acid, although it is a solid base. Attention was paid to make sure the whole
operation was in an inert environment. For the case of KO'Bu, solids were filtered out after stirring overnight followed by QD synthesis.

**Particle concentration estimation**

We used the absolute absorbance at 310 nm to qualitatively compare the reaction yield for the InP synthesis. We also applied Beer’s Law to approximate the particle concentration at the first absorption peak. The molar extinction coefficient was estimated based on the sizing curve of InP QDs with respect to the first absorption peak and the relationship between the particle size and molar particle extinction coefficient from Xie et al.’s study. The precursors concentration was 20 mM In(My)_3 and 10 mM P(TMSi)_3 during our synthesis. The as-synthesized InP QDs were diluted ~40 times for the absorbance measurement. The light path was 1 cm.

Table D 1: Absolute absorbance at 310 nm and particle concentration estimation at different water contents and growth time.

<table>
<thead>
<tr>
<th>water/In(My)_3 (mol/mol)</th>
<th>0.015</th>
<th>0.142</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-stage reactor</td>
<td>3-stage reactor</td>
</tr>
<tr>
<td>A_{310}/a.u.</td>
<td>3.0</td>
<td>3.1</td>
</tr>
<tr>
<td>λ_{max}/nm</td>
<td>600</td>
<td>620</td>
</tr>
<tr>
<td>A_{max}/a.u.</td>
<td>0.11</td>
<td>0.13</td>
</tr>
<tr>
<td>D_{max}/nm</td>
<td>3.3</td>
<td>3.7</td>
</tr>
<tr>
<td>c_{max} × 10^3/mM</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

* A_{310} is the absolute absorbance at 310 nm, λ_{max} is the wavelength at the first absorption peak, A_{max} is the absolute absorbance at the first absorption peak, D_{max} is the calculated particle size based on the first absorption peak and c_{max} is the calculated particle concentration. For a two-stage reactor, the temperature of the first stage is 130 °C while the temperature of the second stage is 270 °C; for a three-stage reactor, the temperature of the first and second stage is 130 °C and 220 °C while the temperature of the third stage is 270 °C.

**Water Measurement Results**

We measured the water content of different batches of In(My)_3 (Table S2) by Karl Fischer titration (C20 Coulometric KF Titrator from Mettler Toledo). The titration reagent was
HYDRANAL®-Coulomat AG-H (Sigma Aldrich). The concentration of In(My)₃ was 40 mM in solution in all measurements. The direct measurement results were in the unit of ppm, which was converted to the molar ratio between water and In(My)₃. For batch S1 and S5, the ODE and MA used were dried and stored in a glove box. The In(Ac)₃ used was newly purchased and stored in a glove box. For batch S3 and S6, ODE and MA were used as received and In(Ac)₃ was newly purchased and stored in a desiccator. For S4, ODE and MA were used as received and In(Ac)₃ was stored in a desiccator for over half a year. For each sample, the water content was measured 2-3 times and the average value was reported. The measured water content did not vary significantly for samples prepared on different days.

Table D 2: Water measurement for different batches of In(My)₃

<table>
<thead>
<tr>
<th>In(My)₃ (40mM)</th>
<th>Treatment</th>
<th>Water content (ppm) (water/In(My)₃ (mol/mol))</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Purified and dried (in anhydrous octane)</td>
<td>63 (0.065)</td>
</tr>
<tr>
<td>S2 (via In(CH₃)₃)</td>
<td>Purified and dried (in anhydrous octane)</td>
<td>15 (0.015)</td>
</tr>
<tr>
<td>S3</td>
<td>Purified and dried (in anhydrous octane)</td>
<td>83 (0.085)</td>
</tr>
<tr>
<td>S4</td>
<td>Purified and dried (in anhydrous octane)</td>
<td>178 (0.183)</td>
</tr>
<tr>
<td>S5</td>
<td>100mM in ODE after synthesis (diluted in anhydrous octane)</td>
<td>160 (0.164)</td>
</tr>
<tr>
<td>S6</td>
<td>100mM in ODE after synthesis (diluted in anhydrous octane)</td>
<td>184 (0.189)</td>
</tr>
<tr>
<td>S7 (via In(CH₃)₃)</td>
<td>Purified and dried (in anhydrous octane)</td>
<td>23 (0.024)</td>
</tr>
</tbody>
</table>

We also measured the water content of different chemicals associated with In(My)₃ and InP QD synthesis by Karl Fisher (Table S3). In(Ac)₃ was attributed as the water source based on our water measurement results of other associated chemicals including ODE and MA for the In(My)₃.
synthesis, hexane (on bench) for the purification and anhydrous octane as the carrier solvent for the K-F measurement.

Table D 3: Water measurement for all the chemicals associated with In(My)$_3$ and InP synthesis

<table>
<thead>
<tr>
<th>Materials</th>
<th>Water content (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ODE (on bench)</td>
<td>12.4</td>
</tr>
<tr>
<td>ODE (at synthesis condition)</td>
<td>8.8</td>
</tr>
<tr>
<td>Anhydrous octane in glove box</td>
<td>2.5</td>
</tr>
<tr>
<td>Hexane (on bench)</td>
<td>13.4</td>
</tr>
<tr>
<td>MA in bench hexane (90 mM)</td>
<td>13.9</td>
</tr>
<tr>
<td>MA* in anhydrous octane (90 mM)</td>
<td>3.5</td>
</tr>
<tr>
<td>Anhydrous hexane in glove box</td>
<td>1.4</td>
</tr>
<tr>
<td>Anhydrous diethyl ether in glove box</td>
<td>69</td>
</tr>
</tbody>
</table>

* MA was heated to the synthesis condition under vacuum for 2~3 hours and then transferred and stored in the glove box.
Effect of Molecular Sieves

We investigated the effect of the molecular sieve treatment to the indium precursors on the growth of InP QDs. K-F titration showed an increase of water content after the treatment. The increased water content can only be explained as the incomplete removal of water during the activation of molecule sieves, although the molecular sieves we prepared were able to dry common solvents such as toluene and THF, and we have prepared the molecular sieves in a standard way (dried under vacuum oven at 180 °C overnight). Nevertheless, the increasing amount of water is not sufficient to explain the drastic blue shift of the absorption spectrum. We attribute the effect of molecule sieves to its basicity, as they have been observed to act as solid base in non-aqueous media. With a longer time of treatment, more indium precursors have been hydrolyzed, thus resulting in a blue shift. This observation is in agreement with our hypothesis in the main text. The same molecular sieve effect was observed for In(My)$_3$ synthesized in different batches and in both reactor systems.

![Absorption spectra](image)

Figure D 1: Absorption spectra of InP QDs using In(My)$_3$ solutions (batch S1) treated with molecular sieves for different times. The 2-stage chip reactor system was used in this study.
Figure D 2: Absorption spectra of InP QDs using: a) different batches of In(My)$_3$ solutions treated with molecular sieves for different times in the chip reactor system; b) two and chip reactor systems with In(My)$_3$ from batch S1.

**Characterization of Precursors and QDs**

Figure D 3: FT-IR characterization of In(Ac)$_3$ derived In(My)$_3$, In(CH$_3$)$_3$ derived In(My)$_3$ and In(Ac)$_3$. Spectra are offset for clarity.
Figure D 4: Capillary XRD measurement of InP QDs with absorption peak at 547 nm. For the XRD measurement, InP QDs were purified and dissolved in octane. Both the sample solution and the solvent signals were collected. The final data was processed in a HighScore Plus software and the reference in the XRD spectra is from source: ICDD 00-032-0452.

Effect of Ligands

Experimental details related to the chemical for the syntheses of cluster-free QDs, and the reactors in use can be found in Appendix C.

HT/HP synthesis of cluster-free InP QDs. The synthesis of cluster-free InP QDs was performed in the 355 μL tube reactor system at 270 °C and 8.1 min. The concentration of indium and phosphorus precursor is set as 40 mM and 20 mM in toluene respectively. Their flow rates are set as the same (15 μL/min). 1-4 vol% TOP or equivalent molar amount of TOPO were added into the In(My)₃ solution to tune the absorption spectra. All precursor-handling processes
were carried out in a glove box. Here are the details of the experimental conditions we have used:

Table D 4: Experimental details to synthesize cluster-free InP QDs

<table>
<thead>
<tr>
<th>First absorption peak (nm)</th>
<th>Surfactant Addition</th>
</tr>
</thead>
<tbody>
<tr>
<td>520.5</td>
<td>4 equiv. % TOPO</td>
</tr>
<tr>
<td>531.0</td>
<td>2 equiv. % TOPO</td>
</tr>
<tr>
<td>546.5</td>
<td>1 vol% TOP + 1 equiv. % TOPO</td>
</tr>
<tr>
<td>570.5</td>
<td>4 vol% TOP</td>
</tr>
<tr>
<td>579.5</td>
<td>4 vol% TOP</td>
</tr>
</tbody>
</table>

Figure D 5: Effect of TOP and TOPO in adjusting the QD sizes in different solvents. The 355 μL tube reactor is used for the syntheses. The flow rate of indium and phosphorus precursor is set as 20 μL/min. The temperature is set as 270 °C. 4 vol% TOP is added into the indium precursor. An equivalent amount of TOPO is used as comparison.
Figure D 6: Effect of TOPO in adjusting QD sizes. The flow rate of In and P precursor is set as 15 μL/min. The temperature is set as 270 °C for the 355 μL tube reactor. In a typical synthesis, 4 vol% TOP is added to the indium precursor solution. Here, the same molar amount of TOPO (labeled as 4%) and its doubled amount (labeled as 8%) are added to indium precursor solutions.
Figure D 7: UV-Vis and MALDI characterization of InP QDs synthesized with the addition of 5 mg base into the 5 mL indium precursor containing 4 vol% TOP in toluene.

Figure D 8: UV-Vis and MALDI characterization of InP QDs synthesized with the addition of 15 μL amine into the 5 mL indium precursor containing 4 vol% TOP in toluene.
Figure D.9: $^1$H NMR comparison of QDs synthesized with TOP and TOP-base mixtures. * is the signal of solvent and ♦ indicates the signal of internal standard. The broad peaks between 2.5 and 3.5 ppm were attributed to the OH groups bonded to the nanocrystal surfaces.
Figure D 10: $^1$H NMR comparison of QDs synthesized with TOP and TOP-amine mixtures. * is the signal of solvent. The broad peak between 5 and 6 ppm were attributed to hydrogen atoms from C=C bonds which only exist in amines in the reagents used for the QD syntheses. Therefore, we speculate that some of the amines have bonded to the nanocrystal surfaces.
Quantification of extinction coefficients, inorganic core mass and the number of InP units per particle in the core

(1) The extinction coefficient at 310 nm ($\varepsilon$) is calculated according to the following formula:

$$\varepsilon = \frac{\lambda}{(m_1 - m_2)/m_M/V}$$

Where $\lambda$ is the measured absolute absorbance at 350 nm of the QD solution, $m_1$ is the total dried mass of the above QD solution together with the measurement bottle, $m_2$ is the mass of the bottle, $m_M$ is the average mass of the QDs measured through MALDI-TOF MS, $V$ is the volume of the QD solution. To calculate the propagation error of the extinction coefficient calculation, the following formula is used:

$$\Delta \varepsilon = \sqrt{\left(\frac{\partial \varepsilon}{\partial \lambda}\right)^2 \Delta \lambda^2 + \left(\frac{\partial \varepsilon}{\partial m_1}\right)^2 \Delta m_1^2 + \left(\frac{\partial \varepsilon}{\partial m_2}\right)^2 \Delta m_2^2 + \left(\frac{\partial \varepsilon}{\partial m_M}\right)^2 \Delta m_M^2}$$

$\Delta \lambda$, $\Delta m_1$ and $\Delta m_2$ are the standard deviation calculated from multiple measurements.

For the MALDI mass, $\Delta m_M$ is determined through

$$\Delta m_M = \sqrt{(m_{M1} - \overline{m_M})^2 + (m_{M2} - \overline{m_M})^2}$$

Where $m_{M1}$ is the average mass obtained for the QD ensemble at the lowest laser power possible and $m_{M2}$ is the average mass obtained for the QD ensemble at the lowest laser power plus 5% more laser power.

(2) After the GPC purification, since we only observed bound myristate signal from $^1$H NMR spectra and no signal from the $^{31}$P NMR spectra, the structure of the InP QDs can be written as $\text{In}_x\text{P}_y(\text{My})_z$. The $\text{In}_x\text{P}_y$ part was considered as the inorganic core, which should be observed in the
STEM-HAADF images. Myristate is considered as the only ligand on the QD surface, which is also attributed as the only proton source on the nanoparticle.

The ligand population on the particle was calculated based on $^1$H NMR (with ferrocene as the internal standard) and the extinction coefficient described above. The total concentration of ligands was determined by the $^1$H NMR peak integrals; the QD concentration is measured by UV-Vis absorption spectra and the calculated extinction coefficient. By dividing these two numbers, the ligand/QD ratio in each sample can be obtained.

The volume of the inorganic core ($V_{\text{inorganic}}$) is determined through the following formula:

$$V_{\text{inorganic}} = \frac{m_m - N_L \times M_{[\text{MA}]}}{\rho_{\text{InP}}}$$

Where $N_L$ is the ligand population on the nanoparticle, $\rho_{\text{InP}}$ is the density of InP bulk crystals and $M_{[\text{MA}]}$ is the molecular weight of myristate. Different estimated projected areas corresponding to this inorganic core volume can be obtained depending the shape of the nanoparticle.

If assuming spherical shape, $S_{\text{spherical}} = \pi r^2 = \pi \left( \frac{3}{4\pi} V_{\text{inorganic}} \right)^{2/3}$

If assuming tetrahedron shape, $S_{\text{tetrahedron}} = \frac{\sqrt{3}}{4} a^2 = \frac{\sqrt{3}}{4} (6\sqrt{2} V_{\text{inorganic}})^{2/3}$

In this work, these two projected areas are used to compare against that obtained from STEM analysis.

(3) The number of InP units ($N_{[\text{InP}]}$) in a particle is determined through the following formula:

$$N_{[\text{InP}]} = \frac{m_m - N_L \times M_{[\text{MA}]} - N_L / 3 \times M_{[\text{In}]} / M_{[\text{InP}]}}{M_{[\text{InP}]}}$$
Where $M_{[\text{In}]}$ is the molecular weight of an indium atom. To balance the charge of all the myristate ligand, the QDs should have an indium rich surface. By subtracting out those extra indium atoms, a neutral inorganic core made out of InP units could be obtained. Regarding the error propagation, using a similar method as described above, $\Delta N_{[\text{InP}]}$ can be quantified using $\Delta m_M$ and $\Delta N_L$. A 5% error is estimated for the ligand population quantification process, giving $\Delta N_L = 0.05 N_L \sqrt{2}$.

(4) The extinction coefficients per InP unit ($\varepsilon'$) for a particle is determined through the following formula:

$$\varepsilon' = \frac{\varepsilon}{N_{[\text{InP}]}}$$

Regarding the error propagation, using a similar method as described above, $\Delta \varepsilon'$ can be quantified using $\Delta \lambda$, $\Delta m_1$, $\Delta m_2$, $\Delta m_M$ and $\Delta N_L$.

Table D 5: Ligand population, inorganic core mass and projected areas assuming different shapes of InP QDs with different first absorption peaks

<table>
<thead>
<tr>
<th>First particle absorption peak (nm)</th>
<th>Particle mass (kDa)</th>
<th>Ligand population</th>
<th>Inorganic core mass (kDa)</th>
<th>Projected area (spherical shape,nm²)</th>
<th>Projected area (tetrahedron shape,nm²)</th>
<th>In/P ratio</th>
<th>Extinction coefficients at 350 nm (M⁻¹cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>520.5</td>
<td>46.5</td>
<td>111</td>
<td>21.3</td>
<td>4.6</td>
<td>6.8</td>
<td>1.32</td>
<td>2.2x10⁵</td>
</tr>
<tr>
<td>531.0</td>
<td>55.0</td>
<td>130</td>
<td>25.5</td>
<td>5.2</td>
<td>7.7</td>
<td>1.31</td>
<td>3.1x10⁵</td>
</tr>
<tr>
<td>546.5</td>
<td>70.5</td>
<td>157</td>
<td>34.8</td>
<td>6.3</td>
<td>9.4</td>
<td>1.27</td>
<td>3.8x10⁵</td>
</tr>
<tr>
<td>570.5</td>
<td>89.0</td>
<td>185</td>
<td>47.0</td>
<td>7.7</td>
<td>11.5</td>
<td>1.22</td>
<td>5.8x10⁵</td>
</tr>
<tr>
<td>579.5</td>
<td>99.0</td>
<td>201</td>
<td>53.3</td>
<td>8.4</td>
<td>12.6</td>
<td>1.21</td>
<td>8.7x10⁵</td>
</tr>
</tbody>
</table>

To compare the QD optical property with the bulk InP property, we first calculated the average extinction coefficient per InP unit at 310 nm from our five QD samples, which is 5135 M⁻¹cm⁻¹.

As a result, the absorption cross section can be calculated according to ref. 21, using
We obtained the absorption cross section \( (C_{\text{abs,QD}}) \) as \( 1.96 \times 10^{-17} \text{ cm}^2 \).

According to Aspnes and Studna's work\(^6\), the absorption coefficient of the bulk InP at 310nm is \( 7.0 \times 10^5 \text{ cm}^{-1} \). We obtained the absorption cross section of bulk InP material using the following formula:

\[
C_{\text{abs,bulk}} = \frac{\varepsilon_{310}}{N_A}
\]

Where the atomic number density is \( N = 3.96 \times 10^{22} \text{ cm}^3 \). Therefore, the absorption cross section of bulk InP material \( (C_{\text{abs,bulk}}) \) is equal to \( 1.77 \times 10^{-17} \text{ cm}^2 \). As a result, our InP QD optical property at 310 nm and bulk InP property are very similar (10% absorption cross section difference).
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**Figure D 11:** Relation between InP units per particle and their extinction coefficients with error bars calculated using methods described above.
Figure D 12: Comparison between the extinction coefficients measured in this manuscript and the ones from Talapin et al\textsuperscript{23}. The number of InP units per particle in Talapin's work was calculated by assuming that: (1) the particles are spherical in shape; (2) the In-to-P-ratio equals to 1 (the QDs are passivated by neutral ligands such as TOP and TOPO); (3) the density of the particles is the same as the bulk materials.

**Effect of Solvents**

**Electrospray ionization mass spectrometry.** The water contaminated In(My)$_3$ was characterized using Electrospray Ionization (ESI) mass spectrometry in both positive and negative ionization modes. The mass spec data were collected on Bruker APEXIV 4.7t FT-ICR-MS (Fourier-Transform Ion Cyclotron Resonance Mass Spectrometer) equipped with Bruker APOLLO ESI source. The characterization mixture consisted of 1:1 molar ratio In(My)$_3$: TOPO (15 mM) dissolved in dichloromethane and ethanol (30 vol%). TOPO was used to dissolve In(My)$_3$ in dichloromethane due to its higher purity than TOP in order to obtain a cleaner spectrum (The concentration of our sample was much higher than standard ESI samples in order
to obtain a strong signal. Before and after the characterization, the instrument should be cleaned with acetonitrile for more than ~5 times to prevent clogging. To minimize contamination from oxygen or moisture in the atmosphere, sample preparation was conducted in a glove box or in an inert atmosphere. The sample was treated as air-sensitive and the measurement was conducted in the MIT-Department of Chemistry Instrument Facility (DCIF). The large molecular sizes suggest that that In(My)₃ may participate in polynuclear complexes with TOPO. The presence of TOPO is consistent with the need for TOPO to dissolve In(My)₃ into dichloromethane and similar phenomena have been observed for cadmium carboxylate precursors.

Figure D 13: Positive ESI mass spectrometry data of the In(My)₃ precursors which was co-dissolved with trioctylphoshine oxide in dichloromethane with 30 vol% ethanol.
Figure D 14: Negative ESI mass spectrometry data of the In(My)$_3$ precursor which was co-dissolved with trioctylphoshine oxide in dichloromethane with 30 vol% ethanol.
a) Experimental

Theoretical

\([\text{In(My)}_2(\text{TOPO})_3]^+\)

b) Experimental

Theoretical

\([\text{In}_2(\text{My})_4\text{OH(TOPO)}_3]^+\)
Figure D 15: Representative peaks from the ESI mass spectrum of the water contaminated In(My)₃ precursor which was co-dissolved with trioctylphoshine oxide in dichloromethane with 30 vol% ethanol.

Table D 6: Physical properties and measured water contents of solvents

<table>
<thead>
<tr>
<th>Properties</th>
<th>octane</th>
<th>heptane</th>
<th>toluene</th>
<th>o-xylene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boiling temp. (°C)</td>
<td>125-126</td>
<td>121</td>
<td>111</td>
<td>139</td>
</tr>
<tr>
<td>Density (g/ml)</td>
<td>0.70</td>
<td>0.72</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>Viscosity (cP @ 20 °C)</td>
<td>0.54</td>
<td>0.47</td>
<td>0.59</td>
<td>0.81</td>
</tr>
<tr>
<td>Dielectric constant (20 °C)</td>
<td>2.0</td>
<td>2.1</td>
<td>2.4</td>
<td>2.6</td>
</tr>
<tr>
<td>Polarity index (Burdick &amp; Jackson)</td>
<td>0.1</td>
<td>0.1</td>
<td>2.4</td>
<td>2.5</td>
</tr>
<tr>
<td>Water content (ppm)</td>
<td>7.3</td>
<td>2.1</td>
<td>4.1</td>
<td>3.9</td>
</tr>
</tbody>
</table>

* The water content of 40 mM In(My)₃ dissolved in octane is measured as 68.3 ppm.
Appendix E

Oxygen-free Syntheses

This oxygen free protocol involves the use of indium halides such as indium chloride as the indium source and tris(dimethylamino)phosphine as the phosphorus source. Primary amines such as oleylamine are necessary solvents and ligands to promote the reaction. To improve the size distributions, a larger amount of zinc chloride is need. The addition of zinc source also results in the formation of small InP QDs. I first tried to reproduce the batch syntheses results from literature. Through trial and error, it is found that the use of thick needles to inject phosphorus precursors into of the In-Zn-amine mixtures gives the best quality of QDs (Figure E 1).
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Figure E 1: An example batch synthesis of InP QDs using the oxygen-free protocol. 0.45 mL P(NEt$_2$)$_3$ (97%, Sigma Aldrich) was injected into the pre-degassed indium-zinc-oleylamine mixtures at 180 °C. The mixture consists of 100 mg InCl$_3$ (anhydrous, 99.99%, Alfra Aesar), 300 mg ZnCl$_2$ (anhydrous, 98+, Alfra Aesar) and 5 mL oleylamine (technical grade, 70%, Sigma Aldrich).
I have also implemented the synthesis in flow, and produced InP QDs with comparable quality as those produced by batch methods (Figure E2). Same In, Zn and P ratios are chosen as the batch synthesis. Indium and zinc sources are preheated to 50 °C to allow their dissolution in oleylamine for the flow operation. The phosphorus precursors are dissolved in 1-ODE in a 1:1 volume ratio to prevent corrosion towards the syringe O-rings. A relatively large flow rate, i.e. 125 µL/min for In-Zn-oleylamine mixture and 25 µL/min for P-ODE mixture are used to enhance the mixing. Stainless steel tubes with inner diameter as 500 um and stainless mixing tee with inner diameter as 250 um are chosen to enhance the mixing as well. The tube reactor volume is 2.8 mL. As the synthesis also generates low-boiling-point side products (likely to be Et₂NH), to avoid gas formation, a 500 psi pressure is applied at the downstream of the reactor. It is found that primary amines such as oleylamine, octylamine and hexylamine can all be used as solvents and ligands.

Figure E 2: Flow synthesis of InP QDs using the oxygen-free protocol. The system is under steady state operation indicated by the unchanged spectra collected as different growth times.
Appendix F

Ultra high temperature syntheses of InP QDs

Given that flow reactors could provide larger parameter space as compared to batch flasks, we explored the synthesis of InP QDs at extra high temperature (up to 430 °C) with the goal of making large InP nanoparticles. The hypothesis is that if we could provide higher energy to the system, the barrier for particles to grow via coalescence or ripening may be easier to overcome. Both absorption spectra and TEM images have shown the increase of the particle size with the increase of temperature (Figure F 1); however, as compared to the large particles obtained using excess acids (abs ~ 650 nm, D ~ 4.3 nm), the nanoparticle size is much bigger (abs ~ 600 nm, D > 5nm). XRD results showed no difference in the peak line width for different sizes of nanoparticles, indicating that although the size of nanoparticles has increased, the crystal structure was not well-annealed (Figure F 2). Clearly, the high temperature operation enhances the aggregation of the nanoparticles, but the particles are not well crystallized possibly due to the surface oxides on the nanoparticle surface.
Figure F 1: Absorption spectra and TEM images of InP QDs synthesized at extra high temperature. The temperature of the first stage was fixed at 130 °C and the temperature of the second stage was varied. A 2-stage stainless steel tube reactor was used for this study.

Figure F 2: Capillary XRD of InP QDs obtained with a two-stage tube reactor. The temperature of the first stage was fixed at 130 °C and the temperature of the second stage was varied. A 2-stage stainless steel tube reactor was used for this study.
Appendix G

Implementation of Dimer Method

The dimer method is a Hessian-free local saddle-point search algorithm, and therefore is especially appropriate for transition state searches of large systems. I have implemented both the dimer method and the improved dimer method in MATLAB. Figure G 1 illustrates the general algorithm for these dimer methods. The translation and rotation directions and steps/angles are important design parameters. Generally, the rotation direction (θ) should lead to a maximum overlap with the eigenvector corresponding to the lowest eigenvalue. The rotation angle (φ) should lead to a minimum curvature in the plane spanned by N and θ. The translation direction (N*) should be the inverted force component along the dimer. And the translation step (d) should be predefined or self-adjusted during the search.

Figure G 1. The general algorithm of dimer methods.

The detailed algorithms of the dimer method and the improved dimer method I implemented are shown below:
a. Dimer method

The dimer position is first defined as

\[ R_1 = R_0 + \Delta R N \]
\[ R_2 = R_0 - \Delta R N \]

Where \( N \) is the unit vector along the dimer axis, \( R_0 \) is the dimer middle point, and \( \Delta R \) is half of the dimer length. \( R_0, \Delta R \) and \( N \) are initial parameters. To decide the rotation direction \( \Theta \) (a unit vector), two methods are used: the steepest descent or conjugate gradient method. In the steepest descent method, the rotation plane is spanned by \( F_{\perp} \) and \( N \), and the rotation direction is within this plane and perpendicular to \( N \). Here,

\[ \Theta = \frac{F_{\perp}}{\|F_{\perp}\|}, \text{ where } F_{\perp} = F_1^i - F_2^i \text{ and } F_i^j = F_i - (F_i \cdot N)N_i, i = 1, 2 \]

In the conjugate gradient method, the first step is still performed using the steepest descent method. But for the subsequent iterations, the rotation direction is decided from the current force and the force at the previous iteration. For example, at the \( j \)th iteration,

\[ \Theta_j = \frac{G_{j_{\perp}}}{\|G_{j_{\perp}}\|}, \text{ where } G_{j_{\perp}} = F_j^i \text{ and } G_{j_{\perp}} = F_j + \gamma_j G_{j_{\perp}} \quad (\gamma_j = \frac{(F_{\perp}^j - F_{j_{\perp}}^j) \cdot F_{\perp}^j}{F_{\perp}^j \cdot F_{\perp}^j}) \]

After determining the rotation direction, the rotation angle (\( \phi \)) needs to be specified. I denote the preferable rotation angle as \( \phi_{\min} \) and here is the method to specify \( \phi_{\min} \).

\[ \phi_{\min} = -\frac{1}{2} \arctan\left(\frac{2f}{f'}\right) - \frac{\delta \phi}{2} \quad (\delta \phi \text{ is a small angle}) \]

Where, \( f = \frac{[\Omega_{p+q}^0]}{2} + \frac{[(\Omega_{p+q}^0)^T]}{2} \Omega_{p+q} \) and \( f' = \frac{[(\Omega_{p+q}^0)^T]}{2} - \frac{[(\Omega_{p+q}^0)^T]}{2} \Omega_{p+q} \)

With \( \Theta \) and \( \phi_{\min} \), the new dimer position after rotation can be obtained.
\[ R_{1/2}(\theta_{\min}) = R_0 \pm \Delta R(N \cos \theta_{\min} + \Theta \sin \theta_{\min}) \]

After the rotation step, the dimer midpoint needs to be translated along a modified force \( f^* \), where the force component along the dimer axis is inverted. Depending on whether the curvature along the dimer axis is positive or negative, the modified forces have different formula. Similarly, both steepest descent method and the conjugate gradient method can be used to determine this modified force and thus the translation direction (a unit vector, \( N^* \)). In the steepest descent method,

\[
\begin{align*}
    f^* = -&(F_0^T \cdot N) \cdot N, & \text{if } C_N > 0 \\
    f^* = F_0 - 2(F_0^T \cdot N) \cdot N, & \text{if } C_N < 0
\end{align*}
\]

Where, \( F_0 \) is the force at the dimer middle point which can be evaluated independently, or approximately by forces or energies at the two dimer end points; \( C_N \) is the local curvature and can be approximated using forces or energies

\[
C_N = \frac{(F_2 - F_1)^T \cdot N}{2\Delta R} \approx \frac{E_1 + E_2 - 2E_0}{\Delta R^2}
\]

The translation direction thus is

\[ N^* = \frac{f^*}{\|f^*\|} \]

In the conjugated gradient method, the translation direction at the \( j \)th iteration can be decided as

\[ N^* = \frac{g_{j,+}}{\|g_{j,+}\|}, \text{ where } g_{j,+} = f_j^+ \text{ and } g_{j,+} = f_j^+ + \lambda_j g_{j-1}^+ \left( \frac{f_j^+ - f_{j-1}^+}{f_j^+ \cdot f_j^+} \right) \]
After determining the dimer translation direction, the translation step \( (d) \) also needs to be specified. We denote the preferable translation step length as \( d_{\text{max}} \) and it can be calculated as

\[
d_{\text{max}} = \frac{(f^T|_{d=\delta d} + f^T|_{d=0})^T \cdot N^* / 2 + \delta d}{2} \quad (\delta d \text{ is a small length})
\]

With \( N^* \) and \( d_{\text{max}} \), the new dimer position after translation can be obtained.

\[
R_{i/2, \text{new}} = R_{i/2} + d_{\text{max}} N^*
\]

To check the convergence of the method, the local curvature can be evaluated to decide whether it is a saddle point.

**b. Improved Dimer method**

The major modification in the improved dimer method compared to the original dimer method is summarized below:

1. Rotation angle

\[
\varphi = \frac{\pi}{4} \quad \text{or} \quad \varphi = \frac{1}{2} \arctan \left( \frac{b_1}{a_i} \right)
\]

Where, \( a_i = \frac{\partial C_x}{\partial \varphi} \big|_{\varphi=0} \cos(2\varphi) - \frac{\partial C_x}{\partial \varphi} \big|_{\varphi=\varphi_1} \), \( b_1 = 0.5 \left( \frac{\partial C_x}{\partial \varphi} \big|_{\varphi=0} \right) \), and \( \varphi_1 = 0.5 \arctan \left( \frac{-\partial C_x}{\partial \varphi} \big|_{\varphi=0} \right) \).

\( C_x \) is the local curvature and can be approximated as

\[
C_x = \frac{a_0}{2} + a_i \cos(2\varphi) + b_1 \sin(2\varphi) \text{, where } a_0 = 2(C_x \big|_{\varphi=0} - a_i)
\]

2. Translation step

\[
d = \frac{0.5(N^* f^T)}{|C_x \big|_{\varphi=0}|}
\]
But when \( d = \frac{0.5(N^*T)}{|C_x|^p} < 0.01 \), \( d = 0.01 \), or when \( d = \frac{0.5(N^*T)}{|C_x|^p} > 0.1 \), \( d = 0.1 \)

I tested the improved dimer method for TS search on Muller, LEPS-I and LEPS-II surfaces. As these surfaces all contain two variables, the initial dimer orientation is chosen as \((1, 0)\). The maximum iteration number is set as 2000. The steepest descent method is used for the search for both rotation direction and translation direction. I also tested the use of the conjugated gradient method and it does not improve the TS search efficiency. The TS search fails if the iteration number exceeds 2000 or the calculation converges to non-saddle point. The convergence is achieved if the dimer middle point does not move within \(10^{-8}\).

I performed a simple study on the effects of initial guesses on the TS search efficiency, as shown in Figure G 2. As expected, when the initial guess is close to the TS, the improve dimer method is efficient in finding the right TS. The choice of initial guess can heavily bias the final outcome.

Figure G 2: TS search using (left) Muller surface, (middle) LEPS-I surface and (right) LEPS-II surface with the improved dimer method given the dimer length (dR) as 0.01. Blue/green open circles indicate that initial guesses starting at these points converged to the blue/green-star-shaped transition state respectively. Red crosses indicate failed TS search.
I also studied the change of dimer length on the TS search efficiency on these three surfaces (Table G 1-3). On all these surfaces, an optimal dimer length exists (0.005 for Muller, 0.01 for LEPS-I and LEPS-II) where the TS search is the most efficient.

Table G 1: Effect of dimer length on the Muller surface (41 initial guesses)

<table>
<thead>
<tr>
<th>dR</th>
<th>TS1</th>
<th>TS2</th>
<th>Not TS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>6</td>
<td>3</td>
<td>32</td>
</tr>
<tr>
<td>0.3</td>
<td>17</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>0.1</td>
<td>18</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>0.05</td>
<td>17</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>0.01</td>
<td>18</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>0.005</td>
<td>20</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>0.001</td>
<td>19</td>
<td>14</td>
<td>8</td>
</tr>
</tbody>
</table>

Table G 2: Effect of dimer length on the LEPS-I surface (33 initial guesses)

<table>
<thead>
<tr>
<th>dR</th>
<th>TS</th>
<th>Not TS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>0.3</td>
<td>25</td>
<td>8</td>
</tr>
<tr>
<td>0.1</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td>0.05</td>
<td>25</td>
<td>8</td>
</tr>
<tr>
<td>0.01</td>
<td>27</td>
<td>6</td>
</tr>
<tr>
<td>0.005</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td>0.001</td>
<td>22</td>
<td>11</td>
</tr>
</tbody>
</table>

Table G 3: Effect of dimer length on the LEPS-II surface (30 initial guesses)

<table>
<thead>
<tr>
<th>dR</th>
<th>TS</th>
<th>Not TS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td>0.3</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td>0.1</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>0.05</td>
<td>22</td>
<td>8</td>
</tr>
<tr>
<td>0.01</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>0.005</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td>0.001</td>
<td>24</td>
<td>6</td>
</tr>
</tbody>
</table>
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