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Abstract

AN EXPERIMENTAL AND THEORETICAL STUDY OF DENSITY-WAVE OSCILLATIONS IN TWO-PHASE FLOW

by

George Yadigaroglu

Submitted to the Department of Nuclear Engineering on January 8, 1970, in partial fulfillment of the requirements for the degree of Doctor of Science.

A theoretical and experimental investigation of fundamental aspects of density-wave oscillations was undertaken. The experimental Freon-113 loop was operated at atmospheric pressure level with constant pressure drop across a single test channel. A wide range of inlet temperatures, flows and heat inputs was covered. The regions of unstable operation of the channel were mapped for both uniform and "cosine" heat flux distributions. The effect of the cosine distribution was stabilizing. The period of the oscillations was approximately equal to twice the "transit time", defined as the sum of one half the residence time of a fluid particle in the single-phase region plus the vapor transit time in the two-phase region.

At high subcoolings and low power levels unexpected "higher-order" oscillations were detected. These were characterized by frequencies that were multiples of the expected values. When the regions of unstable operation were classified according to the "order" of the oscillation, a coherent stability map emerged. The order of the oscillation is related to the number of nodes in the standing enthalpy waves generated by oscillating flow in the single-phase region.

Analytically the stability of the channel is investigated by oscillating the inlet flow. The linearized dynamics of the single-phase region account for heat storage in the channel walls and for the effects of the static and dynamic pressure variations on the movements of the boiling boundary. The description of oscillatory two-phase flow is Lagrangian and distributed in space. Considerable simplification in the calculation of the pressure drop is achieved via subdivision of the channel into intervals separated by points of constant enthalpy. The space variations of the fluid properties are taken rigorously into account while the variations of the saturation enthalpy and the relative velocity between the phases are treated approximately.

The theoretical procedures used for predicting the steady-state condition in the boiling channel were tested by extensive pressure drop measurements. The predictions of the stability model are compared to the experimental observations.
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p. 39  Title of Table 2.3: replace Sections by Lengths

p. 62  16th line: replace required by specified

p. 139 2nd line: replace boiling channel by single-phase region

Fig. 3.4 Ordinate should be $\theta$ instead of $6\theta$

Fig. 4.1 Solid lines refer to UNIFORM and dotted lines to COSINE
heat flux distribution

Fig. 5.2 Labeling of curves in lower figure: Replace $\arg Q^*$
and $\arg H^*$ by $2\pi - \arg Q^*$ and $2\pi - \arg H^*$, respectively

Fig. 5.6 4th line of caption: delete Eq. (5.38)

Fig. 5.12b Labeling of the curves:

label 0.75 the curve labeled 0.125
label 0.125 the unlabeled curve

Fig. 5.14  Label horizontal axes \( Z \)
Replace \( \delta h \) by \( \delta h_{bb}^o \)
Delete \( ^o \) from \( \delta Z_{bb}^o \)
Delete the \( ^o \) from \( \delta h_{bb}^1 \)
Replace \( \delta h_f \) by \( \delta h_{fbb}^o \)

Fig. 5.15  Replace \( \delta h \) by \( \delta h_{bb}^o \)
Delete the \( ^o \) from \( \delta Z_{bb}^o \)

Fig. 7.7  4th line of caption: model should be mode

Fig. 8.2  Label \( \delta W_0 \) the arrow entering block \( P_2 \)
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<td>$A$</td>
<td>flow area</td>
</tr>
<tr>
<td>$A(z)$</td>
<td>coefficient, Eq. (5.29)</td>
</tr>
<tr>
<td>$a$</td>
<td>coefficient defined by Eq. (5.9)</td>
</tr>
<tr>
<td>$B$</td>
<td>coefficient, Eq. (5.30)</td>
</tr>
<tr>
<td>$C$</td>
<td>coefficient, Eq. (5.13)</td>
</tr>
<tr>
<td>$c$</td>
<td>specific heat of the liquid</td>
</tr>
<tr>
<td>$D$</td>
<td>inside diameter of the channel</td>
</tr>
<tr>
<td>$d$</td>
<td>thickness of the channel wall</td>
</tr>
<tr>
<td>$E(z)$</td>
<td>coefficient, Eq. (5.14)</td>
</tr>
<tr>
<td>$F(s)$</td>
<td>complex expression, Eq. (5.20)</td>
</tr>
<tr>
<td>$f$</td>
<td>Fanning friction factor</td>
</tr>
<tr>
<td>$G$</td>
<td>mass flux</td>
</tr>
<tr>
<td>$g$</td>
<td>acceleration of gravity</td>
</tr>
<tr>
<td>$H(z,s)$</td>
<td>flow-to-local-enthalpy transfer function, Eq. (5.34)</td>
</tr>
<tr>
<td>$h$</td>
<td>enthalpy</td>
</tr>
<tr>
<td>$h_c$</td>
<td>forced convection heat transfer coefficient (Chapter 5)</td>
</tr>
</tbody>
</table>
\( h_{fg} \)  \( \text{latent heat of vaporization} \)

\( j \)  \( \text{imaginary unit} \)

\( j \)  \( \text{volumetric flux density (Chapter 6)} \)

\( j \zeta \)  \( \text{volumetric flux density in the moving frame of reference (Chapter 6)} \)

\( K(s) \)  \( \text{complex expression, Eq. (5.32)} \)

\( k \)  \( \text{thermal conductivity of the wall} \)

\( L_h \)  \( \text{length of the channel from Station 1 to exit, Fig. 2.2} \)

\( L(s) \)  \( \text{complex expression, Eq. (5.33)} \)

\( \ell \)  \( \text{length} \)

\( P \)  \( \text{heated perimeter of the channel} \)

\( Pr \)  \( \text{Prandtl number} \)

\( P_{lw}(s) \)  \( \text{flow-to-pressure-drop-in-the-single-phase-region transfer function, Eq. (5.51)} \)

\( P_{lz} \)  \( \text{position-of-the-boiling-boundary-to-pressure-drop-in-the-single-phase-region transfer function, Eq. (5.50)} \)

\( p \)  \( \text{pressure} \)

\( Q(z,s) \)  \( \text{flow-to-heat-flux transfer function, Eq. (5.36)} \)

\( q \)  \( \text{total heat input rate} \)

\( q_i \)  \( \text{heat input rate per test length \( (i = 1,7) \)} \)

\( q' \)  \( \text{linear heat input rate} \)

\( q'' \)  \( \text{heat flux} \)

\( q''' \)  \( \text{volumetric power density} \)

\( Re \)  \( \text{Reynolds number} \)

\( s \)  \( \text{complex frequency, Laplace variable (Chapter 5)} \)

\( s \)  \( \text{slope, Section 6.2.4} \)
\( T \)  
temperature

\( t \)  
time

\( V \)  
velocity

\( v \)  
specific volume

\( v_{fg} \)  
\( v_g - v_f \)

\( W(s) \)  
open loop transfer function, Chapter 8

\( w \)  
mass flow rate

\( Z(s) \)  
flow-to-position of-the-boiling boundary transfer function, Eq. (5.48)

\( z \)  
axial coordinate, measured from Station 1, Fig. 2.2

\( z' \)  
axial coordinate, measured from exit, \( z' = L_h - z \)

\( z_{bb} \)  
coordinate of the boiling boundary, measured from Station 1

\( z_{in} \)  
equivalent inertia length, Section 5.4.1

**Greek Alphabet**

\( \alpha \)  
void fraction

\( \alpha \)  
thermal diffusivity (Chapter 5) of the wall

\( \zeta \)  
coordinate in the moving frame of reference, Section 6.2

\( \lambda \)  
wavelength, Section 5.2.1.2

\( \mu \)  
viscosity

\( \rho \)  
average density of the liquid-gas mixture, \( \rho_g \alpha + \rho_f (1-\alpha) \)

\( \sigma \)  
surface tension

\( \tau \)  
period of the oscillation

\( \tau_c \)  
time constant, Eq. (5.39)
Th

convective time constant, Eq. (5.38)

Tk

wall conduction time constant, Eq. (5.37)

\( \phi_{\ell tt}^2 \)

Lockhart-Martinelli, two-phase friction multiplier (relative to liquid phase)

\( \phi_{gtt}^2 \)

Lockhart-Martinelli two-phase friction multiplier (relative to gas phase)

\( \Omega \)

coefficient, Eq. (6.3)

\( \omega \)

angular frequency, \( 2\pi/\tau \)

\[\begin{align*}
\text{Operators} \\
\text{d} & \quad \text{differential operator} \\
\partial & \quad \text{partial derivative} \\
\Delta & \quad \text{difference} \\
\delta & \quad \text{small perturbation} \\
\Sigma & \quad \text{sum} \\
- & \quad \text{average}
\end{align*}\]

\[\begin{align*}
\text{Subscripts} \\
ac & \quad \text{acceleration} \\
b & \quad \text{bulk (mixed-mean)} \\
bb & \quad \text{boiling boundary} \\
d & \quad \text{point of net vapor generation, Section 3.5} \\
e & \quad \text{segment exit} \\
ex & \quad \text{channel exit} \\
f & \quad \text{liquid phase} \\
f & \quad \text{feedback (Chapter 8)}
\end{align*}\]
fg  transition from liquid to vapor
fr  friction
g  gas phase
gr  gravity
i  inlet of segment
i  enthalpy mesh point (Chapter 6)
in  inlet of heated section
in  inertia (Chapters 5 and 8)
ℓ  liquid phase
sat  saturation
subb  subcooling with respect to the boiling boundary, Section 7.4
suin  subcooling with respect to the heated channel inlet, Section 7.4
o  average value at inlet (Station 0 or 1)
1  single-phase region
2  two-phase region
00, 0, 1, ..., 8, ex  Stations along the channel, Fig. 2.2

Superscripts

k  center-of-volume-plane index, Section 6.4.2
o  reference steady state
*  dimensionless quantity
^  peak amplitude
Chapter 1

INTRODUCTION AND SUMMARY

The study of instabilities occurring in two-phase flow systems was initiated approximately thirty years ago. Greatly increased attention was given to these problems in the last fifteen to twenty years with the advent of high power density boilers and boiling water reactors (BWR). Review articles that appeared in this period follow the historical developments [1-6]*.

The particular subject of this work, the so-called "density-wave oscillations," will be outlined in this introductory chapter within the larger framework of two-phase stability phenomena. A brief preview of the subsequent chapters is given in Sections 1.4 and 1.5.

Chapter 2 describes the experimental apparatus. Chapters 3 and 4 deal with the prediction and the measurement of the steady-state conditions in the channel. They need little introduction and can be left aside without loss of continuity by the reader more interested in the stability problems. Chapter 5 treats the dynamics of the single-phase region. A model for the dynamics of the two-phase region is developed in Chapter 6. The stability experiments are described in Chapter 7. The dynamic models developed in Chapters 5 and 6 are then assembled in Chapter 8 to predict the threshold of stability. The work is concluded in Chapter 9. Each chapter can be read independently as cross references

*Numbers in square brackets designate references listed in pages 168-174
provide the necessary links to other sections.

1.1 Definition of the Problem

It is first necessary to make the distinction between microscopic instabilities which occur locally at the liquid-gas interface, for example the well known Helmholtz and Taylor instabilities, bubble collapse, etc., and macroscopic instabilities which involve the entire two-phase flow channel. Acoustic waves, shock waves, and critical flow phenomena constitute another important family of two-phase dynamics problems characterized by relatively high frequencies. Only macroscopic channel instabilities, involving relatively slow transients (time constants of the order of a few seconds) will be considered here. These can be essentially categorized as instability of flow distribution among several parallel channels and flow instabilities in a single channel. The first, is beyond the scope of this work which deals only with one important class of single-channel flow instabilities. The major distinction between single and parallel channels stems from the formulation of the boundary conditions. For example, consider a BWR core. To study the redistribution of flow among the subassemblies in the case of some large external disturbance, it is necessary to examine the entire primary loop. On the contrary, when the stability of the hot channel alone is investigated, it is sufficient to specify the pressure at the inlet and exit plenums, as flow changes in a single channel will not affect significantly the total flow, and consequently the pressure drop, across the core. Therefore, whenever the conditions at the channel limits are sufficiently specified at all
times, the problem reduces to a single-channel instability.

There has been considerable confusion in the past as many experiments were designed without making an effort to clearly define the boundaries of the unstable part of the system. In particular, system-induced instabilities have often interfered with more fundamental oscillation modes. Furthermore, the term "parallel channels" has been used frequently to recall a constant-pressure-drop boundary condition, while it might have been used more properly to denote flow distribution phenomena.

It is clear that it is necessary to solve first the stability problems in a single channel before attempting to synthesize the parallel-channel solutions. The discussion that follows is limited to single channels.

The thermo-hydrodynamic instabilities occurring in a boiling channel can be classified in several ways. According to the circulation mode, it is possible to make the distinction between instabilities occurring with natural and forced convection. Considering, however, the similarity of the appropriate boundary conditions this distinction is removed. Only the range of certain parameters will differ in the two cases.

A more fundamental approach would be to characterize the instabilities by the nature of the phenomena taking place. Few investigators have explicitly done so in the past. The general term of "two-phase flow instabilities" was used for dissimilar phenomena. Recent publications [5,7] have finally brought some order and clarity, and, most importantly, categorized the various kinds of possible instabilities.

The distinction will be made first between static or excursive and
dynamic or oscillatory instabilities. The Ledinegg instability is the classical example of the first type. Stenning and Veziroglu [7], in their experiments with Freon-ll, have encountered two major modes of dynamic instabilities, which they have termed "density-wave oscillations" and "pressure-drop oscillations." Their findings are believed to be representative of the general situation. They have also reported the occurrence of "thermal oscillations" in their experimental apparatus, and postulated a mechanism for these based on a relatively rare combination of flow and heat transfer characteristics. Instabilities generated by particular phenomena (flow regime transitions, nucleation, etc.) that for some reason acquire a major importance under unusual conditions, for example these thermal oscillations, seem to defy à priori classification. Therefore, the list of instability mechanisms should be left open to include these minor types.

Pressure-drop oscillations occur (like the Ledinegg instability) when the pressure drop across the channel decreases with increasing flow. They contrast, however, the Ledinegg instability by their oscillatory nature. Their frequency is governed by the volume and compressibility of the system, and they occur in the low exit quality region only, where the pressure drop - flow rate characteristic exhibits a negative slope.

1.1.1 Density Wave Oscillations - The Physical Phenomenon

The density-wave oscillations that constitute the subject of this work are due to the multiple regenerative feedbacks between the flow rate, the vapor generation rate, and the pressure drop. Inlet flow fluctuations
create enthalpy perturbations in the single-phase region. When these reach the boiling boundary they are transformed into void fraction perturbations that travel with the flow along the channel, creating a dynamic pressure drop oscillation in the two-phase region. Since the total pressure drop is imposed upon the channel externally, this two-phase pressure perturbation produces a perturbation of the opposite sign in the single-phase region, which in turn creates further inlet flow variations. It is evident that with correct timing, the perturbations can acquire appropriate phases and become self sustained. Therefore, transportation delays in the channel are of paramount importance for the stability of the system, although inertia effects are also responsible for the generation of phase shifts. This led to the suggestion that these oscillations be called "time-delay" oscillations. Emphasizing the feedback mechanism, Neal and Zivi [5] named them "flow-void feedback instabilities".

Oscillation of any physical system requires a mechanism for intermittent storage and release of some particular form of energy. In the present case, for constant heat input, the total energy contained within the channel varies according to the mass flow rate. At high flow rates little energy is stored; when the flow diminishes the amount of energy contained in the channel increases. Transient heat storage in the channel walls, variation of the saturation temperature with pressure, compressibility effects, and thermal non-equilibrium constitute auxiliary energy storage and release mechanisms, that can create additional phase shifts.

Many other secondary phenomena also contribute to the fundamental feedback mechanism described above, e.g.: variable heat transfer, flow
regime changes, the relative velocity between the phases, etc. Although none of these is the cause of density-wave oscillations, they might acquire under certain conditions a controlling role.

The class of instabilities considered here will be further specialized by the boundary condition that the pressure drop across the boiling channel is maintained constant. This is approximately the case when the pressure drop-flow rate characteristic of the system is sufficiently "stiff." The boundary condition is even closer approximated in the most unstable channel (probably the hot channel) of a large array of parallel channels. Furthermore a natural circulation loop can be described in this fashion if the cold leg is included as part of the channel [5].

1.2 Density-Wave Oscillations in Boiling Water Reactors

The safety and operational evaluation of the BWR's provided the main incentive for the numerous two-phase flow stability studies. Although the first investigators attempted to explain the flow instabilities in BWR's in terms of the rather unique reactivity-void coupling, e.g. [8], it was soon realized that these phenomena could usually be accounted for by purely hydrodynamic considerations. The void-reactivity feedback plays an incidental, but contributing, role in the overall reactor stability. It is now generally believed that the thermo-hydrodynamics can be profitably studied independently of the dynamics of the reactor. On this premise several theoretical investigations [9-18] and test loop stability experiments [19-24] followed.
The early BWR's operated at relatively low pressure levels, and consequently their power density was limited by flow stability considerations. The large commercial BWR's built or planned in the United States in the late sixties, operate at higher pressures and have overcome the stability problems. Their thermal output is limited by the critical heat flux ratio. There is, however, no assurance that new, economically improved designs will not bring back the concern about the thermo-hydrodynamic stability. Furthermore, flow stability is an important consideration in the design of pressure-tube reactors and will probably be the limiting factor in the design of large scale low-pressure desalination plants.

The typical BWR has a closed box subassembly. It stands therefore between the open lattice core and the single tube channel. It is suspected that two-dimensional effects in the rod bundle do somehow alleviate the stability problems. No theoretical work has been reported on the stability of rod bundles. This is not surprising as the difficulties of predicting even the steady-state operation are considerable. The reactor designers have to rely on full-scale tests of pressure tubes and rod bundles to verify their stability, e.g. [25,26].

1.3 Previous Work at M.I.T.

A number of previous investigations prepared the ground for the present work. Steady-state experiments with fluorocarbons in heated glass tubes provided the necessary experience with such systems [27,28]. Early stability experiments [29] gave very valuable indications and guided the conception of the present experiment. Extensive surveys of the two-phase flow literature [30] and a detailed survey of the stability
problems [31] provided for the collection and classification of the
background information.

Crowley, Deane and Gouse [32] reported the first experimental results
obtained with the present equipment. The experimental part of this
investigation is essentially an expansion and completion of their work.

1.4 Experimental Work

The primary goal of the present experimental work was to produce a
complete stability map that could be used to test various analytical
models. The experimental facility, described in Chapter 2, was designed
[33] to produce density wave oscillations under well defined conditions,
without interference from other kinds of instabilities. The constant-
pressure-drop boundary condition was assured by a large bypass in
parallel with the test channels and a sufficient condenser volume.
Although the facility had three vertical, identical parallel test channels,
all the experiments were run, as described in Chapter 7, with a single
channel in order to avoid any possible coupling between channels.

In practice, the independent variables were easily controllable;
thus the system could be operated at any point within its range. This
contrasts the experiments conducted with natural circulation, e.g.
[19,20,21,23], where only certain curves could be followed in the opera-
tional space.

With Freon-113 as the test fluid, the experiments could be pursued
safely inside the unstable region without encountering excessive heated
wall temperatures. The instabilities where thus dissociated from the
burnout phenomena, and valuable information on the limit cycle could be gathered.

In many similar experiments a primary fluid loop was used to transfer heat to the test channel. The use of easily controllable electric heating in the present experiment eliminated potential coupling of the test channel dynamics with the primary heat source dynamics.

Glass was used extensively to permit visualization of the flow. Visual observations of the oscillating test channels provided valuable insight into the problem. Operation at atmospheric pressure levels emphasized phenomena that would have been unimportant at higher pressures.

The effect of the axial heat flux distribution has been recognized earlier [9,20] but very little experimental data are available. Segmentation of the heated test sections permitted simulation of non-uniform heat flux distributions and evaluation of their effect on the stability of the channel.

1.4.1 Higher-Mode Oscillations

The occurrence of "higher-mode" oscillations and transitions from mode to mode inside the unstable region was observed during the experiments, and is described in Section 7.5.1. As no published reports on such behavior could be found in the literature, part of the experimental program was reoriented to examine closely these phenomena. The higher-mode oscillations were characterized by periods that were equal to a fraction only of the expected period. In fact, for density-wave oscillations, it has been well established that the period is approximately
equal to twice the "transit time", i.e. the time required for a fluid particle to travel through the channel. This can be intuitively understood by considering the fact that the perturbations travel with the flow and that the inlet flow perturbation is approximately $180^\circ$ out of phase with the pressure perturbations. Examination of the single-phase dynamics (Chapter 5) and a series of ad hoc experiments (Section 7.9) established that these higher modes were associated with the presence of "standing enthalpy waves" in the single-phase region.

1.5 Analytical Models

Analytical investigations of stability in two-phase flow start with the fundamental mass, momentum, and energy conservation equations [6,34], augmented by semi-empirical relations such as heat transfer rate equations, pressure drop correlations, etc. Obviously if enough detail is built into a model, it should be possible to predict all excursions and oscillations. This is, however, impractical in general, and the models must be specialized to suitably treat certain classes of problems. Care must be exercised then to include all features essential to the phenomena being considered.

The equations of the present problem are space and time dependent. Direct integration of these is impossible unless drastic simplifications are made. The possible solutions can be classified according to the methods used to eliminate the space and time dependences and arrive to a stability criterion [37]. The models are termed lumped if the space variable is eliminated by integration along the channel, assuming a priori some approximate space dependence. They are called distributed when the
space dependence is derived rigorously from the equations. In the time
domain, the equations are either linearized, to permit application of
the well-developed control theory, or treated numerically in a non-
linear fashion.

Although the notion of the boiling boundary, i.e. the point of the
channel where the mixed-mean enthalpy reaches saturation, is rather
artificial, it will be used extensively throughout this work. In fact,
it is necessary to treat separately the single-phase and the two-phase
regions in order to incorporate in each formulation all the essential
features; the boiling boundary provides a convenient separation.
Moreover, a number of experimental observations can be explained by
considering the dynamics of the boiling boundary alone.

The existing analytical stability models fall into two categories.
In the first, the models, in taking into account all possible effects
evolve into complex computer codes, e.g. [12] or inextricable algebra,
from which little physical understanding can be extracted. There are
also relatively cumbersome or expensive to use for preliminary survey
calculations.

In the second category, the models are reduced to a simple form,
which either limits their applicability or compromises seriously their
accuracy. Credit must be given, however, to some models in this cate-
gory for contributing to the physical understanding of the stability
phenomena.

A middle course was taken here. Fragmentation of the model into
smaller, independent blocks permitted retention of enough detail without
loosing touch with the physics of the problem. The stability model presented can be characterized as hybrid, in the sense that it makes use of both linear, frequency-domain and non-linear, time-domain solutions.

As described in Chapter 8, given the steady-state conditions at some point, the approximate frequency of a potential oscillation can be obtained. Indeed it is shown in Chapter 7 that the frequency of the oscillation is uniquely correlated to channel variables. The stability of the channel is then tested by oscillating the inlet flow around this frequency. For these calculations, the single-phase region and the two-phase region are dealt with separately.

1.5.1 Single-Phase Region

The single-phase region is treated in Chapter 5 in a rather conventional fashion; the equations are linearized and solved in the frequency domain. It is indeed generally agreed that linearized models predict adequately the threshold of stability. The variations of the saturation enthalpy with pressure, at the boiling boundary are taken into account, while they were neglected in previous formulations. Subcooled boiling, however, is ignored for lack of an adequate dynamic description.

The importance of heat storage in the channel wall and variable heat transfer have been recognized and the dynamics of the heated wall were incorporated in the formulations of the single-phase region. As shown in Section 5.2.3, the often neglected wall dynamics might play under certain conditions an important role.
Solution of the equations of Chapter 5 yields the oscillations of the boiling boundary and the variations of the single-phase pressure drop when the inlet flow is oscillated. These two are then used as inputs to the two-phase dynamics model.

1.5.2 Two-Phase Region

The treatment of the two-phase region is novel. A Lagrangian description was used and exact distributed solutions were obtained with a minimum of simplifying assumptions. The resulting "Enthalpy Trajectory Model" is described in detail in Chapter 6. Use of a Lagrangian approach limits, however, the applicability of the model to channels with axially uniform cross-section and heat flux. Variations of the heat transfer from the wall are less important in the boiling region where the heat transfer coefficient is weakly dependent on velocity and quality. The structure of the model does not permit an accounting of these effects. Thermodynamic equilibrium between the phases was assumed and, although the treatment of the two-phase region is non-linear, the application of the equations is confined to small and medium flow perturbations. Flow reversals, for example, cannot be dealt with.

The various existing models that deal with the dynamics of two-phase flow are oriented toward high pressure systems as they do not take into account the variations of the saturation temperature and other properties with pressure in space. Moreover, incorporation of time dependent property variations increases the difficulty of obtaining numerical solutions by an order of magnitude [35]. A compromise was reached here by using a reference pressure profile which takes into account the space variations of the properties. This reference profile is provided exter-
nally with any available degree of accuracy. The time dependence of the saturation enthalpy is taken approximately only into account (Chapter 8).

The stability model does not make use of the various semi-empirical correlations required for the steady-state calculations but rather uses a fundamental technique to determine the deviations from the reference state. The enthalpy trajectory model is used in Chapter 8 to predict the pressure drop in the two-phase region with oscillating flow.

1.5.3 Stability Criterion

Once the pressure oscillations in the two distinct regions of the channel are obtained, use of the constant-pressure-drop boundary condition allows the stability criterion to be written in its simplest form

$$\delta \Delta p_1 + \delta \Delta p_2 > 0$$

where the two terms are the pressure perturbations in the single-phase and the two-phase regions, respectively. In Chapter 8 this criterion is put into a more convenient form for use in the stability analysis.

The procedure of predicting the threshold of stability outlined above allows one to follow the calculations step by step. Physical understanding of the phenomena and the effect of parametric variations can be easily extracted from the model.

As a test of the theory, a computer program was written to investigate the stability of the present experimental system. In Chapter 8, the theoretical predictions of this code are compared to the experimental data.
Although the stability model exhibited a qualitatively correct behavior, the predicted threshold of stability was not in agreement with the experimental observations. As discussed in detail in Chapters 8 and 9, effects that could not be included in the theory, for example lack of thermodynamic equilibrium and radial heat transport effects in the single-phase region, seemed to be mainly responsible for the discrepancy. It is recommended that the model is further tested under different experimental conditions, including high pressure water systems.
Chapter 2

EXPERIMENTAL APPARATUS

The basic experimental apparatus used in this work was described in detail in previous publications that originated from the project [32 - 33]. A brief description will be repeated here for completeness, and numerous innovations that were made in the instrumentation will be discussed.

The equipment evolved from previous designs [29], and was designed with flexibility and simplicity in mind. The vital part of the loop, the test-section assembly, consists of three parallel heated glass channels in parallel with a large bypass whose function is to maintain a constant pressure drop across the heated channels. The test fluid enters the three channels at the bottom and flows, while evaporating, vertically upward. Use of glass in the loop permits visualization of the flow, but limits the attainable pressure level.

Subdivision of each channel into seven individually powered test lengths permitted simulation of non-uniform heat flux distributions, similar to those encountered in boiling water reactors. The rig was designed for Freon-113, although other test fluids can be used. Freon-113 was well suited for the test program since it has a boiling point of 118°F at atmospheric pressure, a low vapor pressure, and a latent heat of vaporization about one tenth that of water. It is thus possible to produce any exit quality and even superheated vapor with modest power, at low temperature and without any fear of burnout. Moreover, Freon-113 is
relatively inexpensive, and exhibits the desirable properties of fluorocarbons, i.e. it is non-corrosive, non-toxic, electrically non-conductive, non-flammable, and chemically stable. It has, however, several potentially undesirable properties: a very low thermal conductivity, high air solubility, and high degree of wettability. These properties may significantly influence the heat transfer behavior relative to that obtained, for example, with water.

2.1 Description of the Loop

Figures 2.1 and 2.2 are schematic diagrams of the loop. Figure 2.1 describes in detail the hardware and general instrumentation, while Fig. 2.2 gives exact test section dimensions and codes important components. The basic flow system consists of: the pump, located well below the entrance of the test sections to avoid cavitation; the main flow lines; the pump bypass that permits isolation of the test sections; the total flow metering lines; the main (HX1) and test section (HX2) preheaters; the test-section assembly in parallel with the large bypass; the condenser and after-condenser; the downcomer; and the precoolers used to lower the fluid temperature before reaching the pump. Glass was extensively used to permit visual observations of the boiling phenomena and to monitor system performance. Two preheaters were necessary in order to be able to keep the temperature in the bypass below saturation, while still independently varying the test-section inlet temperature.

The flow is divided between the pump bypass and the test sections by adjusting valves V1, V6 and V3 or V2. The test-section bypass valve, V9, controls the pressure drop across the test sections.
Two condensers were thought to be necessary to eliminate non-condensible gases from the main condenser; the idea was to maintain the condenser pressure slightly above atmospheric and allow a slow leakage of vapor to the after-condenser. This, however, did not provide a sufficiently constant exit pressure when the vapor generation rate was varied during the experiments. For this reason, after an initial degassing, sufficient cooling was provided to the main condenser to keep the pressure at atmospheric level (see also 4.1). The condenser volume and cooling were sufficient to eliminate any dynamic pressure variations.

The flow area in the test section preheater HX2 was large enough so that there was essentially no frictional pressure drop across it for the range of flows passed through the heated sections. There was, however, an inertial pressure drop in this leg (see 5.4.1). The constant-pressure-drop region therefore extended from point 00 (Fig. 2.2) or to a lesser approximation point 0, to the channel exit (ex). The heated region between points 1 and 8, is described in more detail below.

Table 2.1 gives more general information about the loop. Table 2.2 summarizes a few important properties of the test fluid for convenient reference.

Table 2.1

<table>
<thead>
<tr>
<th>Characteristics of the Experimental Loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction Materials</td>
</tr>
</tbody>
</table>
Table 2.1 Concluded

<table>
<thead>
<tr>
<th>Heat Exchangers and Condensers</th>
<th>Tube and shell type, manufactured by American-Standard. Cooling and heating by mixture of steam and water.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge of Freon-113</td>
<td>Approximately 700 lbm.</td>
</tr>
<tr>
<td>Electric power to the test sections</td>
<td>Seven* General Radio Variac W20G2 autotransformers, 220 V primary/0 to 330 V secondary.</td>
</tr>
<tr>
<td>Total power available</td>
<td>Approximately 12 kW maximum (limited by autotransformer load).</td>
</tr>
</tbody>
</table>

* An eighth autotransformer could be used to power all seven Variacs at reduced load in order to preserve the power distribution while changing the total input.

Table 2.2

Selected Physical Properties of Freon-113 [41,42,43]

<table>
<thead>
<tr>
<th>Chemical name and formula</th>
<th>trichlorotrifluoroethane, CCl₂FCClF₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boiling point</td>
<td>117.6°F at 14.7 psia</td>
</tr>
<tr>
<td>Liquid density</td>
<td>97.7 lbm/ft³ (1.565 g/cm³) at 77°F</td>
</tr>
<tr>
<td>Critical Point</td>
<td>417.4°F; 495.0 psia</td>
</tr>
<tr>
<td>Latent heat of vaporization</td>
<td>63.1 Btu/lbm at 14.7 psia</td>
</tr>
<tr>
<td>Specific heat of the liquid</td>
<td>0.213 Btu/lbm at 70°F</td>
</tr>
<tr>
<td>Prandtl number of the liquid</td>
<td>7.3 at 100°F</td>
</tr>
<tr>
<td>Liquid-to-vapor density ratio</td>
<td>195 at 15.4 psia, 137 at 20.5 psia</td>
</tr>
</tbody>
</table>

See also Appendix B
2.1.1 Heated Test Section Assembly

The test channels were made of Pyrex EC electrically conducting glass tubing. Seven test lengths, each 15-in. long, stacked and coupled with 0.5-in. thick coupling plates, comprised the heated portion of a test section. Figure 2.2 gives the important dimensions and Fig. 2.3 shows the details of the coupling. The three test channels were connected to a common header at the inlet, to a large transparent riser at the exit. A short unheated length of copper tubing was provided at the end of each test section to bring the channel exits above the liquid level in the riser. The liquid from the riser was directly drained to the down-comer (Fig. 2.1), while the vapor was passed to the condenser. Structural rigidity and alignment were provided by three metal rods running along the test sections, through the plastic couplings.

Two instrument taps were provided in each coupling for each of the channels: a 0.042-in. dia. pressure tap and a 0.062-in. dia. thermocouple well.

The glass tubes were coated with a thin, optically transparent, electrically conductive film. Heat was supplied to the tubes by passing an electric current through this resistive coating. The temperature coefficient of resistivity of the coating was estimated to be of the order of $10^{-4}/^\circ\text{C}$. Thus, in contrast with other investigations where a second fluid was used to supply heat, the heat supply was essentially constant in time (except for the negligible effect of time-varying heat losses) and easily controllable. Each Variac was powering all three test lengths at one level; the power was equally distributed by means of adjustable trimmer resistors.
The factory tin oxide coating was somewhat uneven resulting in a rather consistent, slightly non-uniform axial resistance distribution. Typically, the linear resistivity curve presented two humps situated at 1/3 and 2/3 of the total length. The peak to average ratio was 1.15 for the few tubes measured (1.33 if the unheated length is taken into account). The actual heat flux distribution would be slightly flattened by axial heat conduction. Electric power was supplied to the tubes by wire braid power leads coiled around a heavier coating at each tube end. The presence of the couplings, the coupling plates and the power leads leaves an unheated length of 2 to 2.5 in. at each experimental station, referred to in later chapters as cold spot.

The physical properties of the glass test sections are summarized in Table 2.3.

<table>
<thead>
<tr>
<th>Table 2.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Characteristics of the Test Sections</td>
</tr>
<tr>
<td>Geometry: Overall length</td>
</tr>
<tr>
<td>Heated length</td>
</tr>
<tr>
<td>Diameters</td>
</tr>
<tr>
<td>Flow area</td>
</tr>
<tr>
<td>Material</td>
</tr>
<tr>
<td>Physical Properties of the glass [44,45]:</td>
</tr>
<tr>
<td>density</td>
</tr>
<tr>
<td>heat capacity</td>
</tr>
<tr>
<td>thermal conductivity</td>
</tr>
<tr>
<td>thermal diffusivity</td>
</tr>
<tr>
<td>safe operating temperature</td>
</tr>
<tr>
<td>Conductive coating:</td>
</tr>
<tr>
<td>thickness</td>
</tr>
<tr>
<td>optical transparency</td>
</tr>
<tr>
<td>total resistance</td>
</tr>
</tbody>
</table>
2.1.2 Operating Range

As noted earlier, the pressure level is limited by the glass portions of the loop. The maximum heat input to the test sections is given by the acceptable autotransformer load or the permissible safe heat flux. The mass flow rate was limited by the liquid evacuation capability of the riser, which had an inadequate liquid drain; at exit liquid flow rates in excess of 4000 lbm/hr flooding of the riser occurred. The temperature of the city water determined the lowest inlet temperature obtainable (38°F during the coldest winter days). The range of variables, as summarized in Table 2.4, was generally sufficient for the present experiment.

Table 2.4
Operating Range of the Independent Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range or Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure level (condenser)</td>
<td>0 to 20 psig</td>
</tr>
<tr>
<td>Maximum average* &quot;safe&quot; heat flux (inside diameter)</td>
<td>16000 Btu/hrft² # corresponding to 680 W/test length or to a linear heat rate of 1800 Btu/hrft</td>
</tr>
<tr>
<td>Flow rate (per tube)</td>
<td>up to 4000 lbm/hr</td>
</tr>
<tr>
<td>Inlet velocity</td>
<td>up to 12ft/s</td>
</tr>
<tr>
<td>Exit quality</td>
<td>subcooled liquid to superheated vapor</td>
</tr>
<tr>
<td>Inlet subcooling</td>
<td>0 to 100 °F</td>
</tr>
</tbody>
</table>

* averaged including the unheated lengths at the experimental stations

# successful operation at 50,000 Btu/hrft² has been reported [27]
2.2 Instrumentation

The loop was equipped with a large number of instruments as shown in Fig. 2.2. Channel C, which was generally the only channel used, was equipped with thermocouples and pressure transducers at all couplings.

Although the primary measuring elements (venturis, pressure transducers, and thermocouples) were the same for both the steady-state and the stability runs, different recording instrumentation was used for each type of experiment. The millivolt transducer signals were measured with a precision d.c. vacuum tube volt meter (Hewlett-Packard, Model 412A) during the steady-state runs. A direct-writing oscillograph (Visicorder, Model 906B, manufactured by Honeywell; 12 recording channels) was used during the stability runs to record all the rapid transients.

2.2.1 Pressure Measurements

Bourdon type precision pressure gauges were used to monitor the condenser pressure (P95) and the pressure at the bottom of the test sections (P93). An open mercury manometer was connected to the inlet header (Station 0). During the blowdown experiments (Section 7.1.1) the level of the liquid in the graduated bypass was also used to determine the inlet pressure.

Transducers were connected to the pressure taps at stations 0 to 8. A variety of "unbonded strain gauge" differential and gauge pressure transducers were used. Their usable ranges extended from 1 psi to 30 psi. They had been calibrated individually and their calibrations were often checked using the liquid level in the test sections as a reference.
The reference side of the differential pressure transducers was either connected to the condenser or left open to the atmosphere. Occasionally, to extend the range of the differential transducers, a liquid Freon head was applied as reference.

Regulated d.c. voltage excitation to the transducers and passive signal adjustments were provided by a set of eight strain gauge bridge adapters supplied by the Ramapo Instrument Co. (Model SGA-100B). Whenever necessary, simple RC filters were installed between the bridges and the recording instruments to eliminate the 60 Hz pickup.

During a single run, the total observed transducer drifts were generally below 0.1 psi, typically between 0.03 and 0.1 psi, depending on the range of the individual transducer. This drift, caused by thermals and introduction of vapor into sensing lines, was considered in the data reduction.

2.2.2 Flow Measurements

Three venturis in the unheated inlet section of the channels provided both the static and the dynamic flow measurements. The calibration and characteristics of these units, designed to produce a minimal pressure drop, are given in Ref. [32]. Pressure lines, approximately one foot long, were used to feed the pressure signals to three differential pressure transducers (± 1 psid), in parallel with three inverted U-tube Freon manometers used for static measurements only. Great care was exercised in eliminating trapped gas from the pressure lines.

The transducer signal was read with the d.c. VTVM during the steady-state runs. As this signal is approximately proportional to the square
of the flow, it was necessary to further process it in order to readily interpret transient flow recordings. An amplifier having a square-root response was built to perform this function and is shown schematically in Fig. 2.4. This unit had provisions for variable gain and convenient calibration.

Unfortunately the pressure transducers available had a resonant frequency in the vicinity of 10 Hz. It was therefore necessary to follow the square-root amplifier by a RLC low-pass filter. After a few trials, a satisfactory filter having a 60 db/decade attenuation after a cutoff frequency of 6 Hz (10 percent drop at 1.2 Hz, 60 percent at 5 Hz) was obtained.

Finally, an integrating circuit was built to provide the average flow value during the flow oscillations. The average flow was obtained from the average slope of the integral signal, recorded over a few oscillation cycles. The entire flow measuring instrumentation shown in Fig. 2.4 performed quite satisfactorily at moderate flow oscillations. However, when flow blockage, reversals or vapor flowback from the heated sections occurred, large discrepancies were observed. The venturi, being non-symmetric, gave an erroneous reading for reverse flow even without vapor entrainment. As mentioned above, the large diameter ratio venturi was chosen to minimize the pressure losses and was delivering a very weak signal at low flow (0.04 psi at 1 ft/s). It might have been beneficial to use instead a simple orifice to get identical calibration in both directions and a larger, direction-sensitive pressure signal (a venturi gives a pressure signal of the same sign regardless of the flow direction).
The response of the square-root amplifier was excellent, except in the lower 5 percent of its full scale, where there were significant deviations from the theoretical characteristic. At these low velocities, the output was also sensitive to pressure signal drift, although the drift was generally quite low (typically 0.001 psi). It was, however, necessary to zero the transducer very carefully. For these reasons, the venturi flowmeter was used mainly at high velocities and in the stable region. At low velocities, below about 0.8 ft/s for oscillating flow during the blowdown experiments, the flow was metered by volume as explained in 7.1.2.

The total flow to the test sections and the bypass was measured by two orifices, connected to mercury manometers. All flow measurements were estimated to be accurate to a few percent.

2.2.3 Electric Power Measurements

The electric power supplied to each test length was monitored by a set of seven panel wattmeters. Provisions were also made for the external connection of an accurate (Westinghouse, class 0.5%) laboratory wattmeter whenever accurate measurements were desired. The line voltage was checked frequently during the experiments to detect and correct drifts.

2.2.4 Temperature Measurements

Copper-constantan thermocouples were used throughout the loop. The test-section thermocouples were steel sheathed, 0.062 in. in diameter. Ordinary thermocouple wire in dry wells was used at other locations. All thermocouples were connected to a 144-point Honeywell-Brown potentiometric recorder. Switching of any thermocouple to a Visicorder channel for dynamic recordings was also possible. The recorder was calibrated
frequently and was accurate to approximately 0.2°F.

2.2.5 Other Measurements

Occasionally, a hot wire probe, consisting of a 0.001 in. dia. stainless steel wire, inserted through a thermocouple hole and stretched across the flow area, was used as an inexpensive, average void fraction gauge [46] to detect flow regimes and dynamic void fraction variations. Its operation was quite successful and gave valuable qualitative results.

An attempt was also made to detect the dynamic variations of the outside surface temperature of the test sections. A measure of the resistance variations of the conductive coating of the test sections by a carrier frequency Wheatstone bridge failed for lack of sensitivity (low temperature coefficient of resistivity) in the 300 V power environment. It would have been much better to use a resistance thermometer (e.g. a thin insulated wire wrapped around the tube). In any case, the temperature variations were very small, of the order of 1 or 2°F even during the most violent oscillations.
Chapter 3

PREDICTION OF THE STEADY-STATE OPERATING CONDITIONS IN THE BOILING CHANNEL

The stability analysis that will be undertaken in Chapters 5, 6, and 8 will require, like any stability analysis, knowledge of conditions throughout the boiling channel. Steady-state prediction methods presented in this chapter will be experimentally verified in Chapter 4 in order to ascertain that the steady-state foundations of the stability analysis are sound.

More specifically, a calculation procedure was developed in order to predict the pressure, temperature, quality, and void fraction profiles along the channel at steady state. In essence, the whole procedure centers around the pressure drop prediction; the additional parameters are required inputs to the pressure drop calculation. The independent variables required are the inlet (all liquid) mass flow rate, the inlet temperature, the exit (or condenser) pressure and the heat flux distribution along the channel. A computer code (PRESDROP) was written in FORTRAN IV to carry out the calculations on an IBM-360 computer. The code was written with the specific experimental geometry and fluid in mind; however, it can be easily modified to accommodate any single channel geometry and fluid. In this code, turbulent flow at thermodynamic equilibrium is assumed, the relative velocity between the phases is taken into account, the fluid properties are variable with pressure, and the effects of subcooled boiling are considered.
An outline of the various correlations used in developing this procedure is given in this chapter. A description of the code and its FORTRAN IV listing can be found in Appendix A. A parametric study of the pressure drop predicted under the present experimental conditions is undertaken in the last section of this chapter.

3.1 General Calculation Procedure

The pressure drop along a single channel is calculated for a smooth, constant diameter, round pipe and for vertical upward flow. Reflecting the experimental setup, the channel was subdivided into seven heated lengths and a short unheated exit section, the heat inputs to each test length being individually adjustable. To further take into account in the calculations the variations of the fluid properties with pressure and the continuous variation of the quality, each test length was subdivided into a number of segments, depending on the accuracy desired.

The input information is:

- the inlet (all liquid) mass flow rate, \( w \) [lbm/hr]
- the inlet temperature, \( T_0 \) [°F]
- the exit or condenser pressure, \( p_{ex} \) [psia] or \( p_{cond} \) [in. Hg]
- the heat input distribution, \( q_i \), \( i = 1, 7 \) ordered from inlet to exit [Watts per test length]

The total net heat input is then given by

\[
q_{tn} = \sum_{i=1}^{7} (q_i - q_i \text{ loss}) \quad \text{[Btu/hr]}
\]

where the losses are estimated from a previous iteration, Section 3.7.

The inlet enthalpy and the total enthalpy rise are given by

\[
h_{in} = h_f(T_0) , \quad \Delta h = \frac{q_{tn}}{w} \quad \text{[Btu/lbm]}
\]
The exit quality can then be calculated as follows:

\[ x_{\text{ex}} = \frac{h_{\text{in}} + \Delta h - h_f(p_{\text{ex}})}{h_f(p_{\text{ex}})} \]

The conditions now being known at the exit, the pressure drop is calculated for each segment, marching upstream until the channel inlet is reached. The two possible cases of subcooled and two-phase flow as well as the special case of the segment around the bulk boiling boundary are treated in the following sections. All properties are evaluated at the saturation pressure or temperature unless otherwise specified.

3.2 Pressure Drop

The pressure drop at steady state is given by the sum of the frictional, gravitational, and acceleration pressure drop terms:

\[ \Delta p = \Delta p_{\text{fr}} + \Delta p_{\text{gr}} + \Delta p_{\text{ac}} \]

It becomes necessary at this point to define rigorously a few terms that will be used extensively throughout this work. The (bulk) boiling boundary (BB) is defined as the point in the channel where the bulk or mixed-mean enthalpy of the flow reaches saturation. The subcooled region extends from the inlet to the BB, and will occasionally be referred to as single-phase region (subscript 1), ignoring the occurrence of subcooled boiling. The boiling region starts at the point of net vapor generation (NVG) and is divided by the BB into a subcooled boiling and a (bulk) boiling region, otherwise referred to as two-phase region (subscript 2), whenever the presence of vapor in the subcooled region is ignored. The superheated vapor region is not considered in this work.
3.2.1 Frictional Pressure Drop

3.2.1.1 Single-Phase Region

For a single-phase diabatic flow, according to Sieder and Tate [47],

$$\Delta p_{lfr} = -4 f \frac{\Delta L}{D} \frac{G^2}{2\rho_f} \left(\frac{\mu_w}{\mu_b}\right)^{0.14}$$

where \( f = f(Re_b) \) and \( Re_b = \frac{G D}{\mu_b} \)

The friction factor for smooth pipes is formulated as a function of the Reynolds number for use in the program (Appendix C). The temperature of the wall is obtained using the familiar McAdams correlation for the heat transfer coefficient

$$\frac{h D}{k_b} = 0.023 \left(Re_b\right)^{0.8} \left(Pr_b\right)^{0.4}$$

There might be some question concerning the validity of the wall-to-bulk temperature correction when the wall temperature exceeds saturation temperature. Radial property variations might also be expected to influence the heat transfer coefficient; however, this was not considered since some uncertainty in the wall temperature could be tolerated. With this procedure, the predicted pressure drop slope agreed well with the observed one in the single-phase region, even under extreme wall temperature conditions (Figs. 4.4 and 4.5). Finally note that, lacking an adequate correlation for Freon, the effect of subcooled boiling on the frictional pressure drop is ignored.
3.2.1.2 Two-Phase Region

A number of more-or-less sophisticated empirical and semi-empirical models exist for the calculation of the frictional pressure drop in the two-phase region (e.g. [49,50,51,52]). The Lockhart-Martinelli model [49] was used here because of its wide acceptance and the similarity of the experiments from which it was derived to the present one. The calculation procedure is outlined below:

\[ \Delta p_{fr2} = \phi^2_{\lambda tt} \Delta p_{\lambda} \]

\[ \Delta p_{\lambda} = -4f \frac{\Delta L}{D} \frac{[G(1 - x)]^2}{2\rho_f} \]

\[ f = f(\text{Re}_\lambda) \]

\[ \text{Re}_\lambda = \frac{G(1 - x)}{\mu_f} D \]

The Lockhart-Martinelli two-phase friction multiplier

\[ \phi^2_{\lambda tt} = \phi^2_{\lambda tt}(X_{tt}) \]

is obtained numerically from a polynomial which was fitted to the recommended curve as a function of the parameter \( X_{tt} \)

\[ X_{tt} = X_{tt}(\bar{x}, p) = (\frac{1 - \bar{x}}{x})^{0.9} \left( \frac{\rho_g}{\rho_f} \right)^{0.5} \left( \frac{\mu_f}{\mu_g} \right)^{0.1} \]

See Appendix C. Both phases are assumed to be in the turbulent regime, which is not strictly correct for the gas phase near zero quality and for the liquid phase at low flow rates and high qualities. Practically, however, it does not make any difference as these regions cover only a short channel length. In the above formulas, the evaluation of the
quantities at the average quality for each segment

\[
\bar{x} = \frac{1}{2} (x_e + x_i)
\]

requires knowledge of the segment inlet quality \(x_i\), which is obtained by iteration.

### 3.2.2 Gravitational Pressure Drop

This term is given simply by

\[\Delta p_{gr} = \left[ \rho_f (1 - \bar{\alpha}) + \rho_g \bar{\alpha} \right] \bar{g} \Delta L\]

The difficulty resides in the estimation of the average void fraction, \(\bar{\alpha}\), in the boiling region. The Lockhart-Martinelli void fraction correlation

\[\alpha = \alpha(\chi_{tt})\]

was used throughout this work, where again the empirical function was approximated numerically by a polynomial (Appendix C) and all quantities were evaluated at the average quality \(\bar{x}\).

The Lockhart-Martinelli void fraction correlation was, however, compared to other correlations as discussed in Section 3.4. Section 3.5 describes the evaluation of the true quality in the subcooled boiling region, which can be used with the Lockhart-Martinelli correlation to estimate the subcooled voids. The expression reduces to the usual hydrostatic expression in the region prior to subcooled boiling.

### 3.2.3 Acceleration Pressure Drop

Assuming that each phase is flowing separately with uniform velocity throughout the flow cross-section, the acceleration pressure drop is given by [53]
\[ \Delta p_{ac} = B(x_e,p_e) - B(x_i,p_i) \]

with

\[ B(x,p) \equiv -G^2 \left[ \frac{(1-x)^2}{(1-\alpha)\rho_f} + \frac{x^2}{\alpha \rho_g} \right] \]

In the single-phase region, \( B(x,p) \) reduces to

\[ B(T) = \frac{-G^2}{\rho_f} \]

3.3 The Segment Containing the Bulk Boiling Boundary

It is noted that since there is a large pressure drop at the bulk boiling boundary due to the sudden acceleration of the fluid, it becomes necessary to treat separately the segment that contains the zero quality point. This effect is especially pronounced at low pressures where the equilibrium void fraction rises from zero to 50 or 75 percent in a few inches of heated length.

It is then necessary to determine the zero quality point by successive iterations, calculate separately the pressure drops in the non-boiling and boiling lengths, and add them to get the total pressure drop. Although the solution to the problem seems trivial, considerable numerical difficulties were encountered. The difficulties are significantly alleviated when subcooled boiling is taken into account, due to smoothing of the void fraction distribution around the bulk boiling point. Appendix A discusses this problem in more detail.
3.4 Prediction of the Void Fraction

Among the numerous existing void fraction correlations, four were chosen to be compared here:

a.) The Lockhart-Martinelli empirical correlation [49]

\[ \alpha = \alpha(X_{tt}) \quad \text{with} \quad X_{tt} = X_{tt}(x,p) \]

neglects the effects of mass flux, pipe diameter, and flow regime but has given satisfactory results for a variety of fluids and conditions.

b.) A correlation proposed by Zuber and Findlay [54] for the "churn-turbulent" flow regime, which takes into account the flow regime and the mass flux effect, is given by

\[
\alpha = \frac{x}{\rho_g} \left\{ 1.13 \left[ \frac{x}{\rho_g} + \frac{1-x}{\rho_f} \right] + \frac{1.18}{G} \left[ \frac{\sigma_g (\rho_f - \rho_g)}{\rho_f^2} \right]^{1/4} \right\}^{-1}
\]

c.) The slug flow model proposed by Griffith and Wallis [55], which takes into account tube diameter, flow regime and mass flux,

\[
\alpha = \frac{Q_g/A}{1.2 \left( \frac{Q_g + Q_f}{A} \right) + 0.35 (gD)^{1/2}}
\]

with

\[ Q_g = \frac{w \cdot x}{\rho_g} \quad \text{and} \quad Q_f = \frac{w (1-x)}{\rho_f} \]

d.) The simple homogeneous model given by

\[
\alpha = \frac{x}{x + (1-x) \rho_g/\rho_f}
\]
These four models were compared at typical experimental conditions of this investigation as shown in Fig. 3.1. The dotted lines indicate that the model is probably used outside its intended range of flow regime. The Lockhart-Martinelli extension towards the low quality region is an arbitrary one, as noted in Appendix C. The comparison shows that in the range of interest, i.e. for \( x = 0.01 \) to \( 0.30 \), the first three models agree closely, while the homogeneous model overestimates the void fraction. It was felt that this comparison justified use of the Lockhart-Martinelli void fraction correlation throughout this work. The effect of variation in the predicted void fraction on the pressure drop is discussed in Section 4.5.

3.5 Void Fraction in the Subcooled Boiling Region

The void profile in the subcooled region is essentially determined by the position of the point of NVG. This is considered to be the point in the channel where the void fraction increases rapidly with position. Upstream of NVG, the subcooled voids are on the wall and two-phase effects are small. Levy [56] and Staub [57] have somewhat similar approaches to prediction of this point. They consider NVG to be coincident with bubble departure which is due to unbalance of forces on the bubble. Staub takes into account surface tension, buoyancy and shear drag terms, while Levy considered only surface tension and buoyancy effects. Both models have "adjustable constants" which have been evaluated mainly from high pressure water data, and there is no assurance that they should apply equally well to Freon-113 at low pressures.

The two models were compared for the present experimental conditions
using the following recommended values of the constants.

Staub: \( f(\beta) = 0.030 \)

Levy: \( C = 0.015 \) and \( C' = 0 \)

The subcooling at the point of NVG, as predicted by the two models, is plotted in Fig. 3.2 versus the mass flux, for various heat fluxes. As expected, Levy's model gives unrealistic estimates at very low velocities where the buoyancy effects dominate or at least play an important role, but the models agree otherwise. Staub's model with \( f(\beta) = 0.030 \) was used in most of this work, although some earlier calculations were done using Levy's model.

Once the point of NVG is known (given by the models as subcooling with respect to the local saturation temperature \( \Delta T_d \)) a relation is postulated between the "true" local vapor quality \( x_{tr} \) and the corresponding equilibrium value \( x \). Levy proposes:

\[
\begin{align*}
    x_{tr} &= x - x_d \exp(x/x_d - 1) & \text{for } x > x_d \\
    x_{tr} &= 0 & \text{for } x < x_d
\end{align*}
\]

where:

\[
x_d = -\frac{c \Delta T_d}{h_{fg}} < 0
\]

The void fraction is then calculated from the appropriate relationship (in the present case the Lockhart-Martinelli correlation) using this true quality.

The computer subroutines (SUBBOL) that perform these calculations are listed in Appendix A. The effect of the subcooled boiling void fraction on the pressure drop is examined in Section 4.4.
3.6 Temperature Profile

In the subcooled region, the local bulk temperature is directly related to the fluid enthalpy. A correction is, however, necessary to account for subcooled boiling:

\[ T_b = T_f [h - x_t h_{fg}(p)] \]

In the bulk boiling region the local temperature is equal to the saturation temperature.

3.7 Heat Losses

The glass channel was not insulated in order that continuous visual observations of the boiling phenomena could be made. The heat loss from the outer wall was small, of the order of 5 percent, but not negligible. Gouse and Hwang [27] under almost identical experimental conditions have measured these losses and tested the accuracy of the correlation used to predict them. The good agreement they obtained justified the use of similar methods to predict the heat losses here.

The film temperature drop is calculated, neglecting the heat loss as a first approximation. The McAdams correlation is used in the forced convection region and the heat transfer coefficient is set equal to 1000 Btu/hr ft\(^2\)F in the boiling region. Then the wall temperature drop is estimated for an average glass temperature. These two temperature drops added to the average bulk temperature yield the average outside wall temperature, \( T_{out} \). The natural convection losses are then given by [58]

\[ q''_{nc} = 0.29 \Delta T_a^{5/4} / L^{1/4} \quad \text{[Btu/hr ft}^2\text{]} \]
with

\[ \Delta T_a = T_{out} - T_{room} \quad [^\circ F] \]

\[ L = \text{test length} \quad [\text{ft}] \]

Adding the radiation loss, assuming a view factor of 1.0 and emissivity of 0.95, the total heat loss is obtained. The FORTRAN listing of the subroutine LOSSES in Appendix A provides additional details.

3.8 Parametric Study of the Pressure Drop

As all the stability predictions depend closely on the steady-state pressure and quality distributions at the threshold of stability and on the relative magnitude of the three terms in the pressure drop equation, it will be useful to examine here the parametric effects of mass flow rate, inlet temperature, heat input, and quality under the present experimental conditions.

3.8.1 Effects of the Inlet Temperature and the Mass Flow Rate

Figure 3.3 shows the variations of the total pressure drop, \( \Delta p_{1 \text{ ex}} \), when the inlet temperature is changed, while all the other independent variables are maintained constant. Figure 3.4 shows the effect of the mass flow rate. The subcooled boiling and the heat losses were not taken into account in these calculations. The pressure at the boiling boundary, \( p_{bb} \), the exit quality, \( x_{ex} \), the length of the single-phase region, \( z_{bb} \), and the subcooling with respect to the boiling boundary, \( \Delta T_{subb} = T_{sat}(p_{bb}) - T_o \), are also shown in these figures, as they all have some importance in the stability analyses. A detailed discussion of these parametric trends is not
required here since the explanation for the behavior is quite simple and the plots will be considered later.

3.8.2 Relative Importance of Friction, Gravity, and Acceleration Terms

For a given geometry, fluid, and pressure level, the local differential frictional and gravitational pressure drops are functions of the mass flux and the quality only. It is thus possible to compare them in the \((G,x)\) plane. The acceleration term depends on the rate of vapor generation, or the rate of quality increase with length and therefore will also be dependent on the heat input.

The three terms were calculated for a matrix of values in the \((G,x)\) plane and for three different heat fluxes. Contour maps were then produced by computer for lines of constant ratios. Figure 3.5 shows such a contour map. The plot has a background of lines of equal gravity-to-friction ratio. Superimposed on these are the three unity ratio curves: gravity = friction = acceleration (for \(q' = 792 \text{ Btu/hrft}, 300 \text{ W/test length}\)). They subdivide the entire plane into three major regions. Gravity is dominant in the upper left region, acceleration is larger than the two other terms in the lower left corner and friction is the major term in the rest of the plane.

The 264 and 1320 Btu/hrft (100 and 500 W/test length) lines, also shown on this plot, permit to evaluate the effect of the heat flux on the acceleration term: as the heat flux is increased, the "triple point" moves upwards along the gravity = friction line, enlarging the acceleration dominated area. This figure will be referred to frequently in subsequent chapters.
Chapter 4

MEASUREMENT OF STEADY-STATE PRESSURE AND TEMPERATURE PROFILES
AND COMPARISON WITH PREDICTIONS

Detailed pressure and temperature profile measurements at steady-state were undertaken in order to verify the validity of the computational methods developed in the preceding chapter. The range covered in the 21 experimental runs was:

- inlet temperature, $T_o$ 95 and 115 °F
- gross average heat flux, $q''$ 0, 4700, 9400 and 14,100 Btu/hr ft² (0, 200, 400 and 600 W/test length)
- inlet velocity, $V_o$ approximately 0.5 to 10 ft/s
- condenser pressure, $P_{cond}$ atmospheric
- heat flux distribution uniform, cosine, and "rooftop"

Heat flux distributions are given in Table 4.1.

Table 4.1

Definition of the Heat Flux Distributions Used Throughout This Work

<table>
<thead>
<tr>
<th>Local to Average Heat Inputs (per Test Length)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Length Number</td>
</tr>
<tr>
<td>Distribution:</td>
</tr>
<tr>
<td>Uniform</td>
</tr>
<tr>
<td>Chopped Cosine</td>
</tr>
<tr>
<td>&quot;Rooftop&quot;</td>
</tr>
</tbody>
</table>
The experimental procedure is outlined in the following section. The effect of the various uncertainties in the theoretical models on the calculated pressure drop and the effect of the heat flux distribution are also discussed in this chapter.

4.1 Experimental Procedure

All experiments were conducted with a single channel (Channel C). The other two channels were isolated during the measurements using valves V11 and V12 (see Fig. 2.1).

After slowly heating up the system, the Freon at an inlet temperature close to saturation was circulated in all three channels at full power for approximately one hour to extract dissolved air. During this period the main condenser water was shut off and most of the condensation occurred in the small after-condenser which was left permanently open to the atmosphere during these experiments. This technique resulted in a partial purge of the air from the system. Then the inlet temperature was set by adjusting the steam and water flows to heat exchangers HX1 and HX2. The pressure transducer lines were carefully purged and the transducers electrically zeroed at the nominal run temperature with a negligibly small flow in the test section, which was necessary to maintain a constant head and to purge any bubbles. Valve V13 was then completely opened and the flow was controlled using valves V10 (common inlet to the test sections), V9 (bypass), and V1 (pump outlet). Since some of the data were taken in regions which would normally be unstable, the oscillations were damped out by using inlet throttling provided by valve V10. It was generally necessary to supply some cooling to the main condenser during the measure-
ments in order to achieve a constant channel exit pressure.

The experiments began at a flow rate as low as the stability of the system would permit, then the flow was increased in small increments. Flooding of the riser, which had an insufficient liquid drain, defined the maximum flow rate.

For each data point, the inlet flow, $w$, the inlet pressure, $p_0$, the pressure at stations 1 to 8, $p_1$ to $p_8$, the inlet temperature, $T_0$, and occasionally the temperature at the remaining stations, $T_2$ to $T_8$, were recorded. The instruments were checked frequently for drift, and corrections to the data were made whenever necessary as described in Chapter 2.

As preliminary measurements with isothermal single-phase flow had shown that the thermocouples were disturbing the flow and the pressure measurements (probably by creating turbulence at the diametrically opposed pressure taps), they were retracted flush to the wall for most of the steady-state experiments.

4.2 Measured Pressure and Temperature Profiles

Typical data are presented and compared to the theoretical predictions in Figs. 4.1 - 4.7. To make the local slope changes in the pressure profile visible, the hydrostatic, all liquid, pressure head at nominal run temperature was subtracted from the absolute pressure. The plotted value therefore corresponds exactly to the pressure transducer signal. Appendix D gives a summary of the experimental runs and a tabulation of the data.

Figures 4.1 to 4.3 show the dependence of the total pressure drop across the heated section, $p_1 - p_{ex}$, on the mass flow rate, for two
different inlet temperatures at three power levels. Both the uniform and the chopped cosine heat flux distribution results are plotted in these figures. In one instance, the "rooftop" distribution is also included. Figures 4.4 to 4.6 are randomly selected pressure profiles along the channel.

4.2.1 Total Pressure Drop at the Threshold of Stability

The accurate prediction of the steady-state pressure drop at the threshold of stability and at other dynamically interesting points is of paramount importance in this work. A final test of the calculation methods developed in the preceding chapter is made here by comparing the total pressure drops \( p_1 - p_{ex} \), measured during the stability experiments described in the following chapter, to PRESDR predictions. This comparison given in Fig. 4.7 includes all threshold and transition points of runs D4 to D21. For the PRESDR calculations the channel was subdivided into 14 segments, the heat losses and subcooled boiling according to Levy's model were taken into account, and one major iteration was required for each experimental point.

4.3 Accuracy of the Predictions

The accuracy of the steady-state pressure drop predictions was generally good to excellent. Some discrepancies that were noted are analyzed below.

4.3.1 Pressure Drop Predictions

Table 4.2 gives the average predicted to measured total pressure drop ratios and associated rms errors for all the points plotted in Fig. 4.7.
There is apparently a systematic but small error in the predictions as the average ratio is 0.97. The 6% rms error is otherwise quite satisfactory.

Table 4.2

Accuracy of the Total Pressure Drop Predictions at the Threshold of Stability and the Transition Points

<table>
<thead>
<tr>
<th>Runs</th>
<th>Heat Flux Distribution</th>
<th>Number of points</th>
<th>Ave. predicted to measured ratio</th>
<th>rms error</th>
</tr>
</thead>
<tbody>
<tr>
<td>D4-D23</td>
<td>uniform</td>
<td>77</td>
<td>0.974</td>
<td>0.062</td>
</tr>
<tr>
<td>D4-D23</td>
<td>cosine</td>
<td>25</td>
<td>0.970</td>
<td>0.053</td>
</tr>
<tr>
<td>TR, E</td>
<td>uniform</td>
<td>23</td>
<td>0.955</td>
<td>0.066</td>
</tr>
<tr>
<td>E</td>
<td>unheated inlet</td>
<td>12</td>
<td>0.985</td>
<td>0.025</td>
</tr>
<tr>
<td>All</td>
<td>-</td>
<td>137</td>
<td>0.971</td>
<td>0.059</td>
</tr>
</tbody>
</table>

See also Fig. 4.7

Inspection of Figs. 4.1 to 4.3 indicates that the agreement between the measured and predicted total pressure drops is similar to that exhibited by the data of Fig. 4.7. The only noticeable disagreements are in the low exit quality, high velocity region (x = 0.01 to 0.05) where the experimental curves show an accentuated hump.

The pressure profiles plotted in Figs. 4.4 to 4.6 show invariably a disagreement between the predicted and measured pressure increment near the channel exit at low exit qualities and sufficiently high mass fluxes. The experimental profiles do not exhibit the predicted sharp pressure drop (caused by the acceleration term at the BB or the point of NVG), suggesting thermal non-equilibrium due to poor nucleation. Thermal non-
equilibrium could also arise from an insufficient rate of vapor generation when the flow is leaving the channel before reaching thermal equilibrium. In fact, as the friction and acceleration terms are dominant in this region (Fig. 3.5), a lower true exit quality, resulting from either mechanism, would produce a significantly smaller pressure drop at the exit, shifting the entire pressure profile downwards. The same trend is evident in Fig. 4.7 where the predicted-to-measured pressure drop ratio is generally larger than one at small exit qualities. At higher qualities and lower mass fluxes the flow is given sufficient time in the channel to reach equilibrium and these effects disappear. The effects of poor nucleation were dramatically exhibited in a hysteresis phenomenon that was observed and is reported in Section 4.6.

Figure 4.6 shows an opposite effect. PRESDROP exit pressure drop predictions are low for all but the highest and the lowest mass fluxes. Three different and opposing effects must be considered here:

a.) The separated flow model used here systematically underestimates the very important acceleration pressure drop in this region (page 74 of [59]; Table 4.3).

b.) The almost uncontrollable air content of the Freon has an important effect on the void fraction, as a recent investigation has shown [60].

c.) Void fraction measurements with Freon-22, reported by Zuber et al. [61] reveal a discrepancy of the Lockhart-Martinelli correlation, which was derived from adiabatic flow data and, moreover, does not account for the mass flux effect. The measured void fractions were always below the Lockhart-Martinelli predictions, the error being largest for the lowest mass fluxes.
It appears that in Fig. 4.6 the first two effects (especially the air content of the Freon) were overwhelming. Excluding the high mass flux points (where poor nucleation at the exit is evident), the measured exit pressure drops are higher for all points except at 0.92 ft/s. Inspection of Fig. 3.5 will confirm that only this point is in the gravity dominated region. There are almost no discrepancies of this nature in Figs. 4.4 and 4.5.

4.3.2 Temperature Predictions

Acceptable agreement between the measured and the predicted temperature profiles was obtained, considering that no particular care was taken to minimize the thermocouple errors in this investigation.

The hypothesis of a deficient vapor formation near the exit at high mass flow rates, made in the previous section, seemed at first to be in disagreement with the temperature readings at station 8 which were lower than the saturation temperature, suggesting excess vapor formation. It was found however that this discrepancy was entirely due to a thermocouple error. In contrast to the other test stations which were made of plexiglass, station 8 was made of a massive brass block having a much larger heat capacity and conductivity, and rather large diameter insulated thermocouples were used. This resulted in a temperature reading at station 8 that was consistently below
the saturation temperature by as much as 10 to 15 °F. When, however, the 0.062 in. OD insulated thermocouple was replaced by a 0.001 in. bare thermocouple, the discrepancy disappeared and temperatures slightly in excess or equal to the saturation temperature were recorded.

4.4 Effect of Subcooled Boiling

Visual observations have shown that, at low flow rates, detached bubbles, approximately 1/32 to 1/16 in. in diameter, were produced from discrete nucleation centers of the heated wall, only a few inches from the inlet, regardless of the heat flux intensity. At higher velocities, approximately above 1 or 1.5 ft/s, the first nucleation centers were generally pushed downstream up to an experimental station where numerous small geometry defects provided good nucleation centers. Both Levy's and Staub's predictions of the point of net vapor generation (see 3.5) were always well downstream of the visually observed values and there was no way to fit the data by any reasonable change of the model constants. Despite these facts, the pressure drop predictions in the subcooled region were good, suggesting that the opposite effects of the subcooled voidage on the gravity and frictional terms probably balance.

Figures 4.4 and 4.6 show the effect of the two models on the calculated pressure profile. Again, the differences are small and confined to a narrow region extending from the point of net vapor generation to the bulk boiling boundary.

4.5 Choice of the Void Fraction Correlation

As shown in Fig. 3.1 there is little difference in the predictions of
the three void fraction correlations that do take into account the relative velocity between the phases. To estimate the effect of the slip on the pressure drop, values calculated with the Lockhart-Martinelli void fraction correlation (L-M) are compared here to predictions made using the homogeneous void fraction model. The respective void fractions were used to evaluate the acceleration and gravitational pressure drop formulas of Sections 3.2.2 and 3.2.3. The frictional pressure drop term was calculated in both cases using the L-M method.

A few representative points at the threshold of stability were used for this comparison and the results are summarized in Table 4.3. The reported pressure drops are as usual measured from the entrance of the heated section to the channel exit \( (p_1 - p_{ex}) \).

For the few points tested here, the predicted to measured pressure drop ratio averaged 0.932 for the homogeneous and 0.992 for the L-M correlation. The deviations from the average, as characterized by the rms error were 9.2 percent for the homogeneous and only 5.7 percent for the L-M method.

4.6 Observed Hysteresis in the Pressure Drop Characteristic

As described in 4.1, the pressure-drop - flow-rate characteristics were generated by gradually increasing the flow rate. When, however, at the end of a run, the flow was reduced again to repeat a few points as a check, it was observed that very often these points would not lie on the increasing flow characteristic. The explanation that this behavior was due to suppression of the nucleation at high mass flow rates was advanced to explain the discrepancies. When the flow is reduced there is a
Table 4.3

Effect of the Relative Velocity Between the Phases (As Predicted by the L-M Correlation) on the Gravitational and Acceleration Pressure Drop

<table>
<thead>
<tr>
<th>Point</th>
<th>(q_{wi})</th>
<th>(T_{o})</th>
<th>(w)</th>
<th>(x_{ex})</th>
<th>(\Delta p_{gr})</th>
<th>(\Delta p_{ac})</th>
<th>(\Delta p_{fr})</th>
<th>(\text{Calculated to measured total pressure drop ratio})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D20-194</td>
<td>500</td>
<td>41.7</td>
<td>396</td>
<td>0.196</td>
<td>4.344</td>
<td>0.352</td>
<td>0.908</td>
<td>0.978 1.006</td>
</tr>
<tr>
<td>D20-181</td>
<td>400</td>
<td>43.0</td>
<td>192</td>
<td>0.496</td>
<td>2.899</td>
<td>0.358</td>
<td>0.937</td>
<td>0.922 0.881</td>
</tr>
<tr>
<td>D19-191</td>
<td>300</td>
<td>40.0</td>
<td>234</td>
<td>0.203</td>
<td>4.227</td>
<td>0.132</td>
<td>0.412</td>
<td>0.992 0.961</td>
</tr>
<tr>
<td>D19-986</td>
<td>300</td>
<td>42.0</td>
<td>119</td>
<td>0.663</td>
<td>2.370</td>
<td>0.237</td>
<td>0.645</td>
<td>0.942 0.922</td>
</tr>
<tr>
<td>D4 -299</td>
<td>300</td>
<td>120.3</td>
<td>387</td>
<td>0.293</td>
<td>1.849</td>
<td>0.608</td>
<td>2.415</td>
<td>1.121 1.022</td>
</tr>
<tr>
<td>D4 -917</td>
<td>200</td>
<td>118.0</td>
<td>281</td>
<td>0.260</td>
<td>1.846</td>
<td>0.267</td>
<td>1.311</td>
<td>0.961 0.964</td>
</tr>
<tr>
<td>D17-296</td>
<td>100</td>
<td>85.3</td>
<td>154</td>
<td>0.117</td>
<td>4.103</td>
<td>0.028</td>
<td>0.140</td>
<td>0.946 0.852</td>
</tr>
<tr>
<td>D4 -294</td>
<td>100</td>
<td>116.6</td>
<td>286</td>
<td>0.120</td>
<td>2.759</td>
<td>0.100</td>
<td>0.622</td>
<td>1.004 0.846</td>
</tr>
</tbody>
</table>

*Small differences in the friction terms are due to change of properties with pressure*
substantial delay before normal nucleation resumes. The main effect should be localized towards the channel exit.

The suspected hysteresis was revealed by making careful measurements at both increasing and decreasing flow rates, together with bulk temperature measurements. Figure 4.8 shows the measured pressure characteristics at stations 1 and 6. The effect is obviously at the exit, as the station 6 characteristic shows. The measured temperature profiles for two points lying on the two distinct branches of the curve are plotted in Fig. 4.9 which clearly shows that, on the decreasing flow rate curve, the flow was superheated toward the channel exit (the drop in temperature at the exit is a thermocouple error as pointed in 4.3.2). Figure 4.8 also shows that it was necessary to go above a certain velocity to induce the hysteresis cycle. Note that it was practically impossible to obtain any data on the negative slope part of the decreasing-flow branch: The return to normal nucleation was abrupt. There was, however, also a very slow time recovery that would take place in several minutes; points on the lower part of the curve would very slowly drift towards the upper curve.

A similar but much more violent phenomenon was observed during a later experiment in which the flow in the unheated channel was at a temperature close to saturation. There was absolutely no voidage in the test sections until the entire channel voided suddenly, in less than a second. Such sudden flashing can be explained by the strong dependence of the saturation temperature on pressure at the low pressures of these experiments. Apparently there was an avalanche effect, the voided upper parts of the channel reducing the pressure at lower points and creating further voids.
The occurrence of such nucleation instabilities should be kept in mind when examining other types of flow oscillations as they might trigger and enhance them. Unfortunately, they are practically unpredictable.

4.7 Effect of the Heat Flux Distribution on the Pressure Drop

The effect of the heat flux distribution will be discussed now by examining one-by-one the three terms of the pressure drop equation.

The acceleration pressure drop depends only on the inlet and exit qualities and therefore is completely independent of the heat flux distribution within the channel.

The gravity contribution comes mostly from the single-phase region. Any distribution that would result in downstream shift of the boiling boundary should therefore increase the gravity head.

The frictional pressure drop term becomes dominant near the exit of the channel, where the flow attains large velocities. In most cases, all the frictional pressure drop is concentrated near the exit. It follows that a downstream movement of the boiling boundary will reduce the frictional pressure drop slightly as a two-phase portion of the channel will be replaced by a single-phase portion which has a smaller friction contribution. The net effect will of course depend on the relative importance of gravity and friction (Fig. 3.5), but it is obvious that for relatively smooth distributions the change will be small. The calculated and experimental results of Figs. 4.1 and 4.2 confirm this observation.

4.8 The Pressure Drop in the Unheated Entrance Piping

An accurate estimate of the pressure drop between stations 0 and 1
(including the flow venturis and the valves) will become necessary for
the dynamic predictions, later in this work. Using all the available
data from the steady-state runs the following correlation was obtained:

\[
\Delta p_{\text{olgr}} = (1.5 \text{ ft}) \rho/144 \tag{4.1}
\]

\[
\Delta p_{\text{olfr}} = 0.00177 \rho^{0.8} \mu^{0.2} V^{1.8}
\]

\[
= 7.01 \times 10^{-10} \rho^{1.8} \mu^{0.2}/\rho \tag{4.2}
\]

where the pressure drop is in psi, \(\rho\) in lbm/ft\(^3\), \(\mu\) in lbm/hrft, \(V\) in ft/s
and \(G\) in lbm/hrft\(^2\).

The frictional pressure drop from the bypass to the inlet of the
test sections through the preheater (HX2) is negligible.

4.9 Conclusions

The data presented in this chapter show that an accurate prediction
of the pressure drop in low pressure systems is possible when well esta-
blished correlations are used, the channel is subdivided into a relatively
small number of segments, and the variations of the fluid properties with
pressure are taken into account. The predictions were good in a
relatively wide range of variables and particularly good (average error
3\%, rms error 6\%) in the region of interest for dynamic tests (for exit
qualities mostly around 30 percent). The only discrepancies were due to
unpredictable deviations from thermodynamic equilibrium. Subcooled
boiling was shown to have only a small local effect on the pressure drop.
The Lockhart–Martinelli void fraction correlation gave systematically
better results than a void fraction based on the homogeneous model.
The heat flux distribution was shown to have only a minor effect on the total pressure drop.

Given the good agreement at steady-state it is felt that the dynamic calculations could be tackled with some confidence.
Chapter 5

DYNAMICS OF THE SINGLE-PHASE REGION

The single-phase region is defined here as the channel length extending from the inlet plenum (station 0) to the boiling boundary (BB), i.e. to the point where the mixed mean enthalpy is at saturation. It includes the unheated upstream portion of the channel between stations 0 and 1. Any occurrence of subcooled boiling in this region is neglected in this chapter. The length of the single-phase region will vary in time when the flow oscillates.

The linearized coolant energy equation, governing the time variation of enthalpy in the single-phase region under oscillating flow conditions, will be coupled with the transient conduction equation of the heated wall to yield the flow-to-local-enthalpy transfer function, $H(z,j\omega)$, at any axial position. The two sets of equations mentioned above will be linked by a flow-dependent heat transfer coefficient. Although the heat input to the wall will be maintained constant, there will be time varying heat input to the coolant because of heat storage in the wall.

A number of investigators [62,63,65,66,67] have considered the problem of heated wall dynamics. The incentive was generally to predict the thermal behavior of the fuel in a nuclear reactor under transient conditions, and especially during oscillator tests when some variable, generally the power, is externally oscillated in order to measure the dynamic characteristics of the reactor. The transfer functions obtained vary in complexity in inverse proportion to the number of simplifying
assumptions made in their derivation. In the present study, almost all simplifying assumptions were avoided. The solution is identical to the one obtained by Smets [63] for the case of oscillating flow. However, a simpler derivation is presented here; the resulting transfer function is put into a much more compact and meaningful form, and the solution is specialized to represent the exact experimental conditions.

Once the wall temperature and the enthalpy variations along the channel have been determined, it is relatively easy to deduce the time-varying position of the boiling boundary, again using a linearized model for simplicity. In the present work, some effects that had been neglected in previous analyses, because they were relatively unimportant in high pressure systems, are considered and shown to be of some importance in low pressure systems. These are the pressure variations at the instantaneous position of the boiling boundary due to the gravity head, to the frictional losses in the single-phase region, and to the inertia of the subcooled liquid column. Finally, knowing the instantaneous position of the boiling boundary and the instantaneous flow, the pressure drop variations in the single-phase region will be obtained in a straightforward manner.

In this chapter, all the formulations will be treated in a completely linearized form. In fact, the wall conduction equation is inherently linear. An exact non-linear solution for the coolant energy equation can be obtained numerically when a steady and uniform heat input to the coolant is assumed (Section 5.2.4.1). This solution was not used, however, in order to save computation time and to facilitate the incorporation of the wall dynamics into the model. The comparison with the exact solution will confirm, as expected, the validity of the linear solution at the small
relative amplitudes, which occur at the threshold of stability.

The linearized equations will be Laplace-transformed in time and then integrated in space. Although, in the sections that follow, the Laplace variable, s, and its imaginary part, \( j\omega \), the imaginary angular frequency, are used interchangeably, it is understood that the transfer functions will be evaluated along the imaginary frequency axis \( j\omega \).

Subroutine DZDWTF was written in FORTRAN IV to perform the numerical computations on the IBM-360 and is listed in Appendix F.

### 5.1 Dynamics of the Heated Wall

The transient conduction equation of the heated wall will be solved in this section. It is recalled that heat is supplied to the test sections by means of the electrically conductive external coating. The following assumptions are made:

a.) The heat generation rate is constant. Since the temperature coefficient of resistivity of the oxide coating is of the order of \( 10^{-4} /{°C} \), this assumption is fully justified.

b.) The coating can store no significant amount of energy. This is reasonable for the 16 \( \mu \)in. coating.

c.) The heat losses are either negligible or time independent. In Section 3.7 it was noted that the losses are less than 5 percent.

d.) The thin cylindrical glass tube wall is approximated by a plate of equal thickness. Although the solution for a cylindrical geometry can be obtained at small additional complication (namely, replacement of the hyperbolic functions that will appear in the solution by the corresponding
Bessel functions), the plane solution was retained to simplify the numerical work.

e.) The axial heat conduction in the wall is neglected.

f.) Average values of the thermophysical properties of the glass wall are used.

g.) The heat generation and the heat transfer to the coolant are circumferentially uniform (one dimensional problem).

h.) The heat transfer at the wall-fluid interface will vary according to the instantaneous value of the flow.

i.) Any axial heat flux distribution is permitted.

![Diagram of the heated wall](image)

**FIG. 5.1 THE HEATED WALL**

The conduction equation at axial position \( z \), for the geometry shown in Fig. 5.1 becomes

\[
\frac{\partial^2 T(z,x,t)}{\partial x^2} = \frac{1}{\alpha} \frac{\partial T(z,x,t)}{\partial t} \tag{5.1}
\]
where $a = (k/\rho c)_w$ is the thermal diffusivity of the wall. In accordance with assumptions a.) to c.) the boundary condition at the heated side is

$$- \frac{\partial T(z,x,t)}{\partial x} \bigg|_{x=0} = \frac{q''(z)}{k}$$

(5.2)

where $q''(z)$ is the applied constant heat flux. At the cooled side, the boundary condition is

$$- \frac{\partial T(z,x,t)}{\partial x} \bigg|_{x=d} = \frac{h_c(t)}{k} \left[T(z,d,t) - T_b(z,t)\right]$$

(5.3)

where $T(z,d,t)$ is the surface temperature at axial position $z$, $T_b(z,t)$ the corresponding fluid bulk temperature, and $h_c(t)$ the time-dependent (flow dependent) convective heat transfer coefficient.

It is convenient to write

$$T(z,x,t) = T^o(z,x) + \delta T(z,x,t)$$

(5.4)

$$T_b(z,t) = T^o_b(z) + \delta T_b(z,t)$$

(5.5)

$$h_c(t) = h^o_c + \delta h_c(t)$$

(5.6)

where the superscript $^o$ denotes the steady-state conditions satisfying the time-independent equations

$$\frac{\partial^2 T^o(z,x)}{\partial x^2} = 0$$

(5.7)

$$q''(z) = h^o_c \left[T^o(z,d) - T^o_b(z)\right] = - k \frac{\partial T^o(z,x)}{\partial x} \bigg|_{x=d}$$

(5.8)

and the $\delta$ denotes small perturbations from equilibrium.

As stated in assumption h.) above, if the heat transfer coefficient
can be expressed as

\[ h_c^o = \text{constant} \cdot w_o^a \]

for small flow variations,

\[ \frac{\delta h_c(t)}{h_c^o} = a \frac{\delta w(t)}{w_o} \quad (5.9) \]

Lacking a better description of the transient convective boundary condition, it is hoped that this formulation will be valid, at least at low frequencies [69,70].

Inserting definitions (5.4) to (5.6) into Eqs. (5.1) to (5.3), eliminating the steady-state terms from these equations, and neglecting the only second-order term in Eq. (5.8) yields

\[ \frac{\partial^2 \delta T(z,x,t)}{\partial x^2} = \frac{1}{\alpha} \frac{\partial \delta T(z,x,t)}{\partial t} \quad (5.10) \]

\[ - \frac{\partial \delta T(z,x,t)}{\partial x} \bigg|_{x=0} = 0 \quad (5.11) \]

\[ - \frac{\partial \delta T(z,x,t)}{\partial x} \bigg|_{x=d} = \frac{C}{d} \left[ \delta T(z,d,t) - \delta T_b(z,t) \right] + E(z) \delta w(t) \quad (5.12) \]

where

\[ C \equiv \frac{h_c^o}{k/d} \quad (5.13) \]

and

\[ E(z) = \frac{a}{k} \frac{q''(z)}{w_o} \left[ \frac{^oF/ft}{\text{lbm/hr}} \right] \quad (5.14) \]

Notice that in the equations written above the axial coordinate \( z \) is merely a parameter introduced through the boundary condition, in particular \( T_b \).
Eqs. (5.10) to (5.12) will be now Laplace-transformed in time*, with the initial condition \( \delta T(z,x,0) = 0 \):

\[
\frac{\partial^2 \delta T(z,x,s)}{\partial x^2} = \frac{s}{\alpha} \delta T(z,x,s) \tag{5.15}
\]

\[
- \left. \frac{\partial \delta T(z,x,s)}{\partial x} \right|_{x=0} = 0 \tag{5.16}
\]

\[
- \left. \frac{\partial \delta T(z,x,s)}{\partial x} \right|_{x=d} = \frac{C}{d} [\delta T(z,d,s) - \delta T_b(z,s)] + \frac{E(z)}{d} \delta w(s) \tag{5.17}
\]

The general solution of Eq. (5.15) is

\[
\delta T(z,x,s) = m(z,s) \cosh\left(\frac{s}{\alpha} x\right) + n(z,s) \sinh\left(\frac{s}{\alpha} x\right)
\]

Boundary condition (5.16) forces \( n(z,s) \) to zero and the remaining boundary condition (5.17) is used to determine \( m(z,s) \). The final result is

\[
\delta T(z,x,s) = \frac{C}{d} \frac{\delta T_b(z,s) - d E(z) \delta w(s)}{\frac{s}{\alpha} \sinh\left(\frac{s}{\alpha} d\right) + C \cosh\left(\frac{s}{\alpha} d\right)} \cdot \cosh\left(\frac{s}{\alpha} x\right) \tag{5.18}
\]

Then, for \( x = d \), the inner wall temperature \( \delta T_w(z,s) = \delta T(z,d,s) \) becomes

\[
\delta T_w(z,s) = \frac{C}{F(s) + C} \frac{\delta T_b(z,s) - d E(z) \delta w(s)}{F(s) + C} \tag{5.19}
\]

where

\[
F(s) \equiv \sqrt{\frac{\tau}{\kappa}} s \tan \sqrt{\frac{\tau}{\kappa}} s \tag{5.20}
\]

*To avoid overburdening the notation, the same symbols are used for the transformed variables, with \( t \) replaced by the complex frequency \( s \).
with
\[ \tau_k = \frac{d^2}{\alpha} \]

5.2 The Flow-to-Local-Enthalpy Transfer Function

In this section the coolant energy equation, together with the wall temperature equation derived in the previous section, will be used to determine the time variations of the bulk temperature or enthalpy at any position along the single-phase region. The general solution, for any heat flux distribution, will be obtained first and then specialized for three particular cases of interest here. Some approximations to the "exact" solution will be discussed too.

5.2.1 Solution for Arbitrary Heat Flux Distribution

The following assumptions are made:

a.) The temperature and velocity gradients in the fluid are not taken into account and perfect mixing and "plug flow" are postulated. These assumptions, probably acceptable in turbulent water flow, become very poor in the extreme case of laminar flow, especially for Freon which has a low thermal conductivity. A pure conduction calculation using standard methods [58] has shown that 100 seconds were required for the temperature change at the center of a Freon column filling the test section, initially at uniform temperature, to reach approximately 50 percent of a step change in wall temperature. Akcasu [68] proposes an averaged transfer function to take into account the transit time spread, and Shotkin [14] makes a "heat source correction" based on a stationary-
fluid conduction and diffusion relation to account for the temperature profile.

b.) The flow is incompressible; length average values of other fluid-properties are used.

c.) There is no subcooled boiling.

d.) The kinetic and potential energy terms in the energy equation are, as usual, neglected.

With these assumptions, the energy equation for the coolant becomes

\[ \rho_f \frac{\partial h(z,t)}{\partial t} + G(t) \frac{\partial h(z,t)}{\partial z} = \frac{q'(z,t)}{A} \quad (5.21) \]

with \[ \delta h(z,t) = c \delta T_b(z,t) \quad (5.22a) \]

and \[ q'(z,t) = h_c(t) P \left[ T_w(z,t) - T_b(z,t) \right] \quad (5.22b) \]

where P is the heated perimeter, and \( q'(z,t) \) is the linear heat input rate to the coolant. Assuming no inlet temperature perturbation

\[ T_b(0,t) = T^o_b(0) = \text{constant} \quad (5.23) \]

The linearized form of Eqs. (5.21), and (5.23) utilizing Eqs. (5.22), is

\[ \frac{1}{V_o} \frac{\partial \delta T_b(z,t)}{\partial t} + \frac{\partial \delta T_b(z,t)}{\partial z} = - \frac{q_o'(z)}{W_o c} \left[ (1-a) \frac{\delta w(t)}{w_o} \right. \]

\[ - \frac{\delta T_w(z,t) - \delta T^o_b(z,t)}{T^o_w(z) - T^o_b(z)} \left] \quad (5.24) \right. \]

\[ \delta T_b(0,t) = 0 \quad (5.25) \]

where the steady-state terms denoted by the superscript \( ^o \) satisfy the
reference conditions

\[ \frac{dT_b^*(z)}{dz} = \frac{q'(z)}{w_c} \]

\[ q'(z) = h^o_c P \left[ T^*(z) - T_b^*(z) \right] \]

and \( V_o \) is the reference coolant velocity \( w_c / \rho_f \).

The Laplace transforms of Eqs. (5.24) and (5.25), obtained with the initial condition

\[ \delta T_b(z,0) = 0 \] (5.26)

are

\[ \frac{\partial \delta T_b(z,s)}{\partial z} + \frac{s}{V_o} \delta T_b(z,s) = -A(z) \delta w(s) + B \left[ \delta T_w(z,s) - \delta T_b(z,s) \right] \] (5.27)

and

\[ \delta T_b(0,s) = 0 \] (5.28)

where the coefficients are defined as follows:

\[ A(z) \equiv \frac{q'(z) (1 - a)}{w_c} \quad \frac{hr^o P}{[\text{ftlbm}]} \] (5.29)

\[ B \equiv \frac{P h^o_c}{c w_c} \quad \frac{1}{[\text{ft}]} \] (5.30)

When the expression of \( \delta T_w \) as a function of \( \delta w \) and \( \delta T_b \) from Eq. (5.19) is substituted into Eq. (5.27), a first-order linear differential equation in \( \delta T_b \) with frequency-dependent coefficients is obtained
\[
\frac{\partial \delta T_b(z,s)}{\partial z} + K(s) \delta T_b(z,s) = -\frac{q_o'(z)}{\bar{q}_o} \quad L(s) \delta \omega(s) \quad (5.31)
\]

where \( \bar{q}_o' \) is some reference (average) linear heat rate,

\[
K(s) \equiv \frac{g}{V_o} + B \frac{F(s)}{F(s) + C} \quad \left[ \frac{1}{ft} \right] \quad (5.32)
\]

\[
L(s) \equiv \frac{q_o'}{\omega_o} \left[ (1-a) + a \frac{C}{F(s) + C} \right] \quad \left[ \frac{Btu/lbm}{(lbm/hr)ft} \right] \quad (5.33)
\]

Equation (5.31) with the boundary condition (5.26) can be solved by a Laplace transformation in \( z \) or by conventional means to yield the flow-to-local-enthalpy and the flow-to-local-bulk-temperature transfer functions

\[
H(z,s) \equiv \frac{\delta h(z,s)}{\delta \omega(s)} - L(s) \int_0^z \frac{q_o'(z')}{\bar{q}_o} e^{-K(s)z'} e^{L(s) \delta \omega(s)} dz'
\]

\[
\frac{\delta T_b(z,s)}{\delta \omega(s)} = \frac{1}{c} \quad H(z,s) \quad \left[ \frac{\circ F}{lbm/hr} \right] \quad (5.34)
\]

Knowing \( \delta T_b(z,s) \) it is interesting to calculate the modulation of the heat flux to the fluid. From the conduction equation of the wall and from the convective heat transfer equation

\[
\delta q''(z,s) = -k \left. \frac{\partial \delta T(z,x,s)}{\partial x} \right|_{x=d} = h_c [\delta T_w(z,s) - \delta T_b(z,s)] + \delta h_c \left[ T^o(z) - T^o_b(z) \right]
\]
Either equation yields the flow-to-heat-flux transfer function

\[
Q(z,s) \equiv \frac{\delta q''(z,s)}{\delta w(s)} = \left[ -\frac{h^o}{c} H(z,s) + k E(z) \right] \frac{F(s)}{F(s) + C}
\]

\[\text{Btu/hrft}^2 \text{ lbm/hr} \] \hspace{1cm} (5.36)

5.2.1.1 Non-dimensional Form of the Transfer Functions

It is sometimes convenient to use the transfer functions in a non-dimensional form by normalizing the enthalpy variations to \( h_{fg} \) (evaluated preferably at the boiling boundary) and the other perturbations to the corresponding average values:

\[
H^*(z,s) \equiv \frac{\delta h(z,s)/h_{fg}}{\delta w(s)/w_o} = \frac{w_o}{h_{fg}} H(z,s)
\]

\[
Q^*(z,s) \equiv \frac{\delta q''(z,s)/q''(z)}{\delta w(s)/w_o} = \frac{w_o}{q''(z)} Q(z,s)
\]

\[
= \left[ -\frac{h_{fg}}{c} \frac{h^o P}{q''(z)} H^*(z,s) + a \right] \frac{F(s)}{F(s) + C}
\]

These two transfer functions are plotted in Fig. 5.2* for a set of representative conditions with a uniform heat flux distribution (5.2.2.1). Notice that in this figure, and in general in this work, the phase delay rather than the phase angle is used as a more representative quantity. Figure 5.3 is intended to remove any ambiguity on this point.

*The waviness of the lines of this and following plots is due to the limited resolution of the digital plotter used to produce these figures directly from computer output.*
It is also more practical to plot the transfer functions versus the period, which is a directly measurable quantity and has convenient units rather than the circular frequency $\omega = 2\pi/\tau$.

One immediate observation regarding $Q^*(z,s)$ is that at high frequencies, as the storage effects become negligible, the heat flux variations are in phase with the flow variations, while at low frequencies, where the wall heat storage plays an important role, $\delta q$ is leading $\delta w$ by 90°.

Figure 5.4 shows the parametric variations of $H^*(z,j\omega)$ in the complex plane, around some arbitrarily chosen representative point. The effects of $G$, $q'_0$, and $z$ are included in this plot.

5.2.1.2 Characteristic Constants

The equations derived above can be characterized in the time domain by two constants, namely the wall conduction time constant

$$\tau_k \equiv \left[ \frac{dp_c}{k/d} \right]_w = \frac{d^2}{\alpha}$$

(5.37)
the convective time constant

$$\tau_h \equiv \left\{ \frac{d\rho c}{h^c_c} \right\} = \frac{d}{\alpha h^c_c}$$

(5.38)

and their ratio

$$C \equiv \frac{\tau_k}{\tau_h} = \frac{h^o_c}{k/d}$$

already defined.

The conduction time constant controls the temperature gradient in the wall, while the convection time constant affects the transient heat transfer to the coolant. The values of these constants for this particular experimental setup are given in Fig. 5.2.

The wavelength $\lambda = V_0 \tau$ determines the space dependence of the solutions, which also have a periodic character in space. In Chapter 7 the regions of unstable operation will be characterized by the values of the ratio $z_{bb}^o / \lambda$, where $z_{bb}^o$ is the single-phase length. The largest integer not exceeding $z_{bb}^o / \lambda$, will be called the order of oscillation.

5.2.1.3 High Frequency Approximation

At large frequencies, i.e. when the period gets much shorter than the conduction time constant, $\tau << 2\pi \tau_k$,

$$F(j\omega) \rightarrow \sqrt{\tau_k \omega} (1 + j)$$

$$L(j\omega) \rightarrow \frac{q_0}{\omega_0} (1 - a)$$

$$K(j\omega) \rightarrow \frac{j\omega}{V_0} + B \rightarrow \frac{j\omega}{V_0}$$

provided that $2\pi \tau_c \gg \tau$ where

$$\tau_c \equiv \frac{\rho A c}{P h^c_c}$$

(5.39)
For a uniform heat flux distribution, evaluation of the integral in Eq. (5.34) with \( K \) and \( L \) as given above yields

\[
H^*(z,jw) \rightarrow \frac{-j\omega z}{\omega_0 h_f g} \cdot e^{\frac{-1}{j\omega}} 0
\]

at \( \omega \) sufficiently large, and

\[
Q^*(z,jw) \rightarrow a
\]

Stenning and Veziroglu [7], in a similar derivation, did not consider the wall dynamics but did account for flow-dependent heat flux by writing \( \delta q''/q''_0 = a \delta \omega/\omega_0 \) in the energy equation. This results in the high frequency approximation presented above. Figure 5.2 shows that this high frequency approximation is a rather poor one in the range of interest in this work (2 to 10 second periods). The approximation is even worse in the case of Stenning and Veziroglu's apparatus [7] which had a conduction time constant of only about 0.1 sec. It is suspected that this discrepancy might have been partly responsible for the lack of agreement between their analytical predictions and test data.

5.2.1.4 Case of Negligible Heat Storage in the Wall - Low Frequency Approximation

It can be shown by a series expansion of the hyperbolic functions that when the product \( dpc\omega \) tends towards zero, the following approximations can be made:

\[
K(j\omega) \rightarrow \frac{g}{V_0}
\]
In practice this occurs when the period of interest becomes much larger than $2\pi k$ ($\rho c \omega \ll k/d$) and $2\pi h$ ($\rho c \omega \ll h_c^0$), i.e. when, for equal corresponding temperature perturbations, the heat flux "retained" in the wall becomes negligible with respect to the conduction and convection heat flux perturbations. The heat flux perturbation in this case naturally disappears, $\delta q''(z,j\omega) \to 0$. Notice that the low and high frequency approximations are identical except for the $(1-a)$ attenuation factor at high frequencies.

5.2.1.5 Case of Highly Conductive Wall

If the wall is an excellent heat conductor ($k \to \infty$) but still has a substantial heat capacity ($\rho c \neq 0$), i.e. when $\tau \gg 2\pi k$,

$$K(j\omega) \to \frac{j\omega}{\omega_0} + \frac{B}{j\omega + 1/\tau_h}$$

$$L(j\omega) \to \frac{-q''(z)}{\omega_0} \left[ (1-a) + \frac{a/\tau_h}{j\omega + 1/\tau_h} \right]$$

and again $F(j\omega) \to 0$. But now the heat flux perturbation becomes

$$\delta q''(z,j\omega) = j\omega a q''(z) \tau_h \cdot \frac{\delta \omega(j\omega)}{\omega_0}$$

5.2.2 Solutions for Given Heat Flux Distributions

Once the heat flux distribution $q'_0(z)$ is specified, the integral
in Eq. (5.34) can be evaluated to yield explicitly the flow-to-local-enthalpy transfer function, \( H(z,s) \). The solutions for three cases of particular interest in this work are given below.

### 5.2.2.1 Uniform Heat Flux Distribution

When \( q'_o(z) = q'_o = \text{uniform along the channel}, \)

\[
H(z,s) = \frac{L(s)}{K(s)} \left( e^{-K(s)z} - 1 \right)
\]

### 5.2.2.2 Exact Chopped Cosine Heat Flux Distribution

For the heat flux distribution shown in Fig. 5.5

\[
q'_o(z) = \bar{q}'_o \frac{\lambda}{N} \sin(\pi \frac{\lambda}{\lambda_o} + z)
\]

where

\[
N = \frac{\lambda_o}{\pi} \left\{ \cos \left[ \frac{\pi \lambda}{\lambda_o} \right] - \cos \left[ \frac{\pi (\lambda + \lambda_o)}{\lambda_o} \right] \right\}
\]

is a normalized factor and \( \bar{q}'_o \) is the average heat flux.

\[ q'_o(z) \]

\[ \cosine \]

\[ z \]

\[ l_1 \]

\[ \lambda \]

\[ \lambda_o \]

\[ l_0 \]

**FIG. 5.5 CHOPPED COSINE HEAT FLUX DISTRIBUTION**
Utilizing these expressions Eq. (5.34) yields

\[ H(z,s) = -L(s) e^{-K(s)z} \frac{1}{[K(s)]^2 + \left( \frac{\pi}{\lambda_o} \right)^2} \cdot \]

\[ \left\{ e^{K(s)z} \left[ K(s) \sin \left( \frac{\lambda_z}{\lambda_o} \right) - \left( \frac{\pi}{\lambda_o} \right) \cos \left( \frac{\lambda_z}{\lambda_o} \right) \right] \right\} \]

\[ - \left[ K(s) \sin \left( \frac{\pi}{\lambda_o} \right) - \left( \frac{\pi}{\lambda_o} \right) \cos \left( \frac{\pi}{\lambda_o} \right) \right] \}

5.2.2.3 Stepwise Varying Heat Flux Distribution

This case is of special importance in this work as it approximates closely the experimental conditions. If the heat flux distribution is given by

\[ q_i'(z) = q_i \quad \text{for} \quad z_i < z < z_{i+1}, \quad i = 1, N \]

piecewise evaluation of the integral in Eq. (5.34) yields

\[ H(z,s) = - \frac{L(s)}{K(s)} e^{-K(s)z} \sum_{j=1}^{J-1} \left( \frac{q_j'}{q_i} \right) \left[ e^{K(s)z_{j+1}} e^{-K(s)z_j} \right] \]

\[ + \left( \frac{q_J'}{q_i} \right) \left[ e^{K(s)z_J} - e^{-K(s)z_j} \right] \}

where \( J \) is the segment in which \( z \) lies: \( z_J < z < z_{J+1} \).

5.2.3 Heat Flux Distribution and Wall Heat Storage Effects

As it will become evident in subsequent chapters, the time delays in
the single-phase region, especially the delay between the inlet flow peak and the peak of the enthalpy at the boiling boundary are of paramount importance for the stability of the system. In this section, the effect of the heat flux distribution on the flow-to-local-enthalpy transfer function, $H(z,s)$ is examined and the effect of the heat capacity of the wall is brought out by comparing the transfer functions with and without the wall effect.

5.2.3.1 Importance of the Wall Heat Storage

Figures 5.6 to 5.8 show the enthalpy variations along the channel, in amplitude and phase, for three experimental points covering the observed ratios of single-phase length to wavelength $z_{bb}/\lambda$ (orders 0, 1, and 4). Both the complete solution and the high frequency approximations are shown. These three figures emphasize the fact already noted that the wall dynamics plays an important role, at least under the present experimental conditions, in determining the enthalpy variations along the channel. For all cases there are significant differences both in amplitude and in phase between curves 2 (with wall effect), 3 (high frequency approximation) and 4 (no wall heat storage at all).

5.2.3.2 Importance of the Unheated Portions of the Wall

As explained in Section 2.1.1 there are unheated portions, approximately 2 in. long between test lengths. When these cold spots were taken into account in the transfer function calculations, using the formulas given in Section 5.2.2.3, their importance became evident. The effect is significant, even for first-order oscillations. Substantial differences are noted at higher modes, when the wavelength approaches the
unheated length. Curves 1 of Figs. 5.6 to 5.8 show these results.

5.2.3.3 Uniform Versus Cosine Power Distribution

As both a uniform and a chopped cosine power distribution (as defined in Table 4.1) were used for the stability experiments, it is of interest to examine their effect on the flow-to-local-enthalpy transfer function. In the comparative calculations, the flow rate, period, and average temperature, referring to an experimental point obtained with a uniform power distribution, were used for both cases. The power input for the cosine case was adjusted to give the same total heat input in the single-phase region (same position of the boiling boundary). Figures 5.9 and 5.10 show the results obtained. In both cases the amplitude distribution seems to follow the heat flux distribution; however, for the cosine case, the entire phase curve is shifted downstream because of the low heat flux at the channel inlet.

5.2.3.4 Effects of Channel Segmentation

Finally, in order to test the validity of the simulation of a continuous power profile by a small number of stepwise variations of the heat flux, as was done in this experiment, the transfer functions for the exact chopped cosine and the simulated chopped cosine were compared. The heat flux distribution of Fig. 5.5 with \( l_1 = 0.25 \) ft and \( l = 9.04167 \) ft represents the case that was stepwise simulated by the "cosine" distribution used throughout this work. The exact cosine solution is given as the dotted line in Fig. 5.9 for a zero-order case. The two curves are practically superimposed, both in amplitude and in phase.

When the test was repeated for the fourth order case of Point D18A-196, a large difference in the results was revealed. The exact cosine distri-
bution gave almost no wavy structure, while large space oscillations existed in the simulated, stepwise cosine solution. In order to ascertain that the difference was not due to some computational error, the calculations were repeated with the entire channel length subdivided into 14, 28, and 56 segments instead of the original 7. The heat flux assigned to each segment was the average value at the corresponding portion of the exact cosine curve. Figure 5.11 shows how the solutions, although widely different for 7 segments, converge very rapidly to the exact cosine result. For 28 segments, the two solutions are almost undistinguishable.

The two tests described above, namely the cold spot and the segmentation tests, showed that small discontinuities of the heat flux distribution might have unexpectedly large effects on the enthalpy variations along the channel, especially at high frequencies and with multiple-mode oscillations. The combined effects of the cold spots, the discontinuous power distribution and the wall heat storage might produce strange variations of $H(z, j\omega)$ along the channel and even "resonances" when the test-section-length-to-wavelength ratio assumes particular values (Chapter 7). The effect of the uneven heat generation in the conductive coating (Section 2.1.1) is certainly minor compared to the effect of the cold spots.

5.2.4 Understanding the Physical Phenomena - A Lagrangian, Non-Linear Solution

An attempt will now be made to gain some understanding of the physical phenomena governing the variations of enthalpy along the channel.
The fact that, for a uniform and steady heat input, the enthalpy gained by a fluid particle is directly proportional to its residence time in the heated channel suggests that a Lagrangian description might be appropriate. Assuming a sinusoidal variation of the flow

$$V(t) = V_0 + \delta V \sin \omega t \tag{5.40}$$

the axial position, $z$, of a particle that spent a time $\Delta t$ in the heater will in general depend on $\Delta t$ and on the time $t'$ at which it entered the heated section

$$z(\Delta t, t') = \int_{t'}^{t' + \Delta t} V(t) \, dt = V_0 \Delta t - \frac{\delta V}{\omega} \left[ \cos \omega (t' + \Delta t) - \cos \omega t' \right] \tag{5.41}$$

It is obvious that if $\Delta t$ is chosen to be equal to the period $\tau$, all particles will reach the same point $z$ in $\Delta t$, regardless of their entrance time, and therefore pick up the same amount of enthalpy on the way. Therefore, the enthalpy variations will resemble a standing wave with nodes equally spaced by a wavelength $\lambda = V_0 \tau$, as clearly shown in Figs. 5.7 and 5.8 (curves without wall effect). The same effect is evident in the Bode plot of $H(z, j\omega)$ at a fixed location (Fig. 5.2). Nodes appear whenever $\tau = z/n V_0$, with $n$ taking integer values.

Furthermore, the slope of the linear phase relationship, given in Figs. 5.6 to 5.8 for the case of uniform and steady heat input, indicates that the enthalpy perturbation travels along the channel at twice the average flow velocity. Considering, for example, the enthalpy variations at $z = \lambda/2$, where they are most pronounced, this simply means that the
enthalpy-wise most perturbed particle is not the one that enters at the peak of the flow. It is actually the one that entered a quarter of a cycle before and has felt the effect of higher velocity (lower transit time, lower enthalpy gain) all the way up to \( z = \lambda/2 \). The particle will reach this location in approximately half a cycle, but only a quarter of a cycle after the peak of the flow.

Any unsteadiness or non-uniformity in the heat input to the fluid will tend to blunt the sharp nodes. The heat storage in the walls produces such an effect by delaying the heat input (Figs. 5.7 and 5.8). A similar effect is produced by the cold spots of the heated wall. Notice that the delay increases twice as fast in the unheated regions, where the enthalpy perturbation travels at the flow velocity rather than at twice the flow velocity. Therefore, even a short unheated length can produce significant changes, especially when the effects accumulate, as shown in Fig. 5.8. The slow attenuation of the amplitude of \( \delta h \) in the unheated regions is due to the real part of \( K(s) \) (Eq. 5.32) or, physically speaking, to heat losses to the wall. The effect disappears when, without the wall effect, \( \exp K(s) \) becomes a pure delay.

Notice also that unheated or poorly heated regions, as considered in Figs. 5.7, 5.8 and 5.11, can also produce delays between 0 and 180°, which are otherwise unattainable in the uniform heat flux case which has the delay oscillating between 180 and 360°.

5.2.4.1 An exact Non-Linear Lagrangian Solution

An exact non-linear solution will be developed now for the case of uniform and steady heat input to the fluid, in order to evaluate the
effects of the non-linearities. For a sinusoidal oscillation of the flow (Eq. 5.40), \( z(\Delta t, t') \) is given by Eq. (5.41). Taking the enthalpy at the heater inlet as zero, \( h(0,t) = 0 \), the particle at \( z \) will have gained an enthalpy

\[
h(z,t) = q''' \frac{\Delta t}{\rho}
\]

where \( q''' \) is the heat input per unit volume of coolant (Btu/hrft³).

Subtracting the steady-state enthalpy rise

\[
h^0(z,t) = q''' \frac{\Delta t^0}{\rho}, \quad \text{where} \quad \Delta t^0 = \frac{z}{V_0},
\]

\[
\delta h(z,t) = \frac{q'''}{\rho} (\Delta t - \frac{z}{V_0})
\]

(5.42)

with \( t = t' + \Delta t \) (5.43)

Equations (5.41) to (5.43), solved simultaneously for various values of the entrance time \( t' \), will provide the variations of \( \delta h \) at any axial location \( z \). The non-dimensional form of these equations will be used below:

\[
z^*(\Delta t^*, t^*) = \Delta t^* + \frac{\delta \hat{V}}{\pi V_0} \sin(2\pi t^* - \pi \Delta t^*) \sin (\pi \Delta t^*)
\]

(5.44)

\[
\delta h^*(z^*, t^*) = \Delta t^* - z^*
\]

(5.45)

where

\[
t^* = \frac{t}{T}, \quad \Delta t^* = \frac{\Delta t}{T}, \quad z^* = \frac{z}{\lambda}, \quad \text{and} \quad \delta h^* = \frac{\delta h}{q''' \tau}
\]

Equation (5.44) is used to generate values of \( z^* \) for a fixed value of \( t^* \) and variable \( \Delta t^* \), and Eq. (5.45) provides the corresponding \( \delta h^* \).

Figures 5.12 and 5.13 show the results obtained in this way for
$\delta \hat{V}/V_0$ equal to 0.1 and 1.0. Parts a.) of these figures show the enthalpy perturbation profiles at various times. Thermocouples, at fixed locations measuring the average fluid temperature would have produced the temperature traces shown in parts b.). At $\delta \hat{V}/V_0 = 0.1$ the curves are quasi-sinusoidal and coincide with the linear solution obtained previously, while they deviate completely from sinusoids at $\delta \hat{V}/V_0 = 1$.

Notice the progression in space and time of the enthalpy perturbation waves in the part a.) of these figures. Due to the linear relationship of Eq. (5.45), points of equal transit time lie on straight lines in the ($\delta h^*, z^*$) plane. These lines are almost vertical at small $\delta \hat{V}/V_0$. At larger relative flow oscillations, they progressively rotate around their intersections with the $\delta h^* = 0$ axis and distort the characteristic wave pattern.

The perturbation velocity can be obtained from the ($\delta h^*, t^*$) plane by cross-plotting the $z^*$ of each curve versus the time at which $\delta h^*$ reaches its peak value. The slope of such a plot is the perturbation velocity, which is twice as large as the flow velocity. This slope is constant at small $\delta \hat{V}/V_0$, and the points deviate only slightly from a straight line, even at $\delta \hat{V}/V_0 = 1$ which denotes a constant propagation velocity.

Another interesting observation from these plots is that the non-linearities, by distorting the sine waves, introduce additional time delays; the peaks and valleys of the curves are shifted in time when the relative oscillation amplitude changes.
5.3 The Position of the Boiling Boundary

The time-varying position of the boiling boundary, \( z_{bb}(t) \), is primarily determined by the enthalpy variations \( \delta h(z_{bb}^o, t) \) at the steady-state location, \( z_{bb}^o \) of the BB. In a low pressure system, however, the movements of the BB are also affected by the pressure variations in the single-phase region. All of these effects will be considered in the derivation that follows. Starting with the simplest description, the degree of sophistication will be increased gradually in order to separate the various effects.

5.3.1 Effect of the Enthalpy Variations

Figure 5.14A shows the enthalpy, \( h \), and the saturation enthalpy, \( h_f \), profiles (assumed flat in this case) around the BB, at steady state and at some time \( t \) during the oscillation. It is evident that, neglecting second order terms,

\[
\delta z_{bb} = - \frac{\delta h_{bb}^o}{\left( \frac{dh^o}{dz} \right)_{bb}}
\]

5.3.2 Effect of the Pressure Variations

The static pressure variations will tilt the saturation enthalpy profile, while the dynamic pressure oscillations will displace it, both causing a corresponding movement of the BB. The static and dynamic effects are considered now separately.
5.3.2.1 Static Pressure Effects - Variable Saturation Enthalpy Along The Channel

With reference to Fig. 5.14B, in this case

$$\delta z_{bb} = - \frac{\delta h^o_{bb}}{\left( \frac{dh^o}{dz} \right)_{bb} - \left( \frac{dh_f}{dz} \right)_{bb}}$$

the superscript $^o$ and the subscript $bb$ meaning again that the quantities are evaluated at the steady-state location of the BB.

5.3.2.2 Dynamic Pressure Effects

Changes in flow will produce a change in the frictional component of the pressure drop in the single-phase region and will add an inertial component. At the instantaneous position of the BB, $z_{bb}$,

$$p_{bb}(z_{bb}) = p^o(z_{bb}) + \delta p_{fr} + \delta p_{in}$$

where assuming that $\Delta p_{fr}^o = \text{constant} \cdot 1.8$,

$$\delta p_{fr} = \frac{\partial p_{bb}}{\partial \omega} \delta \omega \approx \frac{\partial p_{bb}}{\partial \omega} \delta \omega = 1.8 \frac{\Delta p_{fr}^o}{\omega_0} \delta \omega$$

and $\Delta p_{fr}^o (< 0)$ is the total steady-state frictional pressure drop in the single-phase region. The inertia term is given by

$$\delta p_{in} = - z_{in} \frac{\partial C}{\partial t} \approx - z^o_{in} \frac{\partial C}{\partial t} = - \frac{z^o_{in}}{A} \frac{\partial \omega}{\partial t}$$

where $z^o_{in}$ is an equivalent inertia length for the single-phase region (Section 5.4.1). In both cases, the second-order terms ($\delta \omega \cdot \delta z$) were neglected.
Figure 5.14C shows how the combined effect of the two dynamic terms will displace the pressure profile, and consequently the saturation enthalpy profile, by

\[ \delta h_{fbb}^o = \left( \frac{dh_f}{dp} \right)_{p_{bb}^o} (\delta p_{fr}^o + \delta p_{in}^o) \]

causing a final movement of the boiling boundary equal to

\[ \delta z_{bb} = \frac{-\delta h_{bb}^o + \delta h_{fbb}^o}{\left( \frac{dh}{dz} \right)_{bb} - \left( \frac{dh}{dz} \right)_{bb}} \]  \hspace{1cm} (5.46)

5.3.3 The Flow-to-Position-of-the-Boiling-Boundary Transfer Function

Equation (5.46) can be written in more detail as

\[ \delta z_{bb} = \frac{-\delta h_{bb}^o + \left( \frac{dh_f}{dp} \right)_{p_{bb}^o} [1.8 \Delta p_{fr}^o \delta w_{in}^o - z_{in}^o \frac{\partial G}{\partial t}]}{\left( \frac{q_f^o(z_{bb}^o)}{w_o} \right) - \left( \frac{dh_f}{dp} \right)_{p_{bb}^o} \left( \frac{dp_{in}^o}{dz} \right) z_{bb}^o} \]  \hspace{1cm} (5.47)

where \( \delta h_{bb}^o = \delta h(z_{bb}^o,t) \)

\[ \left( \frac{dh_f}{dp} \right)_{p_{bb}^o} = \text{derivative of the liquid saturation enthalpy evaluated at } p_{bb}^o \text{ (fluid property)} \]

\[ \left( \frac{dp_{in}^o}{dz} \right) z_{bb}^o = \text{total differential pressure drop at } z_{bb}^o \text{ (< 0)} \]

The variations of enthalpy at the time-varying position of the BB are given by
\[ \delta h_{bb} = h(z_{bb}) - h^0(z_{bb}) = \delta h^0_{bb} + \left( \frac{dh^0}{dz} \right)_{bb} \cdot \delta z_{bb} \]

and can amount to a substantial fraction of \( \delta h^0_{bb} \), or even become larger than \( \delta h^0_{bb} \) when the dynamic terms dominate.

The dynamic corrections are generally small or even negligible, except when the non-boiling length becomes very large and the period is short. This is the case for the higher-order oscillations.

Cast as a transfer function, Eq. (5.47) becomes

\[
Z(j\omega) = \frac{\delta z_{bb}(j\omega)}{\delta w(j\omega)} = \frac{-H(z^0_{bb}, j\omega) + \left( \frac{dh_f}{dp} \right)_{bb} \cdot P_{lw}(j\omega)}{\left( \frac{dh_f}{dp} \right)_{bb} - \left( \frac{dh_f}{dp} \right)_{bb} \left( \frac{dp}{dz} \right) z^0_{bb}}
\]

where

\[ P_{lw}(j\omega) = 1.8 \frac{\Delta p_{lw}}{w_o} - \frac{z^0_{in}}{A} j\omega \quad [\text{lbm/hr}] \]  

Figure 5.15 shows \( \delta h \) and \( \delta z_{bb} \) in the complex plane. As seen in the previous section, \( \delta h \) is generally located, except for some "pathological" cases, in the upper half plane; \( \delta z_{bb} \) will therefore always be in the lower half plane. The dynamic terms will always increase the delay in \( \delta z_{bb} \) if this vector is located in the fourth quadrant (Fig. 5.15B), while if it is located in the third quadrant, the outcome will depend on the relative magnitudes of the friction and inertia terms (Fig. 5.15A). The static pressure term has only an important attenuating effect on \( \delta z_{bb} \).
5.3.3.1 Remarks

Continuous variations of the two enthalpy profiles, \( h^o \) and \( h^f \), around the BB, were assumed in the derivation of the transfer function presented above. As this is not the case at the limits of the heated and unheated segments, the solutions obtained are obviously not applicable there. Moreover, as within the unheated segments \( dh^o/dz \) is zero, the amplitude of \( Z(j\omega) \) is limited only by the remaining lesser term \( dh^f/dz \). Therefore, if the steady-state position of the BB happens to be in an unheated segment, its oscillation will be greatly amplified.

5.4 The Pressure Drop in the Single-Phase Region

It is important to recall here that the single-phase region, as defined in this chapter has a time-varying length. The pressure drop variations will be due to the change in length and to the dynamic effects already mentioned in 5.3.2.2. Summing these effects:

\[
\delta \Delta p_l = \delta \Delta p_{lz} + \delta \Delta p_{lw}
\]

\[
= \left( \frac{dp^o}{dz} \right) _{bb} \delta z_{bb} + [1.8 \Delta p_{lfr} - \frac{w^o}{A} z_{in} \frac{\partial}{\partial t} \frac{\delta w}{w^o}] (5.49)
\]

It is of course implied here that the friction factor, obtained from steady-state experiments, is applicable to a dynamic situation. There is recent evidence that this assumption is justifiable at low frequencies, when the dimensionless parameter \( R^2 \omega/\nu \) is smaller than approximately 1000 (R is the pipe radius and \( \nu \) the kinematic viscosity) [71].
Using transfer-function notations

\[ \delta \Delta p_1(j\omega) = P_{lz} \delta z_{bb} + P_{lw} \delta \omega \]

where

\[ P_{lz} = \frac{\delta \Delta p}{\delta z_{bb}} = \frac{dp_1^o}{(dz)z_{bb}} \] (5.50)

is the position-of-the-boiling-boundary-to-pressure-drop-in-the-single-phase-region transfer function, and

\[ P_{lw}(j\omega) = \frac{\delta \Delta p_{lw}}{\delta \omega} = 1.8 \frac{\Delta p_{lfr}^o}{w_o} - \frac{z_{in}^o}{A} j\omega \] (5.51)

is the flow-to-pressure-drop-in-the-single-phase-region transfer function. Both of these transfer functions appear in Eq. (5.48).

### 5.4.1 The Equivalent Inertia Length

It is convenient to define an equivalent inertia length for the single-phase region by writing

\[ \frac{z_{in}^o}{A} = \sum_i \frac{z_i^o}{A_i} \]

where \( z_i^o \) and \( A_i \) are the lengths and cross-sections of the various channel segments contributing to the inertial pressure drop.

Although there were practically no frictional losses in the preheater (HX2), pressure recordings at station 0 (inlet plenum) during violent flow oscillations showed perturbations of the order of 0.1 psi, obviously due to the inertia of the fluid in the preheater and associated piping. Correlation of the peak pressure perturbation to the maximum
rate of increase of the flow \((\frac{dw}{dt})_{\text{max}}\) was consistent and permitted the assignment of an equivalent inertia length of 0.8 ft to this part of the rig. Adding the length of the unheated region between stations 0 and 1, \(z_{in}^0\) becomes

\[
\begin{align*}
z_{in}^0 &= 2.3 \text{ ft} + z_{bb}^0 \\
&= 2.3 \text{ ft} + z_{bb} \\
&= (5.52)
\end{align*}
\]
Chapter 6

DYNAMICS OF THE TWO-PHASE REGION -

THE LAGRANGIAN ENTHALPY TRAJECTORY MODEL

The purpose of this chapter is to establish the basic hydrodynamic equations that will permit calculation of the pressure drop in the two-phase region under time-dependent flow conditions. The method developed here together with the single-phase dynamics derived in Chapter 5, will be used in Chapter 8 to investigate the stability of the entire boiling channel.

A new method of subdividing the channel by points of constant enthalpy, and a Lagrangian description lead to a model that permits considerable economy in computation time. The mass and energy conservation equations of the model are formulated in Section 6.2, the pressure drop formulas are derived in Section 6.3, and a complete calculation procedure is outlined in Section 6.4.

6.1 Introduction

Several models that treat time dependent two-phase flow have been proposed in the past, and have been shown to predict with various degrees of accuracy the transient conditions in a boiling channel [5,13,37,38]. The common characteristic of these models is that they subdivide the boiling length into a number of space nodes and solve the three basic equations (mass, momentum and energy conservation) for each node, thus
providing a basically Eulerian description of the flow. A novel approach will be taken here. The channel will not be subdivided by space points, but rather by discrete constant enthalpy points, and an essentially Lagrangian description of the flow will be used. This procedure follows the example of Wallis and Heasley [10], who appear to be the only investigators to utilize a Lagrangian description. However, they did not sectionalize the channel. The present procedure of sectionalizing the channel provides for considerable simplification in the calculation of the pressure drop.

The model assumes locally incompressible flow; however, changes of the fluid properties according to some reference steady-state pressure profile are taken into account. The dynamic calculations do not rely on any particular procedure for prediction of the steady state; therefore the reference profile can be provided with any available degree of accuracy. Furthermore, the use of a reference profile permits consideration of the relative velocity between phases. Incorporation of space and time dependent fluid properties (especially saturation enthalpy) and vapor compressibility into such a model is desirable for low pressure systems, but it represents at least another order of complexity, and was not considered. The following discussion will justify the particular formulation of the model and delineate its advantages.

Stability considerations limit the time steps that can be taken in numerical applications of hydrodynamic models, which assume incompressible flow, to about the transit time in the segment. Since velocities increase rapidly with quality, it becomes evident that the length of a node can be proportionally increased downstream. It would be natural, then, to
define nodes of equal transit time. This is a first hint in favor of a
Lagrangian description. Moreover, as was pointed out by Meyer and Rose
[13] in their comparison of various hydrodynamic models, such a descrip-
tion has the distinct advantage that exact solutions are obtained for
the continuity and energy equations.

An inspection of the two-phase pressure drop correlations shows that,
for given geometry and fluid, the pressure drop in a segment is a function
of the mass flow rate, the length of the segment, the average quality,
and the pressure, this last dependence being a weak one. When the
Lockhart-Martinelli correlation is used, for example, the longest part of
the computation involves the determination of the friction multiplier and
the void fraction. Both of these quantities are essentially functions of
the quality alone. In the pressure drop formula the mass flow rate and
length act as multipliers. It follows then that, numerically, it would
be very efficient to deal with segments of constant average quality. This
second observation leads the suggestion that it might be convenient to
subdivide the boiling length at all times by points of constant enthalpy.

The limitations and possible extensions of the method will be
discussed in Section 6.5.

6.2 Derivation of the Basic Equations

Consider a uniformly heated boiling channel of constant cross-
sectional dimensions. As shown in Fig. 6.1, the upstream boundary or
inlet (i) of a "translating and expanding control volume" is defined
at any instant of time as the plane at which the enthalpy of the flowing
mixture has a given constant value $h_i$. An example of such a constant enthalpy plane is the boiling boundary at high system pressures (i.e. when the saturation temperature remains essentially constant along the channel).

Denote $z_i(t)$ the inlet coordinate of the control volume in an absolute frame of reference (e.g. measured from the heated length inlet) and $\zeta$ the relative coordinate with respect to a moving frame of reference attached to the upstream boundary of the control volume.

Then the absolute coordinate of any plane is given by

$$z(t) = z_i(t) + \zeta(t)$$
Following Zuber's nomenclature [72-74] a "center of volume" plane is defined as the plane from which a moving observer sees no net volume flow. The velocity of this plane is then the velocity of the center of volume or volumetric flux density, \( j \), which also happens to be the unique velocity of the homogeneous model:

\[
  j = (1 - \alpha)V_f + \alpha V_g
\]

In the Lagrangian description that follows such planes and the quantities associated with them will be identified by two variables, the time \( t \) and the entrance time \( t_i \), the time at which the plane was coincident with the upstream boundary.

### 6.2.1 The Continuity Equation

Consider now a center-of-volume plane that passed by the upstream boundary at time \( t_i \) (entrance time). At time \( t > t_i \), this plane will be at some point \( \zeta(t, t_i) \), having swept or generated a volume \( A\zeta \). At any instant of time \( t \), the total rate of increase of this volume equals the net volumetric flow entering at the inlet boundary (i) plus the expansion due to evaporation

\[
  A \frac{\partial}{\partial t} \zeta(t, t_i) = A j_{\zeta i}(t) + \frac{\zeta(t, t_i)}{h_{fg}} q' v_{fg}
\]

(6.1)

where \( j_{\zeta i} \) is the center-of-volume velocity in the moving frame of reference

\[
  j_{\zeta i}(t) = j_i(t) - \left. \frac{dz_i}{dt} \right|_t
\]

(6.2)
It is important to notice here the fundamental underlying assumptions made in writing Eq. (6.1). It was assumed that the heat supply rate to the fluid is constant and that this heat is immediately used for evaporation. Thus, the effects of the heat storage in the walls, variable heat transfer, and thermal non-equilibrium are not taken into account. Thermal non-equilibrium, however, might be accounted for approximately by the use of a corrected \( \frac{v_{fg}}{h_{fg}} \) ratio.

Defining *

\[
\Omega \equiv \frac{q' \frac{v_{fg}}{h_{fg}}}{A} \tag{6.3}
\]

Eq. (6.1) takes the form

\[
\frac{\partial}{\partial t} \zeta(t,t_1) - \Omega \zeta(t,t_1) = j_{z_1}(t) \tag{6.4}
\]

Given the inlet center-of-volume velocity \( j_{z_1}(t) \) and the position of the inlet boundary at any instant of time, \( z_{1}(t) \), integration of this equation gives \( \zeta \) as a function of time

\[
\zeta(t,t_1) = \frac{\Omega t}{\int_{t_1}^{t} e^{-\Omega t'} j_{z_1}(t') \, dt'} \tag{6.5}
\]

The term \( \frac{\partial \zeta}{\partial t} \) in equation (6.4) represents the relative center-of-volume velocity, \( j_{z} \). To get the absolute center-of-volume velocity, \( j \), at any location \( z \) at time \( t \), the velocity of the moving frame of reference, \( \frac{dz_{1}}{dt} \), must be added, resulting in

* The same notation is used by Zuber [72-74] to define a characteristic reaction frequency.
6.2.2 The Energy Equation

Besides the usual approximations of replacing energy by enthalpy and neglecting the potential and kinetic energy of the flowing mixture, a "quasi-steady-state" approximation is made here in order to obtain a simple expression relating the quality seen by an observer traveling at the velocity of the center of volume, \( j \), to time. Therefore it is necessary to consider time intervals short enough so that the flow does not vary appreciably. The enthalpy variation across an infinitesimal, stationary control volume at a quasi-steady state is

\[
\frac{dh}{w} = \frac{q'}{w} \frac{dz}{w} = \frac{q'}{w} \frac{j \, dt}{w} = \frac{q'}{w} \frac{A (1-x) v_f + x v_f g \, dt}{A} = \frac{q'}{A} (v_f + x v_f g) \tag{6.7}
\]

In the bulk boiling region, neglecting locally the changes in saturation enthalpy with pressure

\[
\frac{dh}{w} = h_{fg} \frac{dx}{w} \tag{6.8}
\]

Combining Eqs. (6.7) and (6.8),

\[
\frac{dx}{dt} = \Omega (x + \frac{v_f}{v_{fg}}) \tag{6.9}
\]

For a homogeneous flow, Wallis and Heasley [10] obtained the same equation without making any approximations. They considered a mass \( \Delta m \), occupying instantaneously a volume

\[
\Delta V = A \Delta \ell = \Delta m (v_f + x v_{fg})
\]
and flowing along the channel; its enthalpy rise \( dh \) during \( dt \) is given by

\[
dh = \frac{\text{heat input during } dt}{\Delta m} = \frac{q' \Delta \ell}{\Delta m} dt
\]

\[
= \frac{q' \Delta m (v_f + v_{fg}) dt}{\Delta m}
\]

which is identical to Eq. (6.7).

In the case of slip flow there are no identifiable mass lumps that can be followed along the channel. The trajectories of volumes bounded by two "no net mass through" planes (planes moving with the velocity of the "center of mass"*) could be considered, but enthalpy is exchanged through such planes. Similarly mass is exchanged through planes traveling at the velocity of the "center of enthalpy"*. As both these definitions lead to cumbersome corrective terms that spoil the simplicity of the description, they were abandoned in favor of the approximate but simple description given above.

Solution of Eq. (6.9) with the initial condition \( x(t_i, t_i) = x_i \) yields

\[
x(t, t_i) = x_i e^{\Omega(t-t_i)} + \frac{v_f}{v_{fg}} \Omega(t-t_i) (e - 1)
\]  

(6.10)

Then integrating Eq. (6.8) with the corresponding initial condition,

\[
h(t, t_i) = h_{i},
\]

\[
h(t, t_i) = h_i + h_{fg} x_i + \frac{v_f}{v_{fg}} \Omega(t-t_i) (e - 1)
\]  

(6.11)

Finally, using the definition of the flowing specific volume or its

*These definitions are modeled on the definition of the velocity of the center of volume; they are respectively the mass weighted (area fraction times density) and enthalpy weighted (area fraction times density times specific enthalpy) mean velocities.
inverse, the flowing density

\[ \frac{1}{\rho(t,t_i)} = v(t,t_i) = v_f + x(t,t_i) v_{fg} \]

\[ = v_{fg} \left( x_i + \frac{v_f}{v_{fg}} \right) e^{-\frac{\Omega(t-t_i)}{\rho_i}} \Omega(t-t_i) = (1/\rho_i) e^{\Omega(t-t_i)} \]  

(6.12)

where

\[ \frac{1}{\rho_i} = v_f + x_i v_{fg} \]

The control volume will be further specified now by requiring that it be at all times bounded downstream by another plane of constant enthalpy \( h_e \). Inspection of Eq. (6.11) shows that given \( h_i \) and \( h_e \) there is a unique "residence time" \( \Delta t = (t_e - t_i) \) satisfying this condition. The instantaneous length of the control volume is then given by Eq. (6.5) for \( t = t_e \). The time-dependent position of the exit boundary,

\[ z_e(t_e) = z_i(t_e) + \zeta(t_e,t_i), \]  

(6.13)

is used to calculate its absolute velocity:

\[ \frac{dz_e}{dt} \bigg| _{t_e} = \frac{dz_i}{dt} \bigg| _{t_e} + \frac{\partial \zeta}{\partial t} \bigg| _{t_e-t_i} = \Delta t \]  

(6.14)

The last term is readily obtained by differentiation of Eq. (6.5):

\[ \frac{\partial \zeta}{\partial t} \bigg| _{t_e-t_i} = \Delta t = e^{\Omega t_e} \left[ e^{-\Omega t_i} j_{\xi i}(t_e) - e^{-\Omega t_i} j_{\xi i}(t_i) \right] \]

\[ + \Omega \zeta(t_e,t_i) \]
Substitution into Eq. (6.14) gives

\[ \frac{dz_e}{dt} \bigg|_{t_e} = \frac{dz_i}{dt} \bigg|_{t_e} + \int_{t_i}^{t_e} \left[ \xi(t_e, t_i) + j_e(t_e) - j_i(t_i) \right] dt \quad (6.15) \]

the entrance time \( t_i \) now being arbitrary, but the residence time, \( \Delta t = t_e - t_i \), is fixed. With this requirement in mind, the entrance time index \( (t_i) \) can be dropped from the exit quantities and replaced by the subscript \( e \).

The exit mass flux at time \( t = t_e \), at \( z = z_e \), is immediately available:

\[ G_e(t_e) = G(t_e, t_i) = G(t_e, z_e) = \rho_e j_e(t_e) \quad (6.16) \]

where \( j_e \) is given by Eqs. (6.6), (6.5), and (6.4), and \( \rho_e \) is given by Eq. (6.12) for \( t = t_e \).

### 6.2.3 Summary of the Solutions

Given:

- the time interval, \( \Delta t \)
- the time-dependent position of the inlet boundary, \( z_i(t) \)
- the inlet volumetric flux density, \( j_i(t) \), or the inlet mass flux, \( G_i(t) \)
- the inlet quality, \( x_i \) or enthalpy, \( h_i \)

the solutions for any time \( t \) are:

\[ x_e = x_i e + \frac{v_f}{v_{fg}} \frac{\Omega \Delta t}{(e - 1)} \quad (6.17) \]
\[ h_e = h_i + h_{fg} \left( x_i + \frac{v_f}{v_{fg}} \right) (e - 1) = h_f + x_e h_{fg} \quad (6.18) \]
\[ \rho_e = \rho_i e^{-\Omega \Delta t} \quad (6.19) \]
\[ j_{\zeta i}(t) = j_i(t) - \frac{dz_i}{dt} \bigg|_t \quad (6.20) \]
\[ G_e(t) = j_e(t) \rho_e \quad (6.21) \]
\[ j_e(t) = \Omega \zeta_e(t) + j_i(t) \quad (6.22) \]
\[ \zeta_e(t) = e^{\Omega t} \int_{t-\Delta t}^{t} e^{-\Omega t'} j_{\zeta i}(t') \, dt' \quad (6.23) \]
\[ z_e(t) = z_i(t) + \zeta_e(t) \quad (6.24) \]
\[ \frac{dz_e}{dt} \bigg|_t = \frac{dz_i}{dt} \bigg|_t + \Omega \zeta_e(t) + j_{\zeta i}(t) - j_{\zeta i}(t-\Delta t) e^{\Omega \Delta t} \quad (6.25) \]

Notice that Eqs. (6.21) to (6.25) specify all the input information necessary for undertaking the solution for the next enthalpy-time step.

### 6.2.4 First-Order Approximation

The solutions summarized above, though complete, are somewhat cumbersome to use, as the evaluation of \( \zeta_e(t) \) requires a numerical integration. Equation (6.23) can be further simplified without great loss of accuracy.
by expanding linearly the inlet relative volumetric flux density, \( j_{\xi_i}(t) \), around \( t_i = t - \Delta t \) as follows:

\[
j_{\xi_i}(t) = j_{\xi_i}(t_i) + s(t - t_i)
\]

(6.26)

where

\[
s = \left. \frac{dj_{\xi_i}}{dt} \right|_{t_i}
\]

This first-order expansion is further justified by the previous assumption of small variations of the inlet flow during the time interval.

Introducing Eq. (6.26) into Eq. (6.23) and performing the integration,

\[
\zeta_e(t) = \frac{j_{\xi_i}(t - \Delta t)}{\Omega} \frac{\Omega\Delta t}{(e - 1) + \frac{s}{\Omega^2} (e - 1 - \Omega\Delta t)}
\]

(6.27)

Introducing this expression into Eq. (6.25) yields

\[
\frac{dz_e}{dt} = \left. \frac{dz_i}{dt} \right|_{t} + \frac{s}{\Omega} (e - 1)
\]

(6.28)

6.2.5 Zero-Order Approximation

In some cases where even a zero-order approximation of \( j_{\xi_i}(t) \) could be adequate,

\[
j_{\xi_i}(t) = j_{\xi_i}(t - \frac{1}{2} \Delta t) = \text{constant during } \Delta t
\]

Eqs. (6.27) and (6.28) reduce to

\[
\zeta_e(t) = j_{\xi_i}(t - \frac{1}{2} \Delta t) \left(\frac{\Omega\Delta t}{e - 1} - 1\right)
\]
6.2.6 A Remark on the Character of the Model

It is instructive at this point to calculate the change in mass flux from inlet to exit of the control volume at time t,

\[ \Delta G_{ei}(t) = G_e(t) - G_i(t) = [j_e(t) \rho_e - j_i(t) \rho_i] \]

Using Eqs. (6.19), (6.22) and (6.23):

\[ \Delta G_{ei}(t) = - \left[ j_i(t) \left( 1 - e^{-\Omega \Delta t} \right) + \int_0^{\Delta t} e^{-\Omega \Delta t'} \left( j_i(t') - \left. \frac{dz}{dt} \right|_{t'} \right) dt' \right] \rho_i \]

(6.29)

Approximated to the first order, i.e. using the definition of Eq. (6.26), Eq. (6.29) reduces to

\[ \Delta G_{ei}(t) = \left[ \frac{s}{\Omega} (1 - \Omega \Delta t - e^{-\Omega \Delta t}) + \left. \frac{dz}{dt} \right|_t (e^{-\Omega \Delta t} - 1) \right] \rho_i \]

(6.30)

With the zero-order approximation, Eq. (6.29) reduces to

\[ \Delta G_{ei}(t) = \left. \frac{dz}{dt} \right|_t (e^{-\Omega \Delta t} - 1) \rho_i \]

(6.31)

Equations (6.29) to (6.31) confirm the fact that the model is accounting for the important transient mass accumulation and space distributed flow.
variations. As expected, all three expressions reduce to zero at steady-state when \( j_i(t) = \text{constant} \) or \( s = 0 \) and \( \frac{dz_i}{dt} = 0 \).

6.3 Calculation of the Pressure Drop

The steady-state pressure drop for a segment of length \( \Delta\zeta^0 \), a mass flux \( G^0 \), and an average quality \( \bar{x} = \frac{1}{2}(x_i^0 + x_e^0) \) is given in Chapter 3 as

\[
\Delta p^0 = \Delta p_{fr}^0 + \Delta p_{gr}^0 + \Delta p_{ac}^0
\]

where the superscript \(^0\) was added here to denote steady-state conditions. Under time-dependent conditions for a segment of length \( \Delta\zeta \), an instantaneous mass flux \( \bar{G} = \frac{1}{2}(G_i + G_e) \), the same average quality \( \bar{x} = \bar{x}^0 \) and at the same pressure level, the pressure drop can be written as

\[
\Delta p = \left[ \frac{\Delta p_{fr}^0}{\Delta\zeta^0} \left( \frac{\bar{G}}{G^0} \right)^{1.8} + \frac{\Delta p_{gr}^0}{\Delta\zeta^0} \left( \frac{\bar{G}}{G^0} \right) - \frac{\partial \bar{G}}{\partial t} \right] \Delta\zeta + \Delta p^0_{ac} \left( \frac{\bar{G}}{G^0} \right)^2 \tag{6.32}
\]

Once the time-independent values have been calculated, the computation of the time-dependent pressure drop is reduced to the evaluation of the simple expression above. It is the fact that Eq. (6.17), giving the exit quality as a function of the residence time, is independent of the mass flux that makes the evaluation of the total pressure drop extremely simple. First the mass fluxes at all mesh points at all times and the segment lengths are established, using the equations of Section 6.2.3. Then the total pressure drop at any point at any time is obtained using Eq. (6.32), by summation of the corresponding pressure drop increments at this time up to this point. The procedure is further clarified in the next section.
6.4 Computation Procedure

The application of the theory outlined in the preceding sections will be described now in some detail. The FORTRAN subroutine DYNPR2 that performs these calculations is listed in Appendix F.

6.4.1 Reference Steady State

It is first necessary to determine the quality, enthalpy, density and pressure drop distributions at a reference steady-state (values with superscript *). The time step \( \Delta t \) can be either chosen arbitrarily or by subdividing the total reference transit time in the boiling length into an arbitrary number of segments, \( N \). Starting at the boiling boundary (BB), the segments and their boundaries are numbered as shown in Fig. 6.2. The inlet/exit subscripts \( i/e \) are replaced by the mesh point numbers \( i/i+1 \).

![Fig. 6.2. Time-Independent Reference Conditions in the Boiling Channel](image)

The general equations (6.17 - 6.19) could be used to determine the quality, enthalpy, and density distributions at steady state. In these calculations, properly defined local average values of the fluid...
properties should be used. The length of the segments would be given by Eq. (6.23)

\[ \Delta \zeta^o = j^o E_i \]

where

\[ E_i = \frac{\Omega_i \Delta t}{e^{\frac{\Omega_i \Delta t}{\Omega_i}} - 1} \]  \hspace{1cm} (6.33)

and the pressure drops would be estimated using some appropriate model. This procedure, although theoretically correct, does not give good results when the fluid properties \( v_{fg} \) and \( h_{fg} \) vary rapidly along the channel. The deficiency comes from the exponential extrapolation required to obtain the exit quantities from the inlet quantities. Small discrepancies in the spatial averaging of \( v_{fg}/h_{fg} \) produce large propagating errors. It was found that a much better procedure was to calculate first the pressure profile by conventional means (Chapter 3), then determine the mesh points using the constant transit time requirement and calculate the densities at these points, \( \rho_i \). Effective \( \Omega \) values are then defined by

\[ \Omega_i = \frac{1}{\Delta t} \ln \left( \frac{\rho_i}{\rho_{i+1}} \right) \]  \hspace{1cm} (6.34)

and the coefficients \( E_i \) can be calculated using Eq. (6.33). Subroutine STAPR2 was written to perform the steady-state calculations and is listed in Appendix F.
6.4.2 Time-Dependent Hydrodynamic Calculations

The trajectories of center-of-volume planes that enter the boiling length at equally spaced times \( t_2, t_3, \ldots, t_k, \ldots t_M \) will now be considered, the time step being again \( \Delta t \). The superscript \( k \) in the equations will refer to the plane that entered at time \( t_{k+1} \). Figure 6.3 shows the progression in time and space of these planes. Notice that all points having the sum of their subscript \( i \) and superscript \( k \) equal to \( m \) refer to the same time \( t_m \) and are situated on a diagonal line.

The regular pattern of these lines at steady state is distorted during transients.

The following recursive relations, directly derived from the formulas of Section 6.2.3, specify the solution of the problem; in this first-order, machine-oriented solution, the differentials were further approximated by finite differences.

\[
\begin{align*}
\frac{j_i^k}{\Delta t} &= j_i^k - \frac{dz_i^k}{dt} \\
\frac{j_i^{k+1}}{\Delta t} &= j_i^{k+1} - \frac{dz_i^{k+1}}{dt} \\
\frac{s_i^k}{\Delta t} &= \frac{j_i^{k+1} - j_i^k}{\Delta t} \\
\Delta z_i^k &= E_i j_i^k + B_i s_i^k
\end{align*}
\]

where \( E_i, \) as defined by Eq. (6.33), and

\[
B_i = \frac{e_i - 1 - \Omega_i \Delta t}{\Omega_i^2} = \frac{E_i - \Delta t}{\Omega_i}
\]
FIG. 6.3 TRAJECTORIES OF THE CENTER-OF-VOLUME (AND CONSTANT-ENTHALPY) PLANES
are time-independent coefficients.

\[ j_{i+1}^{k} = j_{i}^{k+1} + \Omega_{i} \Delta \zeta_{i}^{k} \]  
\[ \theta^{k}_{i+1} = \rho_{i+1} j_{i+1}^{k} \]  
\[ \bar{G}^{k}_{i} = \frac{1}{2} (G^{k}_{i+1} + G^{k+1}_{i}) \]

\[ \Delta p_{1}^{k} = \left[ \frac{\Delta p_{0}^{\text{fri}}}{\Delta \zeta_{1}^{k}} \left( \frac{-G^{k}_{1}}{G_{1}^{o}} \right)^{1.8} \right] + \left( \frac{\Delta p_{0}^{\text{gri}}}{\Delta \zeta_{1}^{k}} \right) - \frac{G^{k+1}_{i} - G^{k}_{i}}{\Delta t} \Delta \zeta_{1}^{k} \]

\[ \frac{dz_{k}}{dt}_{i+1} = \frac{dz}{dt}_{i}^{k+1} + E_{i} s_{i}^{k} \]

\[ z_{i+1}^{k} = z_{i}^{k+1} + \Delta \zeta_{i}^{k} \]

\[ p_{i+1}^{k} = p_{i}^{k+1} + \Delta p_{i}^{k} \]

The following three rules specify the time in the variables above:

I. For quantities referring to a point \((j, j_{\zeta}, G, z, \) and \(dz/dt)\)
the time index is obtained by adding the superscript to the subscript.

II. For quantities referring to a segment \((s, \Delta \zeta, \bar{G}, \) and \(\Delta p)\),
unity must be added to the sum of the subscript and superscript.

III. Time-independent quantities have no superscript (or superscript 0).

Inspection of the set of equations shows that all the information
needed to undertake the next, \((i+1)\text{th}\) enthalpy step is provided by
Eqs. (6.40), (6.41), (6.44), (6.45), and (6.46).

6.5 Comments on the Method

By now the reader will be aware of the fact that the enthalpy trajectory model, as presented in this chapter, has no built-in provision for feedback. Given the inlet variations, boundary conditions can be rigorously specified at the boiling boundary only. Then the conditions are calculated at any other point downstream.

The few limiting assumptions made during the derivation of the basic equations, namely the assumption of slow flow rate variations and the non-dependence of the local saturation enthalpy on dynamic pressure variations, suggest that the model will probably be most useful for moderate flow transients around an equilibrium point. Such conditions prevail at the incipience of flow oscillations. An increase of the system pressure is certainly beneficial to the performance of the model. However, the model is better than other existing models for low pressure systems, as it takes into account at least the steady-state pressure profile.

Notice that when the position of the BB, as determined by the analysis of Chapter 5, is used as the first mesh point, the pressure dependence of the saturation enthalpy is automatically taken into account at this point, and approximately at points downstream. Indeed, statically, an increase of the pressure level shifts the entire pattern of enthalpy mesh points downstream. A similar effect is produced by the correction of the position of the BB according to the static and
dynamic pressure variations. Obviously, the validity of this correction deteriorates with distance from the BB, and reverses into an error at the channel exit, where the pressure is externally fixed. A correction that was applied to the pressure drop calculation near the exit of the channel is discussed in Chapter 8. It is believed that with the two refinements mentioned above, the model is also capable of approximately considering the time variations of the saturation enthalpy.

Unfortunately, it is impossible to account for variable channel geometry, non-uniform heat flux profile, time-dependent heat input, or, in general any space distributed input variable, without spoiling the inherent simplicity of the equations. On the other hand, the effect of local flow restrictions can be superimposed easily on the uniform geometry channel results.

The necessity to determine the conditions at a given space point indirectly, by interpolation of values at bracketing points, constitutes another minor disadvantage of the method. It should also be noted here that to be able to determine the conditions at the channel exit it is necessary to virtually extend the boiling length.

In spite of these relatively minor limitations the model seems to be well-suited for calculations of pressure variations for small or medium amplitude flow oscillations and transients.
Chapter 7

PRESENTATION AND DISCUSSION OF THE STABILITY EXPERIMENTS

One of the primary goals of the project for which this investigation was initiated was to produce a complete and reliable stability map that could be used to test various existing or new analytical models such as the model described in Chapters 5, 6 and 8. In fact, most of the stability data presented in the literature are either isolated points or small collections of points that do not permit thorough testing of a model. Moreover many experiments were conducted with poorly defined systems, having uncertain or varying boundary conditions. Because of the risks of physical damage to the test sections, generally the experiments were terminated near the threshold of stability without entering deep into the unstable region. Therefore, few limit cycle data are available.

Crowley, Deane, and Gouse [32] obtained the stability boundaries of the present system at four power levels with a uniform heat flux distribution. The frequencies of the phenomena they observed confirmed that these were density wave oscillations. Relative to the previous work, the purpose of the present stability experiments was to:

a) extend and complete the uniform heat flux stability map toward lower power levels and higher subcoolings,

b) produce a corresponding map with a cosine heat flux distribution, and
c) enter deep into the unstable region and study the characteristics of the limit cycle.

Section 7.1 describes the experimental procedure. The difficulties encountered in the definition of the threshold of stability are discussed in Section 7.2. A short survey of the various ways of presenting the data is given in Section 7.3. Section 7.4 describes the data reduction methods used. Stability maps are presented and discussed in Section 7.5, and the period of the oscillations is considered in Section 7.6. The effect of the cosine heat flux distribution is examined in Section 7.7. The characteristics of the limit cycle are described in Section 7.8. Section 7.9 deals with a series of experiments that were designed especially to show the existence of standing enthalpy waves in the single-phase region. Conclusions are drawn in the last section of this chapter.

A total of 23 routine stability runs ("D" runs) were made. Excluding the first three trial runs, eight runs were made with cosine and the remaining twelve with uniform heat flux distribution. Another eight stability runs provided tape recordings of the flow signal that could be analyzed for frequency content ("TR" runs). Finally six special runs ("E" runs) demonstrated the existence of higher-mode enthalpy waves in the subcooled region (Section 7.9).

A total of 750 points, including 175 threshold and transition points, was recorded. This large amount of data required machine processing. The introduction of data handling programs, early in the data reduction phase, permitted the mainpulation of large amounts of data, with any desired degree of sophistication and with minimal numerical discrepancies. The raw stability data and relevant calculated parameters are tabulated in Appendix E.
7.1 Experimental Procedure

Crowley, Deane, and Gouse [32] have shown that the oscillation characteristics were practically independent of the number of channels operating in parallel. This is a direct consequence of the constant-pressure-drop boundary condition maintained by the large bypass. Dynamic pressure recordings at station 0 have, however, shown a small oscillation due to the inertia of the liquid in the preheater HX2 (Section 5.4.1). To eliminate the weak coupling introduced by this pressure drop, all stability experiments were conducted with a single channel, namely channel C. The other two channels were isolated using valves V11 and V12. Valves V10 and V13 were left wide open for all the stability runs.

For a given test fluid and geometry, the conditions in the boiling channel are determined by the five independent variables listed in Table 7.1.

<table>
<thead>
<tr>
<th>Table 7.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of the Independent Variables During the Stability Experiments</td>
</tr>
<tr>
<td>Channel exit pressure, $P_{ex}$</td>
</tr>
<tr>
<td>Total pressure drop, $\Delta P_{oex}$</td>
</tr>
<tr>
<td>Gross average linear heat rate, $\bar{q}'_o$</td>
</tr>
<tr>
<td>Heat flux distribution, $q'_o(z)$</td>
</tr>
<tr>
<td>Inlet temperature, $T_o$</td>
</tr>
</tbody>
</table>
The inlet average mass flow rate, \( w_0 \), the exit quality, \( x_{ex} \), etc., as well as the limit cycle characteristics (frequency, \( \tau \), and peak flow amplitude, \( \dot{w} \)) are considered as dependent variables.

Crowley, Deane, and Gouse [32] conducted their experiments with a fixed pressure drop across the test channels, while varying the inlet temperature. The experimental path obtained in this way is parallel to the stability boundary over a large range of temperatures (Fig. 7.1 and Ref. [32]). In the present experiments, the inlet temperature was maintained constant while the pressure drop, and consequently the average flow rate, were varied. Thus a path perpendicular to the stability boundary was generated, except for the lowest subcoolings. Since previous studies, e.g. [9], have demonstrated that the stability of the system is independent of its history or the path followed in approaching some point, the two approaches are equivalent. The present approach, however, has operational advantages.

In the previous experiments, the power region from 380 W/test length up to the maximum safe heat flux had been covered. It became immediately clear that at lower power levels, with forced circulation, the system was stable. With forced circulation the minimum available \( \Delta p_{oex} \) is given by the hydrostatic head in the bypass. It was then necessary to change the operating procedure and conduct blowdown tests as described below.

7.1.1 Blowdown Tests

The loop was prepared for data collection by a procedure similar to that used for the steady-state experiments (Section 4.1). The steam and
water flow rates to the test section preheater HX2 were then adjusted, to bring the mixture to the desired nominal Freon inlet temperature. Data collection generally started with forced circulation. The bypass valve V9 was wide opened and the flow through the bypass was reduced to a minimum using valves V1, V2 or V3, and V6. Then valve V1 was completely closed so as to isolate the test sections, and the pump was stopped or simply circulated Freon in the pump bypass. The reserve of fluid in the large bypass was sufficient to maintain the flow in a single channel for 15 to 60 minutes, depending on the inlet temperature and the heat input. During this period the level in the bypass, and proportionally p₀, decreased continuously so that the system was led through an infinite number of quasi-steady states. The rate of decrease was slow enough to have no effect on the stability. This was verified by taking data with increasing p₀ (slowly filling up the bypass). Moreover, the velocity through HX2 was so small that the Freon inlet temperature was indistinguishable from the heating water temperature and could be controlled very easily. Besides providing the necessary low inlet pressures and a way of continuously varying the flow, the blowdown procedure provided also for accurate flow rate measurements as explained in the following section.

7.1.2 Data Collection

During the experiments the inlet temperature, T₀, was continuously recorded on the thermocouple recorder. The linear flow signal, the integral flow signal (Section 2.2.2), and selected pressure signals from various stations along the channel were recorded on the Visicorder.
Occasionally the signals from void gauges (Section 2.2.5) and thermocouples were also recorded. An additional potentiometric strip-chart recorder (Hewlett Packard-Moseley Model 680) was used to produce a continuous trace of the inlet pressure, \( p_0 \). The signal fed to this recorder was provided by a 20-psig pressure transducer and amplified by a Statham Model UR5 readout unit. Two calibrated bias signals could be added to the pressure signal to keep the pen within the chart limits while using a large amplification. Since the cross-section of the bypass was constant (except at the top), the slope of the pressure trace was exactly proportional to the mass flow rate, regardless of the temperature in the bypass. The glass bypass was graduated to permit visual observation of the level. At steady state, the mass flow rates obtained "barometrically", as described above, agreed within 5 percent with the venturi readings. With large oscillations and at very low flow rates, only the "barometric" method was reliable. The top of the bypass had an irregular shape and made flow rate measurements impossible at the beginning of the blowdown. It was then necessary to use the downcomer level (valve V15 to the release tank shut) to volumetrically determine the flow. For this purpose, the transparent downcomer was also graduated and the liquid level was read and noted in short intervals. This method was less accurate because of the delay of the vapor in the condenser. The \( p_0 \) trace was compared many times during every run to the manometer M3 level and the gauge P93 pressure readings (Fig. 2.2). The deviations were smaller than 0.05 psi and therefore negligible.

The three recorders and the manual readings were synchronized with appropriate time marks on the charts. During most of the runs (D4 – D16)
the rapidly varying signals were recorded intermittently with a large time scale to measure accurately the characteristics of the limit cycle. After the discovery of higher modes of oscillation, continuous recordings at a reduced paper speed were made in order to detect all the transition points (Runs D17 - D23, TR, and E).

7.2 Determination of the Threshold of Stability

When a boiling system is brought into the unstable region by a continuous variation of some independent parameter, the experimenter faces the difficult task of defining the threshold of stability. In theory, a system becomes unstable when infinitesimal oscillations around an equilibrium point are indefinitely sustained. As in a real boiling system, the small oscillations are masked by random noise, such a criterion is generally not applicable unless the oscillations grow rapidly. Furthermore, a train of decaying oscillations triggered by external events, near the threshold of stability can be easily mistaken for a steady oscillation. It becomes clear, then that some arbitrary criterion must be applied in defining the threshold of stability. Often the decision is made by simple visual examination of the traces; e.g., Berenson [22]. Massini et al. [24] also detected the threshold by visual inspection of pressure recordings. They note that "the theoretical threshold power is probably overestimated, but by no more than 1-2 percent as it appears from the diagrams of oscillations amplitude vs. power, extrapolating the amplitude to zero". There is no assurance, however, that the oscillations grow linearly. Various attempts have been made to systematize the
procedure. Jain [23] states that "in some cases the inception point is readily distinguished, ..., but in other cases, a clearcut threshold is not observed." The knee of the amplitude curve versus some independent variable can be used in the former case, while statistical methods are generally necessary in the latter. For example, Bogaardt et al. [21] plot the rms value of a fluctuating pressure signal, while Mathisen [40] defines the threshold by extrapolating toward zero the inverse of the flow-noise variance. Kjaerheim and Rolstad [26] define a "noise function" resembling an autocorrelation function and extrapolate the fast rising portion of this curve backwards toward zero.

For the present experiments, the threshold of stability was fairly well defined at moderate and high subcoolings as there was little flow noise and the amplitude of the oscillations grew very rapidly. (Fig. 7.16A). At low subcoolings, however, it was difficult to define the threshold by visual observation of the traces alone.

An attempt was made to define the threshold at low subcooling by statistically analyzing the flow signal. Tape recordings of the flow signal were made, the analog signal was sampled and converted to digital data, which was analyzed numerically for frequency content by computer. The elaborate analysis yielded no better definition of the threshold and therefore was not used extensively. The threshold of stability is defined in this work as the point where the decreasing flow trace exhibits for the first time sustained periodic oscillations with a characteristic frequency and a distinguishable amplitude. The subjectivity of this definition might be responsible for some scatter in the threshold points.
7.3 Similarity Considerations and Non-Dimensional Parameters

A brief survey of the various non-dimensional parameters involved in the thermal-hydraulic dynamics of the boiling channel will be made here to prepare the ground for presentation of the stability maps in terms of these parameters.

As a single fluid at atmospheric pressure was used throughout the present experiments, the fluid-related parameters need not be considered here. In more general studies these parameters include the ratio of the critical pressures, the liquid to vapor density ratios at a given pressure, the Lockhart-Martinelli parameter $X_{tt}$ [49], or the Baroczy [52] property index $(\mu_f/\mu_g)^0.2 (\rho_g/\rho_f)$. Moreover, the geometry ratio, $L/D$, is fixed. For small variations of the liquid viscosity, the inlet Reynolds number becomes a direct measure of the flow velocity.

Many authors agree on the importance of the relative position of the boiling boundary (BB). It seems then natural to use the single-phase length to total channel length ratio, $L_1/L$ [75] or the single-phase enthalpy to total enthalpy ratio, $\Delta h_1/\Delta h$ [7], which is identical to $L_1/L$ for a uniform heat flux distribution.

The exit quality is itself a non dimensional parameter [76], but it can be advantageously replaced by the inlet to exit density ratio, $\rho_{in}/\rho_{ex}$ or the inlet to exit velocity ratio, $V_{in}/V_{ex}$ [7].

The temperature of the fluid as it enters the heated channel can be replaced by the inlet subcooling or, better yet, by the subcooling with respect to the boiling boundary, which can also be represented by the ratio $\Delta h_1/h_{fg}$ [76,77].
All attempts made in non-dimensionalizing the heat input (e.g. [15, 75, 77]) lead to parameters that are proportional to $q/w_0 h_{fg}$ where $q$ is the total heat input. The analysis of section 5.3.2.1 showed that for low pressure systems, this ratio should be augmented by 

$$ \frac{L_h}{h_{fg}} \left( \frac{dh_f}{dp} \right)_{p_{bb}} \left( \frac{dp_1}{dz} \right)_{z_{bb}} $$

to account for the vapor generation due to the change in saturation pressure. In the present case this corrective term is practically constant, and for this reason it is omitted.

All the parameters considered so far account mainly for thermal effects. The momentum effects are represented by the ratio of the pressure drop in the single-phase region to total pressure drop, $\Delta p_1/\Delta p$.

Another parameter that emerged from the analysis of Chapter 5 (Eq. 5.49) is the ratio of the period of the oscillation to the characteristic single-phase inertia time constant

$$ \frac{\tau}{\tau_{in}} = \frac{1.8}{2\pi} \frac{\Delta p_{1fr}}{G^o z^o_{in}} $$

Stenning and Veziroglu used a similar parameter in their analysis [7].

The important time delays are discussed in detail in Section 7.6.1. For the single-phase region the "order of oscillation" is defined as

$$ z^o_{bb}/V_o \tau $$

where $V_o \tau = \lambda$ is the enthalpy oscillation wavelength used in Chapter 5.

It seems that both the hydrodynamic and the thermodynamic similarity conditions, mentioned above, must be met in order to have two completely similar states of the boiling channel. As these are incompatible in general, there will be no single curve to represent, for example, the
threshold of stability, but rather a family of curves (recall that three
independent variables define the system, namely $p_o$, or $w_o$, $T_o$, and
$q$). The dimensionless parameters actually used in reducing the experi-
mental data are given in the following section.

7.4 Data Reduction

The raw experimental data, i.e. the atmospheric (condenser) pressure,
the inlet pressure readings, the average flow rate, the inlet temperature,
the power level and distribution, the period of the oscillation, and the
peak flow (the last two from the Visicorder traces), were fed to computer
programs that calculated:

- the pressure at the inlet of the heated section, $p_1$
- the inlet subcooling, $\Delta T_{suin} = T_{sat}(p_1) - T_o$
- the average position of the boiling boundary, $z_{bb}^o$
- the average pressure at the BB, $p_{bb}^o$
- the average subcooling with respect to the BB, $\Delta T_{subb} = T_{sat}(p_{bb}^o) - T_o$
- the average exit quality, $x_{ex}$

and various non-dimensional parameters of interest:

- the enthalpy parameter, $q/w_o h_{fg}$ where $h_{fg} = h_{fg}(p_{ex})$
- the single-phase length, $z_{bb}^o / L_h$
- the single-phase pressure drop, $\Delta p_1 / \Delta p = \Delta p_{obb} / \Delta p_{oex}$
- the single-phase enthalpy, $\Delta h_1 / \Delta h$
- the single-phase transit time or "order of the oscillation", $z_{bb}^o / V_o \tau$

The heat losses were not taken into account as they were small and
approximately constant for each power level. Subcooled boiling was
ignored as it has been shown in Chapter 4 that it contributes very little to the pressure drop.

The following procedure was devised to determine the position of the BB: Using the measured inlet pressure as the starting point, the pressure drop and the corresponding temperature rise for each test length are calculated. When the mixed-mean temperature exceeds the local saturation temperature, successive linear interpolations permit the determination of the position of the BB. The method is reliable as the pressure drop in the single-phase region can be determined with sufficient accuracy. Subroutine SUBCBB performs these calculations and is listed in Appendix F. The cold spots were not taken into account for the experimental data reduction, since a simplified version of SUBCBB was used.

7.5 Stability Maps

The experimental threshold of stability data, tabulated in Appendix E, and some characteristics of the limit cycle will be presented graphically by means of stability maps. Figures 7.1 to 7.5 are typical stability maps in the \(\frac{q}{w_{h_{fg}}} , AT_{subb}\) plane. Each curve on these figures represents a run at constant inlet temperature. As the experiments were conducted with decreasing flow, data collection progressed from left to right. The first occurrence of oscillations or the "threshold of stability" is denoted by circles. The points where, at rare instances, the oscillations ceased are marked by a cross. The deviation of the points at very low subcoolings toward the left is due to the presence of air in the system. When the Freon was not exhaustively degassed, gas bubbles started
flowing out of the preheater (HX2) at temperatures approximately 10°F below the local saturation temperature and precipitated the occurrence of instability.

7.5.1 Higher-Mode Oscillations

At high subcoolings and low power levels the system exhibited an interesting behavior, named "higher-mode (or order) oscillations" for reasons that will be apparent later. No reports on similar phenomena were found in the literature. The following observations led to the detection of this peculiar behavior:

a) In the \( (q/w_{h_f}, AT_{sub}) \) plane, at high subcoolings, the threshold boundaries should normally curve toward the right \[29\]. Such a behavior was not observed; the stability boundaries remained vertical or even curved to the left.

b) It has been well established [7,24] that the period of the oscillation is approximately equal to twice the "transit time" in the channel. In the higher-mode region the measured periods were equal to a small, approximately constant fraction of the expected period (Fig. 7.11).

c) There were sudden changes in the oscillation pattern and period, named "transitions". Often the oscillations seemed to decay, only to diverge again with a different frequency. Figure 7.6A shows the flow trace for such a transition point. At other times the transition occurred without decay of the oscillation, by a mixture of the two modes over a few cycles (Fig. 7.6B).

d) The hypothesis that this behavior was due to nucleation instabilities alone was rejected in light of the complete explanation given later.
The analysis of Chapter 5 (particularly Section 5.2.4) showed the existence of enthalpy nodes in the boiling channel, i.e. points where the enthalpy variations are minimum when the flow is oscillating. For a spatially uniform heat input to the fluid, these nodes are separated by a wave-length $\lambda = V_0 T$. The enthalpy perturbations resemble a standing wave in an organ pipe (Figs. 5.7 and 5.8). The oscillations were assigned an order according to the relative position of the BB. If the BB is in the first wavelength ($z_{bb}^o/\lambda < 1$), the oscillation mode will be called "zero-order" or "fundamental." In general

$$\text{order of oscillation} = \text{integer part of} \frac{z_{bb}^o}{\lambda}$$

It is clear that the enthalpy perturbations upstream of the last node before the BB do not contribute anything dynamically. Therefore this portion of the channel should not be taken into account for the calculation of the transit time. This explanation makes the presence of "unexpectedly" short periods legitimate. A series of experiments devised to confirm this behavior is discussed in Section 7.9.

When the $(q/w_{o_{fg}}, \Delta T_{subb})$ plane is divided into stable and unstable regions, and the unstable regions are further subdivided according to the order of the oscillations, a consistent stability map emerges. The transition points become threshold points for some adjacent region exhibiting a different order of instability. All the threshold boundaries curve, as expected, to the right (Figs. 7.1 to 7.5). For each mode, the period of the oscillation can be closely correlated with the subcooling as shown in Fig. 7.11.
Of course, what was said above does not explain why the system exhibits higher modes and why transitions from mode to mode occur. This question should be answered in the context of the stability analysis; a few remarks, however, will be made here.

The boiling channel is dynamically dissimilar for each mode. At higher modes the "inactive" wavelengths must be added to the length of the unheated inlet piping, changing the relative position of the BB in the effective heated length.

There seems to be a dynamically acceptable range of periods (approximately 2 to 10 s in the present case). At low subcoolings, and high power levels, as the transit time and consequently the fundamental period become short, the occurrence of higher modes with even shorter periods is prohibited. On the other hand, with very low heat inputs and inlet velocities, at high subcoolings, the transit time becomes excessively long and the fundamental period is divided into smaller fractions. The transitions from mode to mode are probably due to the combined effects of the spatial oscillations of the enthalpy along the channel, the cold spots of the heated wall, and they are possibly enhanced by nucleation instabilities. As the inlet flow is gradually decreased, the period, the wavelength and the position of the BB change and their combinations must be considered. When, for example, the BB reaches an enthalpy node, the oscillation might be no longer sustained and another mode might emerge. On the contrary, the oscillations will be amplified if the average position of the BB reaches a cold spot (Section 6.3.3.1). In one instance, at very low inlet velocity, it has been possible to observe visually a change of
mode. There seemed to be a sudden shift of the average position of the oscillating BB to a few inches upstream, suggesting that nucleation effects might be occasionally triggering the frequent transitions. It is evident, however, that the higher oscillation modes are not nucleation instabilities.

In the remainder of this work the oscillations are always assigned an order, as defined in Section 7.4. This simple parameter does not take into account the heat flux distribution and the wall heat storage effects. Both of these modify the spacing of the enthalpy minima as shown in Figs. 5.8 and 5.10. When the required corrections are kept in mind, the order of the oscillation can be very useful in categorizing the oscillations.

Extensive graphical search and cross-verification was used to draw the threshold lines of Figs. 7.1 to 7.5. All the experimental observations had to be used simultaneously to provide continuity of the boundaries from all points of view. Period versus subcooling plots (Fig. 7.11) were used extensively. In many instances, when there was doubt, the original recordings were reexamined. In the light of what was expected, features of the oscillations that were not noticed during the initial data reduction were found. Obviously the information in the higher-mode regions is limited and some extrapolation and speculation is necessary in order to plot all the boundaries. The information, as presented in Figs. 7.1 to 7.5, however, is consistent and all the small discrepancies can be justified on experimental or other grounds. Regions where extensive mixing of modes occurs are probably indifferent to the order of the oscillation.
7.5.2 Zero-Order Stability Boundaries - Uniform Heat Flux Distribution

The points at the first threshold of stability, regardless of mode, and the zero-order transition points were plotted in Fig. 7.7, together with the smoothed zero-order boundaries. Five power levels are represented on this figure, all with a uniform heat flux distribution. At 200 W/test length (W/TL) two boundaries are shown as no decision could be made regarding the mode of the oscillations in the region between these two curves. There seemed to be a continuous mixing of zero and first order modes, as shown in Fig. 7.6C, with the flow peaks grouped two by two. Similar behavior also occurred at other power levels. There is a single higher-mode threshold point at 400 W/TL and none at 500 W/TL.

The smoothed boundaries from the experiments by Crowley, Dean, and Gouse were also plotted on this figure and labeled "C-D-G". As the inlet pressure was not available for the points on these curves it had to be calculated using the methods of Chapter 3 in order to obtain $\Delta T_{\text{subb}}$.

Figures 7.8 and 7.9 are the conventional stability plots in the inlet velocity - inlet subcooling plane. Only zero order points were plotted on these figures. The enlargement of the unstable region with increasing heat input is clearly visible. Figure 7.10 shows the threshold points in the $(\Delta p_1/\Delta p, q/\omega_\text{oh}_{fg})$ plane. The boundaries at all power levels are almost indistinguishable in this plane. When $\Delta p_1/\Delta p$ is replaced by $\Delta h_1/\Delta h$, a similar plot is obtained, but the boundaries are much further apart.
7.6 Period of the Oscillation

An analytical expression for the time delays in the channel will be developed first in this section, in order to provide a basis for discussion of the experimental data.

7.6.1 Time Delays in the Channel

The instabilities studied in this work are due to delayed feedbacks between the flow rate, the void fraction, and the resulting pressure drop. A small sinusoidal perturbation of the inlet flow will be considered now and its effects on the pressure drop will be determined. A uniform and constant heat input to the fluid will be assumed for simplicity.

The analysis of Section 5.2.4 has shown that, if the flow was maximum at time $t = 0$, the enthalpy perturbation at the BB will reach a maximum at time

$$\Delta t_1 = \frac{z_{bb}^o}{2V_0}$$

The ratio of this time to one half the period of the oscillation has been already used extensively as the order of the oscillation. In the two-phase region the enthalpy perturbations will create void perturbations. These, according to Zuber [72], propagate with the kinematic wave velocity which is approximately equal to the vapor velocity. Therefore, in the two-phase region, the appropriate transit time is

$$\Delta t_2 = \left\{ \begin{array}{ll}
\frac{L_h}{V(z)} & \text{if } z < z_{bb}^o \\
\int_{z_{bb}^o}^{L_h} \frac{dz}{V(z)} & \text{if } z_{bb}^o \leq z < z_{bb}^o
\end{array} \right.$$
The maximum of the void perturbation will reach the exit after a time

\[ \Delta t_{\text{ex}} = \Delta t_1 + \Delta t_2 \]

The perturbation of interest, however, is the total pressure drop perturbation, which will depend in an integral fashion upon the local void and flow perturbations. The period will be approximately equal to twice the total delay, \( \Delta t_{\text{ex}} \), since the delays in the two-phase region are short, due to the large mixture velocities. Other authors [7,24] have used the same assumption without, however, accounting for the fact that the enthalpy perturbations travel at twice the flow velocity.

The following expression for \( \Delta t_{\text{ex}} \) was derived assuming homogeneous flow, constant properties and uniform heat input to the fluid.

\[ \Delta t_{\text{ex}} = \Delta t_1 + \Delta t_2 = \frac{1}{2} \frac{P_f}{q_{\text{in}}} \Delta h_1 + \frac{h_{fg}}{q_{\text{in}} v_{fg}} \ln(1 + \frac{v_{fg}}{v_f} x_{\text{ex}}) \]

Notice that \( \Delta t_{\text{ex}} \) is a linear function of the enthalpy rise in the single-phase region \( \Delta h_1 \), or of the subcooling with respect to the BB, \( \Delta T_{\text{subb}} = \Delta h_1 / c \). It increases logarithmically with the exit quality and is proportional to the inverse of the heat input.

### 7.6.2 Period of the Oscillation at the Threshold of Stability

The measured period of the oscillations ranged from approximately 2 to 10 seconds, increasing continuously with subcooling. Figure 7.11 is a typical plot of the periods measured at the first occurrence of oscillations and at the transition points, versus subcooling with respect to
the BB. (The period measured after the transitions were plotted.) All the points taken at the power level of 200 W/TL, for both uniform and cosine heat flux distributions, are shown. The experimental points lie on a family of curves, grouped according to their order. Points shown with two successive order codes had values $\frac{z_{bb}}{\lambda} \approx \frac{1}{n}$ close to an integer. For instance, both orders two and three were assigned to points having a value of $\frac{z_{bb}}{\lambda}$ equal to 2.95 or 3.1 to account for experimental uncertainties.

All the zero-order period data are plotted in Figs. 7.12 and 7.13 for uniform and cosine heat flux distributions respectively. Trends anticipated in the previous section are evident. The period increases with subcooling and is roughly inversely proportional to the average heat input. There is generally little scatter of the data. Cross examination of these figures and Figs. 7.1 to 7.5 will show that the points lying off the smoothed threshold boundaries also lie off the period curves. Given the assumption that there is a unique possible frequency for each point on the stability map, this observation is not surprising.

### 7.6.3 Period of the Oscillations in the Unstable Region

In the unstable region, for constant average subcooling, the period of the oscillations varied very slowly. Figure 7.14 is a typical contour map showing the lines of equal frequency. The lines present inflection points situated approximately on a diagonal line. This line moves upwards at a higher heat input (500 W/TL). At lower power levels the inflections disappear. This behavior was tentatively attributed to non-linearities in the boiling region and/or to flow regime changes.
7.7 Cosine Versus Uniform Heat Flux Distribution

Figure 7.9 shows the zero-order stability boundaries obtained at three different power levels with the cosine heat flux distribution. Zero-order oscillations were not encountered at 100 W/TL. Comparison of these boundaries with the corresponding uniform heat flux threshold curves, shown in dotted lines, suggests that the effect of the cosine heat distribution was stabilizing at all but the lowest subcoolings. The comparisons made in Chapter 4 showed that there is little effect of the heat input distribution on the pressure drop. The major effect on stability must therefore come from the changes in the average position and dynamic behavior of the BB. The latter depends on the oscillation frequency. In fact, the period versus subcooling plot of Fig. 7.13 shows that the curves obtained with the cosine distribution always lie below the corresponding uniform heat flux curves. The explanation is given below.

The enthalpy along the channel, for both uniform and cosine heat flux distributions, is sketched in Fig. 7.15A. This figure shows that for identical inlet conditions and equal average heat input, the BB will be displaced toward the center of the channel in the case of the cosine power distribution. Consider now the enthalpy delay curve, \((2\pi - \arg \delta h(z, j\omega))\), Fig. 5.9, redrawn in Fig. 7.15B). For any heat flux distribution peaked toward the center of the channel the \(\delta h\) delays are shortened. Figure 7.15B shows how the two effects tend to cancel in the first third of the channel, while they add up as the BB moves downstream. Since the boiling delays are small and approximately equal for the two cases, the period of the oscillation will follow the trends exhibited by the \(\delta h\) delay. These
trends are evident in Fig. 7.13 where the cosine curves depart progressively from the uniform heat flux curves as subcooling increases, moving the BB downstream. The stability of the channel is influenced accordingly, as shown in Fig. 7.9.

7.8 Oscillation Amplitude in the Unstable Region - The Limit Cycle

Figure 7.16A shows the growth of the oscillations at the threshold of stability at high subcooling. Only a few cycles and a small decrease in average flow rate were necessary to bring the system from a stable regime to the limiting oscillation cycle. The violence of the oscillations, measured by the peak to average flow rate, increased with subcooling. At low subcoolings the transition from stable to unstable flow was much more gradual as shown in Fig. 7.16B.

Figures 7.16C to F are typical recordings. They include traces from a hot wire void gauge and a thermocouple. Notice the phase differences between the flow, the pressure along the channel, and the void fraction. The pressures in the boiling region are minimum when the inlet flow is maximum confirming the dynamic nature of the instability. The pressure oscillations are more pronounced in the center of the channel. Notice also the resemblance of the temperature trace to the curves of Fig. 5.13B.

7.9 Experiments to Confirm the Mechanism of Higher-Order Oscillations

The statement that, in the case of higher-mode oscillations, the portion of the channel up to the last enthalpy node before the BB does not contribute to the enthalpy perturbation at the BB, was made in
Section 7.5.1. If this were correct, it should be possible to remove the power from this portion of the channel and provide the corresponding enthalpy rise by an increase of the inlet temperature without affecting the oscillations. A number of experiments (series E) were conducted to verify this hypothesis.

An experimental transition point with a wavelength approximately equal to the test length was chosen, in order to be able to cut the power for portions of the channel that were multiples of the wavelength. Obviously, such a procedure assures similitude of the enthalpy at a single point, as the relation

$$\Delta h = \frac{q}{w_o} = c \Delta T_{\text{subb}}$$

is true at a unique flow rate only. Four experimental runs were made (Runs E03 to E06) with the power shut off from the first 0, 1, 2, and 3 test lengths, respectively. The oscillation characteristics obtained (data tabulated in Appendix E) were very much similar for each run. Figure 7.17 shows the experimental points in the \((q^*/w_o h_{fg}, \Delta T^*_{\text{subb}})\) plane. The corrected (asterisked) quantities are

$$q^* = \frac{7}{7-n} q, \quad \Delta T^*_{\text{subb}} = \Delta T_{\text{subb}} + \frac{n (q/7)}{w_o c}$$

and the corrected order of the oscillation becomes

$$z^0_{bb} - n \frac{\Delta L}{\lambda} + n$$

where \(n\) is the number of test lengths \(\Delta L\) without power and \(c\) the average heat capacity of the liquid in the non-heated length. The transition boundaries at the corresponding power level of 200 W/TL, from
Fig. 7.2, are shown in dotted lines.

The \( \left( \frac{q*}{w_{fg}^o}, \frac{z_{bb}^o}{L_h} \right) \) plane is used in Fig. 7.18. Inspection of this plot shows that, to a first approximation, the transitions occurred whenever the BB was crossing particular points of the channel.

In general the experiments have shown a remarkable similarity in the dynamic behavior of the channel, confirming the initial hypothesis.

7.10 Summary and Conclusion

Two complete stability maps, one for uniform and one for cosine heat flux distribution were presented. The large number of threshold points taken permitted the drawing of stability boundaries with sufficient accuracy. The effect of the cosine heat flux distribution was stabilizing. Although it is generally not possible to completely describe the stability of the channel by a non-dimensional analysis, some non-dimensional parameters were very useful in presenting the data.

The presence of higher-mode oscillations was detected and when the unstable regions were characterized by the order of the oscillation, consistent stability boundaries emerged. Many observations could be explained by the dynamic behavior of the boiling boundary. The association of the higher-mode oscillations with standing enthalpy waves in the single-phase region was well established. The oscillation pattern was independent of the history or the path followed into the unstable region. Some characteristics of the limit cycle were presented.

There seems to be a limited range of possible oscillation frequencies. A unique correlation between the fundamental period of the oscillation and the steady-state conditions in the channel was shown to exist.
Chapter 8

STABILITY ANALYSIS

The theoretical models for the stability analysis undertaken in this chapter were developed in Chapters 5 and 6. The dynamics of the single-phase region were studied in Chapter 5 and a method for predicting oscillatory pressure drop in the two-phase region was developed in Chapter 6. Both analyses were based on the assumption of an oscillatory inlet flow. In this chapter, a stability criterion is developed and a block diagram for the system is presented. Then experimental data are used to test the model and the discrepancies observed are analyzed.

As already mentioned, the pressure at the time-dependent position of the BB, \( p_{bb}(t) \), is used here rather than the pressure at the reference position of the BB, \( p^o_{bb}(t) \). The pressure perturbation at the BB, \( \delta p_{bb}(t) \), which is not a directly measurable quantity, is related to the single-phase and two-phase pressure drop perturbations:

\[
\delta \Delta p_1 = \delta p_{bb} - \delta p_{oo} = \delta p_{bb}
\]

\[
\delta \Delta p_2 = \delta p_{ex} - \delta p_{bb} = -\delta p_{bb}
\]

The second equality in these equations implies that there are no inlet and exit pressure perturbations.
8.1 Stability Criterion

Figure 8.1 shows the block diagram of a boiling channel. The single-phase dynamics are represented by three transfer functions, namely $Z$, $P_{lz}$, and $P_{lw}$, given by Eqs. (6.48), (6.50) and (6.51) respectively. As the treatment of the two-phase region is non-linear, the corresponding block will be called the describing function $P_2$. The fundamental component of the harmonic response of this block will be used in the linear stability analysis of the system. The pressure drop perturbations in the single-phase and the two-phase regions are summed to yield the total pressure drop perturbation

$$\delta \Delta p_1 + \delta \Delta p_2 = \delta \Delta p$$

Consider an approach to the unstable region by a variation of some parameter, e.g. the average mass flow rate. For the inlet flow oscillating with some frequency $\omega$, the system will cross the threshold of stability whenever

$$\delta \Delta p_1(j\omega) + \delta \Delta p_2(j\omega) = 0$$

The stability criterion is impractical to use in this form as it relies heavily on an accurate prediction of the perturbation amplitudes. To permit application of conventional control theory methods, the block diagram of Fig. 8.1 is transformed into the closed loop diagram of Fig. 8.2. As shown in this figure, the net inlet flow perturbation produces a movement of the BB, $\delta z_{bb}$, and a two-phase pressure drop perturbation, $\delta \Delta p_2$. 
As there is no externally applied total pressure drop perturbation ($\delta \Delta p = 0$), $\delta \Delta p_2$ is transformed into a single-phase pressure drop perturbation, $\delta \Delta p_1$. After subtracting the static contribution $\delta \Delta p_{1z}$ (due to the change in position of the BB) the remaining dynamic single-phase perturbation, $\delta \Delta p_{1w}$, is used to generate the feedback inlet flow perturbation, $\delta w_{fo}$ through the single-phase-pressure-drop-to-flow transfer function, $F_{lw}^{-1}$. The stability of the channel is then investigated by examining the open loop transfer function,

$$W(s) = \frac{\delta w_{fo}}{\delta w_0}$$

in a conventional manner. For any operational point $W(s)$ must be evaluated for a range of frequencies and plotted in the complex plane. Since most physical aspects of the problem are understood, it will be simply stated that the channel is unstable whenever the locus of the open loop transfer function crosses the real axis to the left of the $-1$ point.

### 8.1.1 Range of Frequencies

As was shown in Section 7.6, excluding the higher mode oscillations, there is a unique correlation between the period of the oscillation and the average conditions in the channel. Therefore it will be sufficient to examine the stability of the system for a limited range of frequencies. An estimate of the period of the oscillation can be obtained from the "total transit time", $\Delta t_{ex}$, defined in Section 7.6.1. Figure 8.3 shows indeed that the period of the oscillation (at the threshold of stability)
is approximately equal to twice the total transit time $\Delta t_{ex}$. For higher mode oscillations this correlation is still true, provided that the integer order of the oscillation is subtracted from $2\Delta t_1$:

$$\frac{2\Delta t_1}{\tau} - \text{int} \left[ \frac{z_{bb}^o}{\lambda} \right] + \frac{2\Delta t_2}{\tau} \sim 1$$

As there is no way of predicting a priori the order of the oscillations, the range of frequencies must be extended toward higher values whenever the occurrence of higher modes is suspected.

To account for the wall effect, $\Delta t_1/\tau$ should be replaced by $1 - \arg \delta h_{bb}^o/2\pi$. Unfortunately, the evaluation of $\delta h_{bb}^o$ requires a priori knowledge of the period of the oscillation.

8.2 Computer Program for Stability Analyses

A computer program was written in FORTRAN IV to carry out the numerical work necessary for the stability analysis. The program, listed in Appendix F, is described briefly here.

The required inputs are: the inlet temperature, the heat input, the mass flow rate, an estimate of the total pressure drop, the exit pressure, and the period of the oscillation. Subroutine SUBCBB determines the steady-state location of the BB and the pressure drop in the single-phase region. DZDWTF calculates the single-phase transfer functions, namely $H$, $Z$, $P_{lz}$ and $P_{lw}$. Subroutine STAPR2 is then called to establish the reference pressure and enthalpy profiles in the two-phase region, according to the methods of Chapter 3. With this information and using the perturbations at the BB provided by DZDWTF as inputs, DYNPR2 performs
the dynamic calculations in the two-phase region according to the enthalpy trajectory model. As noticed in Chapter 6, the enthalpy trajectory model provides time-dependent information at the enthalpy mesh points, which do not necessarily coincide with the exit of the channel. The procedure devised to determine the pressure perturbations at the exit is described below.

8.2.1 Exit Pressure Perturbations

Knowing the pressure at two points bracketing the exit, the pressure variations at the exit can be obtained by linear interpolation (Chapter 6). This method fails to account for the true exit pressure as saturation enthalpy values relative to the reference profile are used at each mesh point, regardless of the magnitude of the time-dependent pressure. In order to improve this situation, the given exit pressure was used to evaluate the fluid properties in the virtually extended channel (Section 6.7). This assures that the correct value of the pressure is used around the exit when the mesh points situated at steady-state outside the physical channel are pulled back into the channel during the oscillations. Conversely, however, when interior mesh points are pushed outside the channel, no correction can be applied. Given the importance of the pressure drop near the exit of the channel in the present system, it became necessary to correct this behavior further. This was accomplished by recalculating the pressure drop with the time dependent value of the saturation enthalpy in the segment extending from some mesh point inside the channel to the channel exit.

This method also provides an artifice for approximately taking into account
thermodynamic non-equilibrium. Assuming that thermodynamic non-equilibrium can be simulated by a change in the saturation enthalpy, a correction of the channel exit pressure might appropriately account for this effect. All features mentioned above were included in the computer program. Recalculation of the pressure drop near the exit accounted for up to 50 percent change in the total two-phase pressure drop perturbation. The linear interpolation scheme gave, as expected, larger perturbations except at high mass flow rates. Adjustment of the exit pressure to 18 psia accounted typically for an additional ten percent reduction in the pressure drop perturbation.

8.2.2 Phase of the Pressure Perturbations

The phase of the pressure perturbations is determined simply by searching for the maximum calculated value (Subroutine PRTPL3). This method evidently limits the available resolution. It might have been more accurate to fit the perturbations to a pure cosine in the least squares sense, and then determine analytically the phase of this function. For the present work the former method was sufficient.

8.2.3 Options and External Corrections

The computer program, being at this stage a research tool rather than a production code, was given sufficient flexibility to permit thorough testing of the theory. For example, various parameters non-essential to the stability analysis are calculated and printed. "Switches" allow bypassing certain calculations or repeating others with
partially different inputs. It is also possible to externally apply corrections to the amplitude and phase of the BB perturbation.

8.2.4 Performance of the Code

Despite of the serious burdening of the program with peripheral calculations and some lack of efficiency due to duplication of effort in various subroutines, the program was rather economical to run. A complete calculation of the open loop transfer function, for one frequency value (120 time steps, 16 enthalpy mesh points, limited printout) required approximately 1.5 seconds on the IBM-360/65 (FORTRAN Compiler G).

8.3 Prediction of the Threshold of Stability

The computer program described in the preceding section was used to predict the behavior of the channel for a number of experimental points. Figures 8.4 and 8.5 show the calculated open loop transfer functions. The frequency response obtained is similar to results reported in the literature [7,12]. The small loops in the figures occur when the wavelength approaches the single-phase length \( \frac{\zeta_{bb}^*}{\nu_0 \tau} \). Similar results have been reported by Stenning and Veziroglu [7]. The gain of the open loop transfer function increases, as expected, with decreasing flow rate, as the unstable region is approached. The threshold of stability, however, as predicted by the frequency analysis was not in agreement with the experimental observations (see data included in Figs. 8.4 and 8.5). The curves cross the real axis for values of the period well below the measured ones. The agreement is, however, slightly better at low subcoolings.
8.3.1 Discussion of the Discrepancies

The origin of the disagreement between experimental observations and typical theoretical predictions is discussed with reference to Fig. 8.6. The two components of the dynamic pressure drop perturbation in the single-phase region, $\delta A p_{1w}$, are shown separately in this figure; the frictional component, $\delta A p_{1fr}$, is $180^\circ$ out of phase with $\delta w$, while the inertial component, $\delta A p_{1in}$, leads the frictional component by $90^\circ$.

Recall that $A p_1$ and $A p_2$ are defined here as negative quantities. In the computer program, however, the opposite convention was adopted and the pressure drops were treated as positive quantities.
In the two-phase region the pressure drop perturbation was approximately 180° out of phase with the flow perturbation, suggesting that the delays and the inertia effects were small. This plot shows also two components of $\delta \Delta p_2$, the static component $\delta \Delta p_{2z}$ and the dynamic component $\delta \Delta p_{2w}$, although the enthalpy trajectory model does not make such a distinction.

![Correction to predicted perturbations](image-url)

**FIG. 8.7 CORRECTIONS TO PREDICTED PERTURBATIONS**

Figure 8.7 shows the adjustments that would have been necessary to correct the results. These are analyzed below and their relation to physical phenomena is brought out. It is obvious, that in order to have
\[ \delta \Delta p_1 + \delta \Delta p_2 = 0 \] it is necessary to rotate \( \delta \Delta p_1 \) clockwise and/or \( \delta \Delta p_2 \) counterclockwise. Assuming that \( \delta \Delta p_{1w} \) is correctly estimated, the first correction can be accomplished by an increase in either the delay or the amplitude of \( \delta h_{bb}^o \). It is likely that the phase of \( \delta h_{bb}^o \) is questionable. Indeed the analysis of Chapter 5 assumed a perfect mixing of the flow and flat radial temperature and velocity profiles. The validity of these assumptions for Freon is doubtful. Unfortunately, there is little information on transient convective heat transfer to undertake a rigorous examination of this complicated problem. Qualitatively, it seems that the enthalpy variations travel with a lesser velocity than expected. The heat generated in the wall has to be conducted through an almost stationary laminar sublayer to diffuse to the central core of the duct, from where it will be transported downstream. It can be deduced that the combined effects of the temperature and velocity profiles introduce significant additional delay.

A reduction of the amplitude of the dynamic two-phase pressure drop perturbation, \( \delta \Delta p_{2w} \), will result in a counterclockwise rotation of \( \delta \Delta p_2 \). This dynamic perturbation has been generally overestimated by the enthalpy trajectory model and is responsible for the approximately 180° phase angle of \( \delta \Delta p_2 \). For the range of qualities under consideration, the frictional pressure drop is dominant in the two-phase region (Fig. 3.5). In addition, the transit time in the boiling region is also short (of the order of 0.5 s) compared to the order of the oscillation.
Therefore, little phase correction can be achieved by changes in the space-time distribution of the flow perturbations.*

Comparison of the dynamically obtained pressure drop perturbations with corresponding steady-state differences in the two-phase pressure drop showed that they were of the same order of magnitude. The exit pressure drop correction discussed earlier in Section 8.2.1 and eventual adjustments of the exit pressure to account for thermodynamic non-equilibrium provided insufficient reductions of the amplitude of $\Delta p_2$. Therefore it can be argued that time-dependent heat transfer plays an important role in determining the amplitude of the two-phase pressure drop perturbation. The dependence of the heat transfer on the flow velocity will reduce the changes in the vapor generation rate and consequently diminish the pressure drop perturbation. Stenning and Veziroglu [7] came to the same conclusion. They had estimated the value of the coefficient $a$ (Eq. 5.9) to be close to 0.4; a value of approximately 0.7 would have been required for their observations to agree with their theoretical predictions of the threshold of stability.

The importance of the effects mentioned above diminishes as the boiling region is extended upstream. This explains the closer agreement obtained at low subcoolings.

It can be concluded that two simultaneous corrections were necessary

---

*In the progress of the experimental work a short movie was made to study the space-time distribution of the flow perturbations. A system of mirrors was used to photograph simultaneously, on the same frame, the inlet and the exit of the channel.
to bring agreement between the theory and the experiments: a) a significant reduction of the amplitude of the dynamic two-phase pressure drop perturbation, and b) an increase of the delays in the single phase region. Both were explained on physical grounds but could not be incorporated in the model.

8.3.2 Higher-Mode Oscillations and Transitions

Examination of Figs. 8.4 and 8.5 suggests that the occurrence of transitions can be related to the presence of small loops in the locus of $W(s)$. When the real axis intercepts the locus of the open loop transfer function at more than one point multiple modes of oscillation are possible. Moreover, the results of the frequency analysis shown in these figures are in agreement with the experimental fact that at high mass flow rates unstable operation is possible only at low periods. Unfortunately, the discrepancies discussed above did not encourage further analytical investigation of this problem.
Chapter 9

GENERAL CONCLUSIONS AND RECOMMENDATIONS

Partial conclusions drawn in previous chapters will be combined and summarized here and recommendations for future work will be made.

9.1 Steady-State Work

Methods for predicting the steady-state behavior of the boiling channel were presented and their validity was verified by an extensive series of experiments. An accurate prediction of the pressure drop in the channel was achieved using well established correlations. The calculated pressure drops were particularly accurate in the dynamically interesting region. The only discrepancies were due to deviations from thermodynamic equilibrium between the phases. Thermodynamic non-equilibrium is at present under investigation in various laboratories. It is hoped that these studies will provide a theoretical basis for accounting for these phenomena.

Freon-113 seems to be particularly prone to thermodynamic non-equilibrium. It has also a high air solubility and a very low thermal conductivity. These undesirable properties must be kept in mind when future work with Freon is undertaken.
9.2 Stability Work

9.2.1 Experimental Results

The regions of unstable operation of the channel were mapped with sufficient accuracy to permit evaluation of parametric trends.

A number of dimensionless groups proved to be useful in correlating the data. These groups often contained integral parameters that were not directly measurable. Evaluation of these quantities required some numerical effort which was, however, justified by the improvements obtained in the presentation of the data. It is concluded that non-dimensional groups can be profitably used for interpolation or extrapolation of theoretical predictions and experimental measurements.

A close correlation between the period of the oscillation at the threshold of stability and the average conditions in the channel was established. The period of the oscillation is approximately equal to twice the total transit time in the channel. This quantity is rigorously defined below.

Two distinct propagation phenomena must be considered: the propagation of the enthalpy perturbations in the single-phase region and the propagation of the void perturbations in the two-phase region. The enthalpy perturbations travel at twice the flow velocity, while the void perturbations propagate approximately at the velocity of the vapor phase. Therefore, the total transit time is defined as the sum of one-half the physical transit time in the single-phase region plus the vapor transit time in the two-phase region.
At high subcoolings and low heat inputs the channel oscillated at frequencies that were a multiple of the expected frequency. Sudden changes in the period of the oscillation were also recorded in this region. The occurrence of these "higher-order" oscillations and transitions from mode to mode were shown to be associated with the existence of more than one node in the standing enthalpy waves of the single-phase region. The "order" of the oscillation was defined as the integer part of twice the ratio of the single-phase transit time to the period of the oscillation, and is equal to the number of enthalpy nodes minus one. When the regions of unstable operation were characterized by the order of the oscillation, a coherent stability map was obtained.

The effect of a chopped cosine heat flux distribution was investigated experimentally and was found to be stabilizing. Because the influence of the heat flux distribution on the pressure drop was small, the stabilizing effect of the cosine distribution was attributed to the dynamics of the boiling boundary. With the cosine heat flux distribution the period of the oscillations was shorter than with the uniform heat flux distribution. The difference could be explained by considering the delays in the single-phase region.

9.2.2 Theoretical Results

It was shown that heat storage in the channel walls can acquire under appropriate conditions a major importance in the single-phase dynamics. Under the present experimental conditions an exact treatment of the wall dynamics was necessary to account correctly for time-dependent heat flux. The distribution of the enthalpy perturbations along the channel is also
influenced by local discontinuities in the heat flux distribution, such as stepwise heat flux changes and cold spots in the wall. The effect is significant when the characteristic length of the discontinuities approaches the wavelength of the oscillation, \( \lambda = \frac{V_0}{\tau} \).

The movements of the boiling boundary were determined taking into account both the static and the dynamic pressure drop perturbations in the single-phase region. The relative importance of the generally neglected dynamic terms increases in proportion to the length of the single-phase region and also increases with the frequency of the oscillation.

A new method of calculating two-phase pressure drop under oscillatory flow conditions was developed and shown to have several advantages over conventional techniques in the calculation of the time-dependent pressure drop. The method, however, cannot account for time-dependent heat transfer from the wall. In the present case this seemed to be a limitation.

The single-phase and the two-phase dynamics models were used to predict the threshold of stability of the present experimental channel. Although the stability model exhibited a qualitatively correct behavior, the theoretically predicted thresholds of stability were not in agreement with the experimental observations. The causes of the disagreement were attributed mainly to three phenomena:

a) radial heat conduction and diffusion effects in the single-phase region that influence the propagation of the enthalpy perturbations;

b) lack of thermodynamic equilibrium; and

c) time-dependent heat transfer rates in the boiling region.
The prediction of excessively large two-phase pressure drop perturbations was probably due to effects b) and c).

9.3 Recommendations

9.3.1 Experimental Work

It would be interesting to investigate experimentally the progression of the enthalpy perturbations in the single-phase region. Detailed information on the radial temperature and velocity profiles under oscillating flow will be needed to test analytical models. Fluorocarbons will be suitable as test fluids, their low thermal conductivity enhancing the radial phenomena. Externally controlled oscillation of the flow will be necessary to eliminate dependence on the natural oscillations of the channel. Discontinuities in the heat flux distribution should be considered with caution in future experiments.

9.3.2 Analytical Work

It is recommended that the limits of applicability of the enthalpy trajectory model be determined by comparison to other well established hydrodynamics codes or to experimental data. The entire stability model developed here should be tested under more favorable conditions, e.g. using stability data obtained with water systems.

Two-dimensional treatment of the single-phase region is an extremely challenging problem and should be undertaken in order to evaluate the importance of the radial effects.
Analytical and experimental investigations of thermodynamic non-equilibrium are necessary.
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Appendix A

PRESDROP, a Computer Code to Predict the Steady-State Operating Conditions in the Boiling Channel

This Appendix contains a schematic description of the program PRESDROP that calculates the steady-state operating conditions in the boiling channel according to the procedure presented in Chapter 3. A FORTRAN listing of PRESDROP is given at the end of this Appendix. This program was also used in subroutine form (PRESDR) for incorporation in any program to provide the steady-state information.

A.1 Structure of the Main Program

The program starts by reading in the general information, i.e. the inlet temperature (TIN), the condenser pressure (PCOND), the room temperature (TROOM), the heat input (QW(I), I=1,7) and the various convergence criteria and control parameters. These data are used to perform a few basic calculations.

Next, an inlet velocity (VIN) is read in together with a guess of the total pressure drop (PINEST). Calculations start based on the gross power input, and subroutine SUBBOL is called to estimate the point of NVG. The exit conditions are determined and the pressure drop in the unheated exit length is evaluated. Then a march upstream, segment by segment, is started: subroutine SUBLIQ for negative or MARNEL for positive exit equilibrium quality is called to perform the calculations.
for a single segment. Both subroutines can take into account subcooled boiling. When the bulk boiling boundary is reached subroutine BOBDRY is called to determine accurately this point. With subcooled boiling the BOBDRY call is omitted and the zero quality point is determined by linear interpolation. At this point, the steady-state conditions along the channel are known in a first approximation. The heat losses are estimated by LOSSES and the location of the NVG point is found by linear interpolation on the basis of the bubble departure enthalpy provided by SUBBOL. The calculation is then repeated with the corrected heat input and NVG point as many times as desired. Finally, printout occurs at selected points by skipping intermediate nodes. The program then returns to read in another inlet velocity value (VIN).

The FUNCTION subprograms called in PRESDROP to evaluate the physical properties of Freon-113 are described in Appendix B. Appendix C deals with the auxiliary functions used in the two-phase pressure drop calculations. More information about the program can be found in the comment cards of the FORTRAN listing. A few convergence problems encountered during the debugging of the code are discussed in the following section.

A.2 Convergence Problems Around the Bulk Boiling Boundary

Subroutine BOBDRY, which is used to locate exactly the zero equilibrium quality point, occasionally presented serious convergence problems. At high mass fluxes and heat fluxes, there is a very large and sudden acceleration of the flow at the bulk boiling point, resulting in an almost stepwise pressure drop. This physical discontinuity,
coupled with the mechanics of the pressure drop and quality evaluations frequently produced numerical oscillations of the pressure and quality during the iterative process, when a narrow enough tolerance was specified for the zero quality point. The quality then jumped continuously from negative to positive values and vice-versa without ever approaching zero. To circumvent this annoying difficulty, the convergence algorithm was modified, a length rather than a quality tolerance was imposed, and the calculations were ended when a slightly negative "zero point" quality was obtained. The last consideration assured that the important acceleration term in the pressure drop was correct.

A similar problem appeared in subroutine MARNEL which calculates the pressure drop around the zero quality point when subcooled boiling is taken into account and the BOBDRY call is bypassed. The problem was dealt with in a similar fashion and to avoid expensive looping, a limit on the number of iterations was imposed. See the FORTRAN listings and comments for details.

A.3 Effect of the Segment Size and Error Criteria on the Code Accuracy

Test runs with variable segment sizes (the 15.5 inch test length was subdivided into as many as 24 segments) have shown that the pressure profile is rather insensitive to the segment size. Node lengths of a few inches, used with a pressure drop convergence criterion (ERROR) of 0.001 or 0.002 give quite satisfactory results. Even segment sizes above ten inches give errors of a few hundredths of a psi only, mainly concentrated around the zero quality point. A value of about 0.02 is
recommended for the boiling boundary position error (EBB). One major iteration is generally sufficient to accurately estimate the losses and the NVG point.
Pogo!

CASE UNHEATED ASSUMED ESTIMATE POINT TEMPERATURE

HIN = QNET(I)

DO 119 1 = 1,7
QNET(1) = QD1
QNET(7) = QD7

CONTINUE

PIN = PINEST + PEX

ITS = 1

ZBN = 0.0
ZBIN = 111.625
ID = 0.0
JOIN = 113.625

QDHT = QDHT + ZBN / JOIN / ZBIN

XEX = HFX / HLEX / HFGEX

INFER(I, 1.0) GO TO 998

IF (X(I) .GE. 0.0) 30 TO 300

CALL SIML

EXIT PRINTOUT

ALFA = ALFA

EXIT QUALITY

ALFX = ALFX

ALFEX = ALFEX

EXIT PRINTOUT

IF (XEX .LE. XIN) EXIT

HOLEX = HOLEX

IF (HOLEX .LT. 0.0) WRITE (6,49) HOLEX

CALL MARCH(5)

EXIT PRINTOUT

CASE POSITIVE EXIT QUALITY

THE BOILING BOUNDARY IS DETERMINED BY BOILING ONLY IF NO SUBLIME

THE BOILING IS ASSUMED, WITH SUBLIMED BOILING, THE TRANSITION TAKEN

IF (TBE .GT. HEX) WRITE (6,13) VIN, G, 0.4912

IF ((HEX .GT. 0.0) IGF .GT. 0.0) R0 TO 300

CALL SURF(I)

EXIT PRINTOUT

CASE VALUES AT POINT HEATED SECTIONS

CASE OF POSITIVE EXIT QUALITY

CASE OF NEGATIVE EXIT QUALITY

IF (XEX .LE. 0.0) GO TO 200

THE CASE OF SUBLIME BOILING AT THE EXIT MANTLE IS CALLED AND,

FOR SIMPLICITY, SOME PROPERTIES ARE EVALUATED AT THE SATURATION

TEMPERATURE INSTEAD OF THE MANTLE TEMPERATURE

PE = (P,1,L,2,0,1,2,0,G,VN)

ALFA = 0.0

ALFEX = ALFEX

EXIT PRINTOUT

IF (XEX .LE. 0.0) 111 TO 111

WRITE (6,49) XEX, KEX, ALFA, PIN, TBE, THETA, PE

CASE POSITIVE EXIT QUALITY

DO 200 TBE = TAPPEX

MUL = MULPEX

CALCULATIONS **************
PRINTCUT AT SELECTED POINTS, SPACED NP STEPS

Determine the position of the boiling boundary by linear interpolation. Draw only with subcooled boiling, when boundary is not used.

SUBROUTINE SUBLIQ(ISUBC)

Determine the point of net vapor generation by linear interpolation.

IF (EXE11 = 1) CONTINUE

IF (EXK11 = 1) XI11 K11 

Continue

Check the subcooled inlet condition

Calculate friction, gravity, acceleration and total pressure at points.

Calculate pressure drop, bulk temperatures and qualities at test section.

Pressure drop calculation for heated MIF, subcooled liquid. ETC.
SUBROUTINE LEBD, B, T, TBR, TBRTR, PBS, OPFR, DPGR, P9B, K, FBBI

DIMENSION T(J), X(J), T(J+1), QW(J), TAV(J), T(J+1)

CALL KBM(QW(J), T(J), T(J+1), X(J), X(J+1), T(J+1))

IF IXI .LT. IFIXI = MARNELIO)

0.5

CALL SUBLIQ(J)

/ DLSTD

0.0)

CALL SUBLIQ(0)

IF(X(J) .LT. X(J+1)

T(J) = OPACI.

DPGR, DPAC, DPAC, DPAC, OPACI

TBRTR, OPACI, OPACI, X(J), X(J+1)

T(J) = T(J) + (T(J+1) - T(J)) * (X(J+1) - X(J)) / (X(J+1) - X(J))

T(J+1) = T(J+1)

RETURN

END

SUBROUTINE LEBD, B, T, TBR, TBRTR, PBS, OPFR, DPGR, P9B, K, FBBI

DIMENSION T(J), X(J), T(J+1), QW(J), TAV(J), T(J+1)

CALL KBM(QW(J), T(J), T(J+1), X(J), X(J+1), T(J+1))

IF IXI .LT. IFIXI = MARNELIO)

0.5

CALL SUBLIQ(J)

/ DLSTD

0.0)

CALL SUBLIQ(0)

IF(X(J) .LT. X(J+1)

T(J) = OPACI.

DPGR, DPAC, DPAC, DPAC, OPACI

TBRTR, OPACI, OPACI, X(J), X(J+1)

T(J) = T(J) + (T(J+1) - T(J)) * (X(J+1) - X(J)) / (X(J+1) - X(J))

T(J+1) = T(J+1)

RETURN

END

SUBROUTINE LEBD, B, T, TBR, TBRTR, PBS, OPFR, DPGR, P9B, K, FBBI

DIMENSION T(J), X(J), T(J+1), QW(J), TAV(J), T(J+1)

CALL KBM(QW(J), T(J), T(J+1), X(J), X(J+1), T(J+1))

IF IXI .LT. IFIXI = MARNELIO)

0.5

CALL SUBLIQ(J)

/ DLSTD

0.0)

CALL SUBLIQ(0)

IF(X(J) .LT. X(J+1)

T(J) = OPACI.

DPGR, DPAC, DPAC, DPAC, OPACI

TBRTR, OPACI, OPACI, X(J), X(J+1)

T(J) = T(J) + (T(J+1) - T(J)) * (X(J+1) - X(J)) / (X(J+1) - X(J))

T(J+1) = T(J+1)

RETURN

END

SUBROUTINE LEBD, B, T, TBR, TBRTR, PBS, OPFR, DPGR, P9B, K, FBBI

DIMENSION T(J), X(J), T(J+1), QW(J), TAV(J), T(J+1)

CALL KBM(QW(J), T(J), T(J+1), X(J), X(J+1), T(J+1))

IF IXI .LT. IFIXI = MARNELIO)

0.5

CALL SUBLIQ(J)

/ DLSTD

0.0)

CALL SUBLIQ(0)

IF(X(J) .LT. X(J+1)

T(J) = OPACI.

DPGR, DPAC, DPAC, DPAC, OPACI

TBRTR, OPACI, OPACI, X(J), X(J+1)

T(J) = T(J) + (T(J+1) - T(J)) * (X(J+1) - X(J)) / (X(J+1) - X(J))

T(J+1) = T(J+1)

RETURN

END

SUBROUTINE LEBD, B, T, TBR, TBRTR, PBS, OPFR, DPGR, P9B, K, FBBI

DIMENSION T(J), X(J), T(J+1), QW(J), TAV(J), T(J+1)

CALL KBM(QW(J), T(J), T(J+1), X(J), X(J+1), T(J+1))

IF IXI .LT. IFIXI = MARNELIO)

0.5

CALL SUBLIQ(J)

/ DLSTD

0.0)

CALL SUBLIQ(0)

IF(X(J) .LT. X(J+1)

T(J) = OPACI.

DPGR, DPAC, DPAC, DPAC, OPACI

TBRTR, OPACI, OPACI, X(J), X(J+1)

T(J) = T(J) + (T(J+1) - T(J)) * (X(J+1) - X(J)) / (X(J+1) - X(J))

T(J+1) = T(J+1)

RETURN

END
Appendix B

The Physical Properties of Freon-113

The physical properties of Freon-113 as a function of saturation pressure or temperature were taken from references [41] and [42]. These functions were fitted in the least squares sense to polynomials (using IBM-360 Scientific Subroutine Package subprograms) with an excellent accuracy. The resulting FORTRAN FUNCTION subprograms are given in the following pages. To evaluate the accuracy of the fits the entire thermodynamic tables in the range 40 - 170°F, with an increment of 10°F, were reconstructed from these functions and compared to the original ones. The resulting r.m.s. errors were between 0.0002 and 0.2 percent.
FUNCTION TSATF(P)
SATURATION TEMPERATURE (F)
X = 1.0 / ALOG(P)
PSATF = -(10.2946777 + 1.5584104 - 13.54888) * X + 1.1296590 - 0.434400*
RETURN
END

FUNCTION ROLF(P)
LIQUID DENSITY (LBM/FT3)
ROLF = -(0.2946777 + 1.5584104 - 13.54888) * X + 1.1296590 - 0.434400*
RETURN
END

FUNCTION ROGF(P)
VAPOR DENSITY (LBM/FT3)
ROGF = -(0.2946777 + 1.5584104 - 13.54888) * X + 1.1296590 - 0.434400*
RETURN
END

FUNCTION TSATF(P)
THERMAL TENSION (BTU/HR FTFl)
RETURN
END

FUNCTION SIGMF(T)
LIQUID THERMAL CONDUCTIVITY (BTU/HR FT F)
RETURN
END

FUNCTION SIGNF(T)
SURFACE TENSION (LBF/FT)
RETURN
END

FUNCTION TENTF(T)
SATURATION TEMPERATURE (F)
RETURN
END

FUNCTION MULF(P)
REAL FUNCTION MULF(P)
RETURN
END

FUNCTION MULF(P)
REAL FUNCTION MULF(P)
RETURN
END

FUNCTION SIGMF(T)
LIQUID THERMAL CONDUCTIVITY (BTU/HR FT F)
RETURN
END

FUNCTION SIGNF(T)
SURFACE TENSION (LBF/FT)
RETURN
END

FUNCTION TENTF(T)
SATURATION TEMPERATURE (F)
RETURN
END
Appendix C

Auxiliary Functions for Pressure Drop Calculations

This appendix describes the evaluation and use in the computer programs of the friction factor, and the Lockhart-Martinelli two-phase friction multiplier $\phi_{\tt}^2$ and void fraction $\alpha$.

C.1 The Friction Factor, $f$

The Fanning friction factor, $f$ for smooth pipes was obtained from Ref. [48] and approximated by a polynomial in the least squares sense. The resulting FORTRAN FUNCTION subprogram is listed at the end of this appendix, and the r.m.s. accuracy of the fit is given in Table C.1.

C.2 The Lockhart-Martinelli Two-Phase Friction Multiplier, $\phi_{\tt}^2$

The values of $\phi_{\tt}^2$ as a function of $X_{\tt}$ are tabulated in Ref. [49]. A least squares fit by a sixth order polynomial gave a satisfactory accuracy as shown in Table C.1. It was, however, necessary to extend the range of the function to very low and very high qualities:

By definition:

$$\left(\frac{dp}{dL}\right)_{2\, fr} = \phi_{\tt}^2 \left(\frac{dp}{dL}\right) = \phi_{\tt}^2 \left(\frac{dp}{dL}\right)_{g}$$
with

\[ X_{tt} = \frac{\phi_{gtt}}{\phi_{ltt}} \]

At x approaching zero, \( X_{tt} \) tends towards infinity and \( \phi_{ltt}^2 \) must obviously approach the unity. Therefore:

\[ \lim_{X_{tt} \to \infty, x \to 0} \phi_{ltt}^2 = 1 \]

When x approaches the unity, \( X_{tt} \) tends towards zero and \( \phi_{ltt}^2 \) now must have the limiting value of 1. As \( \phi_{ltt} = \phi_{gtt}/X_{tt} \), it follows that

\[ \lim_{X_{tt} \to \infty, x \to 1} \phi_{ltt}^2 = \frac{1}{X_{tt}^2} \]

These limiting cases are reflected in the FORTRAN listing of this subprogram.

C.3 The Lockhart-Martinelli Void Fraction Correlation

A numerical fit of the void fraction, \( \alpha \), as a function of \( X_{tt} \) was obtained in exactly the same way as for \( \phi_{ltt}^2 \). The value of \( \alpha \) was arbitrarily set equal to 0.97 for \( X_{tt} \) values smaller than 0.07 (corresponding to qualities a few percent below unity). At the other end of the range, for \( X_{tt} \) larger than 100 (x smaller than 0.007) an asymptotic expression, suggested by the homogeneous model, was used.
### Table C.1

Range and Accuracy of the Numerical Fits of the Auxiliary Functions

<table>
<thead>
<tr>
<th>Variable</th>
<th>FORTRAN name</th>
<th>Range of fit</th>
<th>Spacing of the input and test pts.</th>
<th>Relative rms error* (%)</th>
<th>Maximum observed relative error* (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friction factor, ( f )(Re)</td>
<td>FF(RE)</td>
<td>3500 &lt; Re &lt; 300,000</td>
<td>9 values per decade</td>
<td>0.20</td>
<td>0.48 ( \times ) Re = 5000</td>
</tr>
<tr>
<td>Lockhart and Martinelli's friction multiplier ( \chi(f,tt) )</td>
<td>FFLP(XTT)</td>
<td>0.004 &lt; ( tt ) &lt; 0.02</td>
<td>4 values per decade</td>
<td>0.80</td>
<td>1.53 ( \times ) ( tt ) = 0.02</td>
</tr>
<tr>
<td>Lockhart and Martinelli's void fraction ( \chi(f,tt) )</td>
<td>ALFA(XTT)</td>
<td>0.004 &lt; ( tt ) &lt; 0.02</td>
<td>4 values per decade</td>
<td>2.02</td>
<td>4.86 ( \times ) ( tt ) = 70</td>
</tr>
</tbody>
</table>

* - using spacing of test points given in this table.

# fit better than 1% for \( tt \) < 10 or \( a > 0.47."

---

**C AUXILIARY FUNCTIONS FOR PRESSURE DROP CALCULATIONS**

C

**FUNCTION FF(RE)**

FANNING FRICTION FACTOR FOR SMOOTH PIPES

\[ f = \exp \left( -0.8502377 \times 10^{-6} - 0.1805648 \times 10^{-6} \times \log_{10}(Re) - 0.4752425 \times 10^{-7} \times (\log_{10}(Re))^2 + 0.1134652 \times 10^{-10} \right) \]

RETURN
END

**FUNCTION XTF(XTT)**

LOCKHART-MARTINELLI XTT PARAMETER

\[
\begin{align*}
\text{IF}(XTT < 0.01) & : \quad XTT = 1 \times (1 - XTT)^{0.98} \\
\text{IF}(XTT > 100.0) & : \quad XTT = 100.0 \times (10.0 - 9.9 \times \log_{10}(XTT))^{0.53} \\
\text{IF}(0.01 \leq XTT \leq 100.0) & : \quad XTT = 1.0 \times 10^{-10} \times XTT + 1.0 \times 10^{-30}
\end{align*}
\]

RETURN
END

**FUNCTION ALFA(XTT)**

LOCKHART-MARTINELLI VOID FRACTION CORRELATION

\[
\text{IF}(XTT < 0.07) : \quad \text{ALFA} = 0.97 \\
\text{IF}(XTT > 100.0) : \quad \text{ALFA} = 10.26 \times (XTT)^{-0.2543521} \\
\text{IF}(0.07 \leq XTT \leq 100.0) : \quad \text{ALFA} = \exp \left( -0.2543521 \times 10^{-6} - 0.1478533 \times 10^{-6} \times (\log_{10}(XTT))^2 - 0.3270721 \times 10^{-7} \times (\log_{10}(XTT))^3 + 0.1222962 \times 10^{-10} \times (\log_{10}(XTT))^4 - 0.1222962 \times 10^{-10} \times (\log_{10}(XTT))^4 \right)
\]

RETURN
END

**FUNCTION FLP(XTT)**

LOCKHART-MARTINELLI TWO-PHASE PRESSURE DROP MULTIPLIER

\[
\text{IF}(XTT < 0.07) : \quad \text{FLP} = 1.0 \times (XTT)^{-0.571} \\
\text{IF}(XTT > 100.0) : \quad \text{FLP} = 1.0 \times (XTT)^{1.0} \\
\text{IF}(0.07 \leq XTT \leq 100.0) : \quad \text{FLP} = \exp \left( -0.5039395 \times 10^{-6} \times (\log_{10}(XTT))^2 + 0.1445175 \times 10^{-6} \times (\log_{10}(XTT))^3 + 0.5783839 \times 10^{-7} \times (\log_{10}(XTT))^4 - 0.1157590 \times 10^{-10} \times (\log_{10}(XTT))^5 \right) \\
\]

RETURN
END
### Appendix D

**SUMMARY OF EXPERIMENTAL RUNS**

<table>
<thead>
<tr>
<th>RUN NO.</th>
<th>IF AAT ↓ 740 W/TL</th>
<th>UNIFORM HEAT FLUX DISTRIBUTION</th>
<th>AVERAGE INLET TEMPERATURE</th>
<th>PRESSURE AT STATIONS 1 TO 8 (PSI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**STADY-STATE PRESSURE DROP DATA**

<table>
<thead>
<tr>
<th>V = INLET VELOCITY (FT/SEC)</th>
<th>TO = INLET TEMPERATURE (°F)</th>
<th>PI TO PB = ABSOLUTE PRESSURE MINUS HYDROSTATIC HEAD AT NOMINAL RUN TEMPERATURE AT STATIONS 1 TO 8 (PSI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RUN NUMBER 5 AT 0 W/TL, UNIFORM HEAT FLUX DISTRIBUTION**

<table>
<thead>
<tr>
<th>V TO</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RUN NUMBER 6 AT 400 W/TL, UNIFORM HEAT FLUX DISTRIBUTION**

<table>
<thead>
<tr>
<th>V TO</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RUN NUMBER 7 AT 400 W/TL, COSINE HEAT FLUX DISTRIBUTION**

<table>
<thead>
<tr>
<th>V TO</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RUN NUMBER 8 AT 700 W/TL, COSINE HEAT FLUX DISTRIBUTION**

<table>
<thead>
<tr>
<th>V TO</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**NUMREP 400 W/TL, COSINE HEAT FLUX DISTRIBUTION**

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**NUMRFR 400 W/TL, COSINE HEAT FLUX DISTRIBUTION**

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**NUMRFR 400 W/TL, UNIFORM HEAT FLUX DISTRIBUTION**

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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**Appendix E**

### Table of Heat Flux Distributions

<table>
<thead>
<tr>
<th>RUN-PT</th>
<th>QW</th>
<th>TIN</th>
<th>W</th>
<th>PO</th>
<th>PL</th>
<th>OPIEX</th>
<th>XER</th>
<th>TEMER</th>
<th>J/MSC</th>
<th>TAU</th>
<th>WPA</th>
<th>DPAT</th>
<th>IPTAT</th>
<th>DELCM</th>
<th>ORDER</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>03</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>04</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>05</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>06</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>07</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>08</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
</tbody>
</table>

**Uniform Heat Flux Distribution**

<table>
<thead>
<tr>
<th>RUN-PT</th>
<th>QW</th>
<th>TIN</th>
<th>W</th>
<th>PO</th>
<th>PL</th>
<th>OPIEX</th>
<th>XER</th>
<th>TEMER</th>
<th>J/MSC</th>
<th>TAU</th>
<th>WPA</th>
<th>DPAT</th>
<th>IPTAT</th>
<th>DELCM</th>
<th>ORDER</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>03</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>04</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>05</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>06</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>07</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>08</td>
<td>49</td>
<td>105.0</td>
<td>115</td>
<td>100</td>
<td>123</td>
<td>297.9</td>
<td>18.54</td>
<td>17.51</td>
<td>2.96</td>
<td>0.152</td>
<td>2.17</td>
<td>0.013</td>
<td>4.20</td>
<td>1.10</td>
<td>0.003</td>
<td>0.007</td>
</tr>
</tbody>
</table>

**Table Notes:**
- QW: Average Heat Power for Test Length
- TIN: Inlet Temperature
- J/MSC: J/MSC Heat Flux Rate
- TAU: TAU Heat Flux Rate
- DELCM: Delay of Enthalpy Perturbation at DCM in Cycles (PSI/MSC)
- IPSI: IPSI Heat Flux Rate
- WPMA: WPMA Heat Flux Rate
- ORDER: Order of the Oscillation
- COMMENTS: Comments on the Oscillation
Determine exit quality according to bunch. Corrected exit pressure to take into account some thermal-Non-equilibrium

WRITE(6,36) ZCOORD, PEND

IF Z = 0 OR PEND < PEND(X)

I(II) = X

I(II) = Z = P(C) 

X = HT / (H + P(C))

Estimate properties at average pressure

P(AV) = XP + PDP2E

M = BIAS

END
11/3/69

VERSION 3.1,
TAKES

INTO ACCOUNT CULb

SPOTS

CALCULATE SUBCOOLING wITH RESPECT TO BOILING BOUNDARY FOR EXPERIMENTAL
PLINTS,STERTING PRESSURE DROP CALCULATIONS FROM INLET.
INPUT
CP (BTU/H)R-FT), G (LBM/HR-FT2), PIN = P1 (PSIA), TIN (F)
OUTPUT
ZB (FT), Pbb (PSIAC, OTSUBB (F)
FUNCTICNS REQUIRED : ROLTF, MULTF, HLTF, PSATF, TF, FF, KLF
REAL FULB, MULW, MULTF, KLF
REAL GDISTRCT)/1*1.0/
DIMENSION DISTR15C, L(15), TCEE),
COMMON // D, 0, G, Z9B, tMAX, PIN,
DATA CLH, 0LU /1.125, .1666667/

C
C
C

********

FRECN

-

Pilo),

PBS,

PSAT(16), H(16)
PEX, TIN, DTSUB.

113 PROPrRTY FUNCTIONS*

DT

98

RATIO =
DC 98 J
DISTR(J)
GIVE

(DLU + OLH)/ULH
= 2,14,2
= QGISTR(J/2) *

.

.

.

.

MUL TF
HLTF

.

3

INLET .

.

. .

.

. .

.

. .

4

+

TEMP. AT

THE END OF EACH INTERVAL

1

IF(MCC(I,2C) 3,3,4
= DLH
DH
= CL*DP*DISTR (I) / W
H(I+1I
I) + OH
T(I+1)
= TFIH(I+1)
TAT = 0.5 * IT) ) + T(1+1))
ROL = ROLIFITAT)
MULE = MULTPCTAT)
DTFILM = C282.0*DL)*QP*DISfR(I)*MULB**0.4/(G**0.8*KLF(TAV)**C.6)
TEAV = TAR + DTFILM
MULW = MULTF(TWAV)
GO TO 5
=

DLU

IF(

.EQ.

DH

0.0

=
H(I+1)

5

AND SATURATION

UL

DL

11

DL

=

0.5*DLU

HIll
TAT = T(M)
T(1+1) = TAT
ROL = ROLTF(TAV)
MULB = PULTF(TAV)
DTFILM = 0.0
MULW = FLLB
REL = G * D / MULE
DPFR = (-3.3256E-11)*(CL/D)*FF(REL)*G*G*((MULW/MULB)**0.14)/ROL
nPr.R = - Df * ROL / 144.0
=

. .

(P(I)-P(I+1).PSAT(I+1-PSAT(I))

DLP
- PSAT())
/
H(1+1) = DH
*
+
T(1+1) =TF(H1+1))
TAV = 0.5 *
+ T(I+11
ROL = RCLTF(TAVI
= MLLTF(TAV)
TWAT = TAT + UTFILM
MULW = PULTF(TWAV)
REL = G * 0 / FUL3
=
DPGR = -DLP *ROL /144.0
P(I+1) = P(I) + OPR + DPGR
PSAT(1+1) = PSATF(T(I+1))
IF(ABS(P(I+l1-PSAT(I+I)) .GT. 0.01)
DTSUBB = T(1+1) - TIN
PBB = P(1+1)
BB = III) + DLP

DPFR

H(I)

(-3.3256E-lD)*(DLP/U)*FF(REL)*GG*((MULW/MULB)**0.14)/ROL

GO TO 6

N
C)
SUBRCUTINE

I=C

I

. ..

RATIO

INITIAL VALUES AT HEATED SECTION

CALCULATE BULK TEMP.

ITERATION .

RETURN
END

= 0.0
= HLTF(TIN)
T(1) = TIE
PCI) =PIN
PSAT(I) = PSATF(TIN)

1

1/1

PSA TF
TF
1/I
KLF
1/I

2)1
H(t)

C
C
C

BOILING BOUNDARY BY

=

MULB

/1

.

.

DL
= OLP * (P(I)

IS OUTSIDE HEATED-

(TiI)

ROLT F

0.7854*D*D*G

=

DLP

DLP/aL

******

GENERATE CORRECTEC HEAT FLUX DISTRIBUTION. . .

C
C
C

FIND EXACT LCCATICN OF
2
6

0=1

.

W
C
C
C

1
C
C
C

TI(T) = 1.0 / CT + s5g.b)
ROLIF(T) =
.1035453 E 03 - .7105255 E-01*T - .6448694E-04*T*T
PULTF4(T)= EXP( - .543695
E 01
+ .5585921 E 04*TI(T)
1
- .1950534 E C7TI(T)**2
+ .3577CI8 E O9*TI(T)**3)
HLTF(T) = .8119482E 01 + .196D174E 00*T + .1261047E-03*T*T
PSATF(T) = 10.0**(33.C655-4330.98/(T+459.6)
- 9.2635*ALCG1T(T+
1
459.6)
+ 0.0020539 * (T+459.61)
TF(H) = - .4CE2034E 02 + .5186681E 01*H - .ll41203E-01*H*H
KLF(T) = 1.0475 - 6.16667t-05- T
C

9

P(1+1) = PCI) + DPFR + JPGR
P ST41+1) = PSATFIT( I+1
L(1+1) = 1(I) + DL
IF(P(I+1) .LE. PSAT(I+1)) GD TO 2
IF(I .LT.15) GO TO 1
DTSUSE = T(16) - TIN
PBB = P(16)
ZBB = S.C41668
WRITF(6,9)
FORMAT(CC***v****,* SUbCBB
: BOILING BCUNDARY
/C
,
SECTION'
RETURN

.

SUBROUTINE SUBCBB
C
C
C
C
C
C
C
C
C

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C

CZLWTF(TAU, ICOLD)
VERSION

SUBROUTINE OZDWTF
BOILING BCUNCARY

CALCULATES

OSCILLATION

3.2,

THE AMPLITUDE AND PHASE OF
USING A LINEAR MODEL.

12/30/69
THE

IN THIS VERSICN THE COLD SPOTS IN THE WALLANU THE HEAT FLUX DISTRIBUTICN ARE TAKEN INTO ACCOUNT
THE PRESSURE CROP VARIATIONS IN THE SINGLE-PHASE REGION ARE ALSO
CALCULATED.
INLET VARIABLES
TIN : INLET TEMPERATURE (F)
DTSUSb: SUBCCOLING WITH RESPECT TO THE BOILING BOUNDARY
Pl: PRESSLRE AT INLET CF HEATED LENGTH (PSIA)
OP : AVERAGE LINEAR HEAT RATE
G : AVERAGE MASS FLUX (LBM/HR-FT2)
ZBB:
DISTANCE OF BOILING BOUNDARY FROM INLET (FT)
TAU : PERIOD OF SINUSOIDAL OSCILLATION (SEC)

SAT.

TEMP

(F)

(BTU/HR-FT)

QDISTR(7)
A :

: DIMENSIONLESS POWER DISTRIBUTION (INLET
COEFFICIENT DEFINED BY DOQ/Q = A * DW/W

TO EXIT)

OUTPUT
DHDW : INLET FLOW TO ENTHALPY AT STEADY STATE LOCATION OF B8
(ITH WALL EFFECT), (BTU/LBM)
DZDW
: INLET FLOW TO POSITION OF SOILING BOUNDARY (ALL EFFECTS
INCLUDEC)
(FT)
DHDWP : INLET FLCW TO ENTHALPY AT MOVING POSITION OF RE, (BTU/LBM)
OPLUZ : MOVEMENT OF THE ES TO PRESSURE DROP IN THE SINGLE-PHASE
REGION (PSI), FRICTICN AND GRAVITY EFFECTS.
DPlDG : INLET FLOW TO PRESSURE DROP IN THE SINGLE-PHASE REGICN
(PSI), FRICTION ANC INERTIA EFFECTS
DP1 : INLET FLCW TO TOTAL PRESSURE DROP IN THE SINGLE-PHASE REGION CPSI)
ICOLD : .EQ. 0 IF THE BB IS IN THE HEATED ScGMENT, .0. 1 IF THE BB
IS IN THE COLI WALL


THE PREFIX I INDICATES THE COMPLEX QUANTITY
THE PREFIX P INDICATES THE MAGNITUDE (PEAK VALUE)
THE PREFIX A INDICATES THE PHASE (IN CYCLES)
THE PREFIX S INDICATES THE DELAY (PSI)

THE COMPLEX NUMERICAL VALUE OF THE
REAL PART, IMAGINARY PART, REAL-part,
IMAGINARY PART OF THE COMPLEX
FUNCTIONS IS INDICATED BY THE
PREFIX P.

THE COMPLEX NUMERICAL VALUE OF THE
REAL PART, IMAGINARY PART, REAL-part,
IMAGINARY PART OF THE COMPLEX
FUNCTIONS IS INDICATED BY THE
PREFIX P.

THE COMPLEX NUMERICAL VALUE OF THE
REAL PART, IMAGINARY PART, REAL-part,
IMAGINARY PART OF THE COMPLEX
FUNCTIONS IS INDICATED BY THE
PREFIX P.

THE COMPLEX NUMERICAL VALUE OF THE
REAL PART, IMAGINARY PART, REAL-part,
IMAGINARY PART OF THE COMPLEX
FUNCTIONS IS INDICATED BY THE
PREFIX P.

THE COMPLEX NUMERICAL VALUE OF THE
REAL PART, IMAGINARY PART, REAL-part,
IMAGINARY PART OF THE COMPLEX
FUNCTIONS IS INDICATED BY THE
PREFIX P.

THE COMPLEX NUMERICAL VALUE OF THE
REAL PART, IMAGINARY PART, REAL-part,
IMAGINARY PART OF THE COMPLEX
FUNCTIONS IS INDICATED BY THE
PREFIX P.

THE COMPLEX NUMERICAL VALUE OF THE
REAL PART, IMAGINARY PART, REAL-part,
IMAGINARY PART OF THE COMPLEX
FUNCTIONS IS INDICATED BY THE
PREFIX P.
SUBROUTINE DYNP2 MAX1, KMAX1, KMAX2

SUBROUTINE DYNP2 CALCULATES THE PRESSURE DROP IN THE SINGLE-PHASE REGION IN A TWO-PHASE FLOW. THE SUBROUTINE IS CALLING THE ENTHALPY TRAJECTORY MODEL AND THE DYNAMICS.

INPUT: 
- TIN, KMAX1, KMAX2
- RI, PI, RP, PX, TIN, CTSSUB, DT
- COMMON /YFACT, P(1), G(1), DIF2, DUM, TIN
- VERSION 1.5 11/07/69

OUTPUT: 
- TIN, DTSUBB, DROP
- VOLUME FLOW DENSITIES AT TIN, DTSUBB, DROP
- 0.6448654E-04*TI(T)
- 0.6448654E-04*T(T)

C SUBROUTINE OYNP2 CALCULATES THE PRESSURE DROP IN THE SINGLE-PHASE REGION IN A TWO-PHASE FLOW. THE SUBROUTINE IS CALLING THE ENTHALPY TRAJECTORY MODEL AND THE DYNAMICS.

INPUT: 
- TIN, KMAX1, KMAX2
- RI, PI, RP, PX, TIN, CTSSUB, DT
- COMMON /YFACT, P(1), G(1), DIF2, DUM, TIN
- VERSION 1.5 11/07/69

OUTPUT: 
- TIN, DTSUBB, DROP
- VOLUME FLOW DENSITIES AT TIN, DTSUBB, DROP
- 0.6448654E-04*TI(T)
- 0.6448654E-04*T(T)

C SUBROUTINE OYNP2 CALCULATES THE PRESSURE DROP IN THE SINGLE-PHASE REGION IN A TWO-PHASE FLOW. THE SUBROUTINE IS CALLING THE ENTHALPY TRAJECTORY MODEL AND THE DYNAMICS.

INPUT: 
- TIN, KMAX1, KMAX2
- RI, PI, RP, PX, TIN, CTSSUB, DT
- COMMON /YFACT, P(1), G(1), DIF2, DUM, TIN
- VERSION 1.5 11/07/69

OUTPUT: 
- TIN, DTSUBB, DROP
- VOLUME FLOW DENSITIES AT TIN, DTSUBB, DROP
- 0.6448654E-04*TI(T)
- 0.6448654E-04*T(T)
SLBROUTINE PRTPL3(N3, N, NL, NS, KX, JX, YSC)

PRTPL3 is a modified version of a subroutine supplied by MIT. Printer plots are produced and the extrema of the given functions are determined.

DIPERSIC CUTI101,YPR(11), IANG(9),AI 480), (KX,JX)

INTEGER CUT, IANG/*0,*,0*,480*/, CCMPON/PLCTCT/

XMAXJ(9), YMAXJ(9), XMINJ(9), YMINJ(9) VER. 4.1

FORMAT(I11, 60X, 7HCHART:13,/)  
2 f-CRMATIH, F11.4, 5X, [iAl, 112)

3 FORMAT(I11, 117X, 112)

4 FORMAT('0PRTPL3  
   MIN ORDNITATE  =, F12.5,  
   MAX ORDNITATE  =, F12.5,  
   ORDINATE RANGE =', 12.5)

5 FORMAT(IH ,9X.11F10.41 

6 FORMAT(IH ,9X.11F10.41 

7 FORMAT('0IF VSC > 0.0)
   IF(YSC = 0.0) YSC = 1.0
   IF(YSC .GT. YRANGE) YSC = 0.01*YSC

8 XPR = XB + F*XSCAL  
   IF(A(L) - XPR - XSCAL*0.5)  
   IF(YSC .GT. YRANGE) YSC = 0.01*YSC

9 YPR(KN+1) = YPR(KN) + YSCAL*10.0

10 WRITE(6,8)(YPR(IP), IP=1,ILL)

C DETERMINE EXTREMA OF EACH CURVE:  

C   UC 85 J = 2,M  
   YMINJ=AL(1)  
   DO K = 1, M  
   IF(YMAXJ(K)) > YMAX) YMAXJ(K) = YMAXJ(K)  
   IF(YMINJ(K)) < YMIN) YMINJ(K) = YMINJ(K)  
   CONTINUE  

C PLOT THE DATA:  

C   IF(YSC = 0.0) GO TO 91  
   WRITE(6,1)  

C WRITE THE VALUES OF THE MINIMUM AND MAXIMUM OF EACH CURVE  

C   DO 92 J = 1,MY  
   WRITE(6,4) YMINJ(J),XMINJ(J),IANG(J),YMAXJ(J),XMAXJ(J),YRANJ(J)

RETURN

END
FIG. 2.2 CODING OF LOOP EQUIPMENT AND TEST SECTION DIMENSIONS
FIG. 2.3 CROSS-SECTIONAL DETAIL OF TEST LENGTH AND COUPLING
FIG. 2.4 FLOW MEASURING INSTRUMENTATION

All operational amplifiers made by Philbrick
1.0

Zuber and Findlay

Homogeneous Model

gly Flow Model

Lockhart-Martinelli

Freon-113 at 20 psia

G = 3.5 x 10^5 lbm/hr ft^2

G = 10 x 10^5 lbm/hr ft^2

D = 0.43 in.

FIG. 3.1 COMPARISON OF VOID FRACTION CORRELATIONS
FIG. 3.2 POINT OF NET VAPOR GENERATION AS PREDICTED BY TWO MODELS
FIG. 3.3 EFFECT OF THE INLET TEMPERATURE ON VARIOUS PARAMETERS
FIG. 3.4 EFFECT OF THE MASS FLOW RATE ON VARIOUS PARAMETERS

- Uniform heat flux distribution
- No subcooled boiling

P_ex = 14.7 psia
T_o = 90 °F
q' = 400 W/TL

<table>
<thead>
<tr>
<th>MASS FLOW RATE, w [lbm/hr]</th>
<th>EXIT QUALITY, x_ex</th>
<th>TOTAL PRESSURE DROP, ΔP_{lex}</th>
<th>SUBCOOLING, ΔT_{subb}</th>
<th>POSITION OF THE BB, z_{bb}</th>
<th>PRESSURE AT THE BB, P_{bb}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>500</td>
<td>.1</td>
<td>.2</td>
<td>.3</td>
<td>.4</td>
<td>.5</td>
</tr>
<tr>
<td>1000</td>
<td>.5</td>
<td>.6</td>
<td>.7</td>
<td>.8</td>
<td>.9</td>
</tr>
<tr>
<td>1500</td>
<td>.1</td>
<td>.2</td>
<td>.3</td>
<td>.4</td>
<td>.5</td>
</tr>
<tr>
<td>2000</td>
<td>.0</td>
<td>.1</td>
<td>.2</td>
<td>.3</td>
<td>.4</td>
</tr>
</tbody>
</table>

- [psia]
- [ft]

FIG. 3.4 EFFECT OF THE MASS FLOW RATE ON VARIOUS PARAMETERS
FIG. 3.5 RELATIVE IMPORTANCE OF THE FRICTION, GRAVITY AND ACCELERATION TERMS. CONTOUR MAP AT 792 Btu/hr ft
UNIFORM (115°F)

COSINE (115.2°F)

UNIFORM (94.8°F)

COSINE (96.0°F)

UNIFORM (115°F)

RUN DISTR. T₀

4A UNIF. 95

8 COS. 95

10 UNIF. 95

14 COS. 115

LINES ARE 'PRESDROP' PREDICTIONS

FIG. 4.1 PREDICTED AND MEASURED TOTAL PRESSURE DROP AT

\( q'' = 4700 \text{ Btu/hrft}^2 \)
FIG. 4.2 PREDICTED AND MEASURED TOTAL PRESSURE DROP AT \( q'' = 9400 \text{ Btu/hrft}^2 \)
Fig. 43 Predicted and Measured Total Pressure Drops at \( q'' = 1400 \text{ Btu/hr\textbf{f}t}^2 \)

Lines are 'PresDrop' predictions.

- RUN 15
- RUN 7
- RUN 5

To = 115.2°F
\( p_c = 30.40 \text{ in. Hg} \)

To = 94.6°F
\( p_c = 30.24 \text{ in. Hg} \)

To = 95.2°F
\( q'' = 0 \)
FIG. 4.4 PRESSURE PROFILES AT 4700 Btu/hrft², COSINE HEAT FLUX DISTRIBUTION
FIG. 4.5 PRESSURE PROFILES AT 9400 Btu/hr ft², UNIFORM HEAT FLUX DISTRIBUTION
RUN NO. 15 EFFECT OF NVG CORRELATION

NEGLIGIBLE, EXCEPT AT 0.92 ft/s

V = 7.44 ft/s
x = 0.075

STATION NO. ALONG THE CHANNEL

FIG. 4.6 PRESSURE PROFILES AT 14,100 Btu/hr ft², UNIFORM HEAT FLUX DISTRIBUTION
Fig. 4.7 Accuracy of the pressure drop predictions for all threshold and transition points.
FIRST CYCLE
\[ \bigtriangleup \] SECOND CYCLE
\[ \square \] THIRD CYCLE
\[ \bigcirc \] FOURTH CYCLE

\[ \uparrow \] MAXIMUM FLOW REACHED

CLOSED POINTS INDICATE DECREASING FLOW

PRESSURE AT STATION 1

PRESSURE AT STATION 6

INLET VELOCITY, \( V_0 \) ft/s

FIG. 4.8 PRESSURE DROP HYSTERESIS
FIG. 4.9 TEMPERATURE PROFILES FOR POINTS A AND B OF FIG. 4.8

- Station No. along the channel -

$T_{sat}$: Saturation temperature based on measured pressure

$T_{cal}$: Calculated single-phase temperature

$T$: Measured temperature (Low temperature reading at Station 8 is due to a thermocouple error)
Uniform heat flux distribution; $V_o = 1$ ft/s, $T = 100^\circ F$; $q_o = 800$ Btu/hrft; $a = 0.8$.
Curve 2 is the high frequency approximation.
$2\pi_k = 16.4$ s; $2\pi_h = 34.9$ s; $2\pi_c = 47.9$ s.

FIG. 5.2 FLOW-TO-LOCAL-ENTHALPY AND FLOW-TO-HEAT-FLUX TRANSFER FUNCTIONS AT $z = 2$ ft.
FIG. 5.4 PARAMETRIC STUDY OF THE ENTHALPY PERTURBATION AT THE BOILING BOUNDARY, $\delta h_{bb}^o$
Experimental Point D20-192; $\tau = 11.70$ s; $V_0 = 1.133$ ft/s; $\lambda = 13.26$ ft.

1: Wall heat storage and cold spots taken into account
2: Only wall heat storage taken into account; uniform heat input
3: High frequency approximation, Eq. (5.38)
4: Low frequency approximation. To get the amplitudes divide the amplitudes of 3 by $(1 - a)$

Heated and cold spots are shown by black and white line between the graphs.

FIG. 5.6 FLOW-TO-LOCAL-ENTHALPY TRANSFER FUNCTION ALONG THE CHANNEL. ZERO ORDER OSCILLATION.
Length along the channel, z [ft]

Experimental Point D19-184; \( \tau = 4.46 \) s; \( V_0 = 0.410 \) ft/s;
\( \lambda = 1.83 \) ft.
1, 2, 3, and 4 See Fig. 5.6

FIG. 5.7 FLOW-TO-LOCAL-ENTHALPY TRANSFER FUNCTION ALONG
THE CHANNEL. FIRST ORDER OSCILLATION.
Experimental Point D18A-196; $\tau = 3.90 \text{ s}; \ V_o = 0.291 \text{ ft/s}; \ \lambda = 1.135 \text{ ft}.$

$1, 2, 3, \text{ and } 4$ See Fig. 5.6

**FIG. 5.8** FLOW-TO-LOCAL-ENThalpy TRANSFER FUNCTION ALONG THE CHANNEL. FOURTH ORDER OSCILLATION.
Length along the channel, $z$ [ft]

Experimental Point D20-192; $\tau = 11.70$ s; $V_0 = 1.133$ ft/s; $\lambda = 13.26$ ft.

Cosine heat flux distribution shown on top.

FIG. 5.9 COMPARISON OF THE-FLOW-TO-LOCAL-ENTHALPY TRANSFER FUNCTIONS FOR UNIFORM AND COSINE HEAT FLUX DISTRIBUTIONS. ZERO ORDER OSCILLATION.
Length along the channel, $z$ [ft]

Experimental Point D18A-196; $\tau = 3.90$ s; $V_o = 0.291$ ft/s; $\lambda = 1.135$ ft.
Cosine heat flux distribution shown on top.

FIG. 5.10 COMPARISON OF THE FLOW-TO-LOCAL-ENTHALPY TRANSFER FUNCTIONS FOR UNIFORM AND COSINE HEAT FLUX DISTRIBUTIONS. FOURTH ORDER OSCILLATION.
The cosine distribution is simulated by $N = 7$, 14, and 28 segments. Two corresponding heat flux distributions are shown at the top.

FIG. 5.11 EFFECT OF THE CHANNEL SEGMENTATION ON THE FLOW-TO-LOCAL ENTHALPY TRANSFER FUNCTION.
FIG. 5.12 ENTHALPY PERTURBATIONS ALONG THE CHANNEL, $8V/V_o=0.1$
FIG. 5.13 ENTHALPY PERTURBATIONS ALONG THE CHANNEL,

$8V/V_0 = 1$
FIG. 5.14 EFFECT OF THE PRESSURE ON THE MOVEMENT OF THE BOILING BOUNDARY

A. \( \delta h \) in First Quadrant
B. \( \delta h \) in Second Quadrant

FIG. 5.15 EFFECT OF THE DYNAMIC PRESSURE VARIATIONS ON THE MOVEMENT OF THE BOILING BOUNDARY
FIG. 7.1 STABILITY MAP AT 100 W/TL, UNIFORM HEAT FLUX DISTRIBUTION
FIG. 7.2 STABILITY MAP AT 200 W/TL, UNIFORM HEAT FLUX DISTRIBUTION

SYMBOLS EXPLAINED IN FIG. 7.1
FIG. 7.3 STABILITY MAP AT 300 W/TL, UNIFORM HEAT FLUX DISTRIBUTION

STABLE REGION

SYMBOLES EXPLAINED IN FIG. 7.1
FIG. 7.4 STABILITY MAP AT 100 W/TL AVE., COSINE HEAT FLUX DISTRIBUTION
**Figure 7.5** Stability map at 200 W/Tl Ave., cosine heat flux distribution

**Symbols Explained in Fig. 7.1**

**Stable Region**

**Subcooling, \( \Delta T_{\text{sub}} \) [\( ^\circ\text{F} \)]**

**\( q/\dot{w}_0 h_{fg} \)**

Symbols used in the graph: D11, D15, D21, D22, D23, D8, D7.
Run TR8, 300 W/TL, unif. $\Delta T_{\text{subb}} = 65.4^\circ \text{F}$

Fundamental mode

Third-order oscillation

$\int w_0 \, dt$

$\text{lbm/hr}$

Run D10A
200 W/TL
unif.
Points 93 and 93A

Run D16
200 W/TL
unif.
Points 20 and 21

FIG. 7.6 RECORDINGS OF OSCILLATIONS - TRANSITION POINTS
Open points: First occurrence of oscillation, zero order.
Closed points: First occurrence of oscillation, higher-mode
(Number of tails denotes order of oscillation).
Points with a bar: Transitions to fundamental model.
Crowley, Deane and Gouse's boundaries also shown.

FIG. 7.7 FIRST OCCURRENCE OF INSTABILITIES AND FUNDAMENTAL MODE OSCILLATION BOUNDARIES
FIG. 7.8 STABILITY BOUNDARIES FOR UNIFORM POWER DISTRIBUTION, ZERO ORDER POINTS ONLY

CROWLEY, DEANE AND GOUSE
CLOSED POINTS DENOTE TRANSITIONS TO FUNDAMENTAL MODE
FIG. 7.9 STABILITY BOUNDARIES FOR COSINE POWER DISTRIBUTION - ZERO ORDER POINTS ONLY
FIG. 7.10 STABILITY MAP IN THE DIMENSIONLESS ENTHALPY-PRESSURE DROP PLANE - ZERO ORDER POINTS ONLY

Closed points indicate transitions
( □ higher zero-order curve at 200 W/TL, see Fig. 7.2)
FIG. 7.11 PERIOD OF THE OSCILLATIONS AT THE THRESHOLD OF STABILITY - ALL ORDERS AT 200 W/TL
FIG. 7.12 PERIOD OF THE OSCILLATION AT THE THRESHOLD OF STABILITY - ZERO ORDER POINTS ONLY - UNIFORM HEAT FLUX DISTRIBUTION
FIG. 7.13 PERIOD OF THE OSCILLATION AT THE THRESHOLD OF STABILITY - ZERO ORDER POINTS ONLY - COSINE HEAT FLUX DISTRIBUTION
FIG. 7.14 PERIOD OF THE OSCILLATION WITHIN THE UNSTABLE REGION (CONTOUR MAP)
FIG. 7.15 ENTHALPY AND SINGLE-PHASE DELAYS - UNIFORM VERSUS COSINE HEAT FLUX DISTRIBUTION
Run TR6
300 W/TL, unif.
\( \Delta T_{\text{subb}} = 34.3^\circ \text{F} \)

Run D18
Point 17
200 W/TL, unif.
\( \Delta T_{\text{subb}} = 59.3^\circ \text{F} \)

Run D19
Point 4
500 W/TL
\( \Delta T_{\text{subb}} = 72.3^\circ \text{F} \)

Run E02
Point 6

Run D21
Point 20
300 W/TL, COS
\( \Delta T_{\text{subb}} = 76.2^\circ \text{F} \)

FIG. 7.16 TYPICAL OSCILLATION RECORDINGS
Corrected Order of Oscillation

- Stable
- Third-Order
- Second-Order
- First-Order

200 W/TL

CORRECTED SUBCOOLING, $\Delta T_{\text{sub}}$ [°F]

CORRECTED $q^*/w_0 \cdot h_{fg}$

E03 (all)
E04 (-1 TL)
E05 (-2 TL)
E06 (-3 TL)

Region 1
Region 2
Region 3

Boundaries of Higher-Order Regions from Fig. 7.2

Fig. 7.17 Stability Map in the Enthalpy-Subcooling Plane - Series E Experiments
FIG. 7.18 STABILITY MAP IN THE ENTHALPY - SINGLE-PHASE-LENGTH PLANE-SERIES E EXPERIMENTS
FIG. 8.1 OPEN LOOP BLOCK DIAGRAM OF THE BOILING CHANNEL

FIG. 8.2 CLOSED LOOP BLOCK DIAGRAM OF THE BOILING CHANNEL
$\Delta t_{ex} = \Delta t_1 + \Delta t_2$; $\Delta t_1 = z_{bb}^e/2V_o$; $\Delta t_2 = \int_{V_g(z)}^{L_h} dz/V_g(z)$, calculated by stepwise integration; values of $V_g$ from PRESDR results.

All zero order threshold and transition pts. $z_{bb}^e$ from PRESDR results.

FIG. 8.3 CORRELATION OF THE PERIOD OF THE OSCILLATION
Subcooling, $\Delta T_{\text{subb}} = 8.5$ to $5.7$ °F; Power, $q_w = 300$ W/TL, unif.

The curves are graduated in period [s].

**FIG. 8.4 OPEN LOOP TRANSFER FUNCTIONS AT LOW SUBCOOLING**
Subcooling, $\Delta T_{\text{subb}} = 51.5 \, ^\circ\text{F}$; Power, $q_w = 300 \, \text{W/TL}$, unif.

The curves are graduated in periods [s].

FIG. 8.5 OPEN LOOP TRANSFER FUNCTIONS AT HIGH SUBCOOLING
Biographical Note

George Yadigaroglu was born in 1939 in Istanbul, where his parents of Greek origin had been established for a long time. He attended the Zografion Gymnasium in Istanbul and later the Protypon Lykeion Athinon in Athens, where he completed his secondary education. In 1957 he entered the Ecole Polytechnique de l'Université de Lausanne, from which he obtained in 1962 the Diploma of Mechanical Engineer with the best academic rating of his class (Dommer Prize). He joined then the research and development group of a Swiss firm, and later led this group. At the same time he was reorienting his education toward the field of Nuclear Engineering and obtained, in 1962, the "Certificat pour Etudes Complémentaires en Genie Atomique" from the Ecole Polytechnique of Lausanne.

Continuing his migration toward the West, in 1965, he came to the United States to complete his education in Nuclear Engineering. After spending one year at the North Carolina State University, in Raleigh, he entered the Massachusetts Institute of Technology, where he has undertaken the doctoral research that resulted in the present thesis.