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Abstract

In modern combat, helmets play a vital role in protecting the head. Before being
delivered to the soldier, combat helmets undergo a series of tests to determine their
threat mitigation performance. During ballistic testing, current combat helmet test
protocols use clay to record the helmet backface deformation signature, which is used
as an important criterion to measure the helmet effectiveness at preventing head in-
jury. However, according to a recent review of the test protocols by the National
Research Council, the current test protocols establish no correlation between the
backface deformation signature in the clay and head/brain injury. Modeling and sim-
ulation are valuable tools to complement experimental helmet testing and can assist in
establishing this correlation. The objective of this work is to develop a comprehensive
computational framework for the simulation and analysis of the helmet test protocols.
In order to achieve this objective the following steps were performed. First, a suitable
constitutive model for ballistic clay based on Cam-Clay theory was implemented into
the computational framework SUMMIT. Next, a detailed model of the headform used
in the helmet test protocols was created. The model was developed using the scanned
geometry data from the experimental headform and includes the metal frame, Roma
Plastilina clay and a full combat helmet with pads. Subsequently, ballistic impact
simulations using the model were performed and the backface deformation signatures
of the helmet are recorded in the clay. The results from these impact simulations are
compared to results from impact simulations on a human head model. The intracra-
nial pressure distribution in the human head is compared to the pressure distribution
in the clay and the differences in the responses are highlighted. We conclude that the
proposed computational framework is an effective tool of the analysis of helmet test
protocols, which could be used to establish the correlation with injury and to guide
the design of improvements to the helmet testing methodologies.

Thesis Supervisor: Rail Radovitzky
Title: Professor of Aeronautics and Astronautics
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Chapter 1

Introduction

1.1 Background

Combat helmets play a vital role in protecting the American soldier. Helmets provide

protection to the head from common threats encountered in combat zones such as

fragmentation, bullets and blast. Over the past decades, helmets have undergone

numerous developments and testing based on lessons learned during major conflicts.

The modern warfighter faces a variety of threats in combat zones that can lead

to head injuries. In Operation Enduring Freedom in Afghanistan (OEF) and Oper-

ation Iraqi Freedom in Iraq (OIF) there were 3 major threat sources to the head:

fragmentation/ballistic threats, blunt trauma and explosions. A study found that in

OEF/OIF, explosions and resulting fragmentation were a major source for military

wounds and dominate all other threat sources [1, 21. A common source of such an

explosion seen in those conflicts is known as an Improvised Explosive Devices (IEDs).

IEDs are home made explosive devices, are cheap to make and can be packed with

large amounts of shrapnel. Upon detonation this shrapnel produces a high injury

threat due to fragmentation. All three types of threat sources can lead to a variety

of injuries to the head region.

Injuries from ballistic and fragmentation sources include penetration trauma from

a bullet or piece of shrapnel penetrating the helmet. In the case of the helmet stopping

the projectile from penetrating, the resulting impact of the projectile on the helmet

13



can cause the helmet to deform and hit the head. This deformation is known as armor

backface deformation and can result in behind armor blunt trauma. An example

of behind armor blunt trauma in the civilian world is a catcher getting hit by a

baseball. Although the catcher is wearing protective pads that reduce the impact of

the baseball, the catcher can still suffer bruises from his pads having to absorb the

kinetic energy of the baseball. In more severe cases behind armor blunt trauma on the

head can cause skull fracture and trauma to the brain. Helmets and other protective

headgear can reduce the injury severity to the head by absorbing some of the energy

from the impact. Although the internal mechanisms causing head injury are not well

understood, the helmet's ability to reduce head injury severity has led to a significant

amount of research and testing to be done on helmets. The main purpose of that

research and testing is to better understand and improve the effectiveness of helmets

to reduce injuries to the head.

(a) ATC headform with (b) Combat Helmet
Roma Plastilina Clay

Figure 1-1: ATC headform and Combat Helmet

In order to assess this effectiveness, the helmets undergo a series of standardized

ballistic and non-ballistic tests [1, 3, 4, 5, 6]. Non-ballistic tests are used to assess

helmet qualities such as impact resistance, pad compression durability and compres-
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sion resistance. During a ballistic test, various projectiles are fired at the helmet in

order to determine the penetration resistance and the helmet's backface deformation.

To set up a ballistic test, the helmet is placed on U.S. Aberdeen Test Center (ATC)

headform seen in Figure 1-la. This ATC headform is a modified version of the Na-

tional Institute of Justice's headform. The ATC headform consists of a metal support

frame that provides an open cavity that is filled with clay. During testing, the hel-

met is fastened on the headform and various projectiles are fired at the helmet and

headform assembly. After impact, the clay is used as a ballistic witness material to

record the test results. The highly plastic response of clay makes it suitable to record

any penetration of the projectile or resulting backface deformation of the helmet after

impact. The impression left in the clay due to the backface deformation signature is

measured and the maximum depth is used as a criterion to evaluate the performance

of the helmet.

The first published workto propose using clay, more specifically Roma Plastilina

clay, as a ballistic witness material was by Prather et al. in 1977 [7, 81. Prather

et al. focused on identifying readily available means that could be used to simulate

tissue response and evaluate the penetration resistance as well as the armor backface

deformation of soft body armor after impact. Although not originally intended to

be used for helmets, these test methodologies developed in the 70s are still largely

used today for testing both body armor and helmets [9, 10]. However, according to a

study conducted by the National Research Council [1], these test methodologies for

combat helmets have no correlation to head and brain injury. The main concern is

that the structural behavior of Roma Plastilina clay does not accurately represent

the biomechanics of the human head or brain.

The structural behavior of Roma Plastilina clay can be compared to that of a

granular material. A prominent characteristic of granular material is its low yield

stress, particularly shear yield stress. Upon loading, this low yield stress causes Roma

Plastilina clay to deform mainly plastically. As is typical with granular material, the

plastic response is highly dependent on confinement pressure and loading rate. For

large values of confinement pressure and high loading rates, Roma Plastilina shows a

15



higher resistance to compressive loading [11, 12]. The low yield stress and negligible

elastic recovery upon unloading give Roma Plastilina clay the ability to record total

armor deformation after testing and measure the maximum indentation depth.

However, the maximum depth in the clay caused by armor backface deformation

is affected to a large degree by the state of the clay itself. Studies have shown that the

maximum depth increases at elevated temperatures of the clay [12, 13]. Furthermore,

the amount of deformation of the clay for a given load is also dependent on the shear

history of the clay. Worked clay results in the clay being softer than non-worked clay,

allowing for a higher maximum depth for a given load. Also, the clay formulation of

Roma Plastilina has changed over time, which has caused variability in the loading

response. In order to achieve the same rheological properties seen in the 70s, the clay

now has to be heated [1]. These strong dependencies and variability in the structural

response make it difficult to achieve consistent depth results in the clay after armor

testing. This variability in response is detrimental to helrnet testing, where the margin

of error for measuring indentation depth is on the order of millimeters.

The variability in the structural response of Roma Plastilina clay has lead to the

implementation of conditioning and calibration procedures of the clay prior to ballistic

armor testing 11]. The purpose of these procedures is to achieve consistency in the

clay response across tests. After various conditioning steps that include heating the

clay, the now conditioned clay is subjected to a calibration test known as the drop

test. A drop test involves dropping a cylindrical impacter several times from a 2 m

height onto the conditioned block of clay. The resulting maximum indentation depths

in the clay are then used as a criterion to determine whether or not the clay has been

appropriately conditioned. After passing the calibration test, the clay is considered

ready for ballistic helmet testing.

To complement ballistic helmet testing, simulation and modeling work has been

proposed. Simulation is a valuable tool to help better understand the structural

responses of the helmet and clay and can offer additional insights. Simulations on the

clay headform can be performed in conjunction with simulations on a human head

model to better evaluate the effectiveness of helmets to prevent head injuries. Work

16



along these lines on human head models has been pursued in terms of blast injuries

[14, 15].

In order to have a comprehensive simulation tool to model helmet test protocols

there are aspects that the model needs to address. An important aspect of modeling

the helmet test protocols is the correct modeling of the clay. Barring a few exceptions,

the majority of current research on modeling Roma Plastilina clay involves using

constitutive models that are inadequate. These are discussed in Chapter 2.

Another aspect of modeling the helmet test protocols after calibrating the clay

model is developing a headform model that incorporates the clay model and uses

it as a ballistic witness material. Some cases in literature have -done this and have

performed impact simulations on helmets and armor backed by clay [16, 17], which

are described in more detail in Chapter 5.

1.2 Objectives and Approach

The objective of this work is to develop a comprehensive computational framework for

the simulation and analysis of the helmet test protocols. There are several elements

that make up this objective.

The first element is to make sure that a suitable constitutive model for Roma

Plastilina clay is used in simulations. To this end we adopt the models presented in

[18, 19, 20] based off Cam-Clay theory. Cam-Clay is suited for soil like material and

captures important characteristics seen in the mechanical reponse of Roma Plastilina

clay. The model and its implementation are presented in Chapter 2. A simulation of

the drop test is used to calibrate the material parameters of the constitutive model

and is presented in Chapter 4.

The second element is developing a detailed model of the headform used in the

helmet test protocols. The model is developed using the scanned geometry data from

the experimental headform and includes the metal frame, Roma Plastilina clay and a

full combat helmet with pads. The process of developing the CAD model and mesh

is described in Chapter 5.
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The third element is a scalable finite element framework implementing all the

necessary discretization algorithms that enable to compute the dynamics of an impact

event. For this purpose we adopt the MIT/ISN SUMMIT framework that contains a

large variety of capabilities that enable SUMMIT to model complex boundary value

problems [21, 22, 23, 24, 251, which are described in more detail in Chapter 3. As

part of simulating an impact event a contact algorithm using a penalty algorithm is

implemented into SUMMIT, also presented in Chapter 3.

Combining the previously mentioned elements and tools, ballistic impact simu-

lations using the model of the helmet test protocol are performed at two different

impact locations (front and top). The impacters are modeled as small steel sphere's

travelling at 200 m/s and 50 m/s. During impact, the helmet deforms and the hel-

met backface deformation signatures are successfully modeled in the clay part of the

headform model. The resulting indentation depths in the clay are shown for both

impact simulations.

A preliminary comparison between the clay response in the headform to a ballistic

impact and the response of a human head is performed in an initial look at establishing

a correlation between the clay response in the headform and head injuries. To achieve

this, an additional ballistic impact simulation is performed on the detailed human

head modeled developed by MIT and the Defense and Veterans Brain Injury Center

[14]. Subsequently, the results for the intracranial pressure distribution in the human

head are compared to the pressure distribution in the clay and the differences in

the responses are highlighted. The ballistic impact simulations and the results are

described in Chapter 5, which is followed by Conclusions and recommendations in

Chapter 6.
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Chapter 2

Constitutive Model of Roma

Plastilina Clay

A key ingredient in the development of a computational modeling framework for sim-

ulating the helmet test protocol is the correct description of the mechanicsl response

of the clay. A large portion of previous research on modeling Roma Plastilina clay

involves using constitutive models that are based on power law plasticity approaches

126, 27, 28, 29]. This type of models were developed and are only adequate to de-

scribe metal plasticity and do not capture important features of clay. Metals are

incompressible in plasticity and have a pressure independent response, unlike soil and

clay, whose structural behavior has been shown to have a high dependency on con-

finement pressure. A few sources in literature use constitutive models provided by

commercial codes that are designed to model soil like materials [17, 161.

In this work, a constitutive model based on the Cam-Clay theory is used for mod-

eling Roma Plastilina clay. Cam-Clay theory captures important features observed

in experimental testing of Roma Plastilina clay. Features include the strong pressure

dependent response, the unsymmetric response in tension vs. compression, a critical

state yield behavior, as well as the ability to capture large plastic deformations.

Schofield and Wroth are the authors of the original critical state soil mechanics

theory known as Cam-Clay [191. The theory is derived from observations of soils in
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laboratory tests, and it captures important structural behaviors of granular materials.

Typical soils are made out of a collection of mineral grains with pore spaces be-

tween the grains [30]. Consolidation of the soil occurs under hydrostatic compression,

during which the size of the pores is irreversibly reduced, which is captured in the

specific volume of the material. The amount of consolidation the soil experiences

plays an important role in the subsequent structural behavior of the material. Highly

preconsolidated soils have experienced a high hydrostatic loading and consequently a

large reduction in pore space. These soils tend to behave more incompressible than

lightly preconsolidated soils.

The preconsolidation pressure also plays a role in determining when the soil yields

and controls the size of the yield surface. Larger preconsolidation pressures increase

the size of the yield surface, thus increasing the elastic region of the soil. The yield

surface can be characterized by three parameters: the hydrostatic pressure p, the

specific volume v of the material and the deviatoric stress q. The combination of

those three parameters determines if the soil has yielded. The fact that yielding is

affected by the hydrostatic pressure, or confinement pressure, plays an important role

in capturing the structural behavior of soil.

In practice, yield surfaces for soils are usually obtained empirically by fitting to

laboratory test data. The general shape of the yield surface as defined by Schofield

and Wroth is in the form of a logarithmic curve when plotted in a p,q,v space. Succes-

sive adaptations to the Cam-Clay model assume different descriptions for the general

shape for the yield surface. The theory known as the Modified Cam-Clay by Roscoe

and Burland describe the yield curves as continuous ellipses, allowing them to be

differentiable, which is important for numerical analysis [20, 18]. The later models

result in a better agreement with experiments, at the cost of complexity such as

adding different finite deformation extensions and making the elastic response pres-

sure dependent.

Upon reaching yield, the soil reaches a state known as the critical state. The criti-

cal state is characterized by the ability of the soil to sustain large plastic deformations

at constant volume under constant applied shear stress. The critical state line char-
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acterizes the critical state that a soil eventually reaches under sustained shearing.

When plotted in a p-q space, the critical state line is a straight line passing through

the origin as well as the yield surface at the location of maximum shear stress. Cam-

Clay theory predicts that upon reaching the yield surface, the soil yields and follows

the critical state line by either hardening or softening post yielding. Whether or not

there is yield hardening or softening is determined by the amount of preconsolidation

pressure and confinement pressure experienced by the soil, further emphasizing the

pressure dependent response of the Cam-Clay model.

2.1 Model Formulation

As previously mentioned, different variations of the Cam-Clay theory exist in litera-

ture. The approach used in this work is the variational Cam-Clay theory of plasticity

by Ortiz and Pandolfi [18]. The theory uses a general variational framework for the

formulation of finite-deformation constitutive models and updates and the internal

variable update is formulated as a minimization problem. The consecutive sections

describe the implementation of the model and closely follow the steps presented in

the paper by Ortiz and Pandolfi 1181. The steps are summarized for completeness:

2.1.1 Governing Equations

A primary assumption of the model is that the deformation gradient F can be de-

composed into an elastic part F' and a plastic part FP:

F = FFP (2.1)

Furthermore, the flow rule is chosen to be a specific form and the yield criterion is

derrived, which is an approach that is suited for finite deformations. The flow rule is:

21



P'F-F = iPM (2.2)

where iP is the effective plastic strain rate. The direction of plastic flow is defined by

the tensor M, which must satisfy the kinematic constraint:

1 2(trM) 2 + -Mdev . Mdev 1 (2.3)
a 3

where a is an internal friction coefficient and Mdev is the deviatoric part of M. The

rate sensitivity is assumed to be linear:

I= 2(p)2 (2.4)
2

where rq is a viscosity constant.

The elastic strain energy density We of the model is defined by decoupling the

volumetric and the deviatoric components We, ol and We,dev, respectively:

we(ce, T) = Wevol (Je, T) + We'dev(Ce,dev, T) (2.5)

with
K Twe (JeT) = [O-3aT(T -T 0)] 2 + poCvT 1 - log (2.6)
2 TO

and

We,dev = e (2.7)

where Ce is the elastic right-Cauchy Green deformation tensor, T is temperature, To

is a reference absolute temperature, Je is the Jacobian of the elastic deformation, 9e

is the elastic volumetric strain, K is the isothermal bulk modulus, aT is the thermal

expansion coefficient, po is the mass density per unit undeformed volume, Cv is the

specific heat per unit mass, p is the shear modulus and ee the deviatoric logarithmic

elastic strain.
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The free energy of the system has the form [31]:

(2.8)

where WP is the stored energy and OP is the volumetric plastic strain.

Discretization of the system allows for solving for incremental deformations in

At time steps. This is achieved by defining an incremental energy function using

logarithmic elastic strains [31, 32]:

fn(F.+1 , T+; ALP)

1- An, T+ 1 ) + At t*(AE&/At) (2.9)

where eper is the predictor of the elastic strain. and the incremental plastic strain:

'E - Z&EAI (2.10)

By minimizing fn with respect to the effective plastic strain EP+1 and the direction of

plastic flow M, an effective work-of-deformation density is defined:

min fn(Fn+I, Tn+l; En+1 I M)
n+1,M

(2.11)

Using this formulation, the First Piola-Kirchoff stress tensor can be obtained accord-

ing to [31, 32]:

(2.12)

After various derrivation steps [181 and decomposing the stress into the volumetric
stres pre te

stress component pp i and the deviatoric stress component q%+ 1, a system of equations

can be defined:

= (3uAEd + O-O,n+1 + 0*') cos q

Po,n+i + [aKAcE + (-o,n+ 1 + V)*')/a] sin #

23
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(2.14)

A (F, FP, T, EP) = W"(C', T) + WP (T, EP, OP)

Wn (Fn+1, Tn+ 1) =

OWn
Pn+1 = O "~ (Fn+l, Tn+1)



where 0o,n+1 is the critical uniaxial stress and po,n+1 is the critical pressure.

After linearizing this system of eqations, a Newton-Raphson iteration is used to

solve for the incremental plastic strain LEP and phase angle 4. The linearized system

of equations is:

dq pre

dp p 1

- C1 IdEP+ 1 + C12 d#

- C 2 1dEP+ 1 + C22 d5

(2.15)

(2.16)

where

C11 = 3p + 0 + Hee,n+ aHo, n+1sin
At

cos q5 (2.17)

C12 = aHo,n+l AEP COS 2 0 - (3pAcE + O,n+1 *I) sin /

C21 = HOe,n+ + (aK + + Hoo,n+1
aAt

(2.18)

1 n
+ -Hee,n+i + Heo,n+1 sinJ #sin #a/

(2.19)

C22 = (aHoo,n+1AE + H0,n+1A&E sinl + [aKA" +

0o Po a 2Wp (OP P~)H 0 0 000

Ho E =po a 2 W P
(9EP 00P (OE

Oc0o - (2W P P)
H 90 (EPOOP
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H0o
H,7 O

02W (OPP)
06, EP)

(2.24)

2.1.2 Yield criterion

The yield criterion is:

q2 + a2(P _ PO)2 = .2 (2.25)

As seen in Figure 2-1 taken from [18], the resulting yield surface forms an ellipse

centered around po. The point of maximum pressure on the yield surface is defined

as the preconsolidation pressure pc.

q

PC PO

(O

P

Figure 2-1: Yield surface in the (p, q)-plane, preconsolidation pressure pc and geo-
metrical interpretation of the internal friction coefficient a
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2.1.3 Consolidation and Hardening

The harding characteristics of the model are determined by the consolidation curve,

which is assumed to be of the form [18, 30]:

Op
Pc = Pref sinh - (2.26)

Oref

Where Pref and OP are material constants. Using 2.26 the stored energy function is:

Wo(p) = p dO = Pref Of cosh - 1 (2.27)
TC reref

2.2 Model Implementation and Testing

The Cam-Clay material model described in Ortiz and Pandolfi's paper 1181 was im-

plemented into SUMMIT, which is described in more detail in Chapter 3. A series of

simple tests at a constitutive/low level are performed. The purpose of these tests is to

verify that the Cam-Clay material model is successfully implemented into SUMMIT

and the results from these verification tests are compared to results and observations

given by the original authors of this Cam-Clay formulation [18].

The first verification test is a hydrostatic compression test. During a hydrostatic

compression test, the material is compressed in the three principal stress directions.

This test is performed at a constitutive level using one quadrature point. For a test

at a constitutive level, the user provides the deformation gradient and receives the

stress tensor resulting from that deformation tensor. In the case of a hydrostatic

compression test, the deformation gradient is known (Equation 2.28):

A 0 0(

F = 0 A 0 (2.28)

0 0 A
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where

A = 1 - lOdt (2.29)

where dt is one time step specified in the test setup

As seen in Figure 2-2, during hydrostatic compression, the material behaves first

elastically at small volumetric strains. After reaching the yield point, the pressure

grows in a nonlinear fashion with increasing volumetric strains. This behavior is

consistent with the findings provided by the original authors of the model [18j.

Hydrostatic Compression Test

120-

100-

a 80-

4 60-

U)
4 40-

20 --- Ortiz/Pandolfi 2004
Simulation

0 0.005 0.01 0.015
Volumetric Deformation

Figure 2-2: Hydrostatic compression test

The second verification test is a triaxial compression test. A triaxial compression

test is commonly performed on soil like materials, such as rock and clay, and is used

as a method to determine the mechanical properties of soils. During a triaxial test

the material is subjected to a hydrostatic confinement pressure, which is followed by

uniaxial compression in one direction. The additional uniaxial compression causes the

stress in that direction to be greater than the stress along the other two axes, which

results in a shear stress in the material. Contrary to the hydrostatic compression

test, the triaxial test could not be performed at a constitutive level using only one
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quadrature point. The reason is that for a test using a single quadrature point, the

user must provide a known deformation gradient in order to receive the resulting stress

tensor. The deformation gradient corresponding to a triaxial compression test using

Cam-Clay is not known. Thus the triaxial test is performed as a three-dimensional

boundary value problem using a simple cube mesh object.

The cube contains 8 symmetric tetrahedral elements. In order to simulate a triax-

ial test, the boundary conditions on the 6 faces of the cube are defined accordingly. A

Neumann pressure boundary condition is set for 2 neighboring faces, while a Dirichlet

roller boundary condition is set for the opposing faces. The boundary conditions on

these 4 faces (i.e. "side" faces) are used to describe the confinement pressure of a

triaxial test. The remaining 2 faces, which are opposite of one another (i.e. "top"

and "bottom" faces), have Dirichlet boundary conditions that serve to describe the

uniaxial compression during a triaxial test.

There are two reasons why this setup is not ideal. The first reason is that the

confinement pressure is not applied to the top and bottom faces. The user cannot

specify both a Dirichlet and Neumann boundary condition at the same time pointing

in the same direction on the same face. However, during uniaxial compression of the

cube, which occurs by applying the Dirichlet boundary conditions on the top and

bottom surface, the cube eventually reaches a state where the displacement set by

Dirichlet boundary conditions corresponds to the displacement the cube would have

seen due to the confinement pressure being applied on those surfaces.

The second reason this setup is not ideal is that a cube instead of a cylindrical

shaped object is used for the triaxial test simulation. A cylinder is the shape usually

chosen for an experimental triaxial test specimen, as the sharp corners of a cube pose

challenges in applying the correct confinement pressure. The reason a cube is chosen

in this work is its simplicity and ability to still capture the important features of the

structural behavior of the Cam-Clay model subjected to a triaxial test.

For a triaxial test, the Cam-Clay theory predicts the following structural behavior.

Upon reaching yield, the material softens for low values of confinement pressure and

hardens for high values of confinement pressure. The hardening or softening occurs
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until the material reaches the critical state after which it behaves nearly perfectly

plastic. Figure 2-3 shows the deformation of the cube subject to a triaxial compression

test. The cube is compressed on the top and bottom surfaces resulting in a reduction

of height and increase in width.

dispacemnt Z0 dipiocmentZ0displocemenl Z

Figure 2-3: Deformation of the cube subject to a triaxial compression test

In Figure 2-4 the true axial stress and true axial strain results are plotted. The

original results from Ortiz and Pandolfi's paper are overlayed in the graph 118]. As

shown, the results show a good correlation with each other. The difference in final

slope is most likely due to the fact that the triaxial test in this work is performed on

a three dimensial boundary value problem level using a cube instead of on a consti-

tutive level.

Other tests including a shear test were conducted to further verify the correct im-

plementation of the model. These tests are not described in this work since although

they support the conclusion that the model has been successfully implemented into

SUMMIT, they do not add any additional insights to the verification process.
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Figure 2-4: Results of the triaxial test with different confinement pressures overlayed
with the results by Ortiz/Pandolfi
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Chapter 3

Computational Framework

In this work SUMMIT is used to perform the ballistic impact simulations on the

model of the helmet test protocols. SUMMIT is a computational framework for

solid mechanics and was developed by the research group headed by Professor Raul

Radovitzky. SUMMIT is dedicated to large-scale simulations for materials and struc-

tures. Its capabilities include continuous and discontinuous Galerkin methods, multi-

scale simulations, explicit dynamics and higher order methods [24, 25]. These capa-

bilites enable SUMMIT to model complex boundary value problems involving fracture

using discontinuous Galerkin methods f21, 22, 23, 24, 25]. SUMMIT is also able to

run large scale simulations in parallel. The ability to use parallel computation is

very valuable in performing the simulations described in this work and significantly

reduces the amount of time required to run the simulations.

SUMMIT has an extensive material library that contains a large variety of vali-

dated constitutive models. SUMMIT also provides the capability to incorporate and

implement new material models into its material library. This capability enabled

the constitutive model for Cam-Clay described in Ortiz and Pandolfi's paper [18] to

be implemented into SUMMIT and subsequently used for this work to model Roma

Plastilina clay.
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3.1 Finite Deformation Numerical Formulation

In this section, the underlying mathematical formulations are described, in particular

regarding modeling finite deformations.

The deformation gradient tensor F of a body relates the deformation in the current

configuration to the reference configuration,

x- Ovp (3.1)
dX -X 3

where X is the material point in the reference geometry, xi is the material point

in the current displacement geometry, and <p(X, t) the Lagrangian description of the

displacement vector using material coordinates.

The Jacobian of the deformation gradient tensor relates the change in volume in

the current configuration to the volume in the reference configuration and is defined

as the determinant of F,

J = detF (3.2)

The First Piola-Kirchhoff stress tensor expresses stress relative to the reference

configuration and relates forces in the current configuration with areas in the reference

configuration. The relationship between the First Piola-Kirchhoff stress tensor and

the Cauchy stress tensor is the following,

Pi = JO-ikF-, (3.3)

Where P is the First Piola-Kirchhoff stress tensor, o is the Cauchy stress tensor.

For a body B0 subjected to a force per unit mass B, with a Dirichlet boundary

surface portion ODBO and a Neumann part ONBO, the problem is governed by the

linear momentum balance equation,

PoP = VO .pT +poB in BO (3.4)

Where po is the initial density and (b is the acceleration. Equation 3.4 is expressed
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in the strong form [23]. The weak form can be obtained by multiplying by a test

function Ph and integrating over the domain:

Zfj (Ph ' 6
Sh + Ph V06h)dV = pOB' ShdV JNB h S

(3.5)

where Ph is the discretized stress tensor and T is the surface traction.

3.2 Solver: Newmark Scheme

The numerical solver used in this work to evalute the dynamic response of solids is

the lumped mass matrix Newmark method expressed in equations 3.6, 3.7 and 3.8,

with the Newmark parameters / and -y set to 0 and 0.5, respectively.

xn+1 n + At" + [At2 - :in + }n+ (3.6)

in+1 a +5,n [(1 - ) + _n+1] (3.7)

Xn+1 = m [fe - fi]n+l (3.8)

where x is, At is the time step, M is the lumped mass matrix, f' is the external

force, and fi is the internal force.

3.3 Contact Algorithm

A contact algorithm is used in the ballistic simulations described in Chapter 4 and

5. The contact algorithm described in this section is a key feature that is required to

prevent interpenetration of bodies that come into contact and is used to determine

the contact forces.

A variety of algorithms in literature exist to solve contact problems using finite
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element simulations [33]. The two most common algorithms are the Lagrange mul-

tiplier method and the penalty method. While the Lagrange method can lead to

better results for contact problems in certain situations, the penalty method is often

the more popular choice. This is due to the simple and robust nature of penalty al-

gorithms. An important consideration when using a penalty algorithm is the correct

choice for the penalty parameter. The penalty parameter determines the amount of

contact force that is generated during contact and is set by the user. A bad value for

the penalty parameter can lead to an ill-conditioned system and inaccurate simulation

results. A too low value for the penalty parameter can lead to the contacting bodies

interpenetrating, while a too high value can lead to instability in the simulation.

In this work we adopt a contact algorithm based on penalty methods. For a given

simulation, the contact algorithm is setup to include an impacter and a mesh object.

The impacter is modeled as a rigid sphere that cannot deform on contact with the

mesh object. The radius and mass of the sphere are set by the user and remain

constant throughout the simulation. The user also provides the initial position of the

center of the sphere relative to the mesh object as well as the initial velocity of the

sphere.

At every time step in the simulation, the contact algorithm loops over all the

quadrature points located on the surface of the mesh object and determines their

position relative to the position of the center of the rigid sphere. If the distance, d,

between the positions of each quadrature point and the position of the center of the

sphere is more than the radius of the sphere, then there is no contact and the contact

algorithm does nothing. If, however the distance between one or several quadrature

points is less than the radius of the sphere, the impacter and the mesh object are in

contact and the contact algorithm determines the resulting contact force.

An illustration of this process is as follows. The amount of contact, or inter-

penetration delta (3), that a quadrature point has with the sphere is calculated by

subtracting the distance d, which is the distance between that quadrature point and

the center of the sphere, with the radius of the sphere r (Figure 3-1).

The amount of interpenetration 3 is multiplied by the given penalty parameter
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delta = r - d

Impactor

Interpenetration
Zone

Mesh Object

Figure 3-1: Illustration of the penalty contact algorithm

p to determine the resulting initial magnitude of the contact force Fpenaity that is

assigned to that quadrature point (see Figure 3-2 Equation 3.9).

Fpenalty = 6 * p (3.9)

This process is repeated for each quadrature point that is in contact with the

sphere (Figure 3-2). Before applying the individual contact forces to the quadrature

points, the initial contact forces are weighed and their magnitudes are adjusted ac-

cording to the sizes of the elements the quadrature points belong to. After this weigh-

ing process the forces are applied to each quadrature point as Neumann boundary

conditions. The resulting directions of the force vectors applied to each quadrature

point are pointing away from the center of the sphere, causing the mesh object to

deform away from the sphere.

The reaction force acting on the the sphere is equal and opposite to the assembled

forces seen by the mesh object and the reaction force is used to compute the dynamics

of the sphere according to Newton Laws (Figure 3-2).

In the next time step, the new position of the impacter and the deformation state
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of the mesh object are known, and the time integration continues until the final

simulation time is reached.

Force acting on
quadrature point

individual forces are
assembled into one
global force vector

Figure 3-2: Illustration of penalty algorithm
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Chapter 4

Model Calibration

In the process of implementing a constitutive model it is critical to calibrate the

material parameters.

The constitutive model for Roma Plastilina clay described in Chapter 2 has 11

material parameters, some of which have physical meaning and some don't. The

material parameters which have a physical meaning are the density p, Young's Mod-

ulus E, Poisson's ratio v, preconsolidation pressure Pc, rate sensitivity parameter

rl, friction angle, reference temperature, thermal expansion coefficient and specific

heat/unit mass. The last three (reference temperature, thermal expansion coefficient

and specific heat/unit mass) model the thermal dependencies and effects of the ma-

terial. For this work, it is assumed that the Roma Plastilina clay has been heated to

and remains at the temperature at which it is used for experimental helmet testing.

Thus thermal effects are not considered in the analysis and the thermal parameters

of the material model do not need to be calibrated. Of the remaining 8 material

parameters, the preconsolidation pressure and friction angle are parameters inherent

to Cam-Clay theory and model pressure dependency and friction. The reference vol-

umetric strain Vref and the reference pressure Pref are the two material parameters

that do not have a direct physical meaning and are used in conjunction with the

preconsolidation pressure to set the pressure dependency of the model.

To calibrate a constitutive model, ideally simple tests such as a uniaxial compres-

sion test are used to obtain constitutive data. The resulting stress-strain curves can

37



be used to isolate and calibrate the individual material parameters one at a time.

After an extensive literature review, it is found that such constitutive level tests have

almost exclusive been performed on non-Roma Plastilina clay or on non-conditioned

clay in order to calibrate J2 plasticity models [26, 28, 29]. This was inadequate for

this work.

An alternative method to calibrate a model when constitutive data is not available

is to use more complex tests that result in compound material responses. From

a mathematical perspective theses tests are boundary value problems in which the

material has a multitude of states. Rather than using the stress-strain response at any

point in the material to calibrate individual material parameters a metric observed

in the global response is chosen and the material parameters are configured in order

to achieve the experimental results of that metric. However, the resulting set of

parameters that would fit that metric are most likely not unique.

Although the approach using simple tests is more desirably, due to lack of adequate

experimental results for Roma Plastilina clay, a complex test known as the drop test

is used to calibrate the Cam-Clay model in this work. In the following paragraphs

the details of the drop test and the metric used to calibrate the clay are described.

Prior to experimental ballistic helmet testing, the drop test is used to verify that

the clay has been appropriately conditioned (see Chapter 1). To set up a drop test

specified by the helmet test protocols the conditioned clay is filled into a 0.305 m wide

by 0.305 m long by 0.1 m high aluminum/wooden box. A 1 kg cylindrical steel mass

with a hemispherical end is dropped from a 2 m height onto the clay. After impact,

the steel mass is removed and the final indentation depth in the clay is measured

and used as a calibration metric. This process is repeated two additional times for

a total of 3 drops on one block of clay. In order for the clay to pass the drop test

calibration test, all three final indentation depths in the clay have to be 25.4+2.5 mm

respectively.

In literature, simulations of a variety of drop tests are performed and the final in-

dentation depth in the clay is used as a metric to calibrate their respective constitutive

models [17, 16, 26, 27]. In some cases, the drop test setup is varied to include dif-
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ferent impacter weights and drop heights [26, 27]. Using a range of impacter weights

and drop heights allows the calibration of the constitutive model to take into account

the loading rate dependency characteristic of Roma Plastilina clay. Buchely et al.

perform several drop tests with different setups and analyze the indentation depth of

the impacter vs. time [26]. The experimental indentation depth results vs. time show

a gradual decrease of the rate of indentation depth with no indication of an elastic

recovery of the clay.

The drop test simulation used in this work to calibrate the constitutive model

is setup according to the experimental setup specified by the helmet test protocols

described above. In addition to using the final indentation depth in the clay as a

calibration metric, the indentation depth vs. time and the shape of the clay are used.

The subsequent section describes the simulation setup.

4.1 Setup of the Drop Test Simulation

Experimental Drop Test Simulation of Drop Test
Impacter

Initial velocity = 0 rn/s

Impacter is given an

Impacter is initial velocity
2m dropped onto the corresponding to a

clay 2 m fall
Impacter

* Initial velocity = 6.261rn/s

Clay
Block

Figure 4-1: Comparison between the experimental drop test setup and the simulation
setup

Figure 4-1 shows a comparison between the experimental drop test and the sim-

ulation of the drop test. To model the test, the simulation requires setup in the

following three areas: the clay block including boundary conditions, the steel mass

impacter and the contact between the two.
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(a) full view (b) side view cut

Figure 4-2: The clay block contains 262.000 tetrahedral elements with local refinement

around the point of impact

A three-dimensional (3D) mesh using tetrahedral elements is created using Gmsh

[34] with the exact geometry of the clay block. The boundary conditions are modeled

according to the experimental boundary conditions. For experimental testing, the

box containing the clay prohibits it from expanding perpendicular to the bottom and

side surfaces respectively. Frictional effects between the surfaces of the box and clay

during lateral movements are not observed during experimental testing in part due to

the minimal amount of deformation of the clay close to the edges of the box. Thus,

a roller boundary condition is chosen to model the interaction between the box and

the clay. The top surface of the clay block is modeled as a free surface.

The mesh contains 262.000 linear tetrahedral elements and includes local refine-

ment, causing it to be divided into two loosely defined regions (Figure 4-2). The

first region is around the point of impact. During impact, the clay is compressed

and pushed away from the impacter, forming an impact crater. The mesh experi-

ences high-localized mesh distortion in this region. In order to accurately capture

the response of the clay to the impact, this first region has been highly refined on

the surface and through the volume of clay block. The second region is away from

the impact crater and includes the edges of the clay block. The important role of

this region is to accurately capture the effects due to the confinement roller boundary

conditions. Compared to the first region around the point of impact, this second

region experiences very little mesh distortion and no localized refinement is needed

there.
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The impacter used in experimental testing is a steel cylinder with a hemispherical

end. For the drop test simulation, this impacter is modeled as a rigid sphere with a

radius of 0.02225 m corresponding to the radius of the hemispherical end. The mass

of the impacter used in the simulation is 1 kg, which is equal to the mass of the

experimental impacter.

The initial position of the rigid sphere impacter is centered on top of the clay

block, with the sphere and clay block not touching. The sphere is given an initial

velocity of 6.261m/s, equal to the velocity seen by an object falling from 2m height.

Gravitational effects on the impacter are included but do not affect the result of the

simulation significantly, which was concluded after comparing the simulation results

with gravitational effects turned off.

A difference between the experimental drop test and the simulation is the shape

of the impacter (or falling mass). Using a sphere instead of a cylinder to simulate

the impacter is considered acceptable because of the following reasons. First, the

shape that comes into primary contact with the clay during experimental testing is

the hemispherical end of the cylindrical impacter. The wall of the cylinder comes

into secondary contact with the clay, mainly in the form of friction and there is some

uncertainty as to how much this friction influences the final indentation depth in the

clay. For the purpose of this work the frictional effects are assumed to be small and

thus friction between the impacter and clay has not been implemented at the time of

this work. Second, using a sphere to simulate the impacter is considered acceptable

because during or after impact, the clay does not fill in over the sphere.

To simulate the contact between the impacter and clay block, the contact algo-

rithm described in Chapter 3 is used. The contact algorithm determines the contact

force between the rigid sphere impacter and the clay. At each time step of the simu-

lation, the amount of interpenetration between impacter and clay is determined, and

the contact force is applied to both bodies. As illustrated in Figure 4-3b the applied

contact force results in a decrease of velocity of the impacter and a deformation of

the clay.
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impactor

Forces acting
on mesh object

(a) The contact algorithm determines the
forces acting on the impacter and mesh

Figure 4-3: Illustration of how the contact
using the contact algorithm

Aftf

Impactor with
updated
velocity

Deformed mesh
object

(b) Applying the forces results in a de-
crease of the impacter velocity and a de-
formation of the mesh object

between the impacter and clay is modeled

4.2 Results

The simulation results using the optimized material parameters (Table 4.1) are shown

in Figures 4-4, 4-5, 4-6, and 4-7. As can be seen, the impacter pushes into the clay

block, causing a significant amount of local deformation of the clay block and forming

an impact crater. Due to the high amount of incompressibility of the clay, the clay

bulges upwards around the point of impact and forms a mound. The final indentation

depth of in the clay is 25.8 mm.

The final shape of the clay and the final indentation depth correspond to the

results of a passed experimental drop test. For an experimental drop test, the clay

is considered calibrated if the final indentation depth in the clay is 25.4 2 mm. The

final indentation depth of the simulation is 25.8 mm, which falls into that calibration

window. The resulting shape of the clay after an experimental drop test shows a

bulging up of the clay around the impact crater, which is qualitatively captured in

the simulation results.

Friction
P E (Pa) Vref (P (a Angle

(kg/m) (Pa) (MPa) (kPa s) (degrees)

1529 750 0.4 0.5 0.75 1.0 1.0 10

Table 4.1: Optimized material parameters
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Figure 4-4: Full view of drop test simulation

Figure 4-7 shows the indentation depth in the clay vs. time in the simulation.

Current efforts are underway to obtain experimental values for the drop test for the

indentation depth vs. time, but they are not available at the time of this work. How-

ever, experimental values of the indentation depth in Roma Plastilina clay vs. time of

similar drop test experiments exist in literature [26, 27]. Although the experimental

setup and conditioning steps of the clay are different from those specified in the hel-

met testing protocols, these experimental results can be used as a qualitative measure

of the structural behavior of Roma Plastilina clay.

The experimental indentation depth in the clay vs. time shows a gradual decrease

of the rate of indentation depth with no indication of an elastic recovery of the clay. An

elastic recovery of the clay would have been evident in an overshoot of the indentation

depth vs. time results, which would mean that the final indentation depth after a

drop test is not the maximum indentation depth in the clay. Since an elastic recovery

of the clay in an experimental drop test is not observed, it is assumed that a plotted

curve of the shape of the indentation depth vs. time would show a gradual leveling
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off at the final maximum indentation depth.

Figure 4-5: Cross section view of the drop test simulation

Figure 4-6: (Cross section) Final indentation depth in the clay is 25.8 mm

The quantitative measure of the final indentation depth in the clay, as well as the

qualitative measures described in the previous paragraphs (mound around impact

zone, indentation depth vs. time) are used to compare the simulation results with

the experimental results of a drop test. They are found to be in good agreement.

As a result of the drop test simulation, the mesh experiences high-localized de-

formation and element distortion. As seen in Figure 4-8, deformation occurs almost
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Visualization of clay block after a drop
Test (impactor not shown)

Impact depth vs. time in clay

final depth

minimal 25.8mm
overshoot

gradual
9 decrease

/
Time 0 to 15ms

Figure 4-7: Indentation depth in the clay vs. tine

exclusively at the impact region while the elements away from that region experi-

ence little to no deformation. The elements immediately at the impact region are

severely distorted in order to achieve the final indentation depth of 25.8 mm. This

high-localized distortion is made possible by two important features in the simulation

and model setup: the use of linear elements and the loosening of the tolerance in the

plastic strain convergence in the Cam-Clay constitutive model.

(a) full view (b) side view

Figure 4-8: The mesh object experiences high-localized deformation and
distortion around the impact crater

element

The high distortion of the elements in the impact region causes a "squashing", in
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(a) Quality of elements around the impact (b) Poor quality elements around the center

crater of impact

Figure 4-9: The high distortion of the elements reduces the quality of the elements

severely

which the elements experience a significant reduction in volume and quality. When

this reduction in volume becomes extreme, the use of linear elements prevents an

interpenetration of these elements. All attempts at using higher order elements during

drop test simulations failed, because the critical time step became too small or went

negative. The high distortion of the elements reduces the quality of the elements

severely. As seen in Figure 4-9, the quality of the elements immediately around the

center of impact are orders of magnitude worse than the quality of the rest of the

elements. Even while using linear elements, this reduction of quality of those elements

causes the critical time step of the simulation to decrease as well, albeit at a lesser rate

than while using higher order elements. Furthermore, as seen in Figure 4-9b, there

are a few elements whose quality has decreased substantially more than the others.

Those elements, colored in red, came close to failing, which would have caused the

simulation to fail. Optimizing the mesh quality, in particular around the impact

region, decreases the number of elements that end up close to failure and causes the

simulation to run more smoothly.

The other feature that enables the high distortion of the elements is a loosening of

the tolerance value in the plastic strain increment iteration in the constitutive model.

The plastic strain increment in the model is determined using a Newton-Raphson

iteration. The Newton-Raphson iteration converges on a value of the plastic strain

increment, which is used to compute the plastic strain in the model. The convergence
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occurs by meeting a tolerance value, which was initially set at a very tight tolerance.

Initial drop test simulations continued to fail, and it was found that although the

Newton-Raphson iteration had converged, it had not reached the tight tolerance value.

A loosening of the tolerance value enables the model to accept the converged value

for the plastic strain increment, allowing for the drop test simulation to run without

failure and enabling high element distortion.

Furthermore, reducing the tolerance value is considered acceptable after compar-

ing the results of a separate constitutive level test using different tolerance values.

The hydrostatic compression test, which is used to verify the implementation of the

Cam-Clay model as described in Chapter 2, is performed using a range of tolerance

values. The resulting volumetric deformation curves for the tests using different toler-

ances values are nearly identical. Slight, oscillating deviations around the volumetric

deformation curve obtained by the original tight tolerance value are observed. These

oscillations around the original curve are very small and approximate the plastic

strain increment well. However, for too loose tolerance values, the oscillations go

unstable and the test fails. Thus, reducing the tolerance value to a certain degree is

considered acceptable in providing the necessary close approximation of the plastic

strain increment and enabling the drop test simulation to run.
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Chapter 5

Simulations of Helmet Test Protocols

Before being delivered to the soldier, combat helmets are evaluated following the hel-

met test protocols [1]. These protocols specify a number of standardized experimental

tests, which include ballistic and non-ballistic tests, and are performed on combat hel-

mets in order to obtain measure of their effectiveness to stop a threat to the head.

During ballistic testing, each helmet is shot five times in five separate locations (front,

back, both sides, and top), and the resistance to penetration by the projectile and

the helmet backface deformation signature are used as a metric to evaluate helmet

performance.

In order to record and measure these two metrics, Roma Plastilina clay is used as

a ballistic witness material, as described in Chapter 1. According to helmet test pro-

tocols, the helmet is placed on the Aberdeen Test Center (ATC) headform consisting

of a metal frame and Roma Plastilina clay, as seen in Figure 5-la [1]. The metal

part of the headform has a base and four protruding petals, forming the overall head

shape. The clay is filled into the slots between the petals and close attention is placed

on matching the overall topology of the headform as described by the metal frame.

The metal part of the headform with the petals is designed such that during impact

in all five locations, the resulting backface deformation of the helmet primarily comes

into contact with the clay, not the petals, which allows the clay to record the resulting

maximum indentation depth and any potential penetration by the projectile.

There are a number of concerns with current helmet test protocols, with the
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major one being that there appears to be no direct correlation between the current

test metrics and head/brain injury [1]. In particular, the current threshold values for

the maximum allowed indentation depth in the clay after impact seem to be mainly

based on historical helmet testing precedents [1]. Other deformation results seen in

the clay such as the overall shape of the impact crater and the indentation rate could

also potentially be appropriate metrics to use for helmet testing.

Next to the apparent lack of injury correlation, another concern is that the maxi-

mum indentation depth in the clay may be influenced by the current headform design

with the size and spacing of the metal petals potentially altering the flow of the clay

during impact. Furthermore, the spacing between the petals that form the slots might

be smaller than the size of the helmet backface deformation, which means that the

helmet came into contact with the metal, thus reducing the maximum indentation

depth in the clay. Another concern is that there is only one headform size currently

used for testing all helmet sizes. This difference in helmet sizes affects the standoff

distance between the helmet and headform and may further influence the resulting

recorded backface deformation.

Several efforts have been proposed to redesign the headform and help address

some of the before mentioned concerns [1]. One suggested alternative to the current

headform design is using five different headform designs that are specialized for the

impact locations. This method would eliminate the metal petals and any possible

influence they may have on the backface deformation. Another suggestion to improve

helmet testing methodology is to use different size headforms corresponding to the

helmet sizes thus creating a consistent standoff distance between the helmet and clay

irrespective of helmet size.

In an effort to further investigate these concerns and improve helmet test pro-

tocols, simulation and modeling work has been proposed. The insights gained from

modeling the helmet test protocols including the headform can be used to complement

experimental testing. In literature, there are a few sources that use clay as a witness

material to model armor and helmet backface deformation signatures [16, 171. Li et al.

develop a simplified headform model that is based on current helmet testing protocols
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[17]. Their model includes the metal frame of the headform, Roma Plastilina clay

and a helmet shell without pads. Their constitutive model for the clay is provided

by a commercial code, and a separate drop test simulation is used to calibrate the

given material parameters for their model. For the helmet, they use an orthotropic

elasticity model along with a progressive damage model. Li et al. perform impact

simulations using the headform model and are able to obtain a measure of the helmet

backface deformation in the clay for three different impact locations to the helmet:

frontal impact, crown impact and ride-side lateral impact.

In this work, a detailed CAD model of the headform with clay is developed using

the scanned geometry data from the experimental headform. Ballistic impact simula-

tions are performed on the full headform assembly including the metal frame, Roma

Plastilina clay and a helmet with pads. The constitutive model described in Chap-

ter 2 is used to model Roma Plastilina clay. Ballistic impact simulations using the

headform assembly are performed in conjunction with simulations on a human head

model. The intracranial pressure distribution in the human head is compared to the

pressure distribution in the clay and the differences in the responses are highlighted.

This simulation work provides a tool for future efforts at correlating deformation re-

sults in the clay to head injury and offers insights on the before-mentioned concerns

regarding current headform design.

5.1 Headform and Helmet Model Creation

A full three-dimensional (3D) model of the headform test assembly is developed. The

model is based on scans of the geometry of the experimental assembly and is specified

in an IGES file. The IGES file contains the topological lines of the metal part of the

head form and the topological surface of the clay.

Initial tries at creating a model from the IGES files using SolidWorks [35] and

ANSYS [36] failed. The inability to create a model from the IGES file without

any modification is due to inaccuracies in the scanned geometry. There are several
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(a) Experimental headform with (b) Repaired SolidWorks model of
Roma Plastilina clay the headform

Figure 5-1: Current headform shape used for helmet testing

repetitive topological lines describing the same edge of the headform, which causes

them to be identified as open seams. Other topological surface features in the IGES

file are either not accurately modeled as surfaces by SolidWorks and ANSYS, or are

missing, creating open holes. These open seams and holes prevent SolidWorks and

ANSYS to accurately recognize the headform as a solid volume. Instead, the headform

is seen as a collection of individual line pieces and small faces. Furthermore, the clay

part of the headform is seen as two disjointed clay surfaces. Both clay surfaces are

neither connected to each other nor to the metal frame of the headform, but are

floating slightly above it as seen in Figure 5-2.

Several steps are taken using SolidWorks and ANSYS in order to create a full 3D

model of the headform from the IGES file. The approach is as follows:

" Focus on repairing the metal headform first (patch all the holes and seams,

repair and/or replace bad faces) and create a volume

* Using the patched up metal headform as a foundation, add surfaces to create a

volume for the clay and to achieve conformity between bodies
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Missing surfaces
in headform

Misalignment and
disconnect between the

clay surfaces and the
metal headfbrm

Figure 5-2: Unrepaired headform model

" Modify the added clay surfaces to match the given topology

" Add a helmet to the headform and assure mesh conformity

To repair the metal headform, SolidWorks is used to patch the larger holes and re-

place missing surface pieces. To do this, the SolidWorks tools "compound curve" and

"boundary surface" are used. "Compound curve" lets the user combine the line pieces

surrounding a hole into larger curves. The tool "boundary surface" takes these newly

created compounded curves and uses them as boundary edges to create a correspond-

ing boundary surface matching the surrounding topology. The same methodology

that is used to patch the larger holes is used to repair individual intersecting faces.

The tool "delete face" lets the user delete any bad faces, creating an open hole that

can be patched using the above mentioned tools. These tools are also used to repair

seams along the rounded edges of the headform. After all the larger bad geometry

features are repaired, SolidWorks and ANSYS are used to patch the smaller features

using their automated repair tools. Those tools automatically detect and repair holes
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and seams. and are useful for smaller bad geometry features but often fail for larger

ones.

After the above mentioned steps are performed, ANSYS is used to create a volume

mesh of the metal headform. The purpose of creating this volume mesh is to verify

that all the initial holes and seams have been patched and that the repair of the

headform is successful. The volume mesh is shown in Figure 5-3.

Patch holes

Stitch seams
along edges

Repair individual
intersecting faces

Figure 5-3: Repaired metal headform

The next step in order to create a complete model of the headform is to add the

clay part. The repaired metal headform is used as a foundation to create the clay

body. Similar to what happens during experimental testing, this process can be seen

as filling the clay into the slots provided by the metal petals. This is achieved by

using the edges of the metal headform as boundary curves and creating boundary

surfaces spanning the petals. This process is very similar to the process used to

patch open holes. The newly created boundary surfaces enable the creation of a

bounded volume for the clay body. As seen in Figure 5-4, the clay boundary surfaces

are modified accordingly in SolidWorks to match the topology of the disjointed clay

surfaces provided by the IGES files. After creating the clay volume, ANSYS is used

to successfully create a 3D mesh of the headform with clay, thus verifying the repair
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of the model. Mesh conformity between the clay and metal is assured since they share

boundaries.

Adding the Clay
Insert boundary
lines spanning
the headform

Body to the Headform

Seal off any
remaining large

holes by inserting
surfaces

Stitch smaller
holes/seams
using ANSYS

tools

Insert surfaces that
use the headform as

boundary
dgs/surfaces to
acive conformity

Modify curvature of
boundary lines to

match given
geometry

Modify curvature of
surfaces

Combine line
pieces along the
curved sections

to form a
continuous
boundary

Add clay surfa
headform as b
successfully c
volume/body

ces that use the
oundary surfaces to
reate a conforming clay

neRefineb ten

the clay surfaces
and rounded

edges of headform

Modify clay surfaces and interfaces
to match given geometry

Figure 5-4: Steps detailing the process of adding clay

After the model for the headform with clay is successfully repaired, a helmet with

pads is included in the model. The helmet used is a CAD model of a current combat

helmet. A SolidWorks assembly involving the headforn and helmet is created, and

the helmet is placed on top of the headform. Close attention is put on achieving

connectivity between the helmet pads and the headform. This connectivity is vital in

assuring future mesh conformity between the individual mesh objects making up the

helmet-pads-headform model. Connectivity is achieved in the SolidWorks assembly by

placing the helmet on the headform such that the helmet pads slightly interpenetrate

both the helmet and the headform. Subsequent meshing performed in ANSYS detects

this interpenetration and treats the interpenetrating bodies as one continuous mesh

object.

During the meshing process in ANSYS, the program assigns a separate material

to each part used in the SolidWorks assembly that has a volume. This means that

ANSYS recognizes the helnet shell, the individual pads, the metal part of the head-
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form and the clay part of the headform as separate volumes and assigns them separate

materials. ANSYS also sees the interpenetrations between the pads and the helmet

shell, as well as between the pads and headform as separate materials. After meshing,

the user needs to work through the list of created materials and collect them in order

to form one material group for all the pads, one for the helmet, one for the metal

part of the headform and one for the clay part. This involves identifying the created

materials due to the interpenetrations, followed by correctly assigning which material

groups they belongs to. For all the cases of interpenetration of the pads with the

surrounding bodies, the created material due to this interpenetration is assigned to

the other body - in the case of a helmet and pad interpenetration, the material is

assigned to the helmet material; in the case of a headform and pad interpenetration,

the material is assigned either to the clay or to the metal material group. The as-

sumption here is that placing the helmet on the headform in an experimental setting

would involve some compression in the pads as the weight of the helmet settles on

the headform. Furthermore, it is assumed that the helmet would not be a perfect

fit causing the standoff distance between the helmet shell and the headform to vary,

resulting in some pads being compressed more than others. Keeping this in a mind,

a "compression" of a pad in the model due to interpenetration is never greater than

a few millimeters, which is a fraction of the original pad thickness (19 mm).

After correctly assigning the created materials to one of the four material groups

(helmet shell, pads, metal headform, clay) the process of creating a headform assembly

model with helmet is complete. The completed model for the headform assembly and

mesh containing 730,000 tetrahedral elements is shown in Figure 5-5.

As can be seen in Figure 5-5, localized mesh refinement exists around small ge-

ometric features such as along edges and sharp curves. This kind of refinement is

an automated process in ANSYS in order to respect detailed topological features of

the model. Although a certain degree of this kind of refinement is unavoidable and

desirable, the mesh for the headform contains refinement at some locations that is

not needed, for example around the chin and bolt holes. The metal part of the head-

form experiences little or no deformation during testing and respecting the original
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topology there does not affect the simulation results.

(a) Headform with clay (b) Headform with clay and

helmet pads

Figure 5-5: Completed model for the headform assembling including clay and combat
helmet

Future improvements to the headform assembly mesh should include localized

mesh refinement at the locations where an impacter strikes the helmet, and through-

out the clay part of the headform. Localized refinement around the impact zone(s)

and throughout the clay enables the simulation to better capture the response of

the model. Furthermore, future headform assembly models should include differ-

ence helmet sizes and different helmet types. The methodology in creating the hel-
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met/headform described in this work allows this flexibility and can be applied to

create the different models.

5.2 Ballistic Impact Simulation to Record the Hel-

met Backface Deformation Signature in the Clay

In this section, a ballistic impact simulation using SUMMIT is performed on the

developed headform assembly model.

As previously described, during ballistic helmet testing according to the helmet

test protocols the combat helmet is shot five time in five different locations (front,

back, both sides and top). The projectiles are 9 mm rounds fired from a rifle-like as-

sembly. Ideally to simulate these ballistic impacts a model is needed that incorporates

all the components necessary to capture the physics of the impact. The components

would include validated constitutive models for the clay, helmet shell and helmet

pads, a model for the projectile that captures all the physical characteristics of the

real world bullet (shape, mass, velocity), and an algorithm to compute the contact

between all objects involved, among other things. The ultimate purpose of such a

simulation would be to model a real world ballistic impact to obtain validated results

for the helmet deformation and backface deformation signatures in the clay.

The work presented in this document serves to lay the groundwork for achieving

this purpose. To this end an important step is a proof of concept in developing

the capability to model a ballistic impact to a helmet and modeling the backface

deformation signature of the helmet in the clay. To reach this step, it is crucial to use

a suitable constitutive model for the clay, while the model for the helmet and pads

needs to only approximate their structural behavior. However, the current setup for

the headform model assembly in this work provides the capability for future work to

easily switch out any of the constitutive models for more complex models that are

specifically designed for modeling a combat helmet and pads.

In the ballistic impact simulation described in this section the following the con-
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stitutive models are used for individual components of the headform assembly. For

the clay part of the headform, the Cam-Clay model described in Chapter 2 is used.

The material parameters for this model are the optimized material parameters de-

termined after calibrating the clay using the drop test, as described in Chapter 4.

The optimized material parameters are shown in Table 5.1. For the metal part of the

headform and for the helmet, a J2 plasticity model is used with elastic parameters

similar to steel (Young's Modulus of 200 GPa, Poisson's Ratio 0.4 and density of

7830 kg/m 3 ). The reason for choosing the J2 plasticity model for the helmet is that

the model is well suited for capturing large localized (plastic) deformations expected

during the impact with the projectile. For the helmet pads, a Neohookean material

model is used due to its ability to capture large elastic deformations with the material

parameters being 8.44 MPa (Young's modulus), 0.2 (Poisson's ratio) and 61.3 kg/m3

(density). These parameters correspond to the parameter used in previous simula-

tions with helmets performed by Prof. Radovitzky's research group to model helmet

pad compression.

To model the ballistic impact, the contact algorithm in Chapter 3 is used to de-

termine the contact forces acting on the headform model assembly and the projectile.

The projectile is modeled as a rigid spherical impacter rather than matching the

precise physical characteristics of the bullet used in experimental testing, a decision

that is considered sufficient in achieving the fundamental goals of this work. To this

end the mass of the impacter and the velocity at which it travels are specified such

that upon striking the helmet, the impacter has enough kinetic energy to cause the

helmet to deform and hit the clay underneath. The specifications of the impacter

are as follows, the impacter is a rigid steel sphere with a radius of 1.5 cm travelling

horizontally towards the headform assembly model at 200 m/s. A single impact to

the front of the helmet is modeled and this impact location follows the helmet test

protocols. The boundary conditions for the headform assembly model are fixed at

the bottom and free everywhere else, and the total simulation time is 1 ms.
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Figure 5-6: Frontal impact simulations are able to model the lielinet backface defor-
mation and record the deformation in the clay

Friction
P E v Pref Vref PC 7 Angle

(kg/in 3 ) (Pa) { (MPa) (kPa s) (degrees)

1529 750 0.4 0.5 0.75 1.0 1.0 10

Table 5.1: Material parameters used for the clay in the headform assembly model

(a) The maximum measured back- (b) Stress distribution throughout the clay suggests

face deformation signature in the that the headform and helmet influence the flow of

clay is 8 mm. The deformed clay the clay

and the original undeformed clay
are shown side by side

Figure 5-7: Simulation results in the clay

The results for the frontal impact simulations are shown in Figure 5-6. Upon

impact the helmet deforms locally and deflects the impacter. The deformation of
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the helmet compresses the helmet pad and leaves its backface deformation signature

in the clay. Upon reaching maximum deformation, the helmet shell recovers, but

leaves a plastic deformation crater in the clay. The maximum measured backface

deformation signature in the clay is 8 mm, as seen in Figure 5-7a. The metal part

of the headform experiences little deformation and primarily acts as a boundary for

the clay. The qualitative simulation results are consistent with observations from

experimental helmet testing.

As it can be seen, the simulation can successfully model a ballistic impact to the

helmet, the helmet backface deformation and the recorded backface deformation in

the clay. In order to validate the model using experimental helmet testing results,

a better constitutive model for the helmet shell and pads are needed. Although

the simulation remains un-validated to experimental helmet testing results, it offers

valuable qualitative observations gained from the overall deformation behavior in the

clay. The following qualitative observations can be gathered:

" The total deformation area in the clay seems to border the metal petals, sug-

gesting they might have influenced the indentation results in the clay. This

observation supports the concern in experimental helmet testing that the cur-

rent headform shape affects and potentially reduces the indentation result in

the clay.

* The metal part of the headform seems to be affecting the flow of the clay

by affecting the stress distribution throughout the clay, as seen in Figure 5-

7b. Looking at a snapshot of the cross section of the clay and showing the

magnitude of the stress distribution, it is observed that stress concentrations

occur at the interfaces between the clay-and-metal, and clay-and-helmet. This

suggests that the part of the clay opposite the side of impact still experiences

the effects from it. Furthermore, a slight push-out of the clay towards the back

of the headform was observed, further supporting the concern that the shape

of the metal frame influences the response of clay. The stress concentration in

the clay at the interface of clay-and-helmet opposite the impact side suggests
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that the helmet influences the flow of the clay as well by reducing the amount

the clay that is pushed out of the headform in the back.

5.3 Comparison between Clay Deformation/Pressure

and Intracranial Pressure in the Human Head

In this section, the results of two ballistic impact simulations are presented. Both

simulations model a projectile impacting the top of the helmet in the location specified

in the helmet test protocols. One simulation uses the headform assembly model, and

the clay deformation results as well as the pressure distribution results in the clay over

time are presented. The other simulation uses a model of the human head, and the

intracranial pressure distribution in the brain over time is shown. Both simulations

have the same setup, which allows for initial comparisons of the simulation results.

Performing two simulations side by side, one using the setup according to the

helmet test protocols and the other using a human head model enables valuable

results to be collected for initial and future injury correlation research. Not only does

this enable the backface deformation signature recorded in the clay to be compared

to pressure and deformation results in the human skull and brain, but it also allows

for an inside look into what is happening in the clay and brain during impact, which

is either extremely difficult or impossible to obtain experimentally.

The model of the human head with helmet was developed by the Defense and Vet-

erans Brain Injury Center and MIT 114]. It includes a complex mesh and captures a

high amount of detail of the head and brain region as seen in Figure 5-8. In past sim-

ulations, this model has been used to investigate the effect of blast pressure waves to

the brain [14, 15]. It uses a Tait equation of state to model the responses of the brain

tissue components and a Mie-Gruneisen/Hugoniot equation of state for the skull,

which provide a suitable level of approximation of describing pressure wave propaga-

tion through the human head. The details of the material models are described in

[14]. A difference between the human head model and the headform assembly model
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is the type of helmets used. While the profiles of both helmets are very similar to

each other, the main difference is that the combat helmet in the headform model has

a slightly thicker shell than the helmet in the human head model.

(a) full view (b) cut view

Figure 5-8: The human head model captures a high amount of detail of the head and
brain region

The setup for ballistic impact simulations is as follows. A steel ball with a radius

of 1.5 cm and is traveling at a velocity of 50m/s downwards to impact the top of the

helmet. To model the contact between the steel impacter and the helmet the contact

algorithm described in Chapter 3 is used. The total simulation time is 1ms. With

exception of the helmet shell, the constitutive models used for the headform assembly

model are identical to the constitutive models used in the frontal impact simulation

described in the previous section. For the helmet shell a Neohookean material model

is used with the material parameters of 1.24 GPa (Young's modulus), 0.36 (Poisson's

ratio) and 1440 kg/m 3 (density), which corresponds to the constitutive model and

parameters used for the helmet shell in the human head model.

The simulation results for the clay headform are shown in Figure 5-9. The steel

impacter hits the top of the helmet, causing the helmet to deform downwards and

to leave its backface deformation signature in the clay. The deformation signature

is shown in Figure 5-11 and the maximum magnitude of the deformation in the clay

is 4.6 mm. After deforming the clay, the helmet recovers elastically. The simulation

results for the human head model are shown in Figure 5-9. The steel impacter hits

the top of the helmet, which causes it to deform and hit the skull. The stiff skull
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bone takes the majority of the load transmitted from the helmet and pads, while only

deforming slightly.

Looking at a cross section of the human head model, it is evident that although

the skull bone deforms little due to the impact, the load transmitted into the brain is

significant. As seen in Figure 5-10, the brain experiences intracranial pressures greater

than 3 MPa, which is an indicator to suggest a possible concussion [1]. Furthermore,

strong pressure gradients exist in the brain caused by pressure waves traveling through

the brain and being reflected back off the skull. When looking at a cross section of the

clay headform (Figure 5-10), the pressure distribution in the clay offers a different

picture than the pressure distribution in the human brain model. After impact, a

pressure wave travels downwards through the clay. Upon reaching the bottom of the

clay body bordering the metal part of the headform, the pressure wave is reflected

back upwards. The pressure waves travelling to the sides of the clay body are only

partially reflected off of the four metal petals of the headform. When compared to

the brain, the pressure waves seen in the clay have a more uniform and distinct shape,

similar to waves seen in a pool of water after dropping a pebble into it.

Further analysis can be done on plotting the pressure values at different points in

the clay and in the brain. Suitable such points need to be identified, which involves

additional research on the biomechanics of the brain. The pressure curves at those

points can give more insight in how the wave propagates through the brain and can

show how the reflected pressure waves seen in Figure 5-10 interact with each other.

The wave-interaction and resulting peak pressure values might also be a key aspect

in understanding how the confinement boundary condition of the skull affects the

pressure wave and can lead to efforts to redesign the clay headform to better capture

this boundary condition for all impact test locations.

The brain has a complex structure and is made up of different tissues with

vastly different material properties. By contrast, the clay has a uniform "structural

makeup". These differences are responsible for the discrepancy of the wave speed

at which the pressure waves travel. The bulk modulus of the clay is more than an

order of magnitude smaller than the bulk modulus of the brain, which causes the
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pressure wave in the brain to travel at a greater speed than in the clay. This should

be taken into consideration when considering future more biofidelic test protocols for

protective helmets.
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Figure 5-9: Ballistic impact simulation results for the clay headform and human head
model
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Figure 5-10: Pressure distributions as seen in cross-section images of the clay head-
form and human head model
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Figure 5-11: The helmet backface deformation signature captured in the clay is shown
along side the original undeformed clay (helmet not shown).
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Chapter 6

Conclusions

The objective of this work was to develop a comprehensive computational framework

for the simulation and analysis of the helmet test protocols. To this end I have done

the following:

" A material model has been implemented that is suitable to capture the struc-

tural behavior of Roma Plastilina clay. The model is based on the Cam-Clay

theory and uses a variational approach to determine finite plastic deformations.

Cam-Clay is used for soil like material and is able captures important character-

istics seen in Roma Plastilina clay. The material model shows a high robustness

and allows for high mesh distortion, which are features that are critical in order

to capture the large plastic response typical for clay-like material. Constitutive

level tests are performed to verify the implementation of the material model.

" A drop test simulation is used to calibrate the constitutive model for the clay.

In addition to using the final indentation depth of the falling mass during an

experimental drop test, qualitative indentation results vs. time and the resulting

shape of the clay are used, allowing for an improved calibration of the clay

model.

" Using linear elements and loosing the tolerance level by a reasonable amount

significantly improves the robustness of simulations involving high mesh distor-

tion. These adopted measures alter the simulation results only minimally.
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" A detailed headform model that is based off the scanned geometry of the NIJ

headform is developed. The headform model offers the flexibility to incorporate

different size helmets and helmet types.

" Ballistic impact simulations on two locations (front and top) are performed on

the headform model wearing a combat helmet. The simulations are success-

fully able to model ballistic impacts to the helmet and the helmet backface

deformation signature in the clay.

* The results from these impact simulations are compared to results from impact

simulations on a human head model. The intracranial pressure distribution in

the human head is compared to the pressure distribution in the clay.

The following observations are gathered from the ballistic simulation results:

" The total deformation area in the clay seems to border the metal petals, sug-

gesting they might have influenced the deformation results in the clay.

" The metal part of the headform and the helmet seem to be affecting the flow of

the clay by affecting the stress distribution throughout the clay.

" The pressure distribution over time throughout both the clay headform and

human head model differ significantly from each other. This is caused by a

number of factors including the heterogeneous structure of the brain compared

to the uniform structure of the clay, the difference in containment boundary

conditions, and the difference in celerity.

The simulations and modeling performed in this work offer advanced tools to

support analysis of current and future helmet test protocols. Future work can use the

methodologies and tools presented in this work and build upon them for subsequent

research on helmet testing.

While the constitutive model used in this work displays the strong capability

to model the structural response of Roma Plastilina clay, additional tests and data

should be used to further calibrate the material model. Regarding using the drop test
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as a calibration test, accurate experimental indentation depth vs. time data in the clay

should be incorporated. Furthermore, the use of surface geometry scans to measure

the crater in the clay around the point of impact would offer more quantitative data on

the shape of the clay. Next to the drop test, additional tests with higher strain rates

should be used to calibrate the constitutive model. These tests could include a ballistic

impact test on a flat metal plate backed by clay. The experimental indentation depth

in the clay vs. .time and the shape of the clay due to the backface deformation of

the metal plate could be used to calibrate the clay to strain rates occurring during

ballistic testing.

Besides further calibrating the clay, future work should include using more appro-

priate constitutive models for the helmet and pads that can more accurately capture

their responses and that enable a future validation of the simulation results to take

place.

The tools and models presented in this work could also contribute to research on

developing transfer functions and scaling laws. The deformation results obtain in the

clay during helmet testing could be correlated to injury to the human head via such

transfer functions.
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