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Abstract

The study of regular expressions, possibly extended with operators other than the
usual union, concatenation and star, has traditionally focused on closed expressions,
I.e. expressions not containing free language variables. In this thesis we consider open
expressions (I.e. expressions that may contain language variables) and the problem
of deciding valid equations between them.

In particular, we study constant-free shuffle-intersection regular expressions, that
is, expressions containing only language variables and using the shuffle and intersec-
tion operators in addition to the usual union, concatenation and star.

We prove the decidability of valid equations and in-equations between such expres-
sions. This result is achieved introducing a new semantics for constant-free shuffle-
intersection regular expressions. We prove that our semantics is correct and fully
abstract. We then reduce the problem of deciding if two expressions have the same
semantics to the equivalence problem of finite state automata.
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Chapter 1

Introduction

We investigate the problem of deciding valid equations and in-equations between open regular expressions extended with the shuffle and intersection operations, motivated by the use of formal languages as a model of computation in process algebra \([4, 12, 11]\).

Regular expressions have been widely studied and considerable progress has been made in the classification of the computational complexity of decision problems involving closed regular expressions, possibly including operators on languages other than the usual union, concatenation and star \([10, 6, 13, 2, 7]\). All these results concern closed expressions, that is expressions not containing free language variables.

If we allow language variables in expressions, little is known about decidability problems involving extended regular expressions: for most such problems decidability is still an open question.

The main result on open expressions (i.e. expressions containing language variables) is a folk theorem on valid regular identities stating that to decide if a regular identity with free language variables is valid, one can treat the variables as symbols and decide if the closed identity is true (see chapter 3 for more details).

This folk theorem holds only for regular expressions: as soon as other operations are allowed (e.g. shuffle or intersection) the folk theorem is not longer true. The regular operations of union, concatenation and star express the programming constructs of non-deterministic choice, sequential composition and iteration, thus taking into account only the sequential aspects of computation. Algebraic approaches to modeling
concurrent computation, mainly Milner's CCS and Hoare's CSP, also include at least a parallel composition operator which allows processes to be executed concurrently, possibly interacting through communication or synchronization actions.

In this thesis we consider open regular expressions extended with shuffle and intersection. The shuffle operator [3, 7, 8, 1], also called interleaving, has been studied as a model of concurrency and represents the simplest case of parallel composition. Namely, it represents the case when two processes are executed in parallel independently of each other, i.e. without any communication between them taking place.

Also intersection can be interpreted as a special case of parallel composition, this time with interaction. Two processes being composed with the intersection operator run in parallel, but are required to synchronize on all actions they perform.

Recently, valid equations between regular expressions with shuffle have been proved to be decidable [8]. In [9] is raised the open question if valid equations between regular expressions with intersection are decidable. A partial result in this respect has been proved by [Scott 4/1994]: valid equations with concatenation, union and intersection are decidable.

In this thesis we solve the decidability problem for valid equations between constant free open regular expressions with shuffle and intersection, that is expressions containing only language variable symbols and using the usual regular operations of union, concatenation and star extended with shuffle and intersection.

In [9] it is conjectured that the solution of the validity problem for regular expressions with shuffle and intersection would solve the open question about expressions with general communicating parallel composition. In chapter 6 we show that this conjecture is indeed very close to the truth: CSP parallel composition operation can be expressed in terms of shuffle and intersection when also renaming and hiding operators are available.

The rest of this thesis is organized as follows. In chapter 2 we review some notation. In chapter 3 we recall the folk theorem on open regular equations. In chapter 4 we present a fully abstract semantics for constant-free shuffle-intersection regular expressions. In chapter 5 we prove that valid inclusions between constant-
free shuffle-intersection regular expressions are decidable. Chapter 6 concludes with a discussion of some open problems. The automata construction used in chapter 5 is described in the appendix.
Chapter 2

Notation

We use the standard definition of regular expression [5] extended with the shuffle and intersection operations [3, 2]. We consider open expressions, that is expressions that may contain language variables. Namely, open shuffle-intersection regular expressions are defined by the grammar

\[ E = a \mid x \mid E + E \mid E \cdot E \mid E^* \mid E\|E \mid E \cap E \]

where \( a \) ranges over an alphabet \( \Sigma \) of constant symbols and \( x \) ranges over a set \( V \) of variable symbols. Unless otherwise stated, the sets \( \Sigma \) and \( V \) are always assumed to be denumerable.

The set of all languages over \( \Sigma \) is denoted \( 2^\Sigma^* \). The empty string is denoted \( \epsilon \). All operations on regular expressions are interpreted over formal languages in the usual way (see table in figure 2-1). Each constant symbol \( a \in \Sigma \) is interpreted as the constant language \( \{a\} \). A closed expression is an expression that does not contain variable symbols. Closed expressions evaluate to languages in \( 2^\Sigma^* \) in the obvious way.

In order to evaluate an open expression to a language, we need to fix a valuation for the language variable symbols. A variable assignment \( \sigma \) is a function from the set of variable symbols \( V \) to the set of languages over \( \Sigma \):

\[ \sigma: V \rightarrow 2^{\Sigma^*}. \]
<table>
<thead>
<tr>
<th>REG. EXP.</th>
<th>OPERATION</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1 + E_2$</td>
<td>$L_1 \cup L_2$ (union)</td>
<td>${ w \mid w \in L_1 \text{ or } w \in L_2 }$</td>
</tr>
<tr>
<td>$E_1; E_2$</td>
<td>$L_1 \cdot L_2$ (concatenation)</td>
<td>${ w_1 w_2 \mid w_1 \in L_1 \text{ and } w_2 \in L_2 }$</td>
</tr>
</tbody>
</table>
| $E_1 \| E_2$ | $L_1\| L_2$ (shuffle) | $\left\{ w_1^1 w_2^1 \cdots w_1^n w_2^n \mid \begin{array}{l} w_1^1 \cdots w_1^n \in L_1, \\
                              w_2^1 \cdots w_2^n \in L_2 \end{array} \right\}$ |
| $E^*$        | $L^*$ (star) | $L^0 = \{ \varepsilon \}$, $L^{n+1} = L^n \cdot L$  
               |                                                | $L^* = \bigcup_{n \geq 0} L^n$ |
| $E_1 \cap E_2$ | $L_1 \cap L_2$ (intersection) | $\{ w \mid w \in L_1 \text{ and } w \in L_2 \}$ |

Figure 2-1: Operations on languages
The result of evaluating an open expression $E$ under the variable assignment $\sigma$ is denoted $E(\sigma)$. The notation $E(\sigma)$ emphasizes the fact that open expressions may be regarded as language operators acting over the language variables.

An **equation** (resp. **in-equation**) between shuffle-intersection regular expressions is a pair of open shuffle-intersection regular expressions and is written $E_1 = E_2$ (resp. $E_1 \subseteq E_2$). An equation (resp. in-equation) $E_1 = E_2$ (resp. $E_1 \subseteq E_2$) is **valid** iff for any variable assignment $\sigma : V \to 2^{\Sigma^*}$ we have $E_1(\sigma) = E_2(\sigma)$ (resp. $E_1(\sigma) \subseteq E_2(\sigma)$).

It is easy to see that the equation $E_1 = E_2$ is valid iff the two in-equations $E_1 \subseteq E_2$ and $E_2 \subseteq E_1$ are valid. Conversely, the validity of the in-equation $E_1 \subseteq E_2$ is equivalent to the validity of the equation $E_1 + E_2 = E_2$. Therefore studying the validity of equations or in-equations are two perfectly equivalent problems. In the following we will concentrate our attention on in-equations.

A **constant free** shuffle-intersection regular expression (cFSI-expression) is an open shuffle-intersection regular expression which contains as basic symbols only language variables. In other words, cFSI-expressions are defined by the grammar

$$ E = x \mid E + E \mid E; E \mid E^* \mid E || E \mid E \cap E $$

where $x$ ranges over the set of variable symbols $V$. 
Chapter 3

Valid Regular Identities

In this chapter we recall a well known theorem about valid equations between open regular expressions and shows that it fails to hold if other operations, such as shuffle and intersection, are taken into account.

**Theorem 1** Valid equations between open regular expressions are decidable.

The proof of this "folk" theorem is straightforward. Let $E_1$ and $E_2$ be two regular expressions with free language variables. To decide if $E_1 = E_2$ is a valid identity, treat the variables as symbols and decide if the closed identity is true:

- If $E_1 = E_2$ is not a closed identity when the variables are treated as constant symbols, we have $E_1(\sigma) \neq E_2(\sigma)$ for the variable assignment $\sigma(x) = \{x\}$ and therefore $E_1 = E_2$ is not valid.

- On the other hand, if $E_1$ and $E_2$ (interpreted as closed expressions) represent the same language $L$, than for any variable assignment $\sigma$ we have $E_1(\sigma) = L[\sigma] = E_2(\sigma)$ where $L[\sigma]$ denotes the language obtained from $L$ replacing each occurrence of the symbol associated to the variable $x$ with the strings in $\sigma(x)$ in all possible ways. Therefore $E_1 = E_2$ is valid.

For example the identity $X; (Y + Z) = X; Z + X; Z$ is valid because $a; (b + c) = a; b + a; c$. 
Notice that if we allow other operations (e.g. $\parallel$ or $\cap$) in the expressions, the instantiation of variables by symbols fails to imply valid identities. For example, although $a \parallel b = a; b + b; a$ is true, the equation $X \parallel Y = X; Y + Y; X$ is not valid.

We make the following remarks on how the folk theorem has been proved.

1. We have associated to each open regular expression $E$ a language $L(E)$, obtained by treating the variables in $E$ as ordinary symbols. This language $L(E)$ may be regarded as a semantics for open regular expressions.

2. This semantics is proved correct by showing that for any variable assignment $\sigma$ we can compute $E(\sigma)$ starting from $L(E)$. In other words, the information given by the semantics $L(\cdot)$ is enough to decide open equations.

3. If two expressions $E_1$ and $E_2$ are mapped to different languages $L(E_1) \neq L(E_2)$, then we can find a counterexample to the validity of the equation $E_1 = E_2$, namely $\sigma(x) = \{x\}$. Thus, the semantics $L(\cdot)$ is also fully abstract for open regular expressions with respect to the validity equivalence relation.

Notice that the proof of full abstraction relies on the assumption that there are enough constant symbols to represent all the language variables. We will come back to this point in chapter 6.
Chapter 4

Semantics

In this chapter a semantics for constant-free shuffle-intersection regular expressions is defined and proved fully abstract for valid inequalities.

Definition 1 Let \( V \) be a set of variable symbols. A word constraint over \( V \) is a pair \( C = (n, \rho) \) where \( n \) is a non-negative integer and \( \rho \) is a subset of \( 2^{\{1, \ldots, n\}} \times V \). The integer \( n \) is called the length of \( C \) and is denoted by \(|C|\). The elements of \( \rho \) are called simple constraints.

A constraint family is a set \( \mathcal{F} \) of word constraints. The set of all word constraints over \( V \) is denoted by \( \mathcal{C}_V \).

Definition 2 Let \( \sigma : V \to \mathcal{L}(\Sigma) \) be a variable assignment. A word \( W \in \Sigma^* \) satisfies a word constraint \( C = (n, \rho) \) under the assignment \( \sigma \), written \( W \models_\sigma C \), if the following two conditions hold:

1. \(|W| = n\)

2. for all simple constraints \((S, x) \in \rho\), \( W[S] \in \sigma(x) \).

For example, if \( Q_2 \) is the word constraint \( (3, \{(\{1, 2\}, x), (\{2, 3\}, z)\}) \) shown in figure 4-1, and \( \sigma \) is the assignment \( \sigma(x) = \sigma(z) = \{ab, ba\} \), we have \( aba \models_{\sigma} Q_2 \) and \( bab \models_{\sigma} Q_2 \). Moreover, \( aba \) and \( bab \) are the only two words that satisfy \( Q_2 \) under \( \sigma \).

This notion of word constraint satisfiability can be used to associate to each variable assignment \( \sigma \) a function from word constraints to languages.
Definition 3 For any word constraint $C$ we define

$$\sigma(C) = \{ W \in \Sigma^* \mid W \models_\sigma C \}.$$  

This function is extended to constraint families by pointwise union:

$$\sigma(F) = \bigcup_{C \in F} \sigma(C).$$

We now define three fundamental operations on word constraints: shuffle, concatenation and meet.

Definition 4 Let $C_1 = (n_1, \rho_1)$ and $C_2 = (n_2, \rho_2)$ be two word constraints.

1. The concatenation of $C_1$ and $C_2$, written $C_1 \cdot C_2$, is the word constraint

$$(n_1 + n_2, \rho_1 \cup \rho'_2)$$

where $\rho'_2 = \{(\{i + n_1 \mid i \in S\}, x) \mid (S, x) \in \rho_2 \}$ is the set of simple constraints of $C_2$ translated by $n_1$ positions to the right.

2. The shuffle of $C_1$ and $C_2$, written $C_1 \| C_2$, is the set of all word constraints

$$(n_1 + n_2, \{ (f_i(S), x) \mid (S, x) \in \rho_i \text{ for some } i = 1, 2 \})$$
where \( f_i : \{1, \ldots, n_i\} \rightarrow \{1, \ldots, n_1 + n_2\}, i = 1, 2, \) are two monotone functions such that \( ((f_1(\{1, \ldots, n_1\}), f_2(\{1, \ldots, n_2\})) \) is a partition of \( \{1, \ldots, n_1 + n_2\} \).  

3. The meet of two word constraints \( C_1 \) and \( C_2 \), written \( C_1 \wedge C_2 \), is defined iff \( n_1 = n_2 \) and in such a case it is the word constraint

\[
C_1 \wedge C_2 = (n_1, \rho_1 \cup \rho_2).
\]

As an example of concatenation, consider the word constraints \( Q_1 \) and \( Q_2 \) in figure 4-1. Their concatenation \( Q_1 \cdot Q_2 \) is the word constraint

\[
(5, \{\{(1), y\}, \{(2), z\}, \{(1), x\}(\{(3), x\}, \{(4), z\})\})
\]

(see figure 4-2).

A possible shuffle of \( Q_1 \) and \( Q_2 \) is the word constraint

\[
(5, \{\{(1), y\}, \{(4), z\}, \{(1), x\}(\{(2), x\}, \{(3), z\})\})
\]

(see figure 4-3).

As an example of meet consider the word constraints \( Q_1 \cdot (1, \emptyset) \) and \( Q_2 \). Their meet is defined because they have both length 3, and it is the word constraint

\[
(3, \{\{(1), y\}, \{(2), z\}, \{(1), x\}, \{(1), x\}, \{(2), z\})\})
\]

(see figure 4-4).

The names of concatenation, shuffle and meet for the above operations on word constraints are justified by the following Proposition.

\textbf{Proposition 1} For any word constraints \( C_1 \) and \( C_2 \) and for any variable assignment \( \sigma : V \rightarrow \mathcal{L}(\Sigma) \) we have:

1. \( \sigma(C_1) \cdot \sigma(C_2) = \sigma(C_1 \cdot C_2) \)

\(^1\)recall that for any sets \( A, B \subseteq C, (A, B) \) is a partition of \( C \) iff \( A \cap B = \emptyset \) and \( A \cup B = C \)
Figure 4-2: Word constraint $Q_1 \cdot Q_2$

Figure 4-3: An element of $Q_1 \| Q_2$

Figure 4-4: $(Q_1 \cdot (1, \emptyset)) \land Q_2$
2. \( \sigma(C_1) \| \sigma(C_2) = \sigma(C_1 \| C_2) \)

3. \( \sigma(C_1) \cap \sigma(C_2) = \begin{cases} 
\sigma(C_1 \land C_2) & \text{if } C_1 \land C_2 \text{ is defined,} \\
\emptyset & \text{otherwise}
\end{cases} \)

**Proof:** It easily follows from the definitions. \(\square\)

All operations on word constraints can be lifted to constraint families. Also, exponentiation and star of constraint families can be defined in terms of the concatenation operation.

**Definition 5** Let \( \mathcal{F}, \mathcal{F}_1 \) and \( \mathcal{F}_2 \) be constraint families. We define the following operations.

1. **Concatenation:**
   \[
   \mathcal{F}_1 \cdot \mathcal{F}_2 = \{ C_1 \cdot C_2 \mid C_1 \in \mathcal{F}_1, C_2 \in \mathcal{F}_2 \}
   \]

2. **Shuffle:**
   \[
   \mathcal{F}_1 \| \mathcal{F}_2 = \bigcup \{ C_1 \| C_2 \mid C_1 \in \mathcal{F}_1, C_2 \in \mathcal{F}_2 \}
   \]

3. **Meet:**
   \[
   \mathcal{F}_1 \land \mathcal{F}_2 = \{ C_1 \land C_2 \mid C_1 \in \mathcal{F}_1, C_2 \in \mathcal{F}_2 \text{ and } C_1 \land C_2 \text{ is defined} \}
   \]

4. **Exponentiation:**
   - \( \mathcal{F}^0 = \{(0, \emptyset)\} \)
   - \( \mathcal{F}^{n+1} = \mathcal{F} \cdot \mathcal{F}^n \)

5. **Closure:**
   \[
   \mathcal{F}^* = \bigcup_{n \geq 0} \mathcal{F}^n
   \]

The equivalent of Proposition 1 still holds for constraint families.

**Proposition 2** For all constraint families \( \mathcal{F}, \mathcal{F}_1 \) and \( \mathcal{F}_2 \) and for any variable assignment \( \sigma : V \to \mathcal{L}(\Sigma) \) we have:
Figure 4-5: An element of \([x]\).

1. \(\sigma(\mathcal{F}_1 \cup \mathcal{F}_2) = \sigma(\mathcal{F}_1) \cup \sigma(\mathcal{F}_2)\)
2. \(\sigma(\mathcal{F}_1 \cdot \mathcal{F}_2) = \sigma(\mathcal{F}_1) \cdot \sigma(\mathcal{F}_2)\)
3. \(\sigma(\mathcal{F}_1 \parallel \mathcal{F}_2) = \sigma(\mathcal{F}_1) \parallel \sigma(\mathcal{F}_2)\)
4. \(\sigma(\mathcal{F}_1 \land \mathcal{F}_2) = \sigma(\mathcal{F}_1) \cap \sigma(\mathcal{F}_2)\)
5. \(\sigma(\mathcal{F}^n) = (\sigma(\mathcal{F}))^n\)
6. \(\sigma(\mathcal{F}^*) = (\sigma(\mathcal{F}))^*\)

**Proof:** It easily follows from Definitions 3 and 5 and Proposition 1. □

We are now ready to define a semantics for CFSI-expressions.

**Definition 6** The word constraint semantics of CFSI-expression \(E\) is the constraint family \([E]\) over the variables in \(E\), defined by induction on the structure of \(E\) as follows,

1. \([x] = \{(n, \{(1, \ldots, n), x\}) | n \geq 0\}\) (see figure 4-5),
2. \([E_1 + E_2] = [E_1] \cup [E_2]\),
3. \([E_1 \cdot E_2] = [E_1] \cdot [E_2]\),
4. \([E_1 \parallel E_2] = [E_1] \parallel [E_2]\),
5. \([E_1 \land E_2] = [E_1] \land [E_2]\),
6. \([E^*] = ([E])^*\).
A fundamental property of the word constraint semantics $[,]$, is that $E$ and $[E]$ define the same operation over languages.

**Proposition 3** For any CFSI-expression $E$ and variable assignment $\sigma$,

$$E(\sigma) = \sigma([E])$$

**Proof:** The proof is by induction on the structure of $E$. The base case is trivial. The other cases easily follow from Definition 6 and Proposition 2. $\square$

We can now give a characterization of valid in-equations $E_1 \subseteq E_2$ between CFSI-expressions that does not involve any quantification over variable assignments.

First we define an closure operator $\text{Aug}$ on constraint families.

**Definition 7** The $V$-augmentation closure of a constraint family $\mathcal{F}$ is given by

$$\text{Aug}_V(\mathcal{F}) = \mathcal{F} \land \mathcal{C}_V$$

where $\mathcal{C}_V$ is the set of all word constraints over the variables $V$.

When the set of variables $V$ is not relevant or it is otherwise clear from the context, we omit the subscript $V$ from the operator $\text{Aug}$.

**Proposition 4** $\text{Aug}$ is an upper closure operator, i.e. for all constraint families $\mathcal{F}$ and $\mathcal{F}'$ it satisfies the following properties:

1. Monotonicity: if $\mathcal{F} \subseteq \mathcal{F}'$ then $\text{Aug}(\mathcal{F}) \subseteq \text{Aug}(\mathcal{F}')$.
2. Extensivity: $\mathcal{F} \subseteq \text{Aug}(\mathcal{F})$.
3. Idempotence: $\text{Aug}(\mathcal{F}) = \text{Aug}(\text{Aug}(\mathcal{F}))$.

**Proof:** Monotonicity of $\text{Aug}$ follows immediately from the definition of $\land$ over constraint families.

To prove extensivity, consider any word constraint $C \in \mathcal{F}$. We have $(|C|, \emptyset) \in C$ and $C = C \land (|C|, \emptyset)$. Therefore $C \in \mathcal{F} \land C = \text{Aug}(\mathcal{F})$.  

Idempotence follows from the identity $C \land C = C$ (word constraints are closed under meet). ∎

Another fundamental property of the augmentation operator is expressed in the following proposition.

**Proposition 5** Let $\sigma: V \rightarrow \mathcal{L}(\Sigma)$ be a variable assignment. For any constraint family $\mathcal{F}$, 

\[ \sigma(\text{Aug}(\mathcal{F})) = \sigma(\mathcal{F}) \]

**Proof:** By Proposition 4, $\mathcal{F} \subseteq \text{Aug}(\mathcal{F})$ is true. Applying $\sigma$ to both sides we get $\sigma(\mathcal{F}) \subseteq \sigma(\text{Aug}(\mathcal{F}))$. Conversely, by Proposition 2 and the definition of $\text{Aug}$ we obtain $\sigma(\text{Aug}(\mathcal{F})) = \sigma(\mathcal{F}) \cap \sigma(\mathcal{C}) \subseteq \sigma(\mathcal{F})$. This concludes the proof of $\sigma(\mathcal{F}) = \sigma(\text{Aug}(\mathcal{F}))$. ∎

**Theorem 2** For any pair $(E_1, E_2)$ of constant-free shuffle-intersection regular expressions over $V$, $E_1 \subseteq E_2$ is valid if and only if

\[ \text{Aug}_V([E_1]) \subseteq \text{Aug}_V([E_2]). \]

In other words, the augmented word constraint semantics $\text{Aug}_V([\cdot])$ is fully abstract on CFSI-expressions over $V$ with respect to the valid inclusion relation.

**Proof:** By Proposition 3 the in-equation $E_1 \subseteq E_2$ is valid if and only if for all variable assignment $\sigma$ we have $\sigma([E_1]) \subseteq \sigma([E_2])$. It remains to prove that

\[ \text{Aug}_V([E_1]) \subseteq \text{Aug}_V([E_2]) \tag{4.1} \]

is equivalent to

\[ \forall \sigma. \sigma([E_1]) \subseteq \sigma([E_2]). \tag{4.2} \]

We will prove that (4.1) implies (4.2), (4.2) implies

\[ [E_1] \subseteq \text{Aug}_V([E_2]) \tag{4.3} \]
and finally (4.3) implies (4.1).

(4.1) ⇒ (4.2): Assume that (4.1) is true and let σ be a variable assignment. By Proposition 5 we have \( \sigma([E_1]) = \sigma(\text{Aug}_V([E_1])) \subseteq \sigma(\text{Aug}_V([E_2])) = \sigma([E_2]) \). This proves (4.1) ⇒ (4.2).

(4.2) ⇒ (4.3): Assume that (4.2) is true and let \( C_1 = (n_1, \rho_1) \) be an element of \([E_1]\). We want to show that \( C_1 \in \text{Aug}_V([E_2]) \).

Consider a word \( W = a_1 a_2 \cdots a_{n_1} \) made of all distinct symbols \( a_i \neq a_j \) for any \( i \neq j \), and let \( \sigma \) be the variable assignment

\[
\sigma(x) = \{ W[S] \mid (S, x) \in \rho_1 \}.
\]

Clearly the word \( W \) satisfies the word constraint \( C_1 \) under the assignment \( \sigma \) (actually \( \sigma \) is the smallest variable assignment such that \( W \models_\sigma C_1 \)). So, \( W \in \sigma([E_1]) \subseteq \sigma([E_2]) \) and there must be a word constraint \( C_2 = (n_2, \rho_2) \) in \([E_2]\) such that \( W \models_\sigma C_2 \).

We will show that \( C_2 \land C_1 = C_1 \). This is true iff \( n_1 = n_2 \) and \( \rho_1 \supseteq \rho_2 \). By definition of \( W \models_\sigma C_2 \) we have \( n_2 = |W| = n_1 \). Let us prove that \( \rho_1 \supseteq \rho_2 \). Let \( (S, x) \) be a simple constraint in \( \rho_2 \). Again, by definition of \( W \models_\sigma C_2 \) we have \( W[S] \in \sigma(x) = \{ W[S'] \mid (S', x) \in \rho_1 \} \). So, \( W[S] = W[S'] \) for some \( S' \) such that \( (S', x) \in \rho_1 \). But \( W[S] = W[S'] \) is possible only if \( S = S' \), because \( W \) is a word made of all distinct symbols. Therefore \( (S, x) = (S', x) \in \rho_1 \), proving that \( \rho_1 \supseteq \rho_2 \).

So, the word constraint \( C_1 \) equals \( C_2 \land C_1 \). Since \( C_1' \in C_V \) and \( C_2 \in [E_2] \), we have \( C_1 = C_2 \land C_1 \subseteq [E_2] \land C_V = \text{Aug}_V([E_2]) \).

(4.3) ⇒ (4.1): Assume that (4.3) is true. Applying \( \text{Aug}_V \) to both sides and using Proposition 4 we get \( \text{Aug}_V([E_1]) \subseteq \text{Aug}_V(\text{Aug}_V([E_2])) = \text{Aug}_V([E_2]) \).

This completes the proof of the Theorem. □

The following corollary will be useful to prove the decidability of valid inclusions in the next chapter.

**Corollary 1** For any pair \((E_1, E_2)\) of constant-free shuffle-intersection regular expressions over \( V \), \( E_1 \subseteq E_2 \) is valid if and only if \([E_1] \subseteq \text{Aug}_V([E_2]) \).
Proof: This has already been proved as an intermediate step in the proof of Theorem 2. □
Chapter 5

Decidability

In this chapter we prove that valid inclusions between CFSI-expressions are decidable. We will make use of the fully abstract semantics introduced in the last chapter to reduce the problem of deciding if $E_1(\sigma) \subseteq E_2(\sigma)$ is true for all $\sigma$, to the study of a single inclusion between constraint families $[E_1] \subseteq Aug([E_2])$.

The set of word constraints $[E_1]$ and $Aug([E_2])$ are not finite and therefore they cannot be explicitly built and compared. We will try to reduce the containment $[E_1] \subseteq Aug([E_2])$ between sets of word constraints to an inclusion between regular languages, which can be decided with standard automata-based techniques.

So, let us define a function $\Phi$ from word constraints to words over some alphabet $\Delta$. First of all observe that if we want to decide the validity of the equation $E_1 \subseteq E_2$, we need only to consider the variable symbols that occur in the expressions $E_1$ and $E_2$. In the rest of this chapter we assume that $V$ is the set of variable symbols that occur in the expressions $E_1$ and $E_2$. In particular $V$ is a finite set.

We define the alphabet $\Delta$ to be the set of relations between the set of variable symbols $V$ and the set of five symbols $\{B, Y, N, E, A\}$, that is $\Delta = 2^{V \times \{B, Y, N, E, A\}}$. All these relations are finite and can be represented as $|V|$ by 5 matrices with 0-1 entries. We will use these finite relations as symbols of the alphabet $\Delta$. In particular, a word over $\Delta$ is a finite sequence of (finite) relations. Notice that the set $\Delta$, although big, still has only finitely many elements.

$^1$The symbols $B$, $E$, $Y$, $N$ and $A$ stand respectively for the words begin, end, yes, no, all.
Definition 8 The meet of any two strings $\alpha$ and $\beta$ in $\Delta^*$, written $\alpha \land \beta$, is defined iff the two strings have the same length ($|\alpha| = |\beta|$). If $\alpha = a_1 a_2 \ldots a_n$ and $\beta = b_1 b_2 \ldots b_n$ then

$$\alpha \land \beta = (a_1 \cup b_1)(a_2 \cup b_2)\ldots(a_n \cup b_n).$$

We now define a function from word constraints to $\Delta^*$.

Definition 9 The function $\Phi$ maps word constraints to words in $\Delta^*$. For any word constraint $(n, \rho)$,

- if $\rho = \emptyset$ then $\Phi(n, \rho) = \emptyset \ldots \emptyset$.
- if $\rho = \{(x, \emptyset)\}$ then $\Phi(n, \rho) = \{(x, A)\} \emptyset \ldots \emptyset$.
- if $\rho = \{(x, \{j\}\}$ then $\Phi(n, \rho) = \emptyset a_1 a_2 \ldots a_n$, where

$$a_i = \begin{cases} 
\{(x, A)\} & \text{if } i = j \\
\emptyset & \text{otherwise}
\end{cases}$$

- if $\rho = \{(x, S)\}$ and $|S| \geq 2$, then $\Phi(n, \rho) = \emptyset a_1 a_2 \ldots a_n$ where

$$a_i = \begin{cases} 
\{(x, B)\} & \text{if } i = \text{min}(S) \\
\{(x, E)\} & \text{if } i = \text{max}(S) \\
\{(x, Y)\} & \text{if } \text{min}(S) < i < \text{max}(S) \text{ and } i \in S \\
\{(x, N)\} & \text{if } \text{min}(S) < i < \text{max}(S) \text{ and } i \notin S \\
\emptyset & \text{ otherwise}
\end{cases}$$

- if $\rho$ contains more than one simple constraint

$$\Phi(n, \rho) = \bigwedge_{(x, S) \in \rho} \Phi(n, \{(x, S)\}).$$

For example if

$$C = (5, \{(\{1\}, y), (\{4\}, z), (\{1, 4\}, x)((\{2, 3\}, x), (\{3, 5\}, z))$$
is the word constraint shown in figure 4-3, then $\Phi(C)$ is the word

$$\emptyset\{(x, B), (y, A)\}\{(x, N), (x, B)\}\{(x, N), (x, E), (z, B)\}\{(x, E), (z, N), (z, A)\}\{(z, E)\}.$$ 

**Definition 10** Let $\alpha = a_0 \ldots a_n$ and $\beta = b_0 \ldots b_m$ be two non-empty words in $\Delta^*$. 

1. The $\Delta$-concatenation of $\alpha$ and $\beta$, written $\alpha \triangle \beta$, is the word 

$$(a_0 \cup b_0)a_1 \ldots a_nb_1 \ldots b_m.$$ 

2. For any word $\gamma \in \Delta^*$, define the relation $N(\gamma)$ as the set of pairs $(x, N)$ such that the last element of $\gamma$ contains either $(x, B), (x, Y)$ or $(x, N)$ (if $\gamma$ is the empty word then $N(\gamma) = \emptyset$).

The $\Delta$-shuffle of $\alpha$ and $\beta$, written $\alpha \otimes \beta$, is the set of words 

$$(a_0 \cup b_0)\alpha'_1\beta'_1\alpha'_2\beta'_2 \ldots \alpha'_k\beta'_k$$ 

such that for some $k$ and some (possibly empty) words $\alpha_1, \ldots, \alpha_k, \beta_1, \ldots, \beta_k$,

- $\alpha = a_0\alpha_1 \ldots \alpha_k$
- $\beta = b_0\beta_1 \ldots \beta_k$
- for all $i = 1, \ldots, k$,
  - $\alpha'_i = \alpha_i \land N(\beta_1 \ldots \beta_{i-1})^{\mid \alpha_i \mid}$
  - $\beta'_i = \beta_i \land N(\alpha_1 \ldots \alpha_i)^{\mid \beta_i \mid}$

The above operations have been called $\Delta$-concatenation and $\Delta$-shuffle to distinguish them from the usual concatenation and shuffle of words. However, they are closely related to the corresponding operations on word constraints, as shown in the following Proposition.

**Proposition 6** For any word constraints $C_1$ and $C_2$ we have

1. $\Phi(C_1 \cdot C_2) = \Phi(C_1) \triangle \Phi(C_2)$
2. $\Phi(C_1 || C_2) = \Phi(C_1) \bowtie \Phi(C_2)$

3. $C_1 \land C_2$ is defined iff $\Phi(C_1) \land \Phi(C_2)$ is defined, and in this case $\Phi(C_1 \land C_2) = \Phi(C_1) \land \Phi(C_2)$

**Proof:** It directly follows from the definitions. □

We now define the meet, $\Delta$-concatenation, $\Delta$-shuffle and $\Delta$-star of languages over $\Delta$.

**Definition 11** Let $\mathcal{L}_1$ and $\mathcal{L}_2$ be languages over $\Delta$. We define the following operations.

1. $\Delta$-Concatenation:

   \[
   \mathcal{L}_1 \triangle \mathcal{L}_2 = \{W_1 \triangle W_2 \mid W_1 \in \mathcal{L}_1, W_2 \in \mathcal{L}_2\}
   \]

2. $\Delta$-Shuffle:

   \[
   \mathcal{L}_1 \bowtie \mathcal{L}_2 = \bigcup\{W_1 \bowtie W_2 \mid W_1 \in \mathcal{L}_1, W_2 \in \mathcal{L}_2\}
   \]

3. Meet:

   \[
   \mathcal{L}_1 \land \mathcal{L}_2 = \{W_1 \land W_2 \mid W_1 \in \mathcal{L}_1, W_2 \in \mathcal{L}_2 \text{ and } W_1 \land W_2 \text{ is defined}\}
   \]

4. $\Delta$-Closure:

   \[
   (\mathcal{L}_1)^\Delta = \bigcup_{n \geq 0} (\mathcal{L}_1)^{\Delta^n}
   \]

   where $(\mathcal{L}_1)^{\Delta^n}$ is defined by $(\mathcal{L}_1)^{\Delta^0} = \{\emptyset\}$, $(\mathcal{L}_1)^{\Delta^{n+1}} = (\mathcal{L}_1)^{\Delta^n} \triangle \mathcal{L}_1$.

   These operations are closely related to the corresponding operations on constraint families.

**Proposition 7** For all constraint families $\mathcal{F}_1$ and $\mathcal{F}_2$ we have:

1. $\Phi(\mathcal{F}_1 \cup \mathcal{F}_2) = \Phi(\mathcal{F}_1) \cup \Phi(\mathcal{F}_2)$
2. $\Phi(\mathcal{F}_1 \cdot \mathcal{F}_2) = \Phi(\mathcal{F}_1) \bigtriangleup \Phi(\mathcal{L}_2)$

3. $\Phi(\mathcal{F}_1|\mathcal{F}_2) = \Phi(\mathcal{F}_1) \downharpoonright \Phi(\mathcal{F}_2)$

4. $\Phi(\mathcal{F}_1 \land \mathcal{F}_2) = \Phi(\mathcal{F}_1) \land \Phi(\mathcal{F}_2)$

5. $\Phi((\mathcal{F}_1)^*) = (\Phi(\mathcal{F}_1))^\Delta$

**Proof:** It easily follows from Proposition 6. $\Box$

Moreover, all operations preserve regularity of languages.

**Proposition 8** If $\mathcal{L}_1, \mathcal{L}_2 \subseteq \Delta^*$ are regular languages, then

1. $\mathcal{L}_1 \cup \mathcal{L}_2$ is regular,

2. $\mathcal{L}_1 \bigtriangleup \mathcal{L}_2$ is regular,

3. $\mathcal{L}_1 \downharpoonright \mathcal{L}_2$ is regular,

4. $\mathcal{L}_1 \land \mathcal{L}_2$ is regular,

5. $(\mathcal{L}_1)^\Delta$ is regular.

**Proof:** Given finite state automata recognizing $\mathcal{L}_1$ and $\mathcal{L}_2$ one can easily build finite state automata recognizing $\mathcal{L}_1 \cup \mathcal{L}_2$, $\mathcal{L}_1 \bigtriangleup \mathcal{L}_2$, $\mathcal{L}_1 \downharpoonright \mathcal{L}_2$, $\mathcal{L}_1 \land \mathcal{L}_2$ and $\mathcal{L}_1^\Delta$. A possible construction is given in the appendix. $\Box$

**Lemma 1** For any CFSI-expression $E$, $\Phi([E])$ and $\Phi(\text{Aug}_V([E]))$ are regular languages.

**Proof:** First we prove that $\Phi([E])$ is regular. The proof is by induction on the structure of $E$. If $E = x$ then

$$\Phi([E]) = \{(x, A)\} + \emptyset\{(x, A)\} + \emptyset\{(x, B)\}\{(x, Y)\}^*\{(x, E)\}$$

which is regular. The other cases easily follow from Proposition 8.
Now consider the language $\Phi(\text{Aug}_{\mathcal{V}}([E]))$. Both $\Phi([E])$ and $\Phi(C_{\mathcal{V}})$ are regular (an automaton recognizing $\Phi(C_{\mathcal{V}})$ is given in the appendix). Therefore also their intersection $\Phi(\text{Aug}_{\mathcal{V}}([E])) = \Phi([E] \land C_{\mathcal{V}}) = \Phi([E]) \cap \Phi(C_{\mathcal{V}})$ is regular. \hfill \Box

From the previous Lemma, for any two expressions $E_1$ and $E_2$, the languages $\Phi([E_1])$ and $\Phi(\text{Aug}_{\mathcal{V}}([E_2]))$ are regular. Moreover, it is implicit in the proof of the Lemma that we can build finite state automata recognizing these languages, yielding a first decidability result.

**Proposition 9** The set of CFSI-expression pairs $(E_1, E_2)$ such that

$$\Phi([E_1]) \subseteq \Phi(\text{Aug}_{\mathcal{V}}([E_2]))$$

is decidable.

**Proof:** To decide $\Phi([E_1]) \subseteq \Phi(\text{Aug}_{\mathcal{V}}([E_2]))$, build finite state automata recognizing the languages $\Phi([E_1])$ and $\Phi(\text{Aug}_{\mathcal{V}}([E_2]))$ as shown in the proof of Lemma 1 and then compare them for language inclusion. \hfill \Box

The above Proposition does not imply yet the decidability of valid inclusions $E_1 \subseteq E_2$ because the function $\Phi$ is not injective and therefore $\Phi([E_1]) \subseteq \Phi(\text{Aug}_{\mathcal{V}}([E_2]))$ is not equivalent to $[E_1] \subseteq \text{Aug}_{\mathcal{V}}([E_2])$.

**Definition 12** A relation $a \in \Delta$ is conflict free iff for any $x$ there exists at most one symbol $z \in \{B, Y, N, E, A\}$ such that $(x, z) \in a$ (i.e. $a$ is a partial function). The restricted alphabet $\Delta'$ is the set of elements of $\Delta$ that are conflict free. A word constraint $C$ such that $\Phi(C) \in (\Delta')^*$ is said conflict free.

**Proposition 10** For any conflict free word constraints $C_1, C_2$, if $\Phi(C_1) = \Phi(C_2)$ then $C_1 = C_2$.

**Proof:** Assume that $\Phi(C_1) = \Phi(C_2) = a_0a_1\ldots a_n$ is conflict free, i.e. $a_i \in \Delta'$ for all $i = 0, \ldots, n$. Clearly $|C_1| = |C_2| = n$. Let $C_1 = (n, \rho_1)$ and $C_2 = (n, \rho_2)$. We have to prove that $\rho_1 = \rho_2$. First we show that $\rho_1 \subseteq \rho_2$. Let $(x, S) \in \rho_1$. There are three cases:
• If \( S = \emptyset \) then \((x, A) \in a_0\) and therefore \((x, \emptyset) \in \rho_2\).

• If \( S = \{i\} \) for some \( i \in \{1, \ldots, n\} \), then \((x, A) \in a_i\) and therefore \((x, \{i\}) \in \rho_2\).

• If \( |S| \geq 2 \) then \((x, B) \in a_{\min(S)}\) and there must be some \((x, S') \in \rho_2\) such that \(|S'| \geq 2\) and \(\min(S') = \min(S)\). We will show that \(S = S'\). Assume for contradiction that \(S \neq S'\) and let \(i\) the smallest index for which \(S\) and \(S'\) differ. Assume without loss of generality that \(i \in S\) and \(i \not\in S'\). If \(i \leq \max S'\) then \(a_i\) contains both the pair \((x, N)\) and either \((x, Y)\) or \((x, E)\). If \(i > \max S'\) then \(a_{\max S'}\) contains both the pair \((x, E)\) and either \((x, Y)\) or \((x, N)\). In both cases \(a_0a_1 \ldots a_n\) is not conflict free, contradicting our hypothesis.

This proves that \(\rho_1 \subseteq \rho_2\). The converse inclusion follows by symmetry. In conclusion \(\rho_1 = \rho_2\) and \(C_1 = C_2\). □

Therefore the function \(\Phi\) is injective on conflict free word constraints. We now give a syntactic characterization of the expressions \(E\) such that the word constraints in \([E]\) are conflict free.

**Proposition 11** If \(E\) does not contain repeated variable symbols, then \([E]\) is a set of conflict free word constraints.

**Proof:** By induction on the structure of \(E\). □

**Lemma 2** If \(\mathcal{F}_1\) and \(\mathcal{F}_2\) are constraint families and \(\Phi(\mathcal{F}_1) \subseteq (\Delta')^*\), then \(\mathcal{F}_1 \subseteq \mathcal{F}_2\) if and only if \(\Phi(\mathcal{F}_1) \subseteq \Phi(\mathcal{F}_2)\).

**Proof:** If \(\mathcal{F}_1 \subseteq \mathcal{F}_2\) then \(\Phi(\mathcal{F}_1) \subseteq \Phi(\mathcal{F}_2)\) is obviously true. Conversely, assume that \(\Phi(\mathcal{F}_1) \subseteq \Phi(\mathcal{F}_2)\) and let \(C_1\) be an element of \(\mathcal{F}_1\). The word \(\Phi(C_1)\) is in \(\Phi(\mathcal{F}_1) \subseteq \Phi(\mathcal{F}_2)\). Therefore there exists a word constraint \(C_2 \in \mathcal{F}_2\) such that \(\Phi(C_1) = \Phi(C_2)\). By Proposition 10, the word constraint \(C_1\) is equal to \(C_2\), proving the containment \(\mathcal{F}_1 \subseteq \mathcal{F}_2\). □
Lemma 3 Given two expressions, $E_1$ and $E_2$, one can easily compute two other expressions, $F_1$ and $F_2$, such that $F_1$ does not contain repeated variables and $E_1 \subseteq E_2$ is valid iff $F_1 \subseteq F_2$ is valid.

Proof: Let $F_1$ be the expression obtained from $E_1$ replacing each variable symbol occurrence $x$ by a distinct variable $x_i$, and let $F_2$ be the expression obtained from $E_2$ replacing each occurrence of $x$ by the subexpression $(x_1 + x_2 + \cdots + x_n)$, where $x_1, x_2, \ldots, x_n$ are all the variable symbols that have been replaced for $x$ in $F_1$.

Clearly $F_1$ does not contain repeated variables. It remains to prove that the inclusion $E_1 \subseteq E_2$ is equivalent to $F_1 \subseteq F_2$.

First assume that $E_1 \subseteq E_2$ is valid and let $\sigma$ be some variable assignment defined on the variables of $F_1$ and $F_2$. I define the assignment $\sigma'(x) = \bigcup_i \sigma(x_i)$. It is easily proved by induction on the structure of $E_1$ and $E_2$ that $F_1(\sigma) \subseteq E_1(\sigma')$ and $E_2(\sigma') = F_2(\sigma)$. Since $E_1 \subseteq E_2$ is valid, we have $F_1(\sigma) \subseteq E_1(\sigma') \subseteq E_2(\sigma') = F_2(\sigma)$, proving that also $F_1 \subseteq F_2$ is valid.

Now assume that $F_1 \subseteq F_2$ and let $\sigma$ be some variable assignment on the variables of $E_1$ and $E_2$. Define the assignment $\sigma'(x_i) = \sigma(x)$. We have $E_1(\sigma) = F_1(\sigma')$ and $E_2(\sigma) = F_2(\sigma')$. Therefore $E_1(\sigma) = F_1(\sigma') \subseteq F_2(\sigma') = E_2(\sigma)$, proving the validity of $E_1 \subseteq E_2$. $\square$

Theorem 3 The set of valid inequalities $E_1 \subseteq E_2$ between constant-free shuffle-intersection regular expressions is decidable.

Proof: We want to decide the validity of the inclusion $E_1 \subseteq E_2$. Let $F_1$ and $F_2$ be as in Lemma 3. The inclusion $E_1 \subseteq E_2$ is valid iff $F_1 \subseteq F_2$ does, and $F_1$ does not contain repeated variables. By Corollary 1 to the full abstraction theorem, $F_1 \subseteq F_2$ is valid iff $[[F_1]] \subseteq \text{Aug}_V([F_2])$, where $V$ are the variable symbols in $F_1$. By Proposition 11 the language $\Phi([F_1])$ is contained in $(\Delta')^*$ and by Lemma 2 the inclusion $[[F_1]] \subseteq \text{Aug}_V([F_2])$ between constraint families is equivalent to the inclusion $\Phi([F_1]) \subseteq \Phi(\text{Aug}_V([F_2]))$ between regular languages. The latter inclusion is decidable by Proposition 9. $\square$
The following corollary says that if an inequality is not valid then there exists a "small" counterexample to its validity.

**Corollary 2** For any CFSL-expressions $E_1$ and $E_2$, if $E_1 \subseteq E_2$ is not a valid inequality then there exists a word $W$ and a variable assignment $\sigma$ such that $|W| \leq 2^{O(n^2)}$ and $W \in E_1(\sigma) \setminus E_2(\sigma)$.

**Proof:** This bound on the size of $W$ is implicit in our proof of decidability: if $n$ is the size of $E_1 \subseteq E_2$, then $F_1 \subseteq F_3$ has size $O(n^2)$. The automata construction in the appendix gives a $2^{O(n^2)}$ bound on the size of the non-deterministic finite state automata recognizing $\Phi([E_1])$ and $\Phi([E_2])$. The final bound $2^{O(n^2)}$ follows from the standard power-set construction to transform a nondeterministic finite state automaton into a deterministic one. $\Box$
Chapter 6

Open Problems

We have defined a fully abstract semantics for constant-free shuffle-intersection regular expressions and proved the decidability of valid in-equations between these expressions. The main limitation of our result is the inability to specify constant symbols in the expressions. An interesting question that we leave as an open problem is the following.

Open Problem 1 Are valid equations between open regular expressions with shuffle, intersection and constants decidable?

We believe that adding constant symbols to open regular expressions with intersection is harder than for other classes of expressions because of the following reason.

Constants and the intersection operation can be used to express validity over a fixed alphabet. For example, consider the alphabet $\Sigma = \{0, 1\}$ and let $E_1$ and $E_2$ be two open expressions. Define $E'_1$ and $E'_2$ as the expressions obtained from $E_1$ and $E_2$ by replacing each variable symbol $x$ with the subexpression $(x \cap (0 + 1)^*)$. The equation $E_1 = E_2$ is valid over $2^{\{0,1\}^*}$ iff $E'_1 = E'_2$ is valid for arbitrary languages.

Therefore the ability to decide valid regular equations with constants and intersection, implies the decidability of equations that are valid over $2^{\Sigma^*}$, where $\Sigma$ is a fixed finite alphabet (for example the binary alphabet $\Sigma = \{0, 1\}$).

The proof of our full abstraction theorem (Theorem 2) assumes that the alphabet of constant symbols is arbitrarily large. So, Theorem 2 and our decidability result in
Theorem 3 do not extend straightforwardly to open expressions with constants.

Interestingly, the folk theorem on valid regular identities (see Theorem 1) also is based on the availability of arbitrarily many constant symbols, and as far as we know the validity of regular equations over a binary alphabet is an open question.

Therefore, we point out as an interesting subproblem of problem 1, the following simpler question.

**Open Problem 2** Let \( \Sigma \) be a fixed finite alphabet (e.g. \( \Sigma = \{0, 1\} \)). Are valid regular equations over \( 2^{\Sigma^*} \) decidable? Are valid regular equations with shuffle over \( 2^{\Sigma^*} \) decidable?

We believe that part of the difficulty of Problem 1 is already captured in Problem 2 in its simplest version: the decidability of valid regular identities over a binary alphabet.

The set of operations considered here \( (+, ;, *, ||, \cap) \) can be further extended to include many other operations. Two particularly interesting operations are the CSP-style synchronization-with-restriction [4] and the CCS-style synchronization-by-hiding-complementary-actions [12].

Other interesting operations are renaming, \([a/b]\), which replaces each occurrence of symbol \( b \) by \( a \), and hiding, \(-a\), which erases all occurrences of the symbol \( a \) from a word, where \( a \) and \( b \) range over the alphabet of constant symbols \( \Sigma \).

Although our fully abstract semantics and decidability result can be easily extended to handle also hiding and renaming operations, we have not considered these operations here because they are not very interesting without being able to express constants.

Notice that the two operations considered here (shuffle and intersection) can be thought as special cases of the CSP synchronization operation \( \|_L \). Namely, the shuffle operation \( \| \) is equivalent to \( \|_L \) when the synchronization set \( L = \emptyset \) is empty. The intersection operation \( \cap \) can be thought as the synchronization operation \( \|_L \) when the synchronization set \( L = \Sigma \) is the whole alphabet.
Actually, the decidability of regular expressions with shuffle, intersection, hiding and renaming would yield immediately a decidability result for CSP-style regular expressions over a finite alphabet: if \( \Sigma \) is a finite alphabet then for any synchronization set \( L \subseteq \Sigma \) and for any languages \( X, Y \in 2^{\Sigma^*} \) we have

\[
(X \parallel_L Y) = ((X \parallel Y[L'/L]) \cap (\Sigma \setminus L + LL')^*) - L'
\]

where \( L' \) is a disjoint copy of \( L \) and \([L'/L], (\Sigma \setminus L), LL' \) and \(-L'\) are shorthands for finite subexpressions or operation sequences defined as follows. If \( L = \{a_1, \ldots, a_k\} \) and \( \Sigma = \{a_1, \ldots, a_k, b_1, \ldots b_l\} \), then

\[
\begin{align*}
L' &= \{a'_1, \ldots, a'_k\} \\
[L'/L] &= [a'_1/a_1][a'_2/a_2] \cdots [a'_k/a_k] \\
(\Sigma \setminus L) &= b_1 + b_2 + \cdots + b_l \\
LL' &= a_1a'_1 + a_2a'_2 + \cdots + a_k a'_k \\
-L' &= -a'_1 - a'_2 \cdots - a'_k.
\end{align*}
\]

Therefore any expression with \( \parallel_L \) can be translated into an equivalent (over the finite alphabet \( \Sigma \)) regular expression with shuffle, intersection, hiding and renaming.

A final question that we raise is whether the bound given in Corollary 2 on the size of the smallest counterexample to non valid inequations is tight.

**Open Problem 3** Can the \( 2^{O(n^2)} \) bound in Corollary 2 be improved? Is that bound still valid if we allow constants to occur in the expressions?
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Appendix A

The Automata Construction

In the proof of Proposition 8 we claimed that given finite state automata recognizing the languages \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) we can build finite state automata recognizing the languages

1. \( \mathcal{L}_1 \cup \mathcal{L}_2 \)
2. \( \mathcal{L}_1 \Delta \mathcal{L}_2 \)
3. \( \mathcal{L}_1 \triangleleft \mathcal{L}_2 \)
4. \( \mathcal{L}_1 \wedge \mathcal{L}_2 \)
5. \( (\mathcal{L}_1)\Delta \).

We now illustrate a possible way to construct finite state automata recognizing these languages.

We use the standard definition of finite state automaton: a finite state automaton is defined by a tuple \((S, \Sigma, s, F, \rightarrow)\) where \( S \) is a finite set of states, \( s \in S \) is the start state, \( F \subseteq S \) is the set of accepting states, \( \Sigma \) is a finite alphabet and \( \rightarrow \subseteq S \times \Sigma \times S \) is a transition relation. We write \( u \xrightarrow{a} v \) for \((u, a, v) \in \rightarrow\).

Since for all automata considered here the alphabet \( \Sigma \) is fixed to \( \Delta = 2^{\{b, y, r, e, a\}} \), for brevity we will omit it in the following definitions. Let \( A_1 = (S_1, s_1, F_1, \rightarrow_1) \) and \( A_2 = (S_2, s_2, F_2, \rightarrow_2) \) be two finite state automata recognizing the languages \( \mathcal{L}_1, \mathcal{L}_2 \subseteq \Delta^* \) and assume, without loss of generality, that the start states \( (s_1 \text{ and} \)
have no incoming transitions, and the final states \((F_1 \text{ and } F_2)\) have no outgoing transitions (otherwise add new start and final states with the appropriate transitions).

1. An automaton recognizing the language \(L_1 \cup L_2\) can be constructed from \(A_1\) and \(A_2\) in the usual way [5].

2. The language \(L_1 \triangle L_2\) is recognized by the finite state automaton

\[
(S_1 \times S_2, (s_1, s_2), F_1 \times F_2, \rightarrow)
\]

where the transition relation \(\rightarrow\) is defined by the rules

\[
\frac{s_1 \xrightarrow{a_1} u_1, s_2 \xrightarrow{a_2} u_2}{(s_1, s_2) \xrightarrow{a} (u_1, u_2)} (a = a_1 \cup a_2)
\]

\[
\frac{u \xrightarrow{a_1} v}{(u, w) \xrightarrow{a} (v, w)}
\]

\[
\frac{u \xrightarrow{a_2} v}{(t, u) \xrightarrow{a} (t, v)} (t \in F_1).
\]

3. The language \(L_1 \emptyset L_2\) is recognized by the finite state automaton

\[
(S_1 \times 2^V \times S_2 \times 2^V, (s_1, \emptyset, s_2, \emptyset), F_1 \times 2^V \times F_2 \times 2^V, \rightarrow)
\]

where the transition relation \(\rightarrow\) is defined by the rules

\[
\frac{s_1 \xrightarrow{a_1} u_1, s_2 \xrightarrow{a_2} u_2}{(s_1, \emptyset, s_2, \emptyset) \xrightarrow{a} (u_1, \emptyset, u_2, \emptyset)} (a = a_1 \cup a_2)
\]

\[
\frac{u \xrightarrow{a_1} v}{(u, X, w, Y) \xrightarrow{a'} (v, X', w, Y)} \left( a' = a \cup (X \times \{N\}), \quad X' = \{x \mid a \cap (\{x\} \times \{B, Y, N\}) \neq \emptyset\} \right)
\]

\[
\frac{u \xrightarrow{a_2} v}{(u, Y, w, X) \xrightarrow{a'} (v, Y, w, X')} \left( a' = a \cup (X \times \{N\}), \quad X' = \{x \mid a \cap (\{x\} \times \{B, Y, N\}) \neq \emptyset\} \right)
\]
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4. The language $L_1 \land L_2$ is recognized by the finite state automaton

$$(S_1 \times S_2, (s_1, s_2), F_1 \times F_2, \longrightarrow)$$

where the transition relation $\longrightarrow$ is defined by the rule

$$\frac{u_1 \stackrel{a_1}{\rightarrow} v_1, u_2 \stackrel{a_2}{\rightarrow} v_2}{(u_1, u_2) \stackrel{a}{\rightarrow} (v_1, v_2)} \quad (a = a_1 \cup a_2).$$

5. The language $(L_1)^\Delta$ is recognized by the finite state automaton

$$(S_1 \times \varphi(V), (s_1, \emptyset), (F_1 \cup \{s_1\}) \times \{\emptyset\}, \longrightarrow)$$

where the transition relation is defined by the rules

$$\frac{s_1 \stackrel{a_1}{\rightarrow} u}{(s_1, \emptyset) \stackrel{a}{\rightarrow} (u, X)} \quad (a = a_1 \cup X \times \{A\})$$

$$\frac{u \stackrel{a}{\rightarrow} v}{(u, X) \stackrel{a}{\rightarrow} (v, X)}$$

$$\frac{u \stackrel{a_1}{\rightarrow} t_1, s_1 \stackrel{a_2}{\rightarrow} v}{(u, X) \stackrel{a}{\rightarrow} (v, X \setminus Y)} \quad (a = a_1 \cup a_2, Y \subseteq dom(a_2) \subseteq X)$$

Another fact claimed without proof in Lemma 1 is that the language $\Phi(C_V)$ is regular.

For any finite set of variables $V$, the language $\Phi(C_V)$ is recognized by the finite state automaton

$$(2^V \cup \{s\}, s, \{\emptyset\}, \longrightarrow)$$

where the transition relation is defined by

- $s \stackrel{a}{\rightarrow} \emptyset$ iff $a \subseteq V \times \{A\}$.

- For all $X, Y \subseteq 2^V$, $X \stackrel{a}{\rightarrow} Y$ iff the following conditions hold

$$\quad (x, B) \in a \Rightarrow x \in Y$$
\[(x, E) \in a \Rightarrow x \in X\]
\[(x, Y) \in a \Rightarrow x \in X \cap Y\]
\[(x, N) \in a \Rightarrow x \in X \cap Y\]

The proof that the above automata recognize the right languages is a simple exercise and it is left to the reader.