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Abstract

This thesis considers a sequential decision-making approach to the operation of manufacturing processes. In this approach decisions are made with the help of functions which explicitly relate performance objectives, such as cost or production rate, with the process input parameters and with sensor signals used to monitor the process. In order to minimize the difficulties caused by a lack of reliable sensing devices and inadequate process models the decision-making approach uses multiple sensors and multiple process models for monitoring the process. Synthesizing information from several sensors may provide an estimate of the process behavior which is more accurate, more reliable and less sensitive to random sensor noise than an estimate based on information from a single sensor.

In this thesis two basic approaches to the synthesis of multiple sensor information are considered and compared. The first approach is to synthesize the state variable estimates determined by the different sensors and corresponding process models through a mechanism based on training such as a neural network. The second approach utilizes statistical criteria to estimate the best synthesized state variable from the state variable estimates provided by the process models. As a "test bed" for studying the effectiveness of the above sensor synthesis approaches the turning process was considered, as turning processes are heavily used throughout industry. The approaches were evaluated and compared for providing estimates of the state variable tool wear based on multiple sensor information. The robustness of each scheme with respect to noisy and inaccurate sensor information was investigated in a simulated environment and also based on turning experiments.

Through simulation of a turning process, the decision-making approach was compared with other control schemes. In the decision-making approach the input settings for the process are selected by evaluating, on-line, a set of feasible alternatives with respect to several criteria. Relevant performance measures such as process cost and production rate can be directly influenced in this approach by establishing appropriate definitions for the decision criteria.
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1 INTRODUCTION

1.1 APPROACHES TO MANUFACTURING PROCESS OPERATION

A considerable amount of work regarding the operation of manufacturing equipment and processes has been done over the past two to three decades. A major effort has been focussed on the application of the scientific principles of control theory to manufacturing processes. Despite the high quality of work in this area, it appears that the vast majority of manufacturing processes remain uncontrolled or empirically controlled due to the lack of two necessary elements for applying control theory principles to the control of manufacturing processes:

- a comprehensive model which sufficiently reflects the complexity of the manufacturing process

- sensing devices that will be robust and reliable enough to provide the necessary signals from the manufacturing process and/or equipment

Lack of progress in these two areas seems inevitably related to uncontrolled manufacturing processes.

In the context of this thesis, manufacturing processes are processes which transform a material's shape, form and/or physical properties in order to produce a prespecified part according to the design and process planning. In discrete parts
manufacturing, there are probably more than 200 different processes which are practiced in the industrial environment. Among these, material removal processes, particularly machining, have great significance because of their flexibility and the achievable accuracy of a part. Material removal processes and particularly machining have been widespread in industry for a considerable time and therefore improvements and better control of these processes would have a great economical impact on the entire manufacturing industry. Although the decision-making concepts and control aspects of manufacturing processes considered in this thesis are of general importance and can be applied to a variety of processes, the work presented here will particularly be concentrated on machining because of the reasons mentioned above.

Large amounts of research in manufacturing have been dedicated to control concepts for machine tools. Numerically controlled machine tools generally use predetermined parameters such as feed and speed as well as an open-loop control system, which has as inputs machining parameters which are normally determined off line during the process planning stage [1,47,99]. These parameters are often determined with the aid of tables, machinability standards and previous experience. Due to the fact that these parameters are determined well before the actual manufacturing process occurs, there is no way that automatic adaptation to the actual process can be achieved. Since factors disrupting the process are, for the most part, unpredictable, the choice of machining parameters must be made in such a manner that production is executed without breakdowns, even under the worst possible circumstances. Consequently, the capabilities of the machine are not fully utilized, and the manufacturing process does not operate efficiently. Whenever adaptation to the actual situation or requirements of the process is needed, human intervention is required, often arriving inefficiently or too late.
Adaptive control concepts for machining processes have been researched over the past twenty-five years [2, 7-9, 15, 23, 31, 35, 36, 38, 39, 41-45, 49, 54, 55, 57, 60, 61, 63-65, 68-70, 72, 74, 76, 81-85, 88, 91, 94, 101-103, 105, 108-111, 113, 116, 117, 119-124]. In the control literature the term "adaptive control" refers to a control approach where some parameters of the controller are modified on-line using some adaptation scheme in order to obtain more adequate operation of the controller. However, in the context of this thesis the term "adaptive control" is used in the sense that it is used in the manufacturing literature which refers to any process operation approach which has the objective of automatically adjusting input parameters such as the speed and feed in response to the actual process conditions. In Adaptive Control Constraint (ACC), the goal of the control approach is generally to adjust the machine tool's setting parameters in order to maintain a measured quantity, such as the cutting force, at a specified value. ACC control schemes are primarily based on closed-loop control theory. In its most basic form, an ACC control approach has a single input and single output and employs fixed proportional and integral control gains (Figure 1.1). For the machining process, the input may be the feed rate or cutting speed and the output may be the cutting force. More complex schemes adjust the controller gains on-line in order to improve the control performance. Regardless of the complexity of the scheme, the goal is usually to drive a measured or estimated state or set of states to a desired set point. The general drawback of any ACC system is that maintaining a variable such as the cutting force at a given set point will generally not optimize the process. Indeed, the significant optimization objectives for machining are generally a function of the tool wear and wear rate as well as the process input parameters rather than direct functions of measured process variables such as the cutting force or tool temperature. Functions relating these objectives with a measured variable, such as the cutting force, would undoubtedly be very complex and non-linear, since the cutting process is highly nonlinear. The optimization objectives may not even be a monotonically increasing or decreasing function of the process input parameters. This characteristic is in
sharp contrast with standard transfer functions used in linear control design, where provided the system is stable, the quasi-static output of the plant is assumed to be a linear function of the input. In addition, linear control design is primarily effective for time-invariant systems, while the machining process is a complex time-varying system. Furthermore, linear control theory was primarily developed to maintain an objective at a specified set point; however, the goal of a process optimization scheme is not to maintain an objective at a present value, but rather to obtain the maximum (or minimum) of the objective over the feasible range of process input parameters. For these reasons, classical and modern control theory can be rendered inadequate for operating not only the machining process but manufacturing processes in general.

Figure 1.1 Machining Control Using an Adaptive Control Constraint (ACC) Scheme
Artificial intelligence techniques [120] are most effective for relatively complicated problems with a substantial degree of uncertainty, and thus offer an alternate approach to the treatment of the control problem of a manufacturing process. However, a "simplistic" adaptation of AI technology to the control problem of a manufacturing process would be inadequate [123]. Typical knowledge-based systems utilized in areas such as diagnostics in medicine assume the existence of an expert that can be interviewed and provide adequate knowledge that is later codified by so-called knowledge engineers. In the case of machining, however, such a simplified approach will be prone to failure because, despite the common perception of an expert machinist, the scientific principles utilized by a machinist are either absent or fully inadequate. Furthermore, an approach based on interviewing different machinists would find subjective points of view that would be extremely difficult to codify in an objective and sufficiently general knowledge based that would be useful under many different conditions. The execution of this type of expert system under current and foreseeable computer technology will require a substantial amount of time; this characteristic is inappropriate in an environment where real-time or near real-time responses are needed. Simply building a system of IF-THEN rules would be too slow for the reaction times of a machine tool. In addition, the empirical manner in which the knowledge of such systems is stored would make it difficult to interface an AI controller with the scheduling and control schemes of the rest the manufacturing system.

Adaptive Control Optimization (ACO) schemes have been researched in an effort to optimize the machining process (Figure 1.2). The major obstacles to successful in-process optimization of machining operations have been the lack of sensing devices that can reliably monitor the process and the lack of a single process model which can comprehensively reflect the complexity of the machining process. Past research has shown that accurate process models are difficult to build and are generally unreliable for machining control over a wide variety of operating conditions. When using sensing devices to monitor a process,
the values these devices deliver as input to the model may include errors due to the physical phenomena the sensor uses to measure the particular process variable. Furthermore, for many processes several of the process variables cannot be directly measured due to the physics or geometry of the process. Most manufacturing processes involve a complex interaction between a number of physical phenomena; the nature of these interactions and the relative significance of the physical phenomena can change with respect to time. It is difficult for one model to adequately reflect all of these these phenomena and the complexity of the interaction between them. In addition, the constants, particularly material-related constants, used in a process model are uncertain. Material properties cannot always be accurately determined and can vary considerably for each batch of material; they can also be sensitive to different physical conditions such as temperature.

Figure 1.2 Machining Control Using an Adaptive Control Optimization (ACO) Scheme
1.2 DECISION-MAKING APPROACH TO PROCESS OPERATION

As an alternative to the above efforts, this thesis considers an approach to the operation of manufacturing processes where the process input parameters are selected with the help of functions which explicitly relate performance objectives with the input parameters and sensor signals which are used to monitor the process. Most manufacturing processes must be operated in accordance with multiple performance objectives such as cost per part, production rate and quality. The goal of the process operation approach considered in this thesis is to select the input parameters in-process in an attempt to operate the process in accordance with multiple performance objectives.

With few exceptions [2,93], most machining control schemes use a single sensor to monitor the process and therefore consider a single process model. Because of the lack of reliable sensors for manufacturing processes and the difficulty in developing one model which comprehensively reflects the complexity of the process, the approach to be investigated in this thesis considers the use of multiple sensors and process models for monitoring the behavior of the process. Although each of the models may not adequately reflect the process behavior when considered individually, in combination they may provide sufficient information to adequately monitor the process. If information from a variety of sensors and sensor-based models is synthesized, the maximum amount of information would be considered in selecting the values for the process input parameters and thus the quality of the process operation would likely be better than when operated based on information from only a single sensor. In addition, if one sensor fails during the process, a process operation scheme utilizing multiple sensors could probably continue to operate, while an approach based on a single sensor would be forced to stop the process.
An objective which realistically reflects the conditions during a manufacturing process may contain several local maxima over the feasible range of process inputs. In addition, the location of the overall maximum for an objective may shift significantly in the feasible input space during the process. Such a space would have to be searched periodically during the process in order to locate the changing set of optimal input parameters. The method used to search the space must not be susceptible to convergence problems and should not get stuck at a local maximum.

A number of different methods could be considered for searching the feasible input space for the best input parameters. This thesis considers a decision-making approach to the operation of a manufacturing process which provides a robust and flexible methodology for searching the space of input parameters [24, 27-29]. This approach proceeds by executing a number of logical steps:

1. The feasible alternatives are determined whenever a decision must be made; in general, these alternatives will be a set of input parameters such as feed rate and/or cutting speed.

2. Appropriate criteria, which must be considered when evaluating the feasible alternatives established previously, are determined. These criteria may include the cost or time of remaining machining operations or the part surface quality.
3. The values of the criteria for each of the proposed alternatives are estimated based on sensory information and previously learned principles and relationships. These principles and relationships will frequently be represented in the form of mathematical models.

4. Considering the values of the criteria established previously, one or more decision-making rules are applied to select the best alternative.

The execution of these steps reflects the manner in which a human would proceed to make a decision during the operation of a process. The decision-making process can be concisely expressed in a decision matrix format, where the matrix elements express the values of the criteria for each feasible alternative. The majority of the decisions made by such an operation scheme must be made within a relatively short period of time. The decision-making process can be implemented most quickly by assigning each decision-making step to a separate module. Each module can then be structured specifically to execute each step in the most systematic and efficient way. In addition, it is not necessary that each step be re-executed every time a decision is made. Since each of the modules can be modified or replaced in order to adapt to a new set of processing conditions without changing the overall structure of the system, a wide variety of tool conditions, materials and geometries can easily be considered within the same decision-making framework.

In a general schematic of the decision-making scheme described, the system is structured in a modular and generic manner (Figure 1.3). The significant modules of the system can be briefly described as follows.
Module 1: A rule-base system for determining the criteria provides the connection between the machining operation and the goals and objectives set at higher levels of the manufacturing hierarchy. This module determines the significant criteria which must be considered during the machining operation.

Module 2: An A.I. based system for determining the alternatives provides the decision-making process with a set of feasible alternatives from which the optimal alternative is selected.

Module 3: A set of independent process models, based on sensor information and the physics of the process provides the basis for the estimation of the criteria values for each of the alternatives.

Module 4: The consequences of the different alternatives are estimated via an intelligent synthesis of sensor information. This module provides the values of the criteria to the decision-making process and operates in tandem with the process models (module 3).

Module 5: A set of decision-making rules is applied to the process information gathered thus far to select the best alternative.

The development of module 2 has been addressed previously [22]. In [22] the feasibility of a set of input parameters is based on several state variables, which may include surface roughness, the type of chips produced, machine tool vibrations, and the cutting power required. The objective of this module is to obtain acceptable values for the state variables by selecting an appropriate range of machining input parameters. In order to
Figure 1.3 Basic Structure of a Decision-Making Approach to Machining Operation
achieve this objective, relationships between the state variables and the process inputs must be established. By applying constraints such as a maximum vibration level or maximum allowable surface roughness to the appropriate state variable these relationships can be used to determine an acceptable range of process inputs. The module for selecting the best alternative (module 5) can subsequently choose the optimal alternative from this feasible set of alternatives. A number of researchers have tried to use analytical or empirical approaches to defining relationships between the process inputs and the state variables. The success of these efforts has been limited because of the complexity of the metal cutting process. As an alternative to the previous approaches the work reported in [22] considered new A.I. and self-organizing empirical modelling techniques. Modelling techniques which were considered and evaluated included: the group method of data handling (GMDH) and neural networks.

1.3 THESIS FOCUS AND STRUCTURE

This thesis will concentrate on the development of modules 3, 4 and 5 (Figure 1.3). In general, the significant optimization criteria during a machining process will be dependent on the tool wear and the process input parameters. Chapter 2 considers the fundamental relationships between the acoustic emission produced during machining and the parameters of the machining process. These relationships are necessary in order to develop an acoustic-emission based model adequate for tool wear monitoring. Such a model would be used in module 3 of the decision-making approach to machining process operation. This investigation was based on turning experiments performed using both steel and aluminum workpiece materials.
Chapter 3 discusses and evaluates methods for the synthesis module (module 4). This module operates in tandem with the process models and provides the final estimates of process state variables used in determining the values of the optimization criteria. In a machining application, each process model would be used to provide independent estimates of the tool wear to the sensor synthesis scheme based on the sensor signals. Additional machining parameters, such as the feed and cutting speed, could also be used as inputs in order to provide the sensor synthesis scheme with additional information about the machining process. The scope of the synthesis scheme is to determine the best final estimate for the wear based on information provided by multiple sensors. It must consider information about the particular machining operation as well as the reliability and accuracy of the sensors and the related process models. Chapter 3 considers two basic approaches to the synthesis of sensor information. The first approach is to use a mechanism based on training. Methods in this category include neural networks, least-squares regression and the group method of data handling (GMDH). The second approach utilizes statistical criteria to determine the best synthesized estimate from the independent estimates provided by the process models. In Chapter 3 these methods are first evaluated and compared in a simulated environment and then based on tool wear experiments performed on a lathe.

Chapter 4 focuses primarily on module 5 in which the best alternative is selected based on a set of decision-making criteria. The feasibility and limitations of a decision-making approach to machining operation are discussed. In addition the decision-making approach is compared with typical Adaptive Control Constraint (ACC) and Adaptive Control Optimization (ACO) approaches to process control. These comparisons were based on applying each of these control approaches to a simulated turning process. Performance measures of cost per part, production rate and surface roughness were used for the purpose of the comparisons.
2 ASPECTS OF ACOUSTIC EMISSION BASED MODELLING FOR MACHINING OPERATION

2.1 INTRODUCTION

During the machining process, the decision-making approach or an adaptive control approach operates the process by changing machine tool setting parameters such as the speed and feed. Often it is desirable for the process operation scheme to monitor the progressive tool wear during the process. In addition, for most machining operations, the important optimization criteria are dependent upon the magnitude of the tool wear. Therefore, it is essential that the process models used within an operation scheme are capable of providing an estimate of the tool wear during the process even as the machine tool settings are changed.

In general, both tool wear and changes in the machine tool setting parameters affect process monitoring signals such as tool vibration, cutting forces, and tool temperature. In order to be useful for wear monitoring during process operation, the model must account for changes in the sensor signal due to changes in the machine tool settings. For example, as shown in Figure 2.1, the cutting force increases during machining both due to an increase in feed rate and due to an increase in tool wear. In the force-feed plane, the force component due to tool wear remains constant. In the force-time plane, the feed rate remains constant while the force component due to tool wear increases. If the increase in the force component due to the feed rate can be determined independently, then it is
Figure 2.1 Feed Rate and Cutting Time/Tool Wear Effect on Cutting Force

possible to calculate the increase in the cutting force due to tool wear. From the value of this force increase, the tool wear can be determined. Although in this example the measured parameter is force and the control input is feed rate, this example illustrates that a process model used to monitor tool wear must account for changes in the sensor signal due to changes in the machine tool settings regardless of the sensor signal and machine tool setting parameters used.

The work presented in this chapter considers the development of an acoustic emission-based model adequate for tool wear monitoring within a scheme such as the decision-making approach to process operation.

Acoustic emission (AE) is developed by the rapid release of strain energy within a
material [89]. Some of the energy released radiates from the source in the form of elastic waves to the surface of the material. These waves can be detected by a piezoelectric transducer mounted on the surface of the material. AE activity can originate from numerous sources. Any changes in the internal structure of the material will generate AE. Possible AE sources include twinning and grain boundary movement, point defects or dislocations, plastic deformation, creation and collapsing of voids, initiation and propagation of cracks, phase transformations, and fracture.

In metal cutting, plastic deformation associated with shearing of the workpiece material is the primary source of AE. In the case of discontinuous chips, fracture associated with chip breaking is also a significant source of AE activity.

Several different techniques have been considered for analyzing AE signals. Some common methods include [89]:

- **Frequency spectral analysis**--a recorded AE signal is Fourier analyzed to determine the frequency components in the signal.

- **Autocorrelation analysis**--a signal is compared with a delayed version of the same signal in order to identify periodic components within the signal.

- **Count rate**--a threshold voltage, usually above the noise level, is established, and the number of threshold crossings per unit of time is counted.

- **Amplitude distribution analysis**--several discrete threshold values are chosen, and the relative number of emission events that occur within each threshold interval are recorded.
- RMS value of the signal--this can be determined using a true RMS to DC converter and is an indicator of the energy level of the signal.

Advantages of acoustic emission for in-process detection of tool wear are:

- The signal frequency range is far above that of machine tool vibrations and other sources of noise. Therefore, undesirable noise components can easily be removed from the signal using a low-pass filter.

- The AE transducer can be mounted easily on the tool or tool holder and does not interfere with the cutting process. Recently, a process has also been developed for placing a thin film transducer directly on cutting inserts [92]. These thin film transducers allow for detection of the AE signal with a minimal distance and a minimal number of mechanical interfaces between the signal sources and the transducer and yet do not interfere with the cutting process.

Several different AE signal analysis approaches for in-process detection of tool wear have been investigated:

- Iwata and Moriwaki [53] found that the count rate for the AE signal tends to increase as the flank wear increases.

- Dornfeld [32], Iwata and Moriwaki [53], and Uehara and Kanda [112] noted that certain components in the frequency spectrum of the AE signal increase dramatically with increased flank wear.
• Statistical analysis of the RMS AE signal was considered by Dornfeld and Kannatey-Asibu [58]. The skew and kurtosis of an assumed β distribution for the RMS signal were found to be sensitive to progressive flank wear.

• A time series analysis of the dynamic components in the RMS AE signal was implemented by Dornfeld and Liang [71]. The parameters in an adaptive time series model were found to be sensitive to increasing flank wear.

• Dornfeld and Rangwala [93] used characteristics of the AE and cutting force frequency spectra as inputs to a neural network. The network was trained to identify the tool wear state. Recognition accuracies of up to 95% were reported for classification of a tool as fresh or worn.

• An analytical relationship between the RMS AE signal and the parameters of the cutting process was developed by Dornfeld and Kannatey-Asibu [59]. This relationship was later extended by Lan and Dornfeld [66] to include the effect of flank wear on the RMS AE signal.

Work has not been done to quantify the effect of changing the machine tool setting parameters such as speed and feed rate on the count rate, frequency spectrum, or distribution moments for the AE signal. Therefore, it is uncertain whether the count rate, frequency spectrum, or statistical analysis techniques would be applicable to process monitoring for machining control. The frequency spectrum of the AE signal can be greatly colored by many factors such as damping of the medium, transducer response, and, above all, the resonance of the waveguide [89]. These effects may cause inaccuracies in tool wear estimates and may also make the methods dependent on the analysis of the frequency spectrum difficult to calibrate.
For unmanned machining operations, it is desirable to have short broken chips rather than long continuous chips. For this reason, it is critical that the AE signal analysis method used for detection of tool wear be as insensitive as possible to chip breaking. For the adaptive time series analysis approach implemented by Dornfeld and Liang [71], the method is dependent on the dynamics of the RMS AE signal (the D.C. component of the signal was filtered out). Chip breaking introduces high frequency components into the RMS AE signal. It would be difficult to filter out the components due to chip breaking, as the method is dependent on the dynamics of the signal. Thus, the time series method may be inappropriate for unmanned monitoring and control of the machining process. In a similar way, the frequency spectrum-based methods may be overly sensitive to chip breaking. For the neural network approach, which utilizes features of the frequency spectrum, Dornfeld and Rangwala [93] noted that chip breaking caused most of the errors in the tool state classification. In contrast to other methods, the analytical AE model is primarily dependent on the D.C. component of the AE RMS signal. Consequently, the analytical model can be made less sensitive to chip breaking by filtering high-frequency components out of the RMS signal.

The most sophisticated analytical AE machining model was developed by Dornfeld et al. [59, 66]. This model correlates the power expended in the orthogonal cutting process with the RMS AE signal. During machining, power is expended primarily in four regions, as illustrated in Figure 2.2:

- the shear zone, where the chip is sheared from the workpiece.

- the chip-tool interface on the rake face, where both bulk shear and sliding may occur.
- the chip-workpiece interface on the flank face, where both bulk shear and sliding may occur.

- the chip after leaving the tool rake face, where fracture of the chip may occur.

In this model developed by Dornfeld, the power dissipated due to chip fracture was not accounted for. Chip breaking, however, generally generates high-frequency components in the RMS signal while shear and friction in the other zones primarily generates lower frequency components. A low-pass filter, therefore, can be used to remove the components of the RMS signal due to chip breaking.

![Diagram](image)

**Figure 2.2** Locations of Acoustic Emission Generation in the Cutting Process
The estimates provided by the analytical model for the change in the RMS AE signal due to changes in the cutting velocity correspond very well with experimental data. However, experimental data shows results quite different from the model predictions for changes in the RMS signal due to changes in feed rate or width of cut [66]. In addition, the sensitivity of the RMS AE signal to rake angle changes has not been adequately investigated.

2.2 MODELLING THE MACHINING PROCESS VIA ACOUSTIC EMISSION

The objective of the work presented in this chapter is to develop a model which adequately relates the AE signal to changes in the machine tool setting parameters. As explained above, the model must meet this objective in order to provide a process operation scheme with an estimate of the progressive tool wear during the process. As a first step in the model development, it was necessary to determine whether the RMS AE signal is proportional to the power expended in the process, as assumed in previous analytical AE models.

In the AE model developed by Dornfeld et al. [59, 66], it was assumed that the ratio of the power used to produce AE divided by the total power expended in the cutting process, \( P_{AE}/P_T \), is always constant. Previous studies [66, 50] have shown that the RMS AE signal is more sensitive to changes in cutting velocity than changes in feed rate or width of cut. Changes in cutting velocity primarily change the shear velocity in the shear zone, the chip velocity on the rake face, and the workpiece velocity on the flank face. On the other hand, changes in the feed rate and width of cut primarily influence the size of the shear zone and the area of contact between workpiece and tool on the tool faces. Thus,
changes in width of cut and feed rate primarily influence the cutting forces rather than the shear and friction velocities. These observations indicate that the fraction of the total cutting power which goes into producing acoustic emission is dependent upon the cutting speed, feed rate, and width of cut. Specifically, the fraction of the cutting power dissipated as acoustic emission is greater if the power increases due to an increase in cutting velocity than if the power increases due to an increase in cutting force.

The basis of the model developed by Dornfeld et al. [59,66] is that the RMS of the AE signal is an exponential function of the power expended in the cutting process.

\[
\text{RMS} = C_1 \left[ P_t \right]^m
\]  

(2-1)

where:

- \( C_1 \) is a proportionality constant that takes into account factors such as amplifier gains.
- \( P_t \) = total power expended in the cutting process (excluding power dissipated due to chip fracture).
- \( m \) is an exponent (originally considered by Dornfeld to be 1/2).

For the machining process, the sum of the power expended in the shear zone, tool-chip interface on the rake face, and tool-workpiece interface on the flank face can be written as:

\[
P_t = v_s F_{ts} + v_r F_{tr} + v F_{tf}
\]  

(2-2)

where:

- \( v_s \) = shear velocity
- \( F_{ts} \) = tangential shear force
- \( v_r \) = chip velocity on the rake face
\[ F_t = \text{tangential force of the chip on the rake face} \]
\[ v = \text{cutting velocity} \]
\[ F_d = \text{tangential force of the workpiece on the flank face} \]

The shear velocity, \( v_s \), and the chip velocity on the rake face, \( v_r \), can be written in terms of the cutting surface velocity, \( v \), and the cutting geometry.

\[ v_s = \frac{\cos[\alpha]}{\cos[\phi-\alpha]} v \]  \hspace{1cm} (2-3)

\[ v_r = \frac{\sin[\phi]}{\cos[\phi-\alpha]} v \]  \hspace{1cm} (2-4)

where:
\[ \alpha = \text{rake angle} \]
\[ \phi = \text{shear angle} \]

Substituting the above expressions for power and velocity into the RMS relationship yields

\[ \text{RMS} = C_1 \left[ v \left( F_t \frac{\cos[\alpha]}{\cos[\phi-\alpha]} + C_2 F_r \frac{\sin[\phi]}{\cos[\phi-\alpha]} + C_3 F_{rf} \right) \right]^m \]  \hspace{1cm} (2-5a)

where:
\[ C_2, C_3 = \text{relative signal attenuation coefficients for the AE generated on the rake and flank faces with respect to that generated in the shear plane.} \]

Taking the logarithm of both sides of equation (2-5a) allows the exponent, \( m \), and the constant of proportionality, \( C_1 \), to be determined from measured RMS AE signal vs.
cutting force data using least-squares regression:

$$\log[RMS] = \log[C_1] + m \log \left[ v \left( F_u \frac{\cos[\alpha]}{\cos[\phi-\alpha]} + C_2 F_r \frac{\sin[\phi]}{\cos[\phi-\alpha]} + C_3 F_\theta \right) \right]$$

(2-5b)

In equation (2-5) the RMS signal is expressed as an exponential function of the power expended in the process. Experimental data indicates that the RMS signal is more sensitive to variations in the cutting velocity than the cutting forces. Allowing the velocity term in equation (2-5) to have a different exponent than the force term permits the sensitivity of the RMS AE signal to the cutting velocity to be modelled as different than the sensitivity of the RMS signal to the cutting force components.

$$RMS = C_1 v^m \left[ F_u \frac{\cos[\alpha]}{\cos[\phi-\alpha]} + C_2 F_r \frac{\sin[\phi]}{\cos[\phi-\alpha]} + C_3 F_\theta \right]^n$$

(2-6a)

Taking the logarithm of both sides of the above RMS equation allows the exponents, m and n, and the constant of proportionality, C₁, to be determined from RMS AE signal vs. cutting force data using least-squares regression:

$$\log[RMS] = \log[C_1] + m \log[v] + n \log \left[ F_u \frac{\cos[\alpha]}{\cos[\phi-\alpha]} + C_2 F_r \frac{\sin[\phi]}{\cos[\phi-\alpha]} + C_3 F_\theta \right]$$

(2-6b)
2.3 EXPERIMENTAL PROCEDURE

The experimental apparatus shown in Figure 2.3 was used to conduct cutting tests for verification and analysis of the AE model presented in equation (2-6). Tests were performed on a Daewoo Puma10 CNC lathe, with 20 HP maximum spindle power. The tool holder was equipped for measuring the cutting forces along three orthogonal axes. A Physical Acoustics WD wideband transducer mounted on the tool holder was used to detect the AE signal. The signal from the AE transducer was preamplified using a Physical Acoustics 1220A preamplifier and then amplified by a Physical Acoustics AE1A postamplifier for a total gain of 40db. The AE signal was highpass filtered with a 50 kHz cutoff frequency in order to remove components due to machine vibrations and other low-frequency noise from the signal. An Analog Devices AD636 true RMS to D.C. converter chip was used to determine the RMS of the AE signal. The RMS signal was then lowpass filtered with a cutoff frequency of 1.59 Hz in order to remove components of the AE signal associated with chip breaking. Data from the tests were recorded using a Compaq Deskpro 286 computer equipped with a Data Translation DT2801 data acquisition board. After each cutting test, the chip thickness was measured in order to determine the cutting ratio and the shear angle.

In order to perform the orthogonal cutting tests, 6061-T6 aluminum tubes, 2.25 in. (57.2 mm) inside diameter with thicknesses of 0.125 in. and 0.063 in. (3.18 and 1.60 mm), and ASTM A53, 6 in. (152 mm) steel pipe with a thickness of 0.125 in. (3.18 mm), were used for the workpiece material. For the aluminum cutting tests, WKE 45 HSS orthogonal cutting tools, by Seco Tools, with 8° clearance angles and 15° and 30° rake angles were used. In the steel cutting tests, M2 HSS orthogonal tools, by Enco Mfg., with 6° clearance angles and 15° and 30° rake angles were used. The tools were reconditioned periodically between tests by honing.
Figure 2.3 Experimental Apparatus
For each of the cutting tests, the tangential forces along the shear plane and the rake face were determined from the measured cutting and feed forces based on the cutting geometry (Figure 2.4).

\[ F_T = F_C \sin(\alpha) - F_f \cos(\alpha) \quad (2-7) \]

\[ F_B = F_C \cos(\phi) + F_f \sin(\phi) \quad (2-8) \]

These forces, as well as the cutting velocity and cutting geometry, were used in the RMS equations (2-5) and (2-6). Least-squares regression of the log of the measured RMS AE signal on the log of the power expended in the process was used to determine the constant of proportionality, \( C_1 \), and the exponent, \( m \), in expression (2-5). Multiple least-squares regression of the log of the measured RMS AE signal on the log of the cutting velocity and the log of the cutting force term, as shown in expression (2-6b), was used to determine the constant of proportionality, \( C_1 \), and the exponents, \( m \) and \( n \), in equation (2-6a).

Surface velocities of 50, 100, 200 and 400 fpm (0.254, 0.508, 1.02 and 2.03 m/sec) were used in the aluminum cutting tests. At each of these velocities, tests for feed rates of 0.002, 0.005, 0.010 and 0.015 ipr (0.051, 0.127, 0.254 and 0.381 mm/rev) and widths of cut of 0.125 in. and 0.063 in. (3.18 and 1.60 mm) were performed. For the steel cutting tests, surface velocities of 50, 100, 200 and 300 fpm (0.254, 0.508, 1.02 and 1.52 m/sec) were used. At each of these velocities, tests for feed rates of 0.0020, 0.0035 and 0.0050 ipr (0.051, 0.089 and 0.127 mm/rev) with a 0.125 in. (3.18 mm) width of cut were performed.
Figure 2.4 Forces in Orthogonal Cutting

(F_{tr} = tangential force of chip on rake face, F_{ts} = tangential shear force,
F_c = measured cutting force, F_f = measured feed force,
f_r = feed, \alpha = rake angle, \phi = shear angle)

Because the constant of proportionality, C_1, in expressions (2-5) and (2-6) can be significantly changed simply by removing and replacing the same tool in the tool holder, all tests with a given cutting tool were completed before removing the tool. This procedure ensured that data from the aluminum cutting tests with different widths of cut (tube thicknesses) could be meaningfully evaluated. However, in order to change the rake angle, the tool had to be removed and replaced with a tool of a different rake angle; therefore, an
investigation of the effect of different rake angles on the RMS signal was not possible from the data collected in these tests.

2.4 RESULTS AND DISCUSSION

2.4.1 Aluminum Cutting Tests

From experimental data for tests with aluminum workpiece material with a 30° rake angle tool, the constants in expression (2-5) were found to be \( C_1 = 1.04 \times 10^{-2} \) and \( m = 0.496 \). The constants in expression (2-6) were determined as \( C_1 = 4.44 \times 10^{-2} \), \( m = 0.806 \) and \( n = 0.092 \). Data from the tests for 0.002 and 0.005 ipr feed rates with a 0.063 in. width of cut and 400 fpm cutting velocity were omitted in the analysis because of chatter that occurred during these tests which significantly influenced the RMS AE signal. Plots of the RMS AE as determined from expression (2-5), using the constants determined above, versus the measured RMS signal for 0.125 in. and 0.063 in. widths of cut are shown in Figures 2.5a and 2.6a, respectively. Plots of the RMS AE as determined from equation (2-6) versus the measured RMS signal for 0.125 in. and 0.063 in. widths of cut are shown in Figures 2.5b and 2.6b, respectively. The lines with zero y-intercept and 1/1 slope shown in these figures and in all of the following figures illustrate the ideal relationship between the estimated RMS, as determined from measured cutting forces and cutting conditions, and the measured RMS AE signal. The coefficient of correlation between the measured RMS signals and the RMS values provided by expression (2-5) is 0.793. The correlation coefficient between the measured RMS and the RMS provided by expression (2-6) is 0.968.
Figure 2.5a  Calculated RMS from Equation (2-5)

Figure 2.5b  Calculated RMS from Equation (2-6)

Figure 2.5  Calculated RMS Versus Experimental RMS for Aluminum Cutting Tests with 30° Rake Angle Tool, 0.125 in. Width of Cut, and Cutting Speeds v=50, 100, 200, and 400 fpm
Figure 2.6a  Calculated RMS from Equation (2-5)

Figure 2.6b  Calculated RMS from Equation (2-6)

Figure 2.6  Calculated RMS Versus Experimental RMS for Aluminum Cutting Tests with 30° Rake Angle Tool, 0.063 in. Width of Cut, and Cutting Speeds $v=50, 100, 200,$ and $400$ fpm
It was found that the results in the above and in all following analyses were not very sensitive to the attenuation coefficients \( C_2 \) and \( C_3 \) in expressions (2-5) through (2-6); this was particularly true for equation (2-6). These coefficients would be quite difficult to identify, and, in the work presented here, \( C_2 \) and \( C_3 \) were assumed to be one.

Using experimental data from tests with aluminum workpiece material with a 15° rake angle, the constants in relationship (2-5) were determined as \( C_1 = 9.68\text{E}-3 \) and \( m = 0.406 \). The constants in equation (2-6) were found to be \( C_1 = 3.61\text{E}-2 \), \( m = 0.714 \) and \( n = 0.049 \). The RMS AE determined from expression (2-5), using the above constants, versus the measured RMS signals for 0.125 in. and 0.063 in. widths of cut are shown in Figures 2.7a and 2.8a, respectively. Figures 2.7b and 2.8b show the RMS signals found using expression (2-6) versus the measured signal for 0.125 in. and 0.063 in. widths of cut, respectively. The correlation coefficient between the RMS values provided by expression (2-5) and the measured RMS signal is 0.724. The correlation coefficient between the measured RMS signal and the values determined using equation (2-6) is 0.939.

2.4.2 Steel Cutting Tests

The constants in equation (2-5), using data from tests with steel workpiece material and a tool with a 30° rake angle, were determined to be \( C_1 = 1.22\text{E}-3 \) and \( m = 0.771 \). In equation (2-6), the constants were found to be \( C_1 = 2.37\text{E}-2 \), \( m = 0.808 \) and \( n = 0.140 \). A plot of the RMS values determined using equation (2-5) versus the measured RMS signals is shown in Figure 2.9a. Figure 2.9b shows the RMS estimates determined using equation (2-6) versus the measured RMS signals. The coefficient of correlation between the measured RMS signals and the estimated RMS provided by expression (2-5) is 0.898. The
Figure 2.7a  Calculated RMS from Equation (2-5)

Figure 2.7b  Calculated RMS from Equation (2-6)

Figure 2.7  Calculated RMS Versus Experimental RMS for Aluminum Cutting Tests with 15° Rake Angle Tool, 0.125 in. Width of Cut, and Cutting Speeds v=50, 100, 200, and 400 fpm
Figure 2.8a  Calculated RMS from Equation (2-5)

Figure 2.8b  Calculated RMS from Equation (2-6)

Figure 2.8  Calculated RMS Versus Experimental RMS for Aluminum Cutting Tests with 15° Rake Angle Tool, 0.063 in. Width of Cut, and Cutting Speeds v=50, 100, 200, and 400 fpm
correlation coefficient between the measured RMS signal and the estimates supplied by relationship (2-6) is 0.988.

Using experimental data from tests with steel workpiece material and a 15° rake angle tool, the constants in expression (2-5) were found to be $C_1 = 5.91E-3$ and $m = 0.425$. For expression (2-6), the constants were determined as $C_1 = 2.50E-2$, $m = 0.500$ and $n = 0.135$. Data from the test with a 50 fpm surface velocity and a 0.005 ipr feed rate were not included in the analysis, as the test could not be completed due to excessively high cutting forces developed during the test. Chatter significantly influenced the AE RMS signal in the tests with 300 fpm cutting velocity and 0.0035 and 0.0050 ipr feed rates; therefore, data from these tests were omitted from the analysis. Figure 2.10a shows the RMS values determined using equation (2-5) versus the measured RMS signals. The RMS signals estimated using equation (2-6) versus the measured RMS signal are shown in Figure 2.10b. The correlation coefficients between the measured and estimated RMS values is 0.819 for the estimates provided by equation (2-5), and it is 0.867 for the estimates determined using equation (2-6).

The above numerical and graphical results indicate that over a wide variety of cutting conditions equation (2-6) more adequately models the relationship between the RMS AE and the cutting forces and velocity than equation (2-5). This conclusion indicates that the fraction of the total cutting power used to produce acoustic emission is not constant. Rather it seems that the proportion of the power expended in the cutting process used to produce AE is greater when the power increases due to an increase in cutting velocity than when the power increases due to an increase in cutting forces.
Figure 2.9a  Calculated RMS from Equation (2-5)

Figure 2.9b  Calculated RMS from Equation (2-6)

Figure 2.9  Calculated RMS Versus Experimental RMS for Steel Cutting Tests with 30° Rake Angle Tool, 0.125 in. Width of Cut, and Cutting Speeds v=50, 100, 200, and 300 fpm
Figure 2.10a  Calculated RMS from Equation (2-5)

Figure 2.10b  Calculated RMS from Equation (2-6)

Figure 2.10  Calculated RMS Versus Experimental RMS for Steel Cutting Tests with 15° Rake Angle Tool, 0.125 in. Width of Cut, and Cutting Speeds v=50, 100, 200, and 300 fpm
In general, relationships (2-5) and (2-6) did not relate the RMS AE signal with the cutting forces and velocity as well for a 15° rake angle tool as for a 30° rake angle tool. This result may be explained by the fact that, in general, assumptions made in the orthogonal cutting model more realistically reflect the actual cutting process for the 30° than the 15° rake angle. For example, it was obvious from examination of the cross section of the chips formed that the chip shearing process occurred in a less uniform zone for the 15° than the 30° rake angle tests. An increase in the rake angle provides a general improvement in the chip formation process [126].

2.5 CONCLUSIONS

The development of an acoustic emission-based model appropriate for in-process monitoring of tool wear within a scheme such as the decision-making approach to process operation has been considered. In order to be adequate for this application, the model must account for changes in the AE signal due to changes in the machine tool setting parameters. It was concluded that a model based on fundamental cutting principles and parameters would be best for monitoring the tool wear.

A model was developed that, over a wide range of cutting conditions, more adequately relates the cutting forces and velocity with the RMS signal than previous models. This model indicates that the proportion of the total power expended in the cutting process that goes into producing acoustic emission is not constant. Instead, the proportion is greater if the power increases due to an increase in cutting velocity than if the power increases due to an increase in cutting forces.
3 SENSOR SYNTHESIS

3.1 INTRODUCTION

With few exceptions, control schemes for manufacturing processes use a single sensor to monitor the process (Figure 3.1). In many cases this approach is inadequate primarily due to inaccurate sensor information and the lack of a single process model which can sufficiently reflect the complexity of the process. The signals that sensing devices deliver as inputs to a process model may include errors. In addition, the physics or geometry of many processes do not allow several of the process variables to be directly measured. A complex interaction between a number of physical phenomena occurs in many manufacturing processes; the characteristics of these interactions and the relative significance of the physical phenomena can change during the process. It is difficult to develop one model which adequately reflects these phenomena and the complexity of the interaction between them. Furthermore, some parameters, particularly material-related parameters, used in a process model are often somewhat uncertain. Material properties can be sensitive to conditions such as temperature and can vary considerably for each batch of material.

As an alternative to the typical approach to process monitoring, this chapter considers a multiple sensor approach which is similar to the method a human uses to monitor a manufacturing process. The human's approach is characterized by a lack of accurate sensors and process models; however, the human considers a number of different sensors (his/her own senses), and processes information about a variety of process variables such as temperature and force. Similarly, one can consider a system for the
monitoring of manufacturing processes (Figure 3.1) whereby measurement of process variables is performed by several sensing devices which in turn feed their signals into different process models which contain mathematical expressions based on the physics of the process; they relate the measured variables to process state variables, namely process variables which cannot be directly measured [20,21,25,26]. The approach proceeds with a synthesis of the state variable estimates provided by the different process models.

(a) Typical Process Monitoring Scheme

(b) Sensor Synthesis Approach to Process Monitoring

Figure 3.1 Comparison of Typical Process Monitoring Scheme (a) with Sensor Synthesis Approach (b)
The term "synthesis" indicates in the context of this thesis that the estimates of the state variable are combined or "synthesized" to provide a final estimate of the same variable. If e.g. the state variable of a process is the tool wear and three different sensors and process models provide three different estimates of the tool wear at the time of measurement, then the synthesis scheme combines these three estimates in order to provide a final estimate of the wear.

Synthesis of sensor information can provide a number of benefits for process monitoring, particularly for processes and systems which are difficult to model and monitor [19,34]:

- By using a variety of sensors, the maximum amount of information is used for making control decisions; the quality of the decisions will likely be better than decisions based on information from a single sensor.

- Utilizing independent estimates of the same state variable from several sensor-based models can be considered analogous to taking several samples from a random distribution. Statistically, as more samples are taken, the confidence interval for the mean becomes narrower. In the same way, as more sensor-based information is considered, the certainty of the estimated parameter values improves and the uncertainty due to randomness in the sensor signals is reduced. This benefit could potentially be achieved not only by using a variety of sensors but also by using multiples of one type of sensor.

- The reliability of different types of sensors may change relative to one another even during a single process. If this change in reliability can be correlated with the process input parameters or other known parameters, a sensor synthesis scheme
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can "weight" the appropriate sensor(s) more heavily for each set of conditions, thus providing the controller with information which is more reliable than information from a single sensor.

- Features from several types of sensors may be synthesized in order to provide greater resolution in the sensor-based parameter estimates. One binary signal provides two classifications while two binary signals provide four classifications. Synthesizing signals from several types of sensors can be considered as a more sophisticated extension of the binary case.

A significant element of the decision-making approach to process operation described in Chapter 1 is the ability to synthesize the state variable estimates provided by the process models. The purpose of this chapter is to investigate the feasibility of different sensor synthesis schemes and to provide a basic comparison of their performance.

3.2 APPROACHES TO SENSOR SYNTHESIS

In this chapter two basic approaches to the synthesis of sensor information are considered. The first approach is to use a mechanism based on training. The second approach utilizes statistical criteria to estimate the best synthesized estimate from the variable estimates provided by the process models.

3.2.1 Approach Requiring Training

An approach can be implemented in which the synthesis occurs through a "mechanism" or a "model" which first "learns" through a training phase how the synthesis
should occur (Figure 3.2). This “mechanism” or “model” can learn with the help of available data where both the input and the output of the synthesis scheme is known; input

(a) Training Phase

(b) Application Phase

Figure 3.2 Illustration of Training and Application Phases
data in the context of this work consists of state variable estimates provided by the sensors and their corresponding process models and the output is the actual value of the state variable. In order to know the actual value for the state variable, experiments must be performed in which measurements are made of the state variable which is not normally measured during the actual process. In the application phase, the already trained mechanism is used to synthesize the state variable estimates provided by the models in order to obtain a synthesized estimate of the state variable.

Methods of this type include

- least-squares regression
- inverse least-squares regression
- the group method of data handling (GMDH)
- a neural network

In multiple least-squares regression, known values for a state variable are regressed on the state variable estimates provided by the process models in order to find appropriate values for the coefficients in a regression model. A typical linear regression model is [86]:

\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \ldots + \beta_i x_i + \epsilon \]  

(3-1)

where

- \( y \) = synthesized state variable estimate
- \( \beta_i \) = regression coefficient
- \( x_i \) = state variable estimates provided by process models
- \( \epsilon \) = random error
Ideally, the corresponding state estimates provided by the models should be identical to each other. In this ideal case, the strong linear correlation of these estimates will cause numerical difficulties in estimating the regression coefficients, $\hat{\beta}_i$, during multiple regression. In addition, multiple regression of the measurements of the state on the estimates assumes that the measurements of the state contain random error, whereas the model estimates are exact. However, it is more likely that the model estimates will contain far more random error than the measurements of the state variable.

Because of the above shortcomings for standard multiple regression, a different technique using an inverse least-squares approach has been developed for integrating the model estimates. Independent least-squares regressions of the state estimates provided by each process model on measurements of the state will provide functions that relate the estimates provided by each model with the actual state. The regression model is:

$$y_i = \beta_0 + \beta_1 x_i + \epsilon_i$$  \hspace{1cm} (3-2)

where:

\begin{align*}
    y_i &= \text{state variable estimates provided by process models} \\
    \beta_0 &= \text{y-intercept of the regression line} \\
    \beta_1 &= \text{slope of the regression line} \\
    x_i &= \text{actual state} \\
    \epsilon_i &= \text{random error}
\end{align*}

The regression functions can be used "backwards" to obtain improved estimates for the state variable based on the estimates provided by the models. Associated with the estimates of the state variable are uncertainties which can be quantified as inverse prediction variances. An estimate for the inverse prediction variance is [87]
\[ s_{\text{inverse}}^2 = \frac{s_{\text{pred.}}^2}{\hat{\beta}_1} \]  

(3-3)

where:

\( s_{\text{inverse}}^2 \) = estimated inverse prediction variance

\( s_{\text{pred.}}^2 \) = estimated variance for the prediction of a new \( y_i \) corresponding to a given \( x_i \)

\( \hat{\beta}_1 \) = least-squares estimate for the slope of the regression line

In general, the average of several samples has a lower variance than the variance for a single sample. Weights can be selected such that a weighted sum of the state estimates provided by several models has a variance at least as low as that for any estimate provided by a single model. Therefore, the inverse prediction of the actual state based on a weighted sum of the estimates provided by several models will have a variance at least as low as that for any inverse prediction based on an estimate from a single model. A weighted sum of the state estimates provided by the sensor-based models can be regressed on measurements of the state. During the actual manufacturing process, the resulting regression function would be used backwards to obtain an integrated estimate from the initial estimates provided by the models.

\[ x_{\text{pred, i}} = \frac{[ay_{ji} + by_{2i} + cy_{3i}] - \hat{B}_0}{\hat{B}_1} \]  

(3-4)

where:

\( x_{\text{pred, i}} \) = inverse prediction of the state variable, used as the synthesized estimate

\( y_{ji} \) = state variable estimate provided by jth model

\( a, b, c \) are weighting factors

\( \hat{B}_0 \) and \( \hat{B}_1 \) are the estimated y-intercept and slope, respectively, obtained from the regression of the weighted sum of model estimates on the measured state variable
Associated with this prediction is an inverse prediction variance which can be estimated as:

\[ S^2_{\text{inverse}} = S^2_{\text{pred}}/\hat{B}_1^2 \]  \hspace{1cm} (3-5)

where:

\[ S^2_{\text{inverse}} = \text{estimated inverse prediction variance} \]

\[ S^2_{\text{pred.}} = \text{estimated variance for the prediction of a new value of the weighted sum corresponding to a given } x_i \]

The values of the weights, a, b, c, can be chosen using a numerical optimization technique such that the estimate for the inverse prediction variance is minimized.

The **group method of data handling** or GMDH is a heuristic method of predicting a dependent variable based on a set of independent variables [51,52,97]. By layering several sets of quadratic polynomials such that the output of one set is the input to the next set, the method allows the dependent variable to be predicted by a very complex, higher-order polynomial of the independent variables (Figure 3.3). The GMDH algorithm is self-organizing; variables which are least valuable for prediction of the dependent variable are dropped from further consideration during the construction of each layer of quadratic polynomials. Because of this selectiveness, numerical difficulties caused by factors such as linear dependence among the independent variables encountered during standard high-order regression are reduced with the GMDH approach. When the regression equations begin to provide a poorer prediction of the dependent variable according to a specified training criterion, no more layers of quadratic polynomials are added. For this reason the model is prevented from becoming overspecialized to the training data. In the context of this work, the synthesized state variable estimate would be considered as the dependent variable and the independent variables would include the state variable estimates provided by the process models.
For polynomial 1,1: \[ y_{1,1} = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_1^2 + \beta_4 x_2^2 + \beta_5 x_1 x_2 \]

\( x_i \) = state variable estimates provided by process models

\( \beta_i \) = regression coefficient

\( y_{i,j} \) = synthesized state variable estimate provided by jth polynomial in ith layer

Figure 3.3 Structure of GMDH Polynomial

A neural network is composed of many nonlinear processors or nodes which operate in parallel. Information is stored in the connection weights between the processors. The weights are adapted during a training phase in order to develop the knowledge stored in the network [11, 46, 73, 96, 118]. Because neural nets have been successfully used to make almost instantaneous decisions based on noisy and incomplete information, this technique appears to have significant potential for real-time monitoring and control of manufacturing processes [16]. For sensor synthesis, the state variable estimates provided by the process models would be used as inputs to the network. The process input variables could also be included as inputs to the network. The network output would be the
synthesized estimate of the state variable. Many different types of neural networks have been developed [46]. In this thesis a multi-layer perceptron and an interpolation network were implemented.

For the multi-layer perceptron, the training algorithm used was the generalized delta rule including a momentum term as described by Rumelhart et al [96]. The sigmoid function [73] was used as the processor at each node. Each node of a given layer was connected with every node in the following layer (Figure 3.4). This type of network has been found to perform well for a variety of problems including speech and image recognition [96]. A multi-layer perceptron neural network has been considered for the problem tool wear monitoring in a turning process [93] whereby the network was used to classify the condition of a tool as "fresh" or "worn". The position of the work reported in this thesis which is related to neural networks differs from [93] in three respects: (a) The use of three sensors, namely force, acoustic emission (AE), and temperature, instead of two [93], namely force and AE. (b) The use of a process model for each of the sensors which provides an initial estimate of the tool wear. In this work the output of these models is synthesized instead of synthesizing the original sensor signals. This is the reason this thesis refers to sensor synthesis instead of sensor fusion or sensor integration since this work considers synthesis of the wear estimates which are based on the different sensor signals and their corresponding process models. (c) The neural network is used to provide a "continuous scale" estimate of the flank wear land. The point is not so much to detect a worn tool but rather to predict when the tool will be worn so that a proper control strategy can be devised in terms of selecting input variables and tool change timing. In addition, this thesis compares the neural network approach with other sensor synthesis approaches. Such comparisons were not made in [93].
The output of a node in a hidden layer is determined as

\[ z_j = \frac{1}{1 + e^{-(x_j - \theta_j)}} \]

similarly, the synthesized state variable estimate, \( y \), is determined as

\[ y = \frac{1}{1 + e^{-(x_j - \theta_j)}} \]

where

\[ \alpha_j = \sum_{i=1}^{n} w_{ij} z_i \]

\( x_i \) = state variable estimates provided by process models
\( z_i \) = outputs of nodes in previous layer
\( n \) = number of nodes in previous layer
\( w_{ij} \) = weight corresponding to connection between nodes \( i \) and \( j \)
\( \theta_j \) = threshold corresponding to node \( j \)

Figure 3.4 Structure of Multi-Layer Perceptron Neural Network

The interpolation network can be considered as a special two-layer case of the general concept of a neural network. In some cases an interpolation net can perform adequately for tasks which one might think would require a multi-layer network. The
output of the interpolation network in the form in which it was implemented in this thesis is based on a Gaussian function and is determined as [118]:

\[
y = \sum_{i=1}^{n} w_i e^{-\frac{1}{2\sigma^2} |x - c_i|^2}
\]

(3-6)

where

- \( y \) = network output (synthesized state variable estimate)
- \( w_i \) = weight corresponding to center \( i \)
- \( \sigma \) = width of the Gaussian function
- \( x \) = input vector
- \( c_i \) = vector center corresponding to weight \( i \)
- \( |x - c_i|^2 \) = squared distance between vectors \( x \) and \( c_i \)
- \( n \) = number of weights and corresponding centers

The equation above describes a two-layer neural network (Figure 3.5). In an interpolation net the number of nodes in the input layer equals the number of training data points; each of the first layer nodes can be specialized to one particular input-output training point in the sense that it computes the Gaussian function that is centered on that input (\( c_1 = x_1, c_2 = x_2, ..., c_n = x_n \) where the \( x_i \) are the \( n \) vector inputs in the training data set). For small values of the Gaussian function width, \( \sigma \), each of the first layer nodes will have only a local influence for input data which is similar to the center for that node; for large values of the width, \( \sigma \), each of the nodes in the first layer will have a global influence for a wider range of input data. In the application of sensor synthesis, the network output is the synthesized state variable estimate. The elements of the input vector include the state variable estimates provided by the process models and may also include known process input variables. Each input-output point in the training data provides a linear equation involving the unknown weights. For an interpolation net, the number of these equations
equals the number of unknown weights. These linear equations can be solved in order to determine the network weights.

\[ y_1 = w_1 e^{-\frac{1}{2\sigma}|x_1 - c_d|^2} + w_2 e^{-\frac{1}{2\sigma}|x_2 - c_d|^2} + \ldots + w_n e^{-\frac{1}{2\sigma}|x_n - c_d|^2} \]

\[ y_2 = w_1 e^{-\frac{1}{2\sigma}|x_2 - c_d|^2} + w_2 e^{-\frac{1}{2\sigma}|x_2 - c_d|^2} + \ldots + w_n e^{-\frac{1}{2\sigma}|x_n - c_d|^2} \]

\[ \vdots \]

\[ y_n = w_1 e^{-\frac{1}{2\sigma}|x_n - c_d|^2} + w_2 e^{-\frac{1}{2\sigma}|x_n - c_d|^2} + \ldots + w_n e^{-\frac{1}{2\sigma}|x_n - c_d|^2} \]  \hspace{1cm} (3-7)

3.2.2 Approach Based on Statistical Information

This section considers a different approach to the synthesis of sensor information in which statistical criteria are used to determine the best synthesized state variable estimate from the individual estimates provided by the process models. In order to use this approach, statistical information must be available concerning the correlation between the state variables and their estimates provided by the process models. This statistical information can possibly be obtained by evaluating process models which are based on the process physics. Evaluation of the models can be implemented without extensive experimentation since what is needed is data (in the form of distributions) concerning the physical properties of the materials used in the process. These properties are a primary source of uncertainty in manufacturing process modelling and either can be obtained from handbooks or can be experimentally determined with a limited amount of experimentation. Thus a synthesis approach based on statistical information may have an advantage over techniques requiring extensive "training data."
The development of synthesis methods based on statistical information has been motivated by the need for reliable identification of targets in military applications [10, 12, 77] and for the identification and measurement of objects in robotic applications [33, 77-79]. These applications are generally characterized by a large number of sensors which are in many cases identical. In contrast, the manufacturing environment usually allows only a few sensors to be applied and often each of these sensors measures a different type of variable. The implementation of many of the statistically-based methods developed for military or robotic applications requires a substantial amount of data concerning the correlation of the sensor signals with the measured target or object. In addition, these
statistical methods often assume that there are a limited number of discrete targets or objects and that these types of targets are known beforehand. Accordingly, these methods are motivated from a viewpoint which is different from that of a manufacturing process environment where experimental data is more difficult to obtain and process variables can vary significantly over a continuous range. Therefore, some of the methods used in such applications, such as a Bayesian estimator [33,78] or Shafer-Dempster reasoning [12,98], may be infeasible or impractical for implementation in the manufacturing environment.

In order to implement a Bayesian estimator, statistical information concerning the correlation between the state variables and their estimates provided by the process models must be available. In addition, a probability density function for the estimated state must be established independently of any in-process sensor signals; the requirement for this density function may make this approach infeasible for a manufacturing application. In many manufacturing processes the characteristics of the probability density function for a state variable, such as the mean and variance, can be influenced by the history of many input variables as a function of time. These variables may be changed frequently during the operation of a process. It may be impractical to determine the characteristics of such a probability distribution as a function of the history of the input variables since these variables may be changed in a very large number of ways.

Shafer-Dempster reasoning has been considered as another method for the identification of targets in military applications [12,98]. In this method, the degree of support for a final proposition is determined based on the degree of confidence for the truth of the logical antecedents of the final proposition. The degree of confidence assigned to each antecedent proposition reflects the degree to which the information from a sensor indicates that the proposition is true and also the reliability of the sensor supporting the proposition. In order to implement this method for sensor synthesis in manufacturing
process monitoring, multiple final propositions would have to be considered. Each of these final propositions would suggest that the estimated state variable is within a certain range. The information from each sensor would indicate that the state variable might be within one of several ranges, and logical rules would have to be developed in order to determine the degree of support for each final proposition. Here again, such an approach would be impractical. The assignment of the degree of confidence to each antecedent proposition may be quite subjective. In addition, the implementation of such an approach would require a large number of logical rules to determine the degree of support for the final propositions; it would be difficult to develop these rules in a systematic manner and consequently the rules would depend heavily on the subjective judgement of the person writing the rules based on his/her observations from previous process data.

Other approaches for the synthesis of sensor information have been utilized in robotic applications [79]. These methods were implemented in this work because they are more appropriate for the concept of sensor synthesis considered in this chapter than a Bayesian estimator or the Shafer-Dempster approach. For both of these methods, the largest consensus group of sensors whose information is considered to be in agreement is first determined. In order to define the sensors in this group, it is first determined for each sensor whether or not the information from each of the other sensors is supportive. Sensor $i$ is considered to be supported by sensor $j$ if the confidence distance measure $d_{ij}$ is less than a threshold value $r_{ij}$. Assuming that sensor $i$ measures a variable $y_i$ and that based on this measured variable a model provides an estimate of a state variable, $x_i$, (for example, in machining $y_i$ may be the cutting force and $x_i$ may be the tool wear) a probability density function, $P_i(x_i)$, can describe the probability that the actual value of the state variable, $x$, is in a certain range (Figure 3.6). In a similar manner, a probability density function $P_j(x_j)$ can be associated with another estimate for the same state variable, $x_j$, which is provided by a different model based on a different measured variable $y_j$. The confidence distance
Figure 3.6 Confidence Distance Measure, $d_{ij}$, for Statistical Sensor Synthesis

$P_i(x_i) = \text{probability density function of sensor } i$

$P_j(x_j) = \text{probability density function of sensor } j$

measure for the support of sensor $i$ by sensor $j$ can be defined as

$$d_{ij} = 2A \quad (3-8)$$

where

$A$ is the area under the probability density curve $P_i(x)$ between $x_i$ and $x_j$ (Figure 3.6)

$P_i(x)$ is the probability density function for the value of state $x$ given that the state estimate provided by sensor $i$ and its corresponding process model is $x_i$.

The threshold value $r_{ij}$ can be specified e.g. according to prior knowledge of the relative reliability of the sensors or based on particular knowledge about the process. The value of
$r_{ij}$ can range from 0.0 to 1.0. When threshold $r_{ij} = 0.0$ sensor $j$ will never be found to support sensor $i$. When threshold $r_{ij} = 1.0$ sensor $j$ will always be found to support sensor $i$. The largest group of sensors which is mutually supportive and/or supported by the other sensors can be used to determine the synthesized estimate of the state variable.

In this work as well as in previous applications of these methods the probability density function for each sensor $P_i(x)$ is considered to be Gaussian [79]. The variance for each distribution is considered to be equal to the variance of the sensor-based state estimates about the actual state. This variance can either be determined through experimental data or possibly through evaluating the process models which convert the measured variables to estimates of the state variables based on an understanding of the process.

A synthesized estimate, $\theta$, based on probability density functions for a state variable as estimated by different sensors can be found by maximizing the expression

$$\sum_{i=1}^{l} P_i(\theta / x_i)$$

(3-9)

where

$\theta$ = synthesized estimate

$l$ = number of sensors considered to be in agreement

$x_i$ = state variable estimates provided by each process model

$P_i(\theta / x_i)$ = value of the probability density function at $\theta$ given that the distribution is centered at $x_i$ (Figure 3.7)

Such a maximization corresponds to the intuitive approach of maximizing the sum of the probabilities for the synthesized estimate. However, in a different way of finding a
synthesized estimate, $\theta$, can be based on maximizing the expression

$$\prod_{i=1}^{1} P_i(\theta/x_i)$$  \hspace{1cm} (3-10)

Such an expression comes from the method of maximum likelihood, which is a very common method of deriving an estimator [14]. For both expression (3-9) and (3-10) the indices are over the set of sensors considered to be in agreement.
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Figure 3.7 Determination of Synthesized Estimate $\theta$ Based on Statistical Information

If the process models do not adequately reflect the complexity of the process, the error between the state estimates provided by the models and the actual state may have a deterministic component or bias. Provided that this bias is known, a state estimate from a model can be corrected for the bias before synthesizing the estimate with the state estimates provided by the other models (prior to determining the consensus group of sensors).

Any probability density functions can be used directly in expressions (3-9) or (3-10); however, the solution of the synthesized estimate, $\theta$, may require a significant amount
of computation. On the other hand if the distribution is assumed to be Gaussian the synthesized estimate, \( \theta \), in equation (3-9) can be easily determined through an iterative solution: initially, one of the state estimates provided by a model in the consensus group must be assumed to be the synthesized estimate and the values of a variable \( q_i \) corresponding to each state variable estimate, \( x_i \), provided by the sensors in the consensus group are determined.

\[
q_i = \exp \left[ -\frac{(x_i - (x_i \cdot b_i))^2}{2 \sigma_i^2} \right] 
\]  

(3-11)

where

\[ b_i = \text{bias corresponding to the estimate } x_i \]

\[ \sigma_i = \text{standard deviation of the probability density function } P_i(x) \text{ corresponding to the estimate } x_i \]

A new value for the synthesized estimate is then determined using the equation

\[
\theta = \frac{\sum_{i=1}^{1} q_i (x_i - b_i)}{\sum_{i=1}^{1} \frac{q_i}{\sigma_i^2}} 
\]  

(3-12)

If the new value of the synthesized estimate is within a specified tolerance of the previous value for the estimate, the solution is considered to have converged on the final value for the estimate. Otherwise the values of \( q_i \) are again calculated using equation (3-11) based on the most recent value of \( \theta \) determined using equation (3-12). Using these values for \( q_i \) a new value for the synthesized estimate is determined from equation (3-12).
In the case of expression (3-10) if the probability density function, \( P_i(x_i) \), is assumed to be Gaussian one can derive a closed form solution for the synthesized estimate

\[
\theta = \frac{\sum_{i=1}^{l} \frac{(x_i - b_i)}{\sigma_i^2}}{\sum_{i=1}^{l} \frac{1}{\sigma_i^2}}
\]

(3-13)

From the above discussion it is clear that for the confidence distance measure and for either of the two expressions to be applied the probability density functions, \( P_i(x_i) \), must be determined. These density functions could be established with the aid of data from special experiments where the actual values of the states that are to be estimated have been measured. However, in some cases it may not be possible to measure these states. In addition, it may be impractical to run special experiments to collect such data whenever the process conditions, such as the workpiece material, are changed. As an alternative to such an experimental approach, a method is discussed in Section 3.3.2 of this chapter for obtaining the probability density functions, \( P_i(x_i) \), through the evaluation of process models which are based on a physical understanding of the process [25]. Because this method can be implemented without extensive experimentation, it has a significant advantage over synthesis methods requiring training.

### 3.3 EVALUATION OF METHODS FOR SENSOR SYNTHESIS

Among manufacturing processes, machining is a group of processes where a sensor synthesis approach to process monitoring and control should be tested first since these processes have been extensively researched and a large amount of information is available on their physics and modelling. In addition, machining operations are widely
used throughout industry and improvements in the monitoring and control of these processes would have a great impact on the entire manufacturing industry. In this thesis the synthesis methods are considered for providing estimates of the tool wear during a turning operation based on multiple sensor information.

The sensor synthesis methods were first evaluated and compared in a simulated environment. The purpose of these simulations was to obtain an initial assessment of how these methods perform under different conditions. These simulations reflected a number of potential conditions during a machining operation. To make statistically significant inferences, a relatively large number of tests must be run. The use of simulation allowed many tests to be run while avoiding expensive and time consuming machining experimentation.

Following the simulations, the sensor synthesis methods were evaluated using tool wear data from a turning operation. The experiments were also used to compare the accuracy of the synthesized wear estimates with wear estimates provided directly by sensor-based models. The models considered in this work are based on measurements of force, temperature and acoustic emission (AE). These experiments provided an indication of the relative effectiveness of each sensor synthesis method based on actual machining data.

3.3.1 Simulation

Case 1: Ideal sensor operation and adequate process models

Ideally, all of the sensors should operate properly and the process models should adequately reflect the complexity of the process. In this situation, the wear estimates
provided by the models reasonably reflect the actual wear. However there is some random error between the wear estimates provided by the models and the actual wear. Variations in the workpiece material properties are the primary source of this random error. The purpose of simulating this situation was to determine if sensor synthesis will provide a better estimate for the state variables than information from only one sensor. In addition, this simulation provided a comparison of the synthesis approaches under ideal circumstances and therefore could be used as the basis for comparison under more complex conditions.

In order to simulate the aforementioned conditions, the state variable wear was assumed to start at 0.01 mm and to increase in increments of 0.01 mm to a final wear of 0.30 mm resulting in a total of 30 data points. The wear estimates which would be provided by process models in an actual machining operation were simulated by wear estimates which were calculated as a deterministic function of the actual wear plus a normally distributed random component with mean 0 and standard deviation of 0.05 mm. This random component was added to simulate the random error associated with the state estimates provided by the process models in an actual machining operation.

Three independent wear estimates were input to each sensor synthesis scheme. A set of training data (30 data points) was first determined. The means and variances of the errors between the actual wear and each of the wear estimates in the training data were used as the values of the biases and variances by the statistical methods. The training data was also used to train the methods requiring a training phase. The synthesis approaches were then compared based on the data for 30 simulated machining tests.

The mean squared error between the synthesized wear estimates provided by each scheme and the actual wear was used to quantify the performance of the synthesis approaches. This criterion can be expressed as:
\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - y_{t,i})^2
\]

where:

- \( \text{MSE} \) = mean squared error
- \( y_i \) = synthesized wear estimate
- \( y_{t,i} \) = actual wear (target output)
- \( n \) = number of data points used for evaluation

Different neural network structures and training tolerances in the case of the multi-layer perceptron neural network, different values of sigma, \( \sigma \), in the case of the interpolation network, different training criteria in the case of the GMDH method, and different threshold values used to determine the consensus group of sensor in the case of the statistical approach, will all result in different values of the MSE for the data used to evaluate the sensor synthesis approaches. One data set can be used to select the best structure and/or synthesis parameters and also to compare the performance of the synthesis approaches. However, to ensure that the particular structure or parameters used in the synthesis methods have not been unfairly tailored to the particular data set, this data set must be sufficiently large and must adequately reflect all of the data that will be encountered in the application of the approaches. An alternative approach to the comparison of the synthesis methods which requires less data is to divide the data into three parts: one for training, a second data set for selecting the best structure or parameters for the synthesis methods and a third data set for comparing the performance of the synthesis methods [46]. This second approach was implemented in the simulations for comparing the sensor synthesis methods.

To simulate the first case, a set of training data (30 data points), a set of data for
selecting the structure and parameters of the synthesis methods (30 data points), and data for 30 simulated machining tests for comparison of the synthesis methods (30 data points each) were determined using the following relationship. Each data point consisted of the actual wear and three independent wear estimates.

\[ x_i = y + \text{random}, \quad \text{for } i = 1, 2, 3 \]  

(3-15)

where:

\[ x_i \quad \text{= wear estimate (mm)} \]

\[ y \quad \text{= actual wear (mm) (starting at 0.01 mm and increasing in increments of 0.01 mm to 0.30 mm)} \]

\[ \text{random} \quad \text{= random number (normally distributed, mean=0, standard deviation=0.050 mm)} \]

In the training data, selection data and in the data for the 30 simulated machining tests the random component in the wear estimates was from the same distribution; however, the actual values of the random component for corresponding points in these sets of data were different from each other.

The MSE was calculated for each of the 30 simulated machining tests. The sample mean and standard deviation of these MSEs were calculated for each sensor synthesis scheme in order to evaluate and compare the different schemes. For the 30 machining tests the sample means and standard deviations of the MSEs for the three simulated model wear estimates used directly, as well as for the synthesized estimates provided by the training and statistical methods are shown in Table 3.1. The sample mean and standard deviation of the MSEs provided by using the arithmetic mean of the three model estimates as the synthesized wear estimate is also shown in Table 3.1. Using the arithmetic mean as the synthesized wear estimate is a very simple method for sensor synthesis and could be
considered as a base-line for evaluation of the other sensor synthesis approaches.

For the GMDH method, several different criteria are available for evaluating each generation of quadratic polynomials during the training phase. In this study, the mean squared error (MSE), prediction sum of squares (PRESS) [4], root mean square (RMS) [97], unbiased [97], and combined root mean square and unbiased criteria [97] were implemented. The polynomial selected by the PRESS, RMS, Unbiased and Combined criteria provided the lowest MSE on the data used for selection of the structure and parameters for the synthesis methods. This polynomial was used for comparison with the other synthesis methods.

For the multi-layer perceptron two network structures were implemented: a simple network with one hidden layer containing four nodes and a more complex network with two hidden layers each containing eight nodes. The goal was to determine if a more complex network learns more effectively than a simple network. The inputs to these networks consisted of the three simulated wear estimates (3 input nodes). Training tolerances were implemented starting with a large tolerance (0.060 mm) where no significant training occurred and decreasing in increments of 0.001 mm until the network could not converge in 40,000 iterations through the training data set or within one hour of CPU time on a VAXstationII/RC. The objective was to see if changing the training tolerance would cause the network to overfit or underfit the data. The error between the network predictions and the actual wear in the training data set must be within the training tolerance without modifying the network connection weights or node thresholds in order for the training phase to be complete. The results for the network and training tolerance providing the lowest MSE on the data used for selection of the structure and parameters of the synthesis methods were used for comparison with the other methods. This network had two hidden layers each containing eight nodes and a 0.049 mm training tolerance.
<table>
<thead>
<tr>
<th>Wear Estimation Method</th>
<th>Mean of Mean Square Errors (mm²)</th>
<th>Standard Deviation of Mean Square Errors (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Force Model</td>
<td>2.29E-3</td>
<td>6.74E-4</td>
</tr>
<tr>
<td>Simulated AE Model</td>
<td>2.55E-3</td>
<td>6.73E-4</td>
</tr>
<tr>
<td>Simulated Temperature Model</td>
<td>2.59E-3</td>
<td>5.58E-4</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>8.39E-4</td>
<td>1.98E-4</td>
</tr>
<tr>
<td>Inverse Least Squares</td>
<td>9.41E-4</td>
<td>2.23E-4</td>
</tr>
<tr>
<td>Multiple Regression</td>
<td>8.28E-4</td>
<td>2.16E-4</td>
</tr>
<tr>
<td>GMDH</td>
<td>1.00E-3</td>
<td>2.72E-4</td>
</tr>
<tr>
<td>Multi-Layer Perceptron</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Hidden Layers, 8 Nodes/Hidden Layer</td>
<td>8.09E-4</td>
<td>2.03E-4</td>
</tr>
<tr>
<td>Training Tolerance = 0.049 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpolation Network σ = 0.028</td>
<td>4.56E-3</td>
<td>1.41E-3</td>
</tr>
<tr>
<td>Approach Maximizing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \prod_{i=1}^{\text{No Bias Compensation}} ) P_i(\theta/x_i)</td>
<td>8.88E-4</td>
<td>2.02E-4</td>
</tr>
<tr>
<td>Thresholds r_{ij} = 1.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1 Comparison of Wear Estimates for Simulation Case 1 (Ideal sensor operation and adequate process models)

The interpolation network implemented had 30 nodes in the input layer corresponding to the 30 data points in the training data. The input vectors for the interpolation net consisted of the three simulated wear estimates (vector dimension of three). Values of the Gaussian function width, \( \sigma \), ranging from 0.010 to 0.100 in increments of 0.001 were implemented. The network with \( \sigma = 0.028 \) provided the lowest MSE on the data used for selection of the structure and parameters of the synthesis methods.
and was used for comparison with the other synthesis methods.

For both of the statistical methods considered, several different thresholds, \( r_{ij} \), which are used to determine the consensus group of sensors were implemented. The methods were implemented with and without compensation for the bias. In Table 3.1 the results are shown for the statistical method providing the lowest MSE on the data used for selection of the structure and parameters of the synthesis methods. This statistical method attempts to maximize expression (3-10) with no bias compensation and thresholds \( r_{ij} = 1 \).

Figure 3.8 compares the mean MSEs of the three simulated model estimates with the best performance provided by a synthesis method based on training and with the best performance provided by the statistical methods. The multi-layer perceptron neural network provided the lowest mean MSE among the methods based on training. Using the data shown in Figure 3.8, a two sample \( t \) test [86] was used to make inferences about the population mean MSEs for the sensor synthesis methods. The population mean MSE provided by the neural network could not be shown to be less than the population mean MSE provided by the statistical method nor less than the population mean MSE provided by using the arithmetic mean of the three wear estimates with a certainty of at least 95%. With at least 95% certainty the population mean MSEs provided by each of the synthesis approaches shown in Figure 3.8 were less than the lowest mean MSE provided by directly using one of the three wear estimates.

The results from this simulation indicate that under ideal circumstances when the deterministic component of the model estimates adequately reflect the actual state variable a statistical method and a synthesis method based on training will provide similar performance.
Figure 3.8 Evaluation of Best Wear Estimates for Simulation Case 1
(Ideal sensor operation and adequate process models)

Case 2: Ideal sensor operation and inadequate process models

In the second case considered, all of the sensors operate properly, but the process models do not adequately reflect the complexity of the process. In this case, there are deterministic errors between the wear estimates provided by the models and the actual wear. Models which adequately reflect the complexity of the machining process are difficult to build. The purpose of this simulation was to compare the methods for sensor synthesis under conditions which may more adequately reflect the circumstances in a real
machining operation than situation one. The simulation was also used to determine whether sensor synthesis provides a better estimate of the state variables than using the information from a single sensor in these non-ideal circumstances.

The values used to simulate the wear estimates provided by the process models were generated by including a deterministic component which is a nonlinear function of the actual wear. This nonlinear component was added to simulate a deterministic error between the estimates provided by the process models and the actual wear.

To simulate this case, a set of training data (30 data points), a set of data for selecting the structure and parameters of the synthesis methods (30 data points), and data for 30 simulated machining tests for comparison of the synthesis methods (30 data points each) were determined using the relationship:

\[ x_i = y + 0.075\sin(y \pi/0.3) + \text{random}, \quad \text{for } i = 1, 2, 3 \]  

(3-16)

The MSE sample means and standard deviations for each sensor synthesis method for the 30 simulated machining tests are shown in Table 3.2. For the GMDH method the polynomial selected by the RMS, unbiased and combined criteria provided the lowest MSE on the data for selecting the structure and parameters of the synthesis methods; this mean MSE is shown in Table 3.2. For the multi-layer perceptron training tolerances were implemented starting with a large tolerance (0.080 mm) where no significant training occurred and decreasing in increments of 0.001 mm until the network could not converge in 40,000 iterations through the training data set or within one hour of CPU time on a VAXstationII/RC. The multi-layer perceptron with two hidden layers each containing eight nodes with a 0.067 mm training tolerance provided the lowest MSE on the data for selecting the structure and parameters of the synthesis methods and was used for
<table>
<thead>
<tr>
<th>Wear Estimation Method</th>
<th>Mean of Mean Square Errors (mm²)</th>
<th>Standard Deviation of Mean Square Errors (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Force Model</td>
<td>4.87E-3</td>
<td>1.16E-3</td>
</tr>
<tr>
<td>Simulated AE Model</td>
<td>5.66E-3</td>
<td>1.19E-3</td>
</tr>
<tr>
<td>Simulated Temperature Model</td>
<td>5.25E-3</td>
<td>1.10E-3</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>3.62E-3</td>
<td>6.19E-4</td>
</tr>
<tr>
<td>Inverse Least Squares</td>
<td>1.48E-3</td>
<td>3.42E-4</td>
</tr>
<tr>
<td>Multiple Regression</td>
<td>1.28E-3</td>
<td>2.98E-4</td>
</tr>
<tr>
<td>GMDH</td>
<td>1.36E-3</td>
<td>3.97E-4</td>
</tr>
<tr>
<td>Multi-Layer Perceptron</td>
<td>1.16E-3</td>
<td>2.71E-4</td>
</tr>
<tr>
<td>2 Hidden Layers, 8 Nodes/Hidden Layer,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Tolerance = 0.067 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpolation Network</td>
<td>4.70E-3</td>
<td>1.38E-3</td>
</tr>
<tr>
<td>$\sigma = 0.029$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing</td>
<td>1.46E-3</td>
<td>3.52E-4</td>
</tr>
<tr>
<td>$\prod_{i=1}^{n} P_i(\theta/x_i)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bias Compensation, Thresholds $r_{ij} = 1.0$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2 Comparison of Wear Estimates for Simulation Case 2  
(Ideal sensor operation and inadequate process models)

comparison with the other synthesis methods. For the interpolation network values of the Gaussian function width, $\sigma$, ranging from 0.010 to 0.050 in increments of 0.001 were implemented. The network with $\sigma = 0.029$ provided the lowest MSE on the data used for selection of the structure and parameters of the synthesis methods. This network was used for comparison with the other synthesis methods. The results for the statistical method shown in Table 3.2 are for the specifications providing the lowest MSE on the data used
for selecting the structure and parameters of the synthesis methods. This statistical method attempts to maximize expression (3-10) with bias compensation and thresholds $r_{ij} = 1.0$.

In Figure 3.9 the mean MSEs of the three simulated model estimates are compared with the best performance provided by a synthesis method based on training and with the best performance provided by the statistical methods. Among the methods based on training the multi-layer perceptron provided the lowest mean MSE. Using a two sample $t$ test, based on the data shown in Figure 3.9 with at least 95% certainty the population mean MSEs provided by the multi-layer perceptron and by the statistical method were less than the lowest population mean MSE provided by using one of the simulated model wear estimates directly and less than the population mean MSE provided by using the arithmetic mean of the model wear estimates. With at least 95% certainty the population mean MSE provided by the multi-layer perceptron was less than the mean MSE provided by the statistical method.

The results from simulating this case indicate that when the deterministic component of the state variable estimates provided by the models do not accurately reflect the actual state variable a method based on training can more adequately account for these deterministic errors than a statistical method.

In simulation cases one and two for both multi-layer perceptron structures considered, an intermediate value of the training tolerance provided the lowest MSE on the data used for selection of the structure and parameters of the synthesis methods. This result indicates that the perceptron can overfit or underfit the data if the training tolerance is too small or too large, respectively. In simulation case one the sixteen hidden node network provided a somewhat lower MSE ($\text{MSE} = 7.88\text{E-4 mm}^2$) on the data used to select the network structure and parameters than the four hidden node network ($\text{MSE} = \ldots$)
8.33E-4 mm²); while the selected four hidden node network provided a somewhat lower mean MSE (MSE = 7.64E-4 mm²) on the data used for comparison of the synthesis methods than the selected sixteen hidden node network (MSE = 8.09E-4 mm²). In simulation case two the sixteen hidden node network provided a somewhat lower MSE on both the selection and comparison data (MSE = 1.38E-3 and MSE = 1.16E-3 mm², respectively) than the four hidden node network provided on the selection and comparison data (MSE = 1.40E-3 and MSE = 1.29E-3 mm², respectively). Because the MSEs provided by the two network structures were not significantly different it indicates that the network structures implemented were sufficiently complex for the data considered. However in simulation case two where the mapping between the wear estimates and actual wear was nonlinear, the sixteen hidden node network did provide a somewhat lower MSE than the four hidden node network on the data used for comparison of the synthesis methods. This result may indicate that the perceptron structure used must be sufficiently complex in order to obtain the lowest MSE.

In simulation cases one and two the multi-layer perceptron provided a lower sample mean MSE than the other synthesis methods based on training. The magnitude of this difference was greater in simulation case two where the relationship between the wear estimates provided by the models and the actual wear was nonlinear. The inverse least-squares and multiple regression techniques are based on a linear model of the relationship between the wear estimates provided by the models and the actual wear. The GMDH method is based on a high order polynomial model of the relationship between the inputs and outputs; however, a polynomial of an order high enough to closely approximate a nonlinear relationship will tend to be sensitive to random noise in the inputs to the polynomial. The multi-layer perceptron does not presuppose the form of the relationship between the network inputs and output, but rather learns this relationship based on the training data. In addition, the perceptron uses the sigmoid function as a processor at each
node in the network. This function is less sensitive to noise than a high-order polynomial.

The interpolation network in the form it was implemented in this work did not perform as well as the other sensor synthesis methods in simulation cases one and two. The performance of the interpolation network was also worse than the performance of the other methods in simulation cases three and four which are described in the following sections. The interpolation network as implemented in this work used the same value of the Gaussian function width, $\sigma$, at each of the input nodes. Implementing an algorithm

$$
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - y_{ii})^2
$$

- $n$: number of data points used for evaluation
- $y_i$: wear estimate
- $y_{ii}$: actual wear (target output)

± one standard deviation

Figure 3.9 Evaluation of Best Wear Estimates for Simulation Case 2

(Ideal sensor operation and inadequate process models)
where different values of $\sigma$ can be learned for each of the input nodes during the training phase may improve the performance of this type of network.

**Case 3: Inadequate sensor operation and ideal process models**

In the third case considered, the process models adequately reflect the complexity of the process, but the tool or workpiece material properties change from one batch of material to the next or the behavior of the sensors drift from their characteristics at the time of calibration. In this case, the wear estimates provided by the models will show the same general trend as the development of the actual wear, but a deterministic error will develop between the estimates provided by the models and the actual wear. The purpose of simulating this situation was to study the robustness of the synthesis approaches with respect to variations in process conditions which can possibly occur in a machining operation.

Two simulations of this case were performed. In both of the simulations, the statistical method selected in simulation case one as indicated in Table 3.1 was used. The standard deviations determined from the training data in simulation case one were also used in the following simulations. For the methods based on training, the methods as trained in simulation case one (Table 3.1) were used. The sensor synthesis methods were used to predict the actual wear during 30 simulated machining tests based on wear estimates determined by the following relationship:

$$x_i = 1.5y + \text{random, for } i = 1, 2, 3$$  \hspace{1cm} (3-17)

This relationship corresponds to an increase in the slope of the wear estimates with respect
to the actual wear described by the function used in the simulation of case 1. This change in slope was used to simulate the effect of changes in workpiece material properties or sensor drift on the wear estimates provided by the process models. For example, an increase in the workpiece material hardness might cause such an increase in the slope of the estimates. An increase in the workpiece hardness would tend to increase the magnitude of the sensor signals corresponding to a given level of tool wear. The errors in the tool wear estimates would tend to increase near the end of the tool life since the models described in Section 3.3.2 of this chapter attempt to adapt to the particular cutting conditions in the first call to the model when the tool is unworn. In the second simulation, the sensor synthesis methods were used to predict the actual wear during 30 simulated machining tests based on wear estimates determined from the following relationship:

\[ x_i = 0.5y + \text{random}, \text{ for } i = 1, 2, 3 \]  

(3-18)

This relationship corresponds to a decrease in the slope of the wear estimates with respect to the actual wear described by the function used in simulation one. If the increase in slope in expression (3-17) simulates the effect of an increase in the workpiece material hardness, a decrease in slope might be caused by a decrease in the workpiece material hardness.

For the first simulation, the sample means and standard deviations of the MSE for each sensor synthesis method are shown in Table 3.3a. In Table 3.3a and in all following simulations, only the structure and parameters selected in simulation case 1 as indicated in Table 3.1 were considered for the synthesis methods. For the second simulation, the MSE sample means and standard deviations for each synthesis method are shown in Table 3.3b.

For the first and second simulations Figures 3.10a and Figure 3.10b, respectively, compare the mean MSEs of the three simulated model estimates with the best performance
provided by a synthesis method based on training and with the best performance provided by he statistical methods. Among the methods based on training the multi-layer perceptron provided the lowest mean MSE in the first simulation while multiple regression provided the lowest mean MSE in the second simulation. Based on the data in Figures 3.10a and 3.10b, in both of the simulations with at least 95% certainty the population mean MSE provided by the best method based on training was less than the lowest population mean MSE provided by using one of the simulated model wear estimates directly and less than the population mean MSE provided by using the arithmetic mean of the model estimates. In both simulations with at least 95% certainty the population mean MSE provided by the statistical method was less than the lowest population mean MSE provided by using one of the simulated model wear estimates directly but was not less than the population mean MSE provided by using the arithmetic mean of the model estimates. In the first simulation, with at least 95% certainty the population mean MSE provided by the perceptron was less than the mean MSE provided by the statistical method. In the second simulation, with at least 95% certainty the population mean MSE provided by multiple regression was less than the mean MSE provided by the statistical method.

The results from the simulations of this case indicate that a method requiring a training phase is less sensitive than a statistical method to the types of errors in the model estimates which may be caused by variations in workpiece material properties or by sensor drift.
<table>
<thead>
<tr>
<th>Wear Estimation Method</th>
<th>Mean of Mean Square Errors (mm²)</th>
<th>Standard Deviation of Mean Square Errors (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Force Model</td>
<td>9.78E-3</td>
<td>1.48E-3</td>
</tr>
<tr>
<td>Simulated AE Model</td>
<td>1.12E-2</td>
<td>1.79E-3</td>
</tr>
<tr>
<td>Simulated Temperature Model</td>
<td>1.06E-2</td>
<td>1.17E-3</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>8.87E-3</td>
<td>6.89E-4</td>
</tr>
<tr>
<td>Inverse Least Squares</td>
<td>1.02E-2</td>
<td>7.01E-4</td>
</tr>
<tr>
<td>Multiple Regression</td>
<td>8.33E-3</td>
<td>6.16E-4</td>
</tr>
<tr>
<td>GMDH</td>
<td>9.10E-3</td>
<td>1.02E-3</td>
</tr>
<tr>
<td>Multi-Layer Perceptron</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Hidden Layers,</td>
<td>2.69E-3</td>
<td>4.85E-4</td>
</tr>
<tr>
<td>8 Nodes/Hidden Layer,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Tolerance = 0.049 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpolation Network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma = 0.028$</td>
<td>1.95E-2</td>
<td>1.42E-3</td>
</tr>
<tr>
<td>Statistical Method</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing</td>
<td>8.95E-3</td>
<td>6.63E-4</td>
</tr>
<tr>
<td>$\prod_{i=1}^{n} p_i(\theta</td>
<td>x_i)$</td>
<td></td>
</tr>
<tr>
<td>No Bias Compensation,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thresholds $r_{ij} = 1.0$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3a Comparison of Wear Estimates for Simulation Case 3  
(Inadequate sensor operation and ideal process models, $x_i = 1.5y + \text{random}$)
<table>
<thead>
<tr>
<th>Wear Estimation Method</th>
<th>Mean of Mean Square Errors (mm²)</th>
<th>Standard Deviation of Mean Square Errors (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Force Model</td>
<td>1.05E-2</td>
<td>1.42E-3</td>
</tr>
<tr>
<td>Simulated AE Model</td>
<td>9.69E-3</td>
<td>1.49E-3</td>
</tr>
<tr>
<td>Simulated Temperature Model</td>
<td>1.04E-2</td>
<td>1.30E-3</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>8.57E-3</td>
<td>6.31E-4</td>
</tr>
<tr>
<td>Inverse Least Squares</td>
<td>7.46E-3</td>
<td>5.43E-4</td>
</tr>
<tr>
<td>Multiple Regression</td>
<td>6.93E-3</td>
<td>4.73E-4</td>
</tr>
<tr>
<td>GMDH</td>
<td>7.50E-3</td>
<td>5.95E-4</td>
</tr>
<tr>
<td>Multi-Layer Perceptron</td>
<td>7.02E-3</td>
<td>5.32E-4</td>
</tr>
<tr>
<td>2 Hidden Layers,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 Nodes/Hidden Layer,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Tolerance = 0.049 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpolation Network</td>
<td>1.39E-2</td>
<td>1.46E-3</td>
</tr>
<tr>
<td>σ = 0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing</td>
<td>8.59E-3</td>
<td>6.29E-4</td>
</tr>
<tr>
<td>[ \prod_{i=1}^{n} p_i(\theta</td>
<td>x_i) ]</td>
<td></td>
</tr>
<tr>
<td>No Bias Compensation,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thresholds ( r_{ij} = 1.0 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3b Comparison of Wear Estimates for Simulation Case 3
(Inadequate sensor operation and ideal process models, \( x_i = 0.5y + \text{random} \)
Figure 3.10a Evaluation of Best Wear Estimates for Simulation Case 3
(Inadequate sensor operation and ideal process models, $x_i = 1.5y + \text{random}$)
Figure 3.10b Evaluation of Best Wear Estimates for Simulation Case 3
(Inadequate sensor operation and ideal process models, $x_i = 0.5y + \text{random}$)
Case 4: Ideal process models and failure of one sensor

In the final case considered, the process models adequately reflect the complexity of the process, however one of the sensors fails. In this case, the wear estimates provided by one of the models will not contain any information which is useful for the prediction of the actual wear. The purpose of simulating this situation was to evaluate the robustness of the synthesis methods to the failure of one of the sensors.

Three simulations reflecting this case were performed. For all three simulations, the statistical method selected in simulation case one as indicated in Table 3.1 was used. The statistical method used the standard deviations determined from the training data in simulation case one. For the methods based on training, the methods as trained in simulation case one (Table 3.1) were used. In the simulations the sensor synthesis methods were used to estimate the actual wear during 30 simulated machining tests based on wear estimates determined using the following relationship:

\[
x_j = \text{random, for } j = 1, 2 \text{ and } 3 \text{ in simulations } 1, 2, \text{ and } 3, \text{ respectively}
\]

\[
x_i = y + \text{random, for } i \neq j \text{ (i.e. i= 2,3 in simulation 1)} \tag{3-19}
\]

The simulated model wear estimates \(x_i\) correspond to the same estimates used in case one. The wear estimate \(x_j\), however, is a random number which contains no information about the actual wear, \(y\). The estimates \(x_j\) are used to simulate the wear estimates provided by a model when the corresponding sensor fails. For each sensor synthesis method, the MSE sample mean and standard deviation for the 30 simulated machining tests where the first, second and third wear estimates "fail" are shown in Tables 3.4a, 3.4b and 3.4c, respectively.
<table>
<thead>
<tr>
<th>Wear Estimation Method</th>
<th>Mean of Mean Square Errors (mm²)</th>
<th>Standard Deviation of Mean Square Errors (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Force Model</td>
<td>3.46E-2</td>
<td>2.62E-3</td>
</tr>
<tr>
<td>Simulated AE Model</td>
<td>2.55E-3</td>
<td>6.73E-4</td>
</tr>
<tr>
<td>Simulated Temperature Model</td>
<td>2.59E-3</td>
<td>5.58E-4</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>4.24E-3</td>
<td>4.36E-4</td>
</tr>
<tr>
<td>Inverse Least Squares</td>
<td>2.89E-3</td>
<td>3.35E-4</td>
</tr>
<tr>
<td>Multiple Regression</td>
<td>2.79E-3</td>
<td>3.00E-4</td>
</tr>
<tr>
<td>GMDH</td>
<td>1.31E-3</td>
<td>3.07E-4</td>
</tr>
<tr>
<td>Multi-Layer Perceptron</td>
<td>2.35E-3</td>
<td>2.68E-4</td>
</tr>
<tr>
<td>2 Hidden Layers, 8 Nodes/Hidden Layer,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Tolerance = 0.049 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpolation Network</td>
<td>2.43E-2</td>
<td>1.13E-3</td>
</tr>
<tr>
<td>$\sigma = 0.028$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing $\prod_{i=1}^{l} P_i(\theta/x_i)$</td>
<td>2.72E-3</td>
<td>4.07E-4</td>
</tr>
<tr>
<td>No Bias Compensation, Thresholds $r_{ij} = 1.0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing $\prod_{i=1}^{l} P_i(\theta/x_i)$</td>
<td>2.41E-3</td>
<td>6.63E-4</td>
</tr>
<tr>
<td>No Bias Compensation, Thresholds $r_{ij} = 0.95$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4a  Comparison of Wear Estimates for Simulation Case 4
(Ideal process models and failure of force sensor)
<table>
<thead>
<tr>
<th>Wear Estimation Method</th>
<th>Mean of Mean Square Errors (mm²)</th>
<th>Standard Deviation of Mean Square Errors (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Force Model</td>
<td>2.29E-3</td>
<td>6.74E-4</td>
</tr>
<tr>
<td>Simulated AE Model</td>
<td>3.26E-2</td>
<td>2.92E-3</td>
</tr>
<tr>
<td>Simulated Temperature Model</td>
<td>2.59E-3</td>
<td>5.58E-4</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>4.24E-3</td>
<td>4.35E-4</td>
</tr>
<tr>
<td>Inverse Least Squares</td>
<td>2.60E-3</td>
<td>3.18E-4</td>
</tr>
<tr>
<td>Multiple Regression</td>
<td>2.53E-3</td>
<td>2.86E-4</td>
</tr>
<tr>
<td>GMDH</td>
<td>2.02E-3</td>
<td>5.84E-4</td>
</tr>
<tr>
<td>Multi-Layer Perceptron</td>
<td>2.62E-3</td>
<td>2.88E-4</td>
</tr>
<tr>
<td>2 Hidden Layers,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 Nodes/Hidden Layer,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Tolerance = 0.049 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpolation Network</td>
<td>2.11E-2</td>
<td>1.30E-3</td>
</tr>
<tr>
<td>$\sigma = 0.028$</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Statistical Method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing $\prod_{i=1} P_i(\theta/x_i)$</td>
<td>3.81E-3</td>
<td>4.55E-4</td>
</tr>
<tr>
<td>No Bias Compensation, Thresholds $r_{ij} = 1.0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing $\prod_{i=1} P_i(\theta/x_i)$</td>
<td>2.29E-3</td>
<td>5.49E-4</td>
</tr>
<tr>
<td>No Bias Compensation, Thresholds $r_{ij} = 0.95$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4b Comparison of Wear Estimates for Simulation Case 4
(Ideal process models and failure of acoustic emission sensor)
<table>
<thead>
<tr>
<th>Wear Estimation Method</th>
<th>Mean of Mean Square Errors (mm²)</th>
<th>Standard Deviation of Mean Square Errors (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated Force Model</td>
<td>2.29E-3</td>
<td>6.74E-4</td>
</tr>
<tr>
<td>Simulated AE Model</td>
<td>2.55E-3</td>
<td>6.73E-4</td>
</tr>
<tr>
<td>Simulated Temperature Model</td>
<td>3.39E-2</td>
<td>2.35E-3</td>
</tr>
<tr>
<td>Arithmetic Mean</td>
<td>4.24E-3</td>
<td>4.35E-4</td>
</tr>
<tr>
<td>Inverse Least Squares</td>
<td>5.53E-3</td>
<td>4.65E-4</td>
</tr>
<tr>
<td>Multiple Regression</td>
<td>5.19E-3</td>
<td>4.07E-4</td>
</tr>
<tr>
<td>GMDH</td>
<td>6.38E-3</td>
<td>8.88E-4</td>
</tr>
<tr>
<td>Multi-Layer Perceptron</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Hidden Layers,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 Nodes/Hidden Layer,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Tolerance = 0.049 mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpolation Network</td>
<td>2.69E-2</td>
<td>1.04E-3</td>
</tr>
<tr>
<td>σ = 0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\prod_{i=1}^{1} P_i(θ/x_i)$</td>
<td>6.08E-3</td>
<td>7.41E-4</td>
</tr>
<tr>
<td>No Bias Compensation,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thresholds $r_{ij} = 1.0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approach Maximizing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\prod_{i=1}^{1} P_i(θ/x_i)$</td>
<td>5.99E-3</td>
<td>2.50E-3</td>
</tr>
<tr>
<td>No Bias Compensation,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thresholds $r_{ij} = 0.95$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4c Comparison of Wear Estimates for Simulation Case 4
(Ideal process models and failure of temperature sensor)
Among the methods based on training the GMDH method provided the lowest mean MSE in the first and second simulations and multiple regression provided the lowest mean MSE in the third. From the results in Tables 3.4a, 3.4b and 3.4c it cannot be conclusively determined that one of the methods based on training is less sensitive than the others to the "failure" of one of the sensors.

In Tables 3.4a, 3.4b and 3.4c the results are shown for the statistical method where the thresholds have been reduced from $r_{ij} = 1.0$ to $r_{ij} = 0.95$. This reduction of the value for the thresholds reduced the mean MSE provided by this method primarily because the lower value for the thresholds tends to eliminate the failed sensor from the consensus group of sensors used in the sensor synthesis.

For the first, second and third simulations Figures 3.11a, 3.11b and 3.11c, respectively, compare the mean MSEs of the three simulated model estimates with the best performance provided by a synthesis method based on training and with the best performance provided by the statistical methods (with thresholds $r_{ij} = 0.95$). Based on the data shown in these figures, with at least 95% certainty in all three simulations the population mean MSE for the best method based on training and for the statistical method was less than the mean MSE provided by using the failed wear estimates directly. In all three simulations with at least 95% certainty the best method based on training provided a lower population mean MSE than the statistical method.

The results from the simulations of this case indicate that a method based on training may be less sensitive to the failure of one of the sensors than a statistical method. The multi-layer perceptron has often been considered as a method which is robust with respect to noisy and incomplete information [11, 16, 46, 73, 96]; however, the results of the simulations indicate that approaches could be investigated for making the multi-layer
perceptron more "fault tolerant". One approach may be to include some data where each of the sensors had failed in the training data set.

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - y_{ti})^2
\]

\(n\) : number of data points used for evaluation
\(y_i\) : wear estimate
\(y_{ti}\) : actual wear (target output)

\[\pm \text{one standard deviation}\]

Figure 3.11a Evaluation of Best Wear Estimates for Simulation Case 4
(Ideal process models and failure of force sensor)
Figure 3.11b Evaluation of Best Wear Estimates for Simulation Case 4
(Ideal process models and failure of acoustic emission sensor)

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]

- \(n\) : number of data points used for evaluation
- \(y_i\) : wear estimate
- \(\hat{y}_i\) : actual wear (target output)

± one standard deviation
Figure 3.11c Evaluation of Best Wear Estimates for Simulation Case 4
(Ideal process models and failure of temperature sensor)
3.3.2 Experimentation

In order to experimentally evaluate and compare the sensor synthesis methods, a series of turning operations were performed during which force, temperature and acoustic emission (AE) sensor signals corresponding to measured values of tool wear were recorded. These variables are relatively easy to measure and a significant body of knowledge exists about them and their correlation with machining conditions. The sensor signals were fed into independent process models which estimated the tool wear during the turning operations based on each of the three types of sensor signals (Figure 3.12).

![Figure 3.12 Wear Estimate Based on Multiple Sensor Synthesis](image)

In the following section the force, temperature and acoustic emission based process models which were used in this work will be described. Methods will then be presented for establishing the probability density functions necessary for implementing the statistical approach to sensor synthesis. Next, the use of designed experiments in order to obtain the maximum amount of information for training the methods based on training from the fewest number of experiments will be discussed. Finally, the experimental procedure which was implemented will be described and the results of the experimental comparison of the sensor synthesis methods will be discussed.
Process modelling for sensor synthesis

During a turning process, the decision-making approach or an adaptive control approach operates the process by changing machine settings such as the speed and feed. Therefore it is essential that the process models are capable of estimating the tool wear during the process even as the machine settings are changed. In general, both tool wear and changes in the machine tool settings will affect process monitoring signals such as vibration, cutting forces, and tool temperature. The models presented in this section attempt to account for changes in the signal due to changes in the machine tool settings so that the models are adequate for wear monitoring in the context of an in-process operation scheme.

The geometry of the three-dimensional turning process is complex. In addition the behavior of the process is the product of a complex interaction between several physical phenomena. A model which attempted to reflect all of these phenomena in detail would require an unreasonably long time to evaluate, particularly in the context of in-process control. The objective of sensor synthesis is to use process models which may not adequately reflect the process behavior when considered individually, however, in combination they may provide sufficient information to provide a reasonable estimate of the tool wear. Consequently, the models presented below attempt to reflect only the general trends of the process behavior and do not include complex descriptions of the process geometry or the interactions between the physical phenomena occurring during the process.
**Force-based turning process model**

The force-based process model considers measurements of the cutting force along the cutting (horizontal) and feed (vertical) directions (Figure 3.13). The model utilizes fundamental physical relationships from the areas of tribology and applied mechanics, and can be used for a wide variety of cutting conditions [29].

As suggested by several researchers, the normal pressure distribution on the rake face (Figure 3.14) is assumed to be exponential [3,115,126]

\[
P_r = P_1 [1 - (s/L_R)^k]
\]

where

\[
\begin{align*}
P_r & = \text{pressure distribution on the rake face} \\
P_1 & = \text{maximum normal pressure on the rake face} \\
s & = \text{distance from the cutting edge along the rake face} \\
L_R & = \text{contact length between the chip and the tool on the rake face} \\
k & = \text{exponent for the normal pressure distribution on the rake face}
\end{align*}
\]

From the theory of plasticity, it is assumed that the maximum normal pressure on the rake face can be determined as [17]

\[
P_1 = 2 \tau_s (1.3 - \alpha)
\]

where

\[
\begin{align*}
\tau_s & = \text{shear strength of the workpiece material} \\
\alpha & = \text{rake angle}
\end{align*}
\]
Figure 3.13 Forces in Cutting

\( F_H \) = measured force component along horizontal axis, \( F_V \) = measured force component along vertical axis, \( F_{nf} \) = normal force on the flank face, \( F_{nr} \) = normal force on the rake face, \( F_{tf} \) = tangential force on the flank face, \( F_{tr} \) = tangential force on the rake face, \( F_{ts} \) = tangential force along shear plane, \( f_r \) = feed, \( L_R \) = contact length between the chip and the tool on the rake face, \( W_f \) = length of flank wear land, \( \alpha \) = rake angle, \( \phi \) = shear angle)
Based on published experimental data [126] the contact length between the chip and tool on the rake face is assumed to be a function of the feed as expressed in the following relationship.

\[ L_R = C_4 f_r^{3/4} \]  

where

\( f_r \) = feed

\( C_4 \) is a constant of proportionality.

Figure 3.14 Pressure and Shear Stress Distributions
Integrating the normal pressure distribution over the contact area between the chip and the rake face provides the following expression for the normal force on the rake face.

\[
F_{nr} = d \, P_1 \, L_R \left[ \frac{k}{k + 1} \right] 
\]

(3-23)

where

\( F_{nr} \) = normal force component on the rake face
\( d \) = depth of cut

The shear stress distribution on both the rake and flank faces of the tool is assumed to be related with the corresponding normal pressure distributions according to the following expressions [13,48,100,107,114].

\[
\tau = \mu \, P \quad \text{for} \quad P < \tau_s / \mu
\]
\[
\tau = \tau_s \quad \text{for} \quad P \geq \tau_s / \mu
\]

(3–24)

where

\( \tau \) = shear stress on the tool face
\( \mu \) = friction coefficient between the workpiece material and the tool
\( P \) = pressure on the tool face

Integrating the resulting shear stress distribution over the rake face yields

\[
F_s = d \, L_R \left[ \tau_s \, L_a + \mu \, P_1 \left[ \frac{k}{k + 1} - L_a \frac{L_{k+1}}{k + 1} \right] \right]
\]

(3–25)

where
\[ L_{st} = \left[ 1 - \frac{\tau_s}{\mu P_1} \right]^{1/k} \]

for \( P_1 \geq \tau_s/\mu \)

\( L_{st} = 0 \)

for \( P_1 < \tau_s/\mu \)

\( F_{tr} \) = tangential force component on the rake face

\( L_{st} \) = length of the sticking region on the rake face

It is assumed that over the entire flank face of the tool the normal pressure between the tool and workpiece exceeds the critical pressure at which the workpiece material sticks to the flank face. The shear stress on the flank face is therefore assumed to be equal to the shear strength of the workpiece material. Integrating this shear stress over the flank face yields

\[ F_{tf} = \tau_s \, d \, W_f \] (3-26)

where

\( F_{tf} \) = tangential force component on the flank face

\( W_f \) = length of flank wear land

The chip is assumed to be sheared along a shear plane. Based on this assumption the tangential force along the shear plane can be determined as

\[ F_{ts} = \tau_s \, A_s \] (3-27)

where

\( F_{ts} \) = tangential force component along the shear plane

\( A_s \) = shear plane area
The area of the shear plane is calculated as

\[ A_s = \frac{df_r}{\sin(\phi)} \]  \hspace{1cm} (3-28)

where

\[ \phi = \text{shear angle} \]

The chip above the shear plane is assumed to behave as a rigid body and thus the forces exerted on the chip the by the tool and through the shear plane can be equated along a direction parallel to the shear plane.

\[ F_{ts} = F_{nr} \cos(\alpha - \phi) - F_{tr} \sin(\alpha - \phi) \]  \hspace{1cm} (3-29)

It is assumed that the force components on the rake and flank faces of the tool do not directly influence each other and thus can be equated with the measured force components along the horizontal and vertical axes according to the following expressions (Figure 3.13).

\[ F_H = \cos(\alpha) F_{nr} + \sin(\alpha) F_{tr} + F_{nf} \]  \hspace{1cm} (3-30a)
\[ F_V = \sin(\alpha) F_{nr} - \cos(\alpha) F_{tr} - F_{nf} \]  \hspace{1cm} (3-30b)

where

\[ F_H = \text{measured force component along the horizontal axis} \]
\[ F_V = \text{measured force component along the horizontal axis} \]
\[ F_{nf} = \text{normal force component on the flank face} \]

The force-based model operates in two stages: first a procedure is followed for identifying the shear angle, \( \phi \), coefficient of friction, \( \mu \), and a constant \( C_4 \) based on the initial measured cutting forces (Figure 3.15a). This initial procedure is executed in order to adapt the model to the particular process conditions. Following this initial stage, the model
is used to estimate the tool wear during the remainder of the process (Figure 3.15b).

In step ① (Figure 3.15a) of the initial identification procedure, the tangential and normal components on the tool rake face, \( F_{nr} \) and \( F_{tr} \), are determined based on the measured cutting force components in the horizontal and vertical directions \( F_H, F_V \) (Figure 3.13). In this step the tool is considered to be unworn with the flank wear \( W_f = 0 \), and the force components on the flank face of the tool, \( F_{tf} \) and \( F_{nf} \), equal to zero. Based on the values of \( F_{nr} \) and \( F_{tr} \), the shear angle, \( \phi \), is estimated in step ② (Figure 3.15a) of the procedure. In step ③ the maximum pressure between the chip and tool rake face is estimated. Using this maximum pressure, the contact length between the chip and tool on the rake face is estimated in step ④. From the estimated contact length, the coefficient \( C_4 \), which relates the contact length with the feed, is identified in step ⑤. In step ⑥ two equations are solved iteratively in order to determine the coefficient of friction, \( \mu \), between the tool and workpiece materials. It is assumed that the values for the parameters identified in the first pass through the model remain constant for the remainder of the tool life. In the initial identification procedure it is assumed that the parameter \( k \), which is the exponent for the exponential pressure distribution used to model the normal pressure on the rake face of the tool, has a nominal value of 0.333. This initial value for \( k \) is based on equating normal forces on the rake face determined using the assumed exponential pressure distribution with normal forces found experimentally [17,115,125] and with normal forces predicted by an analysis of the pressure distribution found between a beam supported on an elastic surface (the chip supported by the rake face of the tool). These forces were equated on the basis of an equivalent maximum normal pressure and an equivalent contact length between the chip and rake face.

In the second stage of the model operation (Figure 3.15b) the maximum pressure between the chip and tool on the rake face is estimated in step ①. In step ⑦, the total
length of contact between the chip and the tool on the rake face is estimated. In step 3, four equations are solved iteratively in order to estimate the tangential and normal components of the force on the rake face of the tool, $F_{nr}$ and $F_{tr}$. During the solution of these equations in step three the value of the parameter $k$ is reidentified. In step 3, the estimated force components on the rake face of the tool as well as the measured force component in the horizontal direction (Figure 3.13) are used to identify the tangential component of the force on the flank face of the tool, $F_{tf}$. This force component is used in step 5 to estimate the flank wear, $W_f$.

Figure 3.15a Procedure for Force-Based Model Operation: Identification of Shear Angle, $\phi$, Friction Coefficient, $\mu$, and Constant $C_4$. (Numbers in circles indicate the sequence of the procedure steps; Uncertain model parameters (shaded) are workpiece shear strength, $\tau_s$, and initial value of the exponent $k$)
Figure 3.15b Procedure for Force-Based Model Operation: Estimation of Tool Wear. (Numbers in circles indicate the sequence of the procedure steps; Uncertain model parameter (shaded) is workpiece shear strength, \( \tau_s \))

**Acoustic emission-based turning process model**

The form of the acoustic emission model utilized was developed in Chapter 2.  

\[
\text{RMS} = C_1 v^m \left[ F_{ts} \frac{\cos(\alpha)}{\cos(\phi-\alpha)} + F_{tr} \frac{\sin(\phi)}{\cos(\phi-\alpha)} + F_{tf} \right]^n
\]  

where
RMS = root mean square of the AE signal

$C_1$ = proportionality constant which takes into account factors such as amplifier gains and attenuation coefficients

$\nu$ = cutting speed

$n, m$ = constant exponents

The AE model operates in two stages: first a procedure is followed for identifying an attenuation coefficient, $C_1$, in order to adapt the AE model to the particular process conditions (Figure 3.16a). The model is then used to estimate the tool wear during the remainder of the process (Figure 3.16b).

Steps 1, 2 and 3 in the first stage of the AE-based model operation (Figure 3.16a) are similar to steps 1, 2 and 3 in the second stage of the force-based model operation (Figure 3.15b). In the first stage of the AE model operation the tool is considered to be unworn with the flank wear $W_f = 0$, and the tangential force component on the flank face of the tool $F_{tf}$ equal to zero. The tangential shear force and tangential rake face force components determined in the first three steps are used to determine the attenuation coefficient, $C_1$, in step 3.

In the second stage of the AE-based model operation (Figure 3.16b), steps 1, 2 and 3 are similar to steps 1, 2 and 3 in the second stage of the force-based model operation (Figure 3.15b). The tangential shear force and tangential rake face force components determined in these three steps are used to determine the tangential flank force component, $F_{tf}$, in step 3. Based on this force component, the flank wear is calculated in step 3.
Figure 3.16a Procedure for Acoustic-Emission Based Model Operation: Identification of Attenuation Coefficient $C_1$. (Numbers in circles indicate the sequence of the procedure steps; Uncertain model parameters (shaded) are workpiece shear strength, $\tau_s$, and exponents $m$ and $n$)
Figure 3.16b  Procedure for Acoustic-Emission Based Model Operation: Estimation of Tool Wear.  (Numbers in circles indicate the sequence of the procedure steps; Uncertain model parameters (shaded) are workpiece shear strength, \( \tau_s \), and exponents \( m \) and \( n \))

**Temperature-based turning process model**

The temperature-based model utilizes relationships which correlate the tool wear rate with the measured tool temperature. At least three mechanisms are known to contribute to the development of flank wear; abrasion, adhesion and diffusion. In general it is believed that adhesion and abrasion, which are mechanically activated mechanisms, are the
major contributors to flank wear during the early stages of cutting while diffusion, which is a thermally activated mechanism, dominates later in the process when the temperature on the flank face of the tool is higher. One of the simplest wear rate models developed was presented by Koren and Lenz [62]. This model assumes that abrasion and diffusion are the dominant wear mechanisms. The flank wear rate is separated into a component cause by abrasion, \( \dot{W}_{f1} \), and a component caused by diffusion, \( \dot{W}_{f2} \).

\[
\dot{W}_{f1} = \left[ \frac{V}{l_o} \right] \left[ K_1 \cos(\alpha) \frac{F_H}{f_r d} - \dot{W}_{f1} \right] \tag{3-32}
\]

\[
\dot{W}_{f2} = K_2 \sqrt{v} \exp\left[ \frac{-K_3}{273 + \theta_f} \right] \tag{3-33}
\]

where

\( l_o \) = constant

\( K_1, K_2, K_3 \) = constants

\( \theta_f \) is the measured flank temperature which may be approximated by the temperature measured by the tool/workpiece thermocouple method.

The total wear rate is then

\[
\dot{W}_f = \dot{W}_{f1} + \dot{W}_{f2} \tag{3-34}
\]

In step 1 of the temperature-based model operation (Figure 3.17), the diffusive wear rate is determined based on the measured temperature. In step 2 the tangential force component on the flank face of the tool, \( F_{tf} \), is calculated based on the previous estimate of the flank wear. Steps 3, 4 and 5 in the operation of the temperature model (Figure 3.17) are similar to steps 1, 2 and 3 in the second stage of the force-based model operation (Figure 3.15b) and are used to estimate the normal and tangential force
Figure 3.17 Procedure for Temperature-Based Model Operation: Estimation of Tool Wear. (Numbers in circles indicate the sequence of the procedure steps; Uncertain model parameters (shaded) are workpiece shear strength, $\tau_s$, and the constants $K_1$, $K_2$, $K_3$ and $l_0$)
components on the rake face of the tool. In step 6 these force components and the tangential force component determined in step 2 are used to estimate the horizontal cutting force component, $F_H$. The abrasive wear rate estimated during the previous iteration through the model is integrated with respect to time in step 9 in order to estimate the current level of abrasive wear. Based on this value of the abrasive wear and the estimated value of $F_H$ the abrasive wear rate is calculated in step 9. The total wear rate is determined in step 9 by adding the abrasive and diffusive wear rate components. In step 1 the wear rate is integrated with respect to time to determine the flank wear.

Establishment of probability density functions for statistical synthesis

In order to implement the statistical approach to sensor synthesis discussed in Section 3.2.2 probability density functions, $P_i(x_i)$, must be established. Given an estimate of a state variable, $x_i$, this density function describes the probability that the actual value of the state variable, $x$, is in a certain range (Figure 3.6). These distributions could be established by performing special experiments similar to those required for the synthesis methods based on training. In this case, sensor signals recorded during training experiments can be fed into the models. The state variable estimates provided by the models are subtracted from the actual measured values for the state variable in order to establish histograms for the uncertainty in the estimates provided by each model (Figure 3.18a). The histograms are then normalized in order to determine probability density functions for the uncertainty. During the operation of the process (Figure 3.18b) the probability density functions for the uncertainty in the state variable can be added to the corresponding nominal estimates for the state variable provided by each model in order to determine probability density functions for the state variable. Statistical sensor synthesis can then be performed using the probability density functions for the state variable.
Figure 3.18a Determination of Probability Density Function for Wear Uncertainty Using Previously Recorded Data
Figure 3.18b  Statistical Sensor Synthesis Using Probability Density Functions Determined from Previously Recorded Data
It may be impractical to run experiments to obtain training data whenever process conditions, such as the workpiece material, are changed. Additionally, in some processes it may not be possible to measure the state variable which is to be estimated even during special experiments; in this case a set of training data cannot be established. As an alternative to an approach based on training data, a method is presented below for obtaining the distributions, \( P_i(x_i) \), in-process through evaluation of process models which are based on a physical understanding of the process. Because this method can be implemented without extensive pre-process experimentation, it may have a significant advantage over synthesis methods requiring training.

Given accurate values for the sensor signals a process model may not provide correct estimates of a state variable because of parametric uncertainty. Parametric uncertainties occur when the correct values of constants, such as material properties, utilized in a process model are somewhat uncertain. To illustrate this type of uncertainty, the models of the machining process presented in Figures 3.15 through 3.17 can be considered. The values used for the shear strength \( \tau_s \), exponents \( k, m \) and \( n \) and the constants \( K_1, K_2, K_3 \) and \( l_o \) may not reflect the actual values for these parameters. In particular, such inaccuracies may occur if the tool or workpiece material properties change or if a wide range of cutting conditions are utilized. In the method presented below for determining the probability density functions \( P_i(x_i) \), the assumption is made that the uncertainty in the state estimates is due to the physical constants used in the models.

When determining the probability density functions in-process, each time a synthesized estimate for the wear must be determined the probability density function, \( P_i(x_i) \), is re-evaluated for each model (Figure 3.19). The models are provided with values for the uncertain model parameters which in this thesis were randomly selected according to a Gaussian distributions which are centered on the nominal value for each parameter. A set
Figure 3.19 Statistical Sensor Synthesis Using Probability Density Functions Determined In-Process

of estimates for the state variable corresponding to different randomly selected values of the uncertain model parameters are determined based on the current values of the sensor measurements. For each model, these estimates are accumulated in the form of a histogram
which is then normalized in order to obtain the corresponding probability density function, \( P_i(x_i) \).

The synthesized state variable estimate can be determined relatively easily using expressions (3-11 to 3-13) presented in Section 3.2.2 if the density functions, \( P_i(x_i) \), can be assumed to have a Gaussian form. The biases and standard deviations of the state variable estimates provided by the process models must be determined in order to implement these solutions for the synthesized estimate; the probability density functions themselves need not be determined. When determining the biases and standard deviations based on training data, the mean of the differences between the estimates given by the models and the actual measured state variable is considered as the bias, and the standard deviation of these differences is considered as the standard deviation for the probability density function, \( P_i(x_i) \), in expressions (3-11 to 3-13). When determining the biases and standard deviations in-process, every time a synthesized estimate must be determined a set of estimates for each model corresponding to different randomly selected values of the uncertain model parameters are determined based on the current values of the sensor measurements. The standard deviation for each of these sets of wear estimates is considered as the standard deviation for the corresponding probability density function, \( P_i(x_i) \). The means for each of the sets of wear estimates rather than the nominal estimates (where all the uncertain parameters are set at their nominal values) are synthesized. Therefore to implement the solutions given in expressions (3-11 to 3-13) the biases are determined by subtracting the mean wear estimates from the nominal estimates. If the density functions cannot be assumed to be Gaussian then the solutions for the synthesized state estimate presented in Section 3.2.2 are not applicable and more elaborate solutions must be developed.
Statistical design of experiments for sensor synthesis methods requiring training

A manufacturing process may be operated using a wide range of workpiece materials, geometries of the tooling, and values of process input settings such as speed and feed. In an effort to optimize the process, a controller may specify in-process variations of the controlled input variables over a wide range of values. Therefore a synthesis method which uses a mechanism based on training must be trained to adequately synthesize the variable estimates for a wide range of process conditions. If a method is trained for a wide variety of process conditions the method will likely perform adequately for conditions within the range and for conditions somewhat outside of the range of conditions for which the method has been trained.

For most manufacturing processes the experiments necessary to obtain data for training are time consuming and expensive. Therefore it is desirable to obtain the most information for training from the fewest number of experiments. In experimental design, the input settings for the experiment are usually referred to as factors. These factors are considered at several discrete levels over the range for which the factor is to be varied. In a full factorial design an experiment is run for every possible combination of the levels for each of the factors. This type of design ensures that the process characteristics throughout the entire range of experimental conditions are reflected in the recorded data; however, this approach requires an unreasonable number of experiments to be performed even when considering only a few factors and a small number of levels for each factor.

An alternative to a full factorial design is to specify the conditions for each experiment according to an orthogonal array [95,104]. In general, an orthogonal array requires a much smaller number of experiments to be performed than a full factorial design.
In the array each column corresponds to a factor to be varied and the rows of values in the array specify the levels of the factors for each experiment. An orthogonal array can be determined by eliminating experiments from a full factorial design while maintaining that for any pair of columns all combinations of the factor levels must occur and they must occur an equal number of times. This property ensures that the effect of one factor on the variables measured during the experiments is not coupled with a particular value for any of the other factors. Orthogonal arrays can be used to design experiments to obtain training data for any variety of variables specifying the process conditions, including workpiece and tooling material as well as input variables such as speeds and feeds. In addition, the arrays can accommodate any number of materials or levels for the input variables.

A turning process can be considered as an example of the application of an orthogonal array for experimental design. A large variety of tool and workpiece materials can be utilized in a turning process. In addition, many different values can be selected for variables such as the feed, cutting speed, width of cut, tool rake angle and tool relief angle. Ideally, a synthesis method should be comprehensively trained over the full range of conditions which may occur in a turning operation so that the method will provide adequate synthesized estimates of the tool wear and wear rate for any typical turning process. If five classifications are considered for the workpiece material, tool material, speed, feed, rake angle, clearance angle, machining time and width of cut, a full factorial experimental design would require 390625 experiments. In contrast, the number of tool and workpiece materials and levels for the other factors listed above can be accommodated in an orthogonal array of 8 factors with 5 levels for each of the factors which specifies 125 experiments.

As shown by the above example, statistical design of experiments can greatly reduce the number of experiments needed to obtain training data for any manufacturing
process. In the example, the number of experiments was reduced by a factor of 3125 from the number required by a full factorial experimental design. Utilizing an orthogonal array rather than a full factorial design for obtaining training data may reduce the accuracy of the training for some of the operating conditions of a manufacturing process. However, by maintaining that for any pair of columns all combinations of the factor levels must occur and they must occur an equal number of times, an orthogonal array ensures that the specified experiments are well distributed throughout the operating conditions for the process.

Experimental procedure and apparatus

In order to complete the experiments used to evaluate the synthesis methods in a reasonable amount of time the wide range of tool and workpiece materials which can be considered for any turning operation were limited to HSS M2 for the tool and SAE 4340 steel for the workpiece. Appropriate ranges for the feed, cutting speed and depth of cut were selected according to recommended conditions for these tool and workpiece materials [80]. In the experimental design used for obtaining data for the methods requiring training, nine levels were considered for the factors of feed and speed, and three levels were considered for the factors of rake angle, relief angle and depth of cut. The orthogonal array which describes the experiments performed for obtaining the training data is shown in Table 3.5. Each experiment consisted of machining for an incremental tool travel distance of 1.0 inch as measured axially along the workpiece. After each experiment, the flank wear was measured under a microscope before proceeding with the next experiment. The tool travel distance was kept constant for each experiment in order that the increase in tool wear during each experiment would be similar regardless of the speed and feed utilized. As indicated in Table 3.5, a machining test was defined as 9 consecutive experiments; a new tool was used at the beginning of each test.
<table>
<thead>
<tr>
<th>Test</th>
<th>Experiment</th>
<th>Rake Angle (degrees)</th>
<th>Relief Angle (degrees)</th>
<th>Tool Travel Distance (m)</th>
<th>Feed Rate (mm/rev)</th>
<th>Cutting Speed (m/min)</th>
<th>Depth of Cut (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0.025</td>
<td>0.102</td>
<td>9.14</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0.051</td>
<td>0.279</td>
<td>17.68</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0.076</td>
<td>0.152</td>
<td>11.58</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0.102</td>
<td>0.305</td>
<td>18.90</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>0.127</td>
<td>0.127</td>
<td>10.35</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>2</td>
<td>0.152</td>
<td>0.229</td>
<td>15.24</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>0.178</td>
<td>0.178</td>
<td>12.80</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>0.203</td>
<td>0.254</td>
<td>16.45</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0</td>
<td>2</td>
<td>0.229</td>
<td>0.203</td>
<td>14.02</td>
<td>1.016</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>0.025</td>
<td>0.203</td>
<td>16.45</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>7</td>
<td>0.051</td>
<td>0.102</td>
<td>14.02</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>7</td>
<td>0.076</td>
<td>0.279</td>
<td>9.14</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>7</td>
<td>0.102</td>
<td>0.152</td>
<td>17.68</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>7</td>
<td>0.127</td>
<td>0.305</td>
<td>11.58</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>7</td>
<td>0.152</td>
<td>0.127</td>
<td>18.90</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>0.178</td>
<td>0.229</td>
<td>10.35</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0</td>
<td>7</td>
<td>0.203</td>
<td>0.178</td>
<td>15.24</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0</td>
<td>7</td>
<td>0.229</td>
<td>0.254</td>
<td>12.80</td>
<td>0.762</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>0.025</td>
<td>0.254</td>
<td>15.24</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>12</td>
<td>0.051</td>
<td>0.203</td>
<td>12.80</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>12</td>
<td>0.076</td>
<td>0.102</td>
<td>16.45</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>12</td>
<td>0.102</td>
<td>0.279</td>
<td>14.02</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>12</td>
<td>0.127</td>
<td>0.152</td>
<td>9.14</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>12</td>
<td>0.152</td>
<td>0.305</td>
<td>17.68</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0</td>
<td>12</td>
<td>0.178</td>
<td>0.127</td>
<td>11.58</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0</td>
<td>12</td>
<td>0.203</td>
<td>0.229</td>
<td>18.90</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0</td>
<td>12</td>
<td>0.229</td>
<td>0.178</td>
<td>10.35</td>
<td>0.508</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>7.5</td>
<td>2</td>
<td>0.025</td>
<td>0.178</td>
<td>18.90</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.5</td>
<td>2</td>
<td>0.051</td>
<td>0.254</td>
<td>10.35</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.5</td>
<td>2</td>
<td>0.076</td>
<td>0.203</td>
<td>15.24</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7.5</td>
<td>2</td>
<td>0.102</td>
<td>0.102</td>
<td>12.80</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.5</td>
<td>2</td>
<td>0.127</td>
<td>0.279</td>
<td>16.46</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>7.5</td>
<td>2</td>
<td>0.152</td>
<td>0.152</td>
<td>14.02</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>7.5</td>
<td>2</td>
<td>0.178</td>
<td>0.305</td>
<td>9.14</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7.5</td>
<td>2</td>
<td>0.203</td>
<td>0.127</td>
<td>17.68</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>7.5</td>
<td>2</td>
<td>0.229</td>
<td>0.229</td>
<td>11.53</td>
<td>1.016</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>7.5</td>
<td>7</td>
<td>0.025</td>
<td>0.229</td>
<td>17.68</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.5</td>
<td>7</td>
<td>0.051</td>
<td>0.178</td>
<td>11.53</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.5</td>
<td>7</td>
<td>0.076</td>
<td>0.254</td>
<td>18.90</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7.5</td>
<td>7</td>
<td>0.102</td>
<td>0.203</td>
<td>10.36</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.5</td>
<td>7</td>
<td>0.127</td>
<td>0.102</td>
<td>15.24</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>7.5</td>
<td>7</td>
<td>0.152</td>
<td>0.279</td>
<td>12.80</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>7.5</td>
<td>7</td>
<td>0.178</td>
<td>0.152</td>
<td>16.46</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7.5</td>
<td>7</td>
<td>0.203</td>
<td>0.305</td>
<td>14.02</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>7.5</td>
<td>7</td>
<td>0.229</td>
<td>0.127</td>
<td>9.14</td>
<td>0.762</td>
</tr>
</tbody>
</table>

Table 3.5 Orthogonal Array Specifying Experiments for Obtaining Training Data
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<table>
<thead>
<tr>
<th>Test</th>
<th>Experiment</th>
<th>Rake Angle (degrees)</th>
<th>Relief Angle (degrees)</th>
<th>Tool Travel Distance (m)</th>
<th>Feed Rate (mm/rev)</th>
<th>Cutting Speed (m/min)</th>
<th>Depth of Cut (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>7.5</td>
<td>12</td>
<td>0.025</td>
<td>0.127</td>
<td>14.02</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.5</td>
<td>12</td>
<td>0.051</td>
<td>0.229</td>
<td>9.14</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.5</td>
<td>12</td>
<td>0.076</td>
<td>0.178</td>
<td>17.68</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7.5</td>
<td>12</td>
<td>0.102</td>
<td>0.254</td>
<td>11.58</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.5</td>
<td>12</td>
<td>0.127</td>
<td>0.203</td>
<td>18.90</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>7.5</td>
<td>12</td>
<td>0.152</td>
<td>0.102</td>
<td>10.36</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>7.5</td>
<td>12</td>
<td>0.178</td>
<td>0.279</td>
<td>15.24</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7.5</td>
<td>12</td>
<td>0.203</td>
<td>0.152</td>
<td>12.80</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>7.5</td>
<td>12</td>
<td>0.229</td>
<td>0.305</td>
<td>16.46</td>
<td>0.508</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>15</td>
<td>2</td>
<td>0.025</td>
<td>0.305</td>
<td>12.80</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15</td>
<td>2</td>
<td>0.051</td>
<td>0.127</td>
<td>16.46</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15</td>
<td>2</td>
<td>0.076</td>
<td>0.229</td>
<td>14.02</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15</td>
<td>2</td>
<td>0.102</td>
<td>0.178</td>
<td>9.14</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>15</td>
<td>2</td>
<td>0.127</td>
<td>0.254</td>
<td>17.68</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>15</td>
<td>2</td>
<td>0.152</td>
<td>0.102</td>
<td>11.58</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>15</td>
<td>2</td>
<td>0.178</td>
<td>0.279</td>
<td>15.24</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>15</td>
<td>2</td>
<td>0.203</td>
<td>0.152</td>
<td>12.80</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>15</td>
<td>2</td>
<td>0.229</td>
<td>0.305</td>
<td>16.46</td>
<td>1.016</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>15</td>
<td>7</td>
<td>0.025</td>
<td>0.152</td>
<td>10.36</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15</td>
<td>7</td>
<td>0.051</td>
<td>0.305</td>
<td>15.24</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15</td>
<td>7</td>
<td>0.076</td>
<td>0.127</td>
<td>12.80</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15</td>
<td>7</td>
<td>0.102</td>
<td>0.229</td>
<td>16.46</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>15</td>
<td>7</td>
<td>0.127</td>
<td>0.178</td>
<td>14.02</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>15</td>
<td>7</td>
<td>0.152</td>
<td>0.254</td>
<td>9.14</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>15</td>
<td>7</td>
<td>0.178</td>
<td>0.203</td>
<td>17.68</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>15</td>
<td>7</td>
<td>0.203</td>
<td>0.102</td>
<td>11.58</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>15</td>
<td>7</td>
<td>0.229</td>
<td>0.279</td>
<td>18.90</td>
<td>0.762</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>15</td>
<td>12</td>
<td>0.025</td>
<td>0.279</td>
<td>11.58</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15</td>
<td>12</td>
<td>0.051</td>
<td>0.152</td>
<td>18.90</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15</td>
<td>12</td>
<td>0.076</td>
<td>0.305</td>
<td>10.36</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15</td>
<td>12</td>
<td>0.102</td>
<td>0.127</td>
<td>15.24</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>15</td>
<td>12</td>
<td>0.127</td>
<td>0.229</td>
<td>12.80</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>15</td>
<td>12</td>
<td>0.152</td>
<td>0.178</td>
<td>16.46</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>15</td>
<td>12</td>
<td>0.178</td>
<td>0.254</td>
<td>14.02</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>15</td>
<td>12</td>
<td>0.203</td>
<td>0.203</td>
<td>9.14</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>15</td>
<td>12</td>
<td>0.229</td>
<td>0.102</td>
<td>17.68</td>
<td>0.508</td>
</tr>
</tbody>
</table>

Table 3.5 Orthogonal Array Specifying Experiments for Obtaining Training Data
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Turning was performed on a Daewoo Puma10 CNC lathe with 20 HP maximum spindle power. The tool holder was equipped for measuring the cutting forces along three orthogonal axes (Figure 3.20). The tool-workpiece thermocouple method was used for measuring the temperature at the tool-workpiece interface. An insulating guard attached to the tool holder was used to prevent the chip from making contact with the workpiece after leaving the tool face. A physical acoustics WD wideband transducer mounted on the tool holder was used to detect the AE signal. The signal from the AE transducer was preamplified using a Physical Acoustics 1220A preamplifier and then amplified by a Physical Acoustics AE1A postamplifier for a total gain of 40 db. The AE signal was highpass filtered with a 50 KHz cutoff frequency in order to remove components due to machine vibration and other low-frequency noise from the signal. An Analog Devices AD636 true RMS to dc converter chip was used to determine the RMS of the AE signal. The RMS signal was then lowpass filtered with a cutoff frequency of 1.59 Hz in order to remove high-frequency components from the RMS AE signal associated with chip breaking. All sensor signals were recorded using a Compaq Deskpro 286 computer with a Data Translation DT2801 data acquisition board. For all the tool wear tests, M2 HSS tools by Enco Mfg. were used and SAE 4340 steel cylinders were used as the workpiece material.

The sensor-based models were used to estimate the wear during each experiment specified by the orthogonal array in Table 3.5 based on the corresponding sensor signals which were recorded. For these computations the parameter shear strength, $\tau_s$, in the models was assigned a typical value (Table 3.6) found in materials handbooks, parameter $k$ was assigned the value 0.333 for the reasons given in the description of the force-based model, the parameters $m$ and $n$ in the acoustic-emission model were assigned values reflecting those given in Chapter 2 for steel machined with a HSS tool, and the parameters $K_1$, $K_2$, $K_3$ and $l_0$ in the temperature-based model were assigned values reflecting those
Figure 3.20 Experimental Apparatus
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_s$</td>
<td>1068 N/mm²</td>
</tr>
<tr>
<td>$k$</td>
<td>0.333</td>
</tr>
<tr>
<td>$m$</td>
<td>0.654</td>
</tr>
<tr>
<td>$n$</td>
<td>0.137</td>
</tr>
<tr>
<td>$K_1$</td>
<td>5.2E-5</td>
</tr>
<tr>
<td>$K_2$</td>
<td>15.0</td>
</tr>
<tr>
<td>$K_3$</td>
<td>10,000 oK</td>
</tr>
<tr>
<td>$l_0$</td>
<td>500 m</td>
</tr>
</tbody>
</table>

Table 3.6 Values for Parameters in Sensor-Based Models

reported in [30]. The synthesis methods requiring training were trained to estimate the actual wear based on the wear estimates provided by the process models.

After the sensor synthesis methods requiring training had been trained, all of the synthesis methods, including the statistical approach, were compared using data from a tool wear test which was not included in the training data. In order to quantitatively evaluate the synthesis approaches, the mean squared error between the synthesized wear estimates and the actual wear was determined for the evaluation test. This criterion is expressed in equation (3-14) which is repeated below.

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - y_{t,i})^2$$  \hspace{1cm} (3-14)

where:

$\text{MSE} = \text{mean squared error}$

$y_i = \text{synthesized wear estimate}$

$y_{t,i} = \text{actual wear (target output)}$
\[ n = \text{number of data points in evaluation test} \]

Different network structures and training tolerances in the case of the multi-layer perceptron, different values of sigma, \( \sigma \), in the case of the interpolation network, different training criteria in the case of the GMDH method, and different threshold values used to determine the consensus group of sensor in the case of the statistical approach, will all result in different values of the MSE for the data used to evaluate the sensor synthesis methods. To ensure that the particular structure or parameters used in the synthesis methods were not unfairly tailored to the particular data used for evaluation of the methods, the same approach to comparison of the synthesis methods used in the simulations was also used in the experimental comparison. Three sets of data were used: one for training, a second data set for selecting the best structure or parameters for the synthesis methods and a third data set for comparing the performance of the synthesis methods. This approach to the comparison of the methods is particularly appropriate when the amount of data available for comparison of the methods is limited [46]. Obtaining a large amount of experimental data is time consuming and expensive.

The experiments used to obtain the training data are specified in Table 3.5. The tool wear test used for selecting the best structure or parameters for the synthesis methods is specified in Table 3.7. The test performed based on the conditions in Table 3.7 used levels of the experimental factors, such as speed and feed, which were identical to those in the training data; however in this test the combinations for these levels of the factors for each experiment were different than in the experiments used to obtain the training data. Table 3.8 specifies the conditions for the tool wear experiment used to compare the performance of the synthesis methods. In most cases it would be unreasonable to train a network for all possible conditions which may be anticipated during a turning operation. Consequently, the experiment specified in Table 3.8 used levels of the factors which were not utilized in
the training data. All of the tool wear experiments were performed with a 4340 steel workpiece and M2 HSS tools.

<table>
<thead>
<tr>
<th>Test</th>
<th>Experiment</th>
<th>Rake Angle (degrees)</th>
<th>Relief Angle (degrees)</th>
<th>Tool Travel Distance (m)</th>
<th>Feed Rate (mm/rev)</th>
<th>Cutting Speed (m/min)</th>
<th>Depth of Cut (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>7.5</td>
<td>7</td>
<td>0.025</td>
<td>0.178</td>
<td>12.80</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.5</td>
<td>7</td>
<td>0.051</td>
<td>0.305</td>
<td>11.58</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.5</td>
<td>7</td>
<td>0.076</td>
<td>0.102</td>
<td>15.24</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7.5</td>
<td>7</td>
<td>0.102</td>
<td>0.127</td>
<td>17.68</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.5</td>
<td>7</td>
<td>0.127</td>
<td>0.229</td>
<td>14.02</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>7.5</td>
<td>7</td>
<td>0.152</td>
<td>0.152</td>
<td>9.14</td>
<td>0.508</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>7.5</td>
<td>7</td>
<td>0.178</td>
<td>0.254</td>
<td>18.90</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7.5</td>
<td>7</td>
<td>0.203</td>
<td>0.203</td>
<td>10.36</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>7.5</td>
<td>7</td>
<td>0.229</td>
<td>0.279</td>
<td>16.46</td>
<td>1.016</td>
</tr>
</tbody>
</table>

Table 3.7 Array Specifying Experiments for Selection of Best Structure and Parameters for Sensor Synthesis Approaches

<table>
<thead>
<tr>
<th>Test</th>
<th>Experiment</th>
<th>Rake Angle (degrees)</th>
<th>Relief Angle (degrees)</th>
<th>Tool Travel Distance (m)</th>
<th>Feed Rate (mm/rev)</th>
<th>Cutting Speed (m/min)</th>
<th>Depth of Cut (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>11</td>
<td>4.5</td>
<td>0.032</td>
<td>0.216</td>
<td>12.19</td>
<td>0.635</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>11</td>
<td>4.5</td>
<td>0.064</td>
<td>0.267</td>
<td>17.07</td>
<td>0.635</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11</td>
<td>4.5</td>
<td>0.095</td>
<td>0.140</td>
<td>14.63</td>
<td>0.635</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>11</td>
<td>4.5</td>
<td>0.114</td>
<td>0.191</td>
<td>10.97</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>11</td>
<td>4.5</td>
<td>0.133</td>
<td>0.292</td>
<td>19.51</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>11</td>
<td>4.5</td>
<td>0.165</td>
<td>0.318</td>
<td>15.85</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>11</td>
<td>4.5</td>
<td>0.197</td>
<td>0.165</td>
<td>9.75</td>
<td>0.381</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>11</td>
<td>4.5</td>
<td>0.216</td>
<td>0.241</td>
<td>18.29</td>
<td>0.381</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>11</td>
<td>4.5</td>
<td>0.235</td>
<td>0.114</td>
<td>13.41</td>
<td>0.381</td>
</tr>
</tbody>
</table>

Table 3.8 Array Specifying Experiments for Evaluation of Sensor Synthesis Approaches
Results

The results for the evaluation test (Table 3.8) are shown in Figure 3.21. In this figure the quality of the synthesized wear rate estimates are compared with the wear estimates provided directly by the force, temperature and acoustic emission based process models. The MSE provided by using the arithmetic mean of the three model estimates as the synthesized wear estimate is shown in Figure 3.21 as a base-line for evaluation of the other sensor synthesis approaches. The MSEs for the wear estimates provided by the AE-based model were significantly greater than those for the other two models. This result probably occurred because the wear estimates provided by the AE model were particularly sensitive to even low levels of vibration and chatter during the machining tests.

For all of the synthesis methods requiring training, including the multi-layer perceptron network, interpolation network, multiple regression and GMDH methods, the inputs to the synthesis methods included the wear estimates provided by each of the three process models, the cutting velocity, feed rate, depth of cut, tool rake angle and tool relief angle.

For the multi-layer perceptron neural network, the same network structures used in the simulations in Section 3.3.1 were implemented: a simple network with one hidden layer containing four nodes and a more complex network with two hidden layers each containing eight nodes. In order to accommodate all of the inputs, each of these networks had eight input nodes. The error between the network predictions and the actual wear in the training data set must be within a specified training tolerance without modifying the network connection weights or node thresholds in order for the training phase to be complete. Different training tolerances were implemented, starting with a large tolerance (0.300 mm) where no significant training occurred and decreasing in increments of 0.001 mm until the
network could not converge within 40,000 iterations through the training data set or one hour of CPU time on a VAXstationII/RC. The neural network providing the lowest MSE on the data from the tool wear experiment specified by Table 3.7 was selected for comparison with the other synthesis methods. The one hidden layer network with 0.032 mm training tolerance provided the lowest MSE on this data. The one-hidden layer network provided a lower MSE than the two hidden-layer network on the data used for
selection of the structure and parameters for the synthesis methods; this result indicates that
the network structures that were implemented were sufficiently complex for the
experimental data which was considered.

The interpolation network implemented had 81 nodes in the input layer
corresponding to the 81 data points in the training data (Table 3.5). In order to
accommodate all of the inputs, the input vectors had a dimension of eight. Values of the
Gaussian function width, $\sigma$, ranging from 0.010 to 0.140 in increments of 0.001 were
considered. The network with $\sigma = 0.115$ was found to provide the lowest MSE for the
experiments specified by Table 3.7. This value of $\sigma$ was used in comparing the
interpolation net with the other synthesis methods.

For the GMDH method, several different criteria are available for evaluating each
generation of quadratic polynomials during the training phase. The criteria were the same
as those considered in the simulations: the mean squared error (MSE), prediction sum of
squares (PRESS) [4], root mean square (RMS) [97], unbiased [97], and combined root
mean square and unbiased [97] criteria. The polynomial selected by the combined criterion
provided the lowest MSE on the data from the experiments described by Table 3.7. This
polynomial was used for comparison with the other synthesis methods.

The statistical synthesis methods were implemented where the bias and standard
deviations of the wear estimates provided by the models were determined in two different
ways: (1) based on the mean error and the standard deviation of the error between the wear
estimates provided by the process models and the actual wear measured during the
experiments specified in Table 3.5, (2) using in-process evaluation of the uncertainty in the
wear estimates due to uncertainties in the model parameters as outlined earlier in this
section. For method (2) above, the values used in the models for the shear strength $\tau_s$, 
exponents k, m and n and the constants K₁, K₂, K₃ and l₀ were considered to be uncertain (Figures 3.15 through 3.17). These uncertain parameters were assumed to be distributed according to Gaussian distributions with the means and standard deviations shown in Table 3.9. A standard deviation of 20% of the mean value was used for each of the uncertain parameters. For method (2), at each point the wear estimates were synthesized the biases and standard deviations for the wear estimates were determined in-process based on 100 estimates of the wear determined using randomly selected values for the model parameters; using more than 100 wear estimates for determining the biases and standard deviations did not significantly change the results on the data from the experiments used to select the structure or parameters for the synthesis methods (Table 3.7).

<table>
<thead>
<tr>
<th>Uncertain Parameter</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>τₛ</td>
<td>1068 N/mm²</td>
<td>214 N/mm²</td>
</tr>
<tr>
<td>k</td>
<td>0.333</td>
<td>0.067</td>
</tr>
<tr>
<td>m</td>
<td>0.654</td>
<td>0.131</td>
</tr>
<tr>
<td>n</td>
<td>0.137</td>
<td>0.027</td>
</tr>
<tr>
<td>K₁</td>
<td>5.2E-5</td>
<td>1.04E-5</td>
</tr>
<tr>
<td>K₂</td>
<td>15.0</td>
<td>3.0</td>
</tr>
<tr>
<td>K₃</td>
<td>10,000 °K</td>
<td>2000 °K</td>
</tr>
<tr>
<td>l₀</td>
<td>500 m</td>
<td>100 m</td>
</tr>
</tbody>
</table>

Table 3.9 Means and Standard Deviations for Uncertain Model Parameters

The performance of the statistical synthesis approach where the bias and standard deviations for the wear uncertainty were determined using each of the two methods discussed above are shown in Figure 3.21 for the experiments specified by Table 3.8. The synthesis approaches which attempt to maximize expressions (3-9) and (3-10) were implemented and all possible combinations of eleven potential values (0.0 to 1.0 in
increments of 0.1) for each of the thresholds \( r_{\text{force-AE}}, r_{\text{force-temperature}} \) and \( r_{\text{AE-temperature}} \), which are used to determine the consensus group of sensors, were considered. The results shown in Figure 3.21 are for the statistical approach and thresholds providing the lowest MSE on the data used for selection of the structure and parameters of the synthesis methods (Table 3.7). The statistical approach which attempts to maximize expression (3-10) with thresholds \( r_{\text{force-AE}} = 0.0, r_{\text{force-temperature}} = 0.2 \) and \( r_{\text{AE-temperature}} = 1.0 \) provided the lowest MSE on the selection data when the biases and standard deviations were determined based on the data recorded during the experiments specified by Table 3.5. The statistical approach which attempts to maximize expression (3-10) with thresholds \( r_{\text{force-AE}} = 0.8, r_{\text{force-temperature}} = 0.4 \) and \( r_{\text{AE-temperature}} = 0.8 \) provided the lowest MSE on the selection data when the biases and standard deviations were determined in-process.

Based on Figure 3.21, statistical synthesis provided a lower MSE when the biases and standard deviations for the wear estimates are determined directly from measurements of the wear made during special tool wear experiments. However, this approach requires many experiments to be performed similar to those required by the methods based on training. In-process determination of the biases and standard deviations does not require as much experimentation prior to implementing the method.

As shown in Figure 3.21, all of the sensor synthesis methods implemented provided significantly lower MSEs than the MSE for the arithmetic mean of the wear estimates from the three models. All of the synthesis methods implemented except for the interpolation neural network also provided a lower MSE than the lowest MSE provided by using the wear estimates directly from a single model. The interpolation network was implemented in a simple form in this work. Implementing a more sophisticated form of this network, allowing features such as different values of \( \sigma \) corresponding to each of the input nodes, may improve the performance of this type of network. Aside from the
interpolation network, the results in Figure 3.21 do not conclusively show that any one of
the sensor synthesis methods implemented is significantly better than the others.

3.4 CONCLUSIONS

This chapter evaluated the performance of several synthesis methods which require
a training phase as well as an approach which synthesizes the sensor information based on
a statistical criterion. The methods based on training included neural networks, multiple
least-squares regression, inverse least-squares regression and the GMDH approach. In this
chapter, sensor synthesis was considered for providing estimates of the tool wear during a
turning operation. The synthesis methods were first evaluated and compared in a simulated
environment using test data composed of linear, sinusoidal and random signals. Simulations conducted using the test data indicated that synthesis of multiple sensor
information will generally provide better estimates of tool wear than information from only
one sensor. As compared to the GMDH, multiple least-squares regression, interpolation
neural network and inverse least-squares techniques, a multi-layer perceptron neural
network appeared to be more effective at learning a relationship for providing synthesized
estimates, particularly when the relationship between the sensor-based information and the
actual process variable is nonlinear. The simulations indicate that when the sensors operate
properly and the corresponding process models adequately reflect the complexity of the
process a synthesis method based on training and a method based on a statistical criterion
will not provide significantly different performance. However, when the process models
do not adequately reflect the process complexity, and when sensor drift or variations in
material properties occur, the simulations indicate that a method requiring training will
provide better estimates of the wear than a statistical synthesis method. In addition, the
simulations indicate that a method based on training may also be somewhat less sensitive to
failure of one of the sensors than a method based on a statistical criterion.

After performing the simulations, the synthesis approaches were evaluated using data from tool wear experiments during which force, temperature and acoustic emission signals were recorded. The results of the experiments indicate that synthesis of multiple sensor information will provide better estimates of the tool wear than using information from only a single sensor. Except for the interpolation network, all of the synthesis approaches considered provided better estimates of the wear than using the wear estimates directly from each individual sensor and its corresponding process model. These methods also provided better estimates of the wear than taking the arithmetic mean of the estimates provided by the independent models.

Implementation of a sensor synthesis approach based on statistical information about the state variables estimated through different sensors and their corresponding process models requires probability density functions for these state variables to be derived. This chapter presented a method of determining these density functions based on the evaluation of process models relating sensor signals with state variables necessary for the monitoring and operation of a manufacturing process. This method determines the probability density functions in-process and it has the advantage that it does not require extensive pre-process experimentation.

A general indication from the evaluation of the sensor synthesis approaches under the conditions which were simulated as well as based on experimental data is that sensor synthesis will provide better estimates of the tool wear in a turning operation than using information from a single sensor. The synthesized estimates may be better in terms of being more accurate, more reliable, and less sensitive to random sensor noise than estimates based on information from a single sensor. Although not explored in this
chapter, one implication of the work presented here is that the monitoring and operation of other manufacturing processes may potentially benefit from the synthesis of multiple sensor information.
4 DECISION-MAKING APPROACH TO PROCESS OPERATION

4.1 INTRODUCTION

As discussed in Chapter 1, several approaches can be taken for the operation of manufacturing equipment and processes. The simplest approach is to use an open-loop control system with fixed input variables determined off-line during planning [1,47,99]. Recent efforts to control manufacturing processes have primarily focussed on the development of adaptive control (AC) schemes. In this chapter the term "adaptive control" is used in the sense that it is used in the manufacturing literature. In the manufacturing literature "adaptive control" refers to any process operation scheme which automatically adjusts the process input settings on-line in response to the actual process conditions. A variety of adaptive control approaches have been presented over the past 25 years [8, 35, 41, 43, 44, 49, 55, 60, 68, 69, 72, 74, 76, 81, 82, 94, 102, 109, 110, 113, 116, 121, 122, 124]. While in Adaptive Control Constraint (ACC) the objective is primarily to control the input variables in order to maintain a measured parameter at a specified value, in Adaptive Control Optimization (ACO) the objective is to optimize the process with respect to specified criteria.

As an alternative to the AC approaches which have been presented in the literature, this chapter considers the approach to manufacturing process operation outlined in Chapter 1. The objective of this approach is to select the process input parameters in a manner which will operate the process in accordance with a set of performance objectives. The approach accomplishes this objective with the help of functions which explicitly relate
performance objectives, such as cost or rate, with the input parameters and with the sensor signals used to monitor the process. The synthesis of information from multiple sensor-based models which was explored in Chapter 3 is also incorporated into the process operation scheme considered in this chapter. Synthesis of multiple sensor information is used to overcome process monitoring difficulties caused by the lack of reliable sensors for manufacturing processes and the difficulty in developing one model which adequately reflects the complexity of the process.

The approach proposed in this thesis proceeds by periodically searching the feasible space of process input parameters with the help of functions which explicitly relate the performance objectives with the input parameters and with sensor signals in order to find the optimal set of inputs. In contrast, most adaptive control approaches presented in the literature attempt to apply control theory to a process by considering the process as the "plant" to be controlled. These AC approaches use a typical PID controller at some point in the operation scheme. Such a controller specifies changes of the process inputs in proportion to the error between a measured variable and a reference value. Because of this characteristic of a PID controller, it is susceptible to problems of unacceptably poor performance and instability, particularly under the circumstances of noisy and inaccurate sensor information and inadequate process models which are typical in a manufacturing environment. Unlike AC schemes, the approach considered in this thesis does not select the process input parameters based on the magnitude of an error between a reference value and a measured signal, but instead selects optimal, or at least "good", input parameters based on a set of performance objectives. Provided the input parameters are selected from a set of feasible inputs that will not lead to undesirable process behavior, the approach considered in this thesis is not susceptible to instability in the same sense of a typical closed-loop control scheme.
The concept of sensor synthesis which was investigated in Chapter 3 can be used in tandem with any process operation approach. However, because the approach considered in this thesis does not select the process input parameters based on the magnitude of an error between a measured signal and a reference value it is not susceptible to the instability which can be caused by time lags when using PID controller [24,27]. Sufficiently large time lags will cause a PID controller to become unstable. Therefore the operation approach considered in this thesis may allow a more sophisticated sensor synthesis scheme to be used than an approach which utilizes PID control.

In a manufacturing process, the relationships which are used to reflect the physical aspects of the process as well as the relationships which are used to determine values for the performance objectives based on the physical state of the process are typically complex and contain nonlinear terms. Often the mathematical models for a manufacturing process cannot be solved in closed form, a numerical approach is required for their solution. In addition, if a sophisticated synthesis approach such as a neural network is included in the process operation scheme it would not be reasonable to write out a closed form expression for the performance objectives as a function of the process input parameters. For the above reasons, in most circumstances a numerical technique would be required to search for the most appropriate input parameters in the feasible input space.

A numerical technique such as a gradient descent method could be used to search for the best process input parameters. However, when selecting an appropriate search method one must consider that the selection of the input parameters in the process operation approach considered in this thesis occurs in-process. Consequently, the method which is used to select the input parameters must be very reliable. An optimization technique which may occasionally fail to converge or which may get stuck in a local maximum (or minimum) would not be acceptable.
Based on the above considerations, a decision-making procedure is implemented in this thesis for the selection of the input parameters. This approach can be illustrated by considering a typical manufacturing process which requires several operating parameters; for example, in a machining/turning process, the operating parameters could include the feed and cutting speed. For generality, assume that there are k such operating parameters, i.e., \((OP_1, OP_2, \ldots, OP_k)\). An operating point of the process is described by the specific values of each of these operating parameters. If these parameters are continuous in nature, they can be discretized so that the interval of separation determines the number of operating points. Each of these operating points is an alternative for the process. If the discretization is fine, the number of alternatives is large and if the discretization is coarse, the number of alternatives is small. Due to process constraints, some of the operating parameters may not be feasible and would have to be removed from the set of alternatives. The remaining elements of the set form a feasible solution space of operating points.

These operating points form the options of a "decision maker," criteria are used to evaluate and select an alternative. A consequence or outcome can be calculated for each alternative criterion pair. A typical decision matrix for a machining/turning process (Figure 4.1) can be conceived as having combinations of feed, \(f_s\), and cutting speed, \(v\), as alternatives and production rate and workpiece quality as criteria.

A matrix entry, \(a_{ij}\), for an alternative \(i\) and a criterion \(j\) is calculated based on the definition of the criterion \(j\) and the particular value(s) of the alternative \(i\). In order to make the comparison among the different alternatives independent of the different units, a normalization procedure can be applied to normalize the matrix entries so that their values do not have units and are bounded between 0 and 1 [75]. Once the matrix has been normalized, a number of different methods can be applied [56,75,106] in order to select the
The operation of the decision-making approach can be briefly described as follows: Measurement of process variables are performed by several sensing devices which in turn feed their signals into independent process models (Figure 4.2). Each of these models contains mathematical expressions based on the physics of the process which relate the measured variables to process state variables, namely process parameters which cannot be directly measured. The state variables are calculated for each alternative, namely for each possible input variable(s); if the value of the state variable exceeds the process constraints the corresponding alternative is not considered any further. For machining, the input variables may include the feed and speed and the state variables may include the tool wear.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Production</td>
</tr>
<tr>
<td></td>
<td>rate</td>
</tr>
<tr>
<td>(f_{r1}, v_1)</td>
<td>a_{12}</td>
</tr>
<tr>
<td>(f_{r2}, v_2)</td>
<td>a_{22}</td>
</tr>
<tr>
<td>(f_{r3}, v_3)</td>
<td>a_{32}</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>(f_{rn}, v_n)</td>
<td>a_{n2}</td>
</tr>
</tbody>
</table>

Figure 4.1 A Decision Matrix for Operating a Turning Process

(f_{r_i}, v_j): alternative pair operating point,
a_{ij} : value of alternative i with respect to criterion j
Figure 4.2 Block Diagram of Decision-Making Approach

and tool wear rate. For another manufacturing process such as injection molding, an input variable could be the screw speed and the state variable may be the part density. The proposed decision-making approach includes an integration or synthesis of state variable
estimates provided by several process models since a single process model which is accurate and reliable over a wide range of conditions is difficult to build for many processes [29]. The criteria values corresponding to each alternative are determined based on the criteria definitions, and decision-making rules are then applied to this information in order to select the best alternative.

The decision-making approach outlined above provides a straightforward method for the selection of the process input parameters. Such an approach provides a number of unique features:

- The decision-making approach is one of several methods which can be used for selection of the most appropriate values for the input parameters. One would not necessarily have to consider the alternatives as being discrete in order to select values for the input parameters. However, by considering the input parameters as discrete alternatives, the decision-making approach provides a very robust method which is not susceptible to convergence problems and which will not get stuck in a local minimum. Considering the decision alternatives as discrete may cause the optimal point provided by the method to be somewhat off from the absolute best point since it considers a limited number of discrete points in the operating space; however this may not be a major drawback since using the optimal inputs at each point during a process does not necessarily lead to optimal operation for the overall process. This phenomenon occurs because it is difficult for any optimization method to reliably predict the behavior of a process significantly into the future.

- For many manufacturing processes it is desirable to operate the process in accordance with several different performance objectives. The decision-making approach provides a framework in which additional performance objectives can be
taken into account by adding more criteria to the decision matrix (Figure 4.1). The addition of these criteria does not significantly increase the complexity of the approach. The decision-making approach also provides the flexibility to respond to changes in the performance objectives for the overall manufacturing system by allowing the relative weighting on the decision-criteria to be changed even in-process. Other methods of searching for the best values for the input parameters may not provide this degree of responsiveness to changes in the performance objectives.

- Because the decision-making approach is modular, it can be easily adapted to a wide variety of process conditions and processes. For example, it may be possible to change one or more of the process models used in the approach without changing the other components of the decision-making approach.

- When considering multiple performance objectives it is frequently desirable to normalize the values for the criteria in some manner since the dimensional units for different criteria may not be the same. In order to implement a normalization procedure the maximum and minimum values for the criteria must be known for the range of input settings which is being considered. A normalization procedure can easily be implemented in the decision-making approach because maximum and minimum values for each criterion are found in the process of evaluating the decision alternatives.

- The operation of manufacturing processes and their control is associated with a degree of uncertainty, primarily due to changes in material properties and process modelling inaccuracies. The adaptive control approaches presented in the literature usually utilize a typical PID controller. The decision-making approach provides the
option of using concepts developed in decision theory for making decisions based on uncertain information which are different from the concepts utilized in control theory. Concepts from decision theory are not explored in detail in this chapter, but the decision-making approach provides a framework in which such concepts could be considered.

The objective of this chapter is to discuss the feasibility and the limitations of the decision-making approach to machining (in particular turning) and to compare the decision-making approach with typical ACC and ACO schemes. The work presented in this chapter is particularly concentrated on machining for the reasons discussed in Chapter 1.

4.2 ADAPTIVE CONTROL OPTIMIZATION VS. DECISION-MAKING APPROACH FOR MACHINING PROCESSES

In one recent scheme, which is representative of the ACO approaches, a locus of optimal points are established in the input variable space based on a cost function with each point corresponding to a value of a measurable process variable [60]. The optimal locus is determined prior to the process using a model relating the input variables with the measurable process variable and with the state variables influencing the cost function. The approach is based on the assumption that either (1) the process can be operated using fixed optimal input variables determined independent of constraints or (2) a constraint on the measured process variable prevents the use of the inputs determined in case (1) and therefore the input variables would lie on the constraint. When such a scheme is applied to machining, the optimization algorithm determines a value for the speed which corresponds to a given feed; this pair of variables is input to the process (Figure 4.3). Based on the values of the input variables the system determines the constraint, \( P_b \), to be imposed on the measured variable, which in the case of machining may be the calculated power of the
machine. The constraint is used as a reference value to a control loop in which the feed is adjusted in order to reduce the difference, e, between the constraint, \( P_b \), and the measured variable, \( P_c \). The controller is based on some combination of proportional, integral and derivative control action (PID).

As an alternative to such a concept, a decision-making approach to machining presumes that measured variables such as the cutting force and tool temperature are fed into process models for estimating the tool wear (Figure 4.4). Based on these estimates of the tool wear, the wear rates corresponding to a set of feasible alternatives are calculated. Alternatives are feasible if the process constraints are not violated. The independent wear rate estimates provided by each model are synthesized in order to determine the best estimate. A decision matrix is determined according to the criteria definitions, and decision-making rules are applied to the decision matrix in order to determine the optimal alternative, namely the best input variables.

![Figure 4.3 Block Diagram of an ACO Approach, [60]](image-url)
Figure 4.4 Block Diagram of Decision-Making Approach as Applied to Machining
The major differences between such a decision-making approach and a typical ACO approach can be summarized as follows:

- The decision-making approach can easily adapt to changes in the optimization criteria by changing the decision-making rules, whereas an ACO approach is more rigid regarding the optimization aspects of the process.

- The ACO approach is limited to account for only the changes that the state variable causes to the constraints (e.g. state variable: tool wear, constraint: machine power). In contrast the decision-making concept, with adequately structured process models, accounts for the effects of the state variables on the overall process behavior.

- In the ACO approach the input variables must be on the constraint when the constraint restricts the process from operating at the optimal point. In contrast, the input variables selected according to the decision-making approach need only to satisfy the constraints but not necessarily to lie on them.

- Decision-making requires more in-process computation than most ACO approaches. However, computing power is becoming less expensive and computational speed will increase as computer technology advances.

4.2.1 IMPLEMENTATION

In order to evaluate the feasibility and limitations of the proposed decision-making strategy to process operation, this approach was implemented in a simulated environment and compared with the ACO approach. During the simulations the tool wear was estimated
using available experimental data consisting of curves for flank wear versus time for steel
machined on a lathe with a carbide tool with a feed of 0.25 mm/rev at cutting velocities of
80, 100, 125, 160, 200 and 260 m/min [67]. A tool life criterion of 0.3 mm was used; the
tool was replaced when the flank wear reached 0.3 mm. For the purpose of simplicity the
ACO and decision-making approaches were executed with speed as the only input variable.
The feed was held constant at 0.25 mm/rev.

For comparison reasons a performance measure related to the process cost per part, $C$, was defined. This performance measure is the ratio of the total cost, including
machining cost ($M t_m$), part changing cost ($N_p M t_d$), and tool replacement cost
($N_t C_c + N_t M t_d$), to the number of parts machined ($N_p$):

$$
C = \frac{M t_m + N_t C_c + N_t M t_d + N_p M t_L}{N_p}
$$

(4-1)

where

- $t_m$ = total time the tool is in contact with the workpiece
- $M$ = machine operating rate including machinist’s wages, machine depreciation
  and expendables
- $N_t$ = number of tools used
- $C_c$ = cost of a new tool
- $t_d$ = time required for tool change
- $N_p$ = total number of parts completed
- $t_L$ = time required for a part change

The number of parts completed, $N_p$, was determined by dividing the total distance
traveled by the tool when in contact with the workpiece divided by the length of one part.
The values in Table 4.1 were used in computing the value of the cost-per-part performance
measure. The turning process was assumed to be “active” for eight hours and the performance measure was calculated when the process was controlled by the ACO scheme and by the decision-making approach.

\[
\begin{array}{|c|c|c|}
\hline
C_c = \$10.00 & t_d = 1 \text{ minute} & t_L = 1 \text{ minute} \\
\hline
\end{array}
\]

Table 4.1 Assumed Values for Computing the Value of the Performance Measure

Implementation of adaptive control optimization

For implementing the ACO approach the cost function was assumed to be identical with the performance measure in equation (4-1); furthermore a tool life equation is required which has been assumed to be the Taylor's relationship:

\[
T = \frac{C_1}{v^n}
\]

(4-2)

where

\[
\begin{align*}
n &= \text{constant exponent} \\
v &= \text{cutting speed} \\
T &= \text{tool life} \\
C_1 &= \text{constant}
\end{align*}
\]

The total time the tool is in contact with the workpiece, \( t_m \), can be determined as:

\[
t_m = N_t \cdot T
\]

(4-3)

When the process is operated at a constant speed the number of parts produced can be determined as:
\[ N_p = \frac{v N_t T}{L_c} \]  \hspace{1cm} (4-4)

where

\[ L_c = \text{length on the surface of the workpiece with which the tool is in contact needed for the completion of one part} \]

\[ L_c \] can be approximated as:

\[ L_c = \frac{L}{f_r} \pi D \]  \hspace{1cm} (4-5)

where

\[ L = \text{part length} \]
\[ f_r = \text{feed} \]
\[ D = \text{part diameter} \]

It was assumed that the diameter of the parts was 0.04 meters and the length of the parts was 0.3 meters. Substituting expressions (4-3) and (4-4) into the performance measure, \( C \), defined in equation (4-1):

\[
C = \frac{M N_t T + N_t C_c + N_t M t_d + \left[ \frac{v N_t T}{L_c} \right] M t_L}{\left[ \frac{v N_t T}{L_c} \right]} \]  \hspace{1cm} (4-6)

After substituting equation (4-2) for the tool life, \( T \), into equation (4-6) and rearranging terms:

\[
C = \frac{M L_c + (C_c + M t_d) L_c v^{n/C_1}}{v} + M t_L \]  \hspace{1cm} (4-7)
Differentiating equation (4-7) with respect to the speed, \( v \), and setting the resulting expression equal to zero yields the following expression for the unconstrained optimal speed:

\[
 v_{\text{opt}} = \left[ \frac{M C_1}{(C_c + M t_0)(n - 1)} \right]^{1/n}
\]  

(4-8)

The constants \( C_1 \) and \( n \) in Taylor's tool life equation were determined from least-squares regression based on the tool wear experimental data used for the simulation of the process; \( C_1 \) was determined as 9.92E4 and the value of the exponent, \( n \), was found to be 1.7, where the tool life is in units of minutes and the speed is in units of m/min. The speed settings were constrained to be between 80 and 260 m/min; if the optimization algorithm prescribed \( v_{\text{opt}} > 260 \) m/min the process operated at \( v = 260 \) m/min.

The following constraint was imposed on the process:

\[
P_b(v,d,f_r) - P_c(v,d,f_r,W_f) \geq 0
\]  

(4-9)

where

\[
P_b = \text{calculated cutting power} \\
P_c = \text{measured cutting power} \\
v = \text{cutting speed (m/min)} \\
d = \text{depth of cut (mm)} \\
f_r = \text{feed (mm/rev)} \\
W_f = \text{width of flank wear (mm)}
\]

Based on the literature [60] \( P_b \) was determined as:
\[ P_b = K_{11} d v f_i^{n4} \]  \hspace{1cm} (4-10)

\[ P_c = [K_6 f_i^{n4} (1 - K_7 \alpha) - K_8 - K_9 v] v d + K_{10} v d W_f \]  \hspace{1cm} (4-11)

where

\[ K_6, K_7, K_8, K_9, K_{10}, K_{11} \text{ and } n_4 \text{ are constants and } \alpha \text{ is the tool rake angle in radians} \]

For the simulations, the constants and cutting conditions used in the expressions for the constraint above (Table 4.2) were assumed to have values which reflected those reported in [30] and also to reflect the experimental data reported in [67].

Because the ACO approach was implemented with only one input variable, when the varying constraint restricted the process from operating at \( v_{opt} \) the speed setting was determined by solving the relationship (4-9) as an equality.

| \( K_6 = 1960 \) | \( K_9 = 0.1 \) | \( n_4 = 0.76 \) |
| \( K_7 = 0.57 \) | \( K_{10} = 500 \) | \( \alpha = 5 \text{ degrees} \) |
| \( K_8 = 86 \) | \( K_{11} = 1616 \) | \( d = 2.0 \text{ mm} \) |

Table 4.2 Constants and Cutting Conditions Assumed for Constraint on the Turning Process
Implementation of in-process decision making

Although the decision-making approach can simultaneously optimize the process with respect to several criteria, for the purpose of this discussion the process cost per part was considered as the only criterion. The use of this criterion will tend to minimize the process-cost-per-part performance measure. The definition of this criterion includes in its denominator the fraction of a part(s) ($\Delta N_p$) completed during the decision interval $\Delta t$, which is the time between two subsequent decisions. The numerator includes the machine operating cost ($M\Delta t$) the cost of a new tool $C_c$ and the cost of a tool change ($Mt_d$) prorated by the fraction of the tool life used during the decision interval, and the cost of a part change ($Mt_L$) prorated by the fraction of a part(s) completed during the decision interval. Thus the process-cost-per-part criterion, $c$, can be expressed as:

$$
c = \frac{M \Delta t + \frac{W_f}{W_{max}} \Delta t (C_c + M t_d) + \Delta N_p M t_L}{\Delta N_p} \quad (4-12)
$$

where the fraction of a part(s) completed during the interval $\Delta t$ is determined as:

$$
\Delta N_p = \frac{v \Delta t}{L_c} \quad (4-13)
$$

where

- $M$ = machine operating rate including machinist's wages, machine depreciation and expendables
- $W_f$ = flank wear rate
- $W_{max}$ = tool life criterion
- $C_c$ = cost of a new tool
- $t_d$ = time required for tool change (Table 4.1)
\( t_L \) = time required for a part change (Table 4.1)

\( v \) = cutting speed

\( L_c \) = length on the surface of the workpiece with which the tool is in contact needed for the completion of one part as defined in expression (4-5)

A five second decision interval was used in the simulations of the decision-making approach. Ten alternatives were evaluated at each decision point, which consisted of cutting speeds from 80 to 260 m/min in increments of 20 m/min. The constraint expressed in equation (4-9) was also imposed in the implementation of the decision-making approach; alternative speeds were only considered to be feasible if the constraint was not violated.

The wear rate estimates, \( \dot{W}_1 \), can be determined by synthesizing information from a variety of sensors. However, for the discussion in this section the wear rate estimates were obtained directly from the tool wear experimental data.

4.2.2 RESULTS AND DISCUSSION

Figure 4.5 shows the relative performance of the decision-making and ACO approaches with respect to the process-cost-per-part performance measure, \( C \), as a function of the ratio of machine operating rate to tool cost, \( M/C_c \). The relative performance of these two approaches is dependent on the ratio of the machine operating rate to the tool cost. For ratios of \( M/C_c \) from 0 to 0.25, the decision-making approach provides a 5.38 percent average reduction in cost per part as compared with the ACO approach. When the ratio of machine operating rate to tool cost is greater than 0.25 the ACO and decision-making approaches provide approximately the same cost per part. This is because when the machine operating rate is very high relative to the tool cost both approaches tend to select the highest allowable speed. The difference in cost per part for the two approaches can be
primarily attributed to the fact that by selecting the optimal input settings based on the overall tool life equation, the ACO approach does not take into consideration that the tool wear rate can vary significantly during the process, whereas the decision-making approach accounts explicitly for this dynamic change.

An adjustment in the length of the decision interval affects the performance of the decision-making approach (Figure 4.6). Intuitively it would be expected that by using the smallest decision interval the best performance could be achieved. However, this may not always be true since optimizing in the small intervals does not necessarily lead to the overall optimum. Through selection of the length of the decision interval execution of decisions can be tailored in accordance with available computation power and desired performance.

![Graph](image)

Figure 4.5 Percent Reduction in Performance Measure, $C$, Provided by Decision-Making Approach as a Function of Machine Operating Rate to Tool Cost Ratio, $M/C_c$

($C_{DM}$ = Performance measure, $C$, provided by decision-making,
$C_{ACO}$ = Performance measure, $C$, provided by ACO)
Figure 4.6 Effect of Changing the Decision Interval on the Performance of Decision-Making Approach, \( M/C_c = 0.02 \)

During an actual machining operation the actual wear rates will not correspond exactly to the estimated wear rates used in the decision-making process. Simulations were run in order to examine the sensitivity of the decision-making approach to these estimation errors. For these simulations the wear rate estimates were determined as

\[
(dW/dt)_e = (1 + e) (dW/dt)_s
\]  

(4-14)

where

\( (dW/dt)_e \) = wear rate estimate provided to decision-making approach including random error

\( e \) = random error factor

\( (dW/dt)_s \) = wear rate determined from wear versus time data
In general, the wear rate estimates during an actual process would tend to have mean values near the actual values but would show a significant amount of scatter about the mean. The random error factors used for the simulations were uniformly distributed with a mean of zero.

Figure 4.7 shows the effect of increasing the maximum magnitude of the random error on the relative performance of the decision-making and ACO approaches with respect to the performance measure, C. Even with a significant level of error in the wear rate estimates, the decision-making approach provides a lower cost per part than the ACO approach for ratios of the machine operating rate to tool cost from 0 to 0.12.

Figure 4.7 Effect of Error in Wear Rate Estimates on Percent Reduction in Performance Measure, C, Provided by Decision-Making Approach
(C_{DM} = Performance measure, C, provided by decision-making,
C_{ACO} = Performance measure, C, provided by ACO)
4.3 ADAPTIVE CONTROL CONSTRAINT VS. DECISION-MAKING APPROACH FOR MACHINING PROCESSES

Adaptive Control Constraint (ACC) schemes attempt to select the input variables in order to maintain a measured parameter at a specified value. Automatic control techniques have frequently been used in the implementation of ACC schemes for machining processes. The application of such techniques requires a mathematical description of the process which may be very complex because a number of physical phenomena interact during the actual process [40,116]. In addition, some of the parameters in the model may be uncertain, often due to uncertainties in material properties. This problem has been addressed by means of adaptation (Figure 4.8) whereby efforts are made to adapt the model parameters in such a manner that the model behavior closely reflects the behavior of the actual process.

![Diagram of Adaptive Control Scheme for Controlling Force in Machining](image)

**Figure 4.8 Adaptive Control Scheme for Controlling Force in Machining**

The design and implementation of a model reference adaptive control (MRAC) schemes have been considered for force control in milling and turning [40,68,109]. In these control schemes the speed is held constant while the feedrate is adjusted in an attempt.
to maintain a constant cutting force. The MRAC approach consists of two control loops. The first loop is the ordinary feedback loop consisting of a controller and the process. The parameters of the controller are adjusted in the second loop so that the error between the outputs of the process and a reference model is minimized [5]. The small gain theorem has been used to design an adaptive controller for a turning operation in which the feedrate was used as the control input [18]. A self tuning regulator (STR) has also been used to control a turning process [37]. The STR consists of two control loops, where the first is the ordinary feedback loop consisting of the process and a controller. In the second control loop, a recursive estimation of the parameters in the process model is performed based on the input and output of the process. The estimated model parameters are then used to adjust the parameters of the controller [18].

Because ACC schemes attempt to maintain a measured variable at a reference value, the implementation of these approaches first requires the choice of an appropriate, measurable variable, such as force or temperature, to be controlled, and the selection of a reference value for this variable. With a few exceptions [93], ACC approaches for machining reported in the literature rely on a single sensing variable, which in many cases is force. These schemes typically attempt to maintain the cutting force at a preselected value because it is believed that such a strategy leads to a "better" machining process (Figure 4.9). However, it is not evident that maintaining the cutting force at a constant value will necessarily optimize a machining process with respect to any criteria such as cost or production rate. In the attempt to maintain the measured variable at a reference value, the process operation may become unstable. Furthermore, the issue of selecting an appropriate reference cutting force which will lead to adequate process operation has not been sufficiently considered.
Figure 4.9 Adaptive Control (a) vs. Decision-Making (b) Approach for Machining

4.3.1 IMPLEMENTATION

In order to demonstrate the differences between an ACC and a decision-making approach, the turning process was used as a "test bed" for comparison purposes. The ACC approach considered in this section attempts to maintain a constant cutting force [109] by controlling the feed, \( f_r \), whereas the decision-making approach chooses the cutting speed, \( v \), and feed, \( f_r \), based on the evaluation of several decision-making criteria.
The turning process

The comparison of the two approaches was made with the help of the turning process, which was simulated based on a model with the feedrate command $U_c$ as input (Figure 4.10) and the cutting force $F_m$ as output [109]. This model, in its original form accounted for:

a) Carriage motion dynamics

$$\frac{U_a}{U_c} = \frac{0.552z + 0.4529}{z^2 + 0.215z + 0.2466} \quad (4-15)$$

where

$U_c = \text{command feedrate (volts)}$

$U_a = \text{actual feedrate (cm/sec)}$

b) Feedrate/chip thickness dynamics

$$\frac{f_r}{U_a} = \frac{B (z^4 + z^3 + z^2 + z + 1)}{z^5} \quad (4-16)$$

where $B = 0.01$ for the uncut chip thickness/feed, $f_r$, and actual feedrate, $U_a$, in cm and cm/sec, respectively. This transfer function [109] depends on the sampling time and the spindle speed.

c) Cutting process

$$F = K \ d \ f_r^p \quad (4-17)$$

where
Turning Process (simulated)

$$U_a = \frac{0.522z + 0.4529}{z^2 + 0.215z + 0.2466}$$

$$B \left( z^4 + z^2 + z + 1 \right)$$

Wear Model

$$\dot{W}_{f1} = \frac{1}{T_1} \left[ K_1 \cos(\alpha) - \frac{F}{f_x} - W_{f1} \right]$$

$$\dot{W}_{f2} = K_2 V \exp \left[ -\frac{K_3}{273 + \theta_0} \right]$$

$$\theta_0 = K_4 \sqrt{v} \sqrt{f_x^2 + K_5 W_{f1}^3}$$

$$\dot{W}_t = \dot{W}_{f1} + \dot{W}_{f2}$$

$$W_{t,r+1} = W_{t,r} + \Delta t \dot{W}_t$$

Cutting Force Calculations

$$K_{10} dW_t$$

$$F$$

$F_m$ = cutting force
$K$ = constant
$d$ = depth of cut
$p$ = constant exponent
$f_r$ = feed

This initial model was augmented by considering the effect of tool wear on the cutting force [90] so that instead of Equation (4-17) the following relationship was used.
\[ F = \left[ K_6 f_r n_4 (1 - K_7 \alpha) - K_8 - K_9 v \right] d + K_{10} d W_f \]  \hspace{1cm} (4-18)

where

\[ K_6, K_7, K_8, K_9, K_{10} = \text{constants} \]
\[ n_4 = \text{constant exponent} \]
\[ \alpha = \text{rake angle} \]
\[ v = \text{cutting speed} \]
\[ W_f = \text{flank wear} \]

The data reported in [67] reflects the development of tool wear with respect to machining time for different cutting speeds. However, for the simulations discussed in this section the ACC scheme used the feed as the control input and the decision-making approach used both the feed and cutting speed as inputs to the process. Therefore expressions reported in [90] for modelling the development of tool wear which take into account both the speed and feed were used in the simulations for comparing the ACC scheme with a decision-making approach. In these expressions presented below, the cutting conditions and constants \( K_i, n_i \) and \( l_0 \) (Table 4.3) were assumed to have values partially reported in [90], and partially to reflect experimental data reported in [67] (Figure 4.11). The expressions assume that abrasion and diffusion are the dominant mechanisms in the development of flank wear, \( W_f \), for the carbide tools considered in the model. The flank wear rate, \( \dot{W}_f \), is separated into a component caused by abrasion, \( \dot{W}_{f1} \), and a component caused by diffusion, \( \dot{W}_{f2} \).

\[ \dot{W}_{f1} = \left[ \frac{v}{l_0} \right] \left[ K_1 \cos(\alpha) \frac{F}{f_r d} - W_{f1} \right] \]  \hspace{1cm} (4-19)

\[ \dot{W}_{f2} = K_2 \sqrt{v} \exp \left[ \frac{-K_3}{273 + \theta_f} \right] \]  \hspace{1cm} (4-20)
<table>
<thead>
<tr>
<th>$K_1$ = $5.2 \times 10^{-5}$</th>
<th>$K_7$ = 0.57</th>
<th>$n_3$ = 1.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_2$ = 15</td>
<td>$K_8$ = 86</td>
<td>$n_4$ = 0.76</td>
</tr>
<tr>
<td>$K_3$ = 8000</td>
<td>$K_9$ = 0.1</td>
<td>$l_0$ = 300</td>
</tr>
<tr>
<td>$K_4$ = 72</td>
<td>$K_{10}$ = 500</td>
<td>$\alpha$ = 5 degrees</td>
</tr>
<tr>
<td>$K_5$ = 2500</td>
<td>$n_1$ = 0.4</td>
<td>$d$ = 2.0 mm</td>
</tr>
<tr>
<td>$K_6$ = 2160</td>
<td>$n_2$ = 0.48</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3 Constants and Cutting Conditions Assumed for the Turning Process

where

$l_0$ = constant

$K_1$, $K_2$, $K_3$ = constants

and the flank temperature, $\theta_f$, in Equation (4-20) is estimated using the following relationship:

$$\theta_f = K_4 \, v^{n_1} \, f_r^{n_2} + K_5 \, W_f^{n_3}$$

(4-21)

where

$K_4$, $K_5$ = constants

$n_1$, $n_2$, $n_3$ = constant exponents

The total wear rate, $\dot{W}_f$, is then

$$\dot{W}_f = \dot{W}_{f1} + \dot{W}_{f2}$$

(4-22)
This wear rate is integrated with respect to time in order to model the development of tool wear.

In an actual turning operation, the cutting force signal provided by a force sensor may contain a noise component, the magnitude of which may vary as a function of conditions such as the tool and workpiece materials or the machine on which the turning is performed. In order to account for this noise, the turning process model used in this investigation included a noise component for the cutting force. For a force, \( F \), calculated by the deterministic expressions of the process model (Figure 4.10), a “measured” force \( F_m \) was estimated using the following expression:

![Graph showing wear rate vs. time with annotations for model and experimental data at different cutting velocities.](image_url)

Figure 4.11 Experimental and Calculated Tool Wear
(feed = 0.25 mm/rev, depth of cut = 2.0 mm)
\[ F_m = F [1 + N_F \times N_R] \] (4-23)

where

- \( F_m \) = "measured" force value assumed to be provided by a force sensor
- \( F \) = force value calculated using the model of Figure 4.10
- \( N_F \) = noise factor (assumed to be 0.1 for this investigation)
- \( N_R \) = a normally distributed random number with mean zero and variance of one

In the simulations for both the decision-making and ACC approaches, the measured force, \( F_m \), was filtered using the lowpass filter used in [109].

\[ \frac{F_f}{F_m} = \frac{0.454}{z - 0.5464} \] (4-24)

where

- \( F_f \) = filtered force signal

Performance measures

Production rate, process cost and part quality are typical measures used to evaluate the performance of a manufacturing process. For machining processes, the surface roughness of the parts can be used as a measure of the part quality. Therefore the comparison of the decision-making approach with the ACC scheme is based on the following performance measures.

a) Process cost per part, \( C \)

This performance measure is the ratio of the total cost, including machining cost \( (M_t_m) \), part changing cost \( (N_p M_t_L) \), and tool replacement cost \( (N_t C_c + N_t M_t_d) \), to the number of parts machined \( (N_p) \) and is defined in expression (4-1) which is
repeated below:

\[
C = \frac{M \ t_m + N_t \ C_c + N_t \ M \ t_d + N_p \ M \ t_L}{N_p}
\]  
(4-1)

where

\( t_m \) = total time the tool is in contact with the workpiece

\( M \) = machine operating rate including machinist’s wages, machine depreciation and expendables

\( N_t \) = number of tools used

\( C_c \) = cost of a new tool

\( t_d \) = time required for tool change

\( N_p \) = total number of parts completed

\( t_L \) = time required for a part change

The number of parts completed, \( N_p \), was determined by dividing the total distance traveled by the tool when in contact with the workpiece divided by the length of one part.

b) Production rate, \( P \)

This performance measure is the ratio of the number of parts completed \( (N_p) \), to the length of time during which the parts were machined \( (t_m + N_t \ t_d + N_p \ t_L) \):

\[
P = \frac{N_p}{t_m + N_t \ t_d + N_p \ t_L}
\]  
(4-25)

c) Surface roughness, \( R \)

This performance measure was assumed to be related to the feed, \( f_r \), with which the tool was advancing on the workpiece surface. A lower value for the time average
of the feed indicates that the surface roughness of the completed parts is reduced.

\[ R = \frac{\sum (f_r \times \Delta t)}{t_m} \]  

(4-26)

where \( \Delta t \) is the sampling time for the ACC approach and the decision interval for the decision-making approach.

Using the performance measures defined above, an assumed value for the machine operating rate of \( M = \$50.00/\text{hour} \) and the values in Table 4.1, one can compare the effectiveness of a turning process controlled by an ACC scheme with one operated by the decision-making approach. For this purpose, the turning process described above was “active” for eight hours and its performance measures were calculated when the process was controlled by an ACC and by the decision-making approach.

Implementation of in-process decision making

In the decision-making approach, a decision matrix is periodically formulated during the process; the evaluation of the matrix leads to the selection of an operating point during a decision interval. In the application of the decision-making approach to a turning process, the operating point may correspond to a pair of settings for the cutting speed, \( v \), and feed, \( f_r \). The performance of the decision-making approach is influenced by the number of alternatives considered in the decision matrix and by the frequency of the matrix evaluation; both of these factors are limited by the available computation power. The criteria in the decision matrix can be defined to reflect relevant performance measures. However, there are different definitions for criteria and performance measures. The relationship for a particular criterion is used to evaluate, on-line, the consequence of each
individual alternative with respect to this criterion in order for the decision making process to select the best alternative. Performance measures, on the other hand, are "globally" estimated, over a relatively long period of time. Thus the major differences between criteria and performance measures are that the former must be estimated on line and for the decision interval $\Delta t$, while the latter are estimated over a longer period of time, e.g. a shift, and off-line at the end of the selected time period. The point here is that if the performance metrics according to which the overall process is to be measured are known, then one can establish properly defined criteria which can be used for on-line decision making. The criteria implemented in the decision-making approach for the purpose of this discussion were production rate, $p$, and surface roughness, $r$, and are defined below.

a) Production rate criterion, $p$. The use of this criterion will tend to maximize the production rate and minimize the cost per part. The definition of this criterion includes in its numerator the fraction of the part(s) completed during the decision interval, $\Delta t$, which is the time between two subsequent decisions. The denominator must include not only the decision interval, $\Delta t$, but also a portion of the tool change time, $t_d$, prorated by the fraction of the tool life used during the decision interval, and a portion of the part change time, $t_L$, prorated by the fraction of a part(s) completed during the decision interval. Thus the production rate decision criterion $p$ can be expressed as:

$$p = \frac{\Delta N_p}{\Delta t + \frac{W_f}{W_{\text{max}}} \Delta t t_d + \Delta N_p t_L}$$  \hspace{1cm} (4-27)$$

where the fraction of a part completed during the interval can be determined from expression (4-13) which is repeated below:
\[ \Delta N_p = \frac{v \Delta t}{L_c} \]  

(4-13)

where

\[ \dot{W}_t = \text{flank wear rate} \]

\[ W_{\text{max}} = \text{tool life criterion} \]

\[ t_d = \text{time required for tool change (Table 4.1)} \]

\[ t_L = \text{time required for a part change (Table 4.1)} \]

\[ v = \text{cutting speed} \]

\[ L_c = \text{length on the surface of the workpiece with which the tool is in contact needed for the completion of one part as defined in expression (4-5). It was assumed that the diameter of the parts was 0.04 meters and the length of the parts was 0.3 meters.} \]

b) **Surface roughness criterion, r.** The surface roughness produced by the turning process has a direct correlation with the feed. As the feed is decreased, the surface roughness of the machined part tends to also decrease. The surface roughness criterion is defined as the feed used during the decision interval, \( \Delta t \). Use of this criterion will tend to reduce the surface roughness of the completed parts.

\[ r = f_r \]  

(4-28)

where

\[ f_r = \text{feed} \]

After the criteria values have been calculated, the decision matrix can be evaluated using several different methods [56, 75, 106]. In the implementation of the decision-making approach considered in this section the decision matrix was evaluated by first normalizing
the criteria in unitless values between 0 and 1 according to the following expressions.

For a “benefit” criterion where it is desirable to select an alternative which maximizes the criterion:

$$a_{i,j}^{\text{norm}} = \frac{a_{i,j} - a_{\min i,j}}{a_{\max i,j} - a_{\min i,j}} \quad (4-29)$$

For a “cost” criterion where it is desirable to select an alternative which minimizes the criterion:

$$a_{i,j}^{\text{norm}} = 1 - \frac{a_{i,j} - a_{\min i,j}}{a_{\max i,j} - a_{\min i,j}} \quad (4-30)$$

where

- \(a_{i,j}^{\text{norm}}\) = normalized criterion value
- \(a_{i,j}\) = original criterion value
- \(a_{\min i,j}\) = minimum over all i alternatives for criterion j
- \(a_{\max i,j}\) = maximum over all i alternatives for criterion j

The relative importance of each criterion depends on the overall objectives for the manufacturing system. For example, in a finishing operation it is generally most important to reduce the surface roughness of the parts, whereas the production rate is more significant in a roughing operation. Thus in the utility function used in the decision-making approach each decision criterion is assigned a weight which reflects its importance.

$$u_i = w_1 a_{i,1}^{\text{norm}} + w_2 a_{i,2}^{\text{norm}} + \ldots + w_n a_{i,n}^{\text{norm}} \quad (4-31)$$

where

- \(u_i\) = utility for alternative i
\[ w_j = \text{weight for criterion } j \]

The alternative with the highest utility, \( u_i \), is selected.

The production rate criterion in equation (4-27) contains a wear rate term, \( \dot{W}_f \), and therefore the tool wear rate must be estimated for each alternative in order for this criterion to be evaluated. A decision-making approach can use a variety of sensor inputs to estimate the process state variables [26]. However, for the work presented in this section, the decision-making approach was provided with only a measurement of the cutting force, \( F_t \), for the purpose of estimating the tool wear rate. Equations (4-18) through (4-22) were used to estimate the cutting force, \( F \), and the wear rate, \( \dot{W}_f \), corresponding to each alternative. A detailed illustration of the decision-making approach as applied to the turning process is shown in Figure 4.12.

The minimum decision interval that can be utilized by a decision-making approach is limited by the speed of the computing hardware. Longer decision intervals may lead to suboptimal performance of the decision-making approach with respect to the performance measures; however, for the reasons discussed in Section 4.3, longer decision intervals will not cause the decision-making approach to become unstable. For the results presented in this section, a decision interval of five seconds was used in the simulations of the decision-making approach. Sixty-five alternatives were evaluated at each decision point, which consisted of all possible combinations of five different cutting speeds, \( v \), (150, 175, 200, 225 and 250 m/min) and 13 different feeds, \( f_r \), (ranging from 0.100 to 0.400 in increments of 0.025 mm/rev). The tool life criterion used was 0.3 mm; the tool was replaced when the flank wear reached 0.3 mm.
Implementation of adaptive control constraint

The adaptive control constraint approach implemented is a model reference adaptive control (MRAC) scheme in which a proportional-integral (PI) controller with an adjustable gain is employed [109]. The objective of this control approach is to maintain the cutting force, $F_f$, at a desired value, $F_d$, by making appropriate adjustments to the command feedrate, $U_c$ while the cutting speed remains constant. The controller consists of two
control loops (Figure 4.13). The first loop is a standard feedback loop utilizing a PI controller; the second loop tunes the gain, \( \hat{K}_p \), so that the difference between the cutting force estimated by the model, \( \hat{F}_c \), and the measured cutting force, \( F_c \), is minimized. The adaptation model contains the equations for the tool carriage driver dynamics (equation 4-15), the chip thickness dynamics (equation 4-16), and the lowpass filter for the measured force (equation 4-24).

In the simulations of the adaptive control approach, the cutting speed remained constant at \( v = 200 \text{ m/min} \). Tools were replaced when the flank wear land, \( W_f \), reached 0.3 mm. \( K_{po} \) was set to \( 0.454K_6BD \), where \( K_6 \) is a proportionality constant relating the cutting conditions with the cutting force (equation 4-18), \( B \) depends on the spindle speed.
and sampling rate (equation 4-16), and $d$ is the initial depth of cut. The controller gains $k_p$ and $k_i$ were selected to be $0.0294/K_{po}$ and $0.0235/K_{po}$, respectively [109]. $\hat{K}_p$ was initialized to $K_{po}$ at the beginning of each turning process. The forgetting factor, $\lambda$, was set at 0.95.

Short sampling times are preferred in an ACC approach [5,6]. The ideal case is to have sampling intervals that approach a continuous system, but this is not possible because of computational limitations. The general tendency is to have about two to four samples per rise time. The simulations of the adaptive control approach were based on a 10 ms sampling interval.

4.3.2 RESULTS AND DISCUSSION

The ACC approach was simulated for a 1000 N value of the reference force, $F_d$ (Figure 4.14). In the simulations of the decision-making approach, increasing the weight on the production rate criterion, $p$, (cases 2 and 5 in Figure 4.14) tended to increase the production rate, $P$, reduce the cost per part, $C$, and increase the surface roughness, $R$. Conversely, increasing the weight on the surface roughness criterion, $r$, (cases 3 and 6 in Figure 4.14) tended to increase the performance measure of cost per part, $C$, decrease the production rate, $P$, and decrease the surface roughness, $R$.

The decision criteria used in the decision-making approach are directly related to the performance measures used to evaluate the methods of operating the process over the period of eight hours. Thus the weight selected for a criterion directly influences the corresponding performance measure. For example, weighting only the surface roughness criterion, $r$, minimized the surface roughness performance measure, $R$, (Case 3 in Figure 4.14). This clear relationship does not exist between the performance measures and the
Figure 4.14 Comparative Performance of the AC and Decision-Making Approaches

reference value selected for the force in an adaptive control approach. Therefore the decision-making approach can be more easily interfaced with optimization and scheduling decisions made at higher levels in the manufacturing system hierarchy. In addition, the inherent tradeoffs between the values of the different performance measures, i.e.
production rate and surface roughness, are clearly evident in the decision-making approach during the selection of the relative weights on the decision criteria. Such performance tradeoffs are less easily identifiable in any ACC approach.

The speeds and feeds commanded by the ACC approach and by the decision-making approach during a turning process (Figure 4.15) reveals that the range of feeds utilized by the decision-making approach is greater than the range utilized by the ACC approach. The ACC approach attempted to maintain the cutting force at 1000 N and as the tool wear increased it was necessary to decrease the feed somewhat in order to maintain this force. The ACC approach controls only the feed; the speed of 200 m/min was selected a-priori and must remain constant during the process. For the simulation case shown in Figure 4.15, the decision-making approach attempted to optimize the process with respect to the production rate and the surface roughness. In the initial stages of the process the tool wear rate is high regardless of the speed selected (Figure 4.11). Consequently a high speed was selected at the beginning of the process in order to maximize the production rate. Later in the process the wear rate is more sensitive to the speed selected and a lower speed was selected in order to provide a reasonable tool wear rate. An excessively high tool wear rate requires frequent replacement of the tool which will tend to reduce the production rate. In the case of the feed, consideration of the surface roughness criterion will tend to reduce the feed selected while consideration of the production rate criterion will generally tend to increase the feed selected. Consequently it is more difficult to analyze the trends for the feeds selected. In the initial stage of the process the decision-making approach may have selected a low feed in order minimize the surface roughness while attempting to reduce the high wear rate provided by the high speed which was selected. Later in the process when a lower speed was selected the feed may have been increased in order to increase the production rate. During the rest of the process where the wear rate tends to gradually increase (Figure 4.11) the feed may have been decreased in order to reduce the wear rate.
Figure 4.15  Speed and Feed vs. Time for the Turning Process  

(a) Adaptive Control (corresponds to case 1 in Figure 4.14)  
(b) Decision-Making (corresponds to case 4 in Figure 4.14)
It is conceivable that a different value for the reference force, \( F_d \), or a different speed selected a-priori in the ACC approach would change the performance measures. However, this is a rather indirect approach; if one is interested in the performance of a turning process with respect to measures such as cost per part and production rate one might not be able to establish the influence of the reference force or the speed selected on the performance measures. One could also imagine that an ACC approach which controls both the feed and speed instead of only the feed may provide different values of the performance measures. However, the objective of this work was not to develop a more sophisticated ACC scheme for machining, but rather to compare the decision-making approach with what was currently available. The decision-making approach can consider multiple process inputs in a straight-forward manner without restructuring the basic framework of the approach. It may be more difficult to change the ACC approach to control multiple process inputs. The primary point of comparing the decision-making approach with the ACC approach is not to show that the decision-making approach will provide better values of the performance measures under all circumstances; the primary point is that the decision-making approach provides a clear relationship between the weights on the decision criteria and the resulting values of the corresponding performance measures.

4.4 CONCLUSIONS

As an alternative to adaptive control approaches to manufacturing process control, this chapter considered a decision-making approach. In the decision-making approach the optimal process input settings are selected by evaluating a set of feasible input settings with respect to one or more decision criteria. The decision criteria can be defined in a manner which will tend to optimize the process with respect to relevant performance measures.
This chapter investigated the feasibility and limitations of this decision-making approach.

Based on simulations of the turning process, it was found that the decision-making approach is capable of reducing the machining cost per part as compared with a typical ACO approach.

Simulations of a turning process also showed that the values of cost per part, production rate and surface roughness performance measures provided by the decision-making approach were directly influenced by selecting appropriate values of the relative weights on each of the corresponding decision criteria. Such clearly identifiable relationships did not exist when using a typical ACC approach.

The comparison of the decision making with a typical ACO scheme in Section 4.2 considered the performance of the decision-making approach when the wear rate estimates used by the decision-making approach contained random error. The simulations of the turning process in Section 4.3 used to compare the decision-making approach with a typical ACC scheme included a random signal to simulate sensor noise. Therefore, in both of these sets of simulations the outcome of each alternative was somewhat uncertain in the decision-making approach. In this chapter this uncertainty was not taken into account in the decision-making process. Use of a method for handling uncertainty may have improved the performance of the decision-making approach, and such an evaluation should be considered in future work.
5 CONCLUSIONS AND FUTURE WORK

As an alternative to adaptive control approaches to manufacturing process control this thesis has presented a decision-making approach to process operation. In this approach, the process input parameters are selected in-process in an attempt operate the process in accordance with a set of performance objectives. The selection of the input parameters is performed with the help of functions which relate the performance objectives with the input parameters and sensor signals used to monitor the process. The decision-making approach includes the synthesis of multiple sensor information for process monitoring in an effort to minimize the difficulties caused by the lack of reliable sensing devices for manufacturing processes and the lack of a single model which adequately reflects the complexity of the process.

In the decision-making approach, the process input settings are selected by evaluating a set of feasible input settings with respect to one or more decision criteria. This scheme can be concisely expressed in a decision matrix format where the matrix elements indicate the consequences of each feasible alternative with respect to a set of optimization criteria. The decision criteria can be defined in a manner which will tend to optimize the process with respect to relevant performance measures. This thesis presented a modular structure for implementing the decision-making approach. A modular structure allows each module to be constructed specifically to execute each decision-making step in the most systematic and efficient way. In addition, the modules can be easily modified or replaced in order to adapt the control approach to different sets of process conditions without changing the overall structure of the system.
In manufacturing literature, many attempts to model and control manufacturing processes are focused on machining processes. Machining operations are widely used throughout industry and improvements in the monitoring and operation of these processes would have great economical impact on the entire manufacturing industry. Consequently, this thesis focused on the development of three of the modules in the structure of the decision-making approach in the context of applying the approach to a turning process. These modules are:

- A module which contains a set of process models which provide independent estimates of the state variables necessary for determining the values of the decision-making criteria.

- A module which estimates the consequences of the decision alternatives via an intelligent synthesis of the information provided by the process models.

- A module in which a set of decision-making rules is applied to the information concerning the consequences of the decision alternatives in order to select the best alternative.

Chapter 2 considered the development of an acoustic emission-based model appropriate for in-process monitoring of tool wear within a scheme such as the decision-making approach to process operation. In order to be useful for wear monitoring during process operation this model was structured to account for changes in the AE signal due to changes in machine tool settings such as the speed and feed. After considering the methods which have been proposed for detecting the tool wear in machining based on measurements of the AE, it was concluded that a model based on fundamental cutting principles and parameters would be best for in-process tool wear monitoring. Such a model was
developed which more adequately relates the cutting forces and speed with the RMS signal than previously proposed models.

Chapter 3 considered the implementation and analysis of methods for synthesizing multiple sensor information for process monitoring. The synthesis of information from several sensors may provide estimates of state variables which are more accurate, more reliable and less sensitive to sensor noise than estimates based on information from a single sensor. This chapter considered synthesis methods requiring a training phase and methods which use a statistical criterion to determine the synthesized estimate based on information from multiple sensors. The methods requiring training included multiple least-squares regression, an inverse least-squares technique, the group method of data handling (GMDH), an interpolation neural network, and a multi-layer perceptron neural network.

Sensor synthesis was considered for providing estimates of the tool wear during a turning operation. Evaluating the synthesis methods in a simulated environment using test data composed of linear, sinusoidal and random signals indicated that synthesis of multiple sensor information will generally provide better estimates of tool wear than information from only one sensor. The multi-layer perceptron appeared to be more effective than the other methods based on training for learning a relationship for providing synthesized wear estimates, particularly when the relationship between the sensor-based information and the actual wear is nonlinear. The simulations indicated that when the sensors operate properly and the corresponding process models adequately reflect the complexity of the process, a method based on training will provide similar performance to a method based on a statistical criterion. When the process models do not adequately reflect the process or when the sensor-based information contains errors which may be caused by sensor drift or variations in material properties the simulations indicated that a method based on training will provide better synthesized estimates of the wear than a method based on a statistical
criterion. The simulations also indicated that a method based on training may be somewhat less sensitive to the failure of one of the sensors than a method based on a statistical criterion.

Evaluation of the synthesis approaches based on data from tool wear experiments during which force, temperature and acoustic emission signals were recorded indicated that synthesis of multiple sensor information will provide better estimates of the tool wear than using information from only a single sensor. In the experiments performed for this thesis, all of the synthesis methods implemented except for the interpolation network provided better estimates of the wear than using information from only one sensor.

Implementation of a sensor synthesis approach based on a statistical criterion requires probability density functions for the state variables as estimated by the process models. Chapter 3 presented a method of determining these density functions in-process by evaluating the uncertainty in the state variable estimates provided by the models due to parametric uncertainty in the models. If the probability density functions can be determined in-process, the statistical approach to sensor synthesis has a significant advantage over the methods requiring training since it can be implemented without using training data.

In Chapter 4 the feasibility and limitations of a decision-making approach to manufacturing process operation were discussed. The operation of the decision-making approach was compared with typical Adaptive Control Constraint (ACC) and an Adaptive Control Optimization (ACO) approaches using the simulation of a turning process. The values of cost per part, production rate and surface roughness performance measures provided by the decision-making approach were directly influenced by selecting appropriate values of the relative weights on each of the corresponding decision criteria. This clear relationship did not exist between the performance measures and the reference value.
selected for the force in the ACC approach. Therefore, the decision-making approach can be more easily interfaced with the optimization and scheduling decisions made at higher levels in the manufacturing system hierarchy. Through simulation of a turning process it was also found that the decision-making approach can reduce the cost of machining each part as compared with a typical Adaptive Control Optimization (ACO) approach.

Some of the advantages of the multi-layer perceptron mentioned in the literature are fault tolerance and insensitivity to incomplete information. Yet in evaluating performance of this type of neural network for sensor synthesis through simulation it was found that methods could be investigated in the future for making the network less sensitive to erroneous or incomplete sensor information. A possible solution to this problem is to include some erroneous values in the data used to train the network.

In the decision-making approach the outcome of each alternative is somewhat uncertain due to factors such as sensor noise and uncertainties in the structure or parameters of the models into which the sensors feed their signals. This thesis did not explicitly take this uncertainty into account in the implementation of the decision-making approach. Future efforts should focus on implementing a method for handling uncertainty in an attempt to improve the performance of the decision-making approach.

Given functions which relate the performance objectives with the process inputs and with the sensor signals used to monitor the process, approaches other than the use of a decision-matrix could be considered for the selection of the most appropriate input parameters. One would not necessarily have to consider the alternatives as being discrete as was done in the work presented in this thesis. Future work should include investigating alternative methods of searching the feasible input space for the optimal input settings. The speed, robustness and flexibility of these alternative approaches should be evaluated and
compared with the performance of the decision-matrix approach.

In this thesis, the feasibility of the decision-making approach was evaluated through computer simulation. In the future, the decision-making approach should be further evaluated and a comprehensive comparison of the decision-making approach with typical ACO and ACC approaches should be made based on machining experiments. This evaluation will require the development of the necessary equipment and computer software to experimentally implement these process operation approaches.
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