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Nomenclature

Roman Symbols

- $b$: wing span
- $c$: local airfoil chord
- $C_f$: skin friction coefficient
- $C_L$: lift coefficient
- $C_D$: drag coefficient
- $C_M$: moment coefficient
- $c_{mac}$: mean aerodynamic chord
- $C_p$: pressure coefficient
- $C_r$: turbulent shear stress coefficient
- $D$: turbulent dissipation
- $H$: shape parameter
- $H_k$: kinematic shape parameter
- $K_c$: empirical constant for lag equation
- $M$: Mach number
- $N$: FEM shape function
- $O(\cdot)$: on the order of
- $p$: pressure
- $q$: speed
- $\vec{q}$: velocity vector
- $Re$: freestream Reynolds number
- $R_i$: local residual vector for node $i$
- $R$: global residual vector
- $u, v, w$: surface Cartesian velocity components
- $u_1, u_2$: streamwise-crossflow BL edge velocity components
- $u_e, w_e$: $z$-$z$ BL edge velocity components
- $U_i$: local solution vector for node $i$
- $U$: global solution vector
- $V_w$: wall transpiration velocity
- $W$: weighting function
- $z_{tran}$: transition point location

Greek Symbols

- $\alpha$: freestream angle-of-attack
\[ \beta_w \] limiting streamline angle
\[ \delta \] boundary layer thickness
\[ \delta'_1 \] streamwise displacement thickness
\[ \delta'_2 \] crossflow displacement thickness
\[ \delta'_{x*}, \delta'_{z*} \] \(x, z\) displacement thicknesses
\[ \delta''_{x*}, \delta''_{z*} \] \(x, z\) density thicknesses
\[ \eta \] span station
\[ \gamma \] ratio of specific heats
\[ \Gamma \] circulation
\[ \mu \] artificial dissipation coefficient
\[ \phi \] perturbation velocity potential
\[ \rho \] density
\[ \tau_{xw}, \tau_{zw} \] \(x, z\) wall shear stresses
\[ \theta_{11} \] streamwise momentum thickness
\[ \theta_{zz}, \theta_{zz} \] \(z\)-momentum thicknesses
\[ \theta_{zz}, \theta_{zz} \] \(z\)-momentum thicknesses
\[ \theta'_{x*}, \theta'_{z*} \] \(x, z\) kinetic energy thicknesses

**Superscripts and Subscripts**

\( (\ )_1 \) streamwise boundary layer quantity
\( (\ )_2 \) crossflow boundary layer quantity
\( (\ )_{bl} \) boundary layer quantity
\( (\ )_e \) boundary layer edge quantity
\( (\ )_{\infty} \) freestream quantity

**Acronyms**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>Boundary Condition</td>
</tr>
<tr>
<td>BL</td>
<td>Boundary Layer</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>FP</td>
<td>Full Potential</td>
</tr>
<tr>
<td>FS</td>
<td>Fully Simultaneous</td>
</tr>
<tr>
<td>GMRES</td>
<td>Generalized Minimal RESidual Method</td>
</tr>
<tr>
<td>LU</td>
<td>Lower-Upper (matrix factorization)</td>
</tr>
<tr>
<td>VII</td>
<td>Viscous/Inviscid Interaction</td>
</tr>
</tbody>
</table>
Chapter 1
Introduction

The computation of three-dimensional, viscous, transonic flows is useful for the aerodynamic design of modern aircraft. For these problems, viscous/inviscid interaction (VII) methods are attractive because they can match experimental data as well as Navier-Stokes (N-S) solvers but at a lower cost. N-S solvers require more mesh points in order to resolve thin shear layers, and their convergence is hampered by the resulting fine-mesh time-step limits. On the downside, VII methods are not as general as N-S solvers and many VII methods break down in flows with separation. The lack of generality is due to the simplifications inherent in the models (e.g. an assumed triangular crossflow profile), but this is not an issue if VII methods are restricted to flows for which the approximations are accurate (e.g. wings and wing-bodies). This research addresses the second problem and presents a Fully Simultaneous (FS) coupling method which is numerically stable for flows with separation.

1.1 Viscous/Inviscid Interaction

In 1904 Prandtl introduced the important concept of the boundary layer [1]. For high $Re$ flows, except in a thin boundary layer region, viscous effects are negligible. Then using order of magnitude evaluations of Navier-Stokes terms, the pressure is determined to be nearly constant though the thickness of the boundary layer and only the diffusion in the wall-normal direction is significant. These simplifications are a so-called first-order boundary layer theory yielding approximate, but extremely useful, solutions to the Navier-Stokes equations. These concepts were rigorously re-derived and extended using the method of matched asymptotic expansion [47]. One result of the mathematical analysis is a higher-order BL theory which allows for a finite pressure gradient through the thickness of the
boundary layer.

![Diagram of Viscous/Inviscid Domains]

Figure 1.1: Viscous/Inviscid Domains

Using the boundary layer concept, the flowfield may be divided into two regions: an outer inviscid flow where viscous effects are negligible and an inner viscous flow which is approximated by the boundary layer equations. The inviscid flow feels the presence of the boundary layer through a displacement effect and the viscous flow senses the presence of the outer inviscid flow through the pressure field at the boundary layer edge. Both sets of equations must be solved using a coupling method.

1.2 Coupling Methods

Coupling methods include two main components: an inviscid solver and a viscous solver. The inviscid solver usually contains a wall transpiration ($V_w$) boundary condition to simulate the displacement effect of the boundary layer. A direct inviscid solver takes $V_w$, (or equivalently displacement thickness, $\delta^*$) as its input and outputs edge velocity, $q_e$. An inverse inviscid solver has $q_e$ as its input and $V_w$ as its output. While a direct viscous solver uses $q_e$ to compute $\delta^*$, and an inverse viscous solver uses $\delta^*$ to compute $q_e$. Coupling methods are combinations of these solvers.
The available coupling methods are: direct, inverse, semi-inverse, quasi-simultaneous, and fully simultaneous. An excellent overview of these methods is given by Lock and Williams [34]. All of these have been used in 2-D with varying amounts of success—FS coupling being the most robust. For 3-D flows, the most popular coupling algorithms have been the direct and semi-inverse methods.

The direct method has been employed by Firmin [19], Lazareff [31], and McLean [35], and works well for attached flows. The method is a direct inviscid solver coupled to a direct viscous solver in an iteration loop. The iteration process continues until the inviscid equations and the viscous equations are converged. A stability analysis demonstrates that this coupling scheme is unstable in 2-D separations where skin friction, $C_f$, approaches zero as analyzed by Wigton and Holt [64]; and an argument based on the theory of characteristics reveals that the direct viscous solvers are ill-posed in swept wing separations when the wall shear stress vector becomes perpendicular to the marching direction. The modified direct method of Yoshihara and Wai [65] uses the direct boundary layer equations cast in characteristic form to avoid an ill-posed marching direction and this allows the algorithm to compute mildly separated flows.

The semi-inverse method has been used by Cebeci [9], Kovalv [30], and Le Balleur [32]. Here, a direct inviscid solver is coupled with an inverse viscous solver. In one semi-inverse
form, a direct inviscid solver yields one calculation of edge velocity and an inverse viscous solver produces another calculation of edge velocity. The difference in edge velocities is used in an empirical formula to correct the specified $\delta^*$. The iteration process continues

![Diagram](image)

**Figure 1.3: Semi-inverse Coupling Method**

until the edge velocities computed from the inviscid equations match those from the viscous equations. In theory this method should work for any separated flow [34], but in practice the method breaks down in moderate separation regions [65]. It should be noted that the semi-inverse boundary layer formulation of Le Balleur was able to handle quite severe separations in two dimensions [32] but the same capability has not been demonstrated in three dimensions.

The direct, inverse, and semi-inverse methods use viscous and inviscid equation solvers which require $V_w$ and $q_e$ as fixed inputs. In addition, the viscous and inviscid equations are solved separately in a sequence. In contrast, the Fully Simultaneous coupling method solves both the viscous and inviscid equations simultaneously, and both $V_w$ and $q_e$ are allowed to float within the equations. The motivation is that viscous and inviscid equations together form a well-posed set of equations in attached and separated flows so that their simultaneous solution should be well-posed (and stable) for all flows.

The 2-D FS coupling method of Drela [15] is able to compute flows with large separations in 1-2 minutes on a workstation. The simultaneous solution of the 2-D Euler equations and
the integral BL equations is computed by the Newton method using an efficient banded matrix solver. However in 3-D, the Newton method matrices are too large to apply a banded solver and iterative techniques must be used. The solution of these linear systems pushes the limits of speed and memory on current workstations.

FS coupling has also been applied to a 3-D Full Potential solver with 2-D boundary layer strips by the TRANAIR group at Boeing [8]. Their research addressed the solution to large, sparse, non-symmetric matrix systems [66]. However, the three-dimensional integral boundary layer equations are more complicated than their two-dimensional counterparts. Issues such as side boundary conditions, crossflow profiles, and transverse shear stresses now appear.

1.3 3-D Boundary Layer Equations

VII methods can employ either differential or integral boundary layer equations. Although less general, the integral boundary layer equations permit the tracking of key integral thicknesses and shape parameters. In addition, the integral boundary layer equations are much quicker to solve than the differential equations because far fewer unknowns are present. Hence, the integral boundary layer equations are solved in this research.

Systems of 3-D integral BL equations in non-orthogonal coordinates have been derived
by Myring [39], and discretized by Smith [49], and Swafford and Whitfield [54]. Their formulations, which are typical of most schemes, contain surface metric terms which fulfill two purposes. The first type of metric takes into account the skewing and stretching of the surface mesh. For a flat sheet BL domain with a distorted mesh, these are the only metric terms that exist. The second type of metric takes into account the curving of the BL surface when the differential boundary layer equations are integrated in the normal direction. For a rectangular grid wrapped around a circular cylinder, these are the metrics that remain. These metrics are undesirable not only because they complicate the equations, (which complicates debugging and solution interpretation) but also because they require smooth finite-difference grids which bring a certain rigidity to the algorithm.

Most BL formulations, including the current one, neglect the second type of metric term and solve the three-dimensional boundary layer equations over an equivalent flat domain: this is known as first-order BL theory. The approximation is valid when $\delta \ll R$ where $\delta$ is a measure of the BL thickness, and $R$ is a local streamwise radius of curvature [40]. If one starts out with a flat domain, the integral boundary layer equations may be derived in a Cartesian coordinate system which eliminates these metrics altogether [38].

The equations are derived on a flat domain, but may be applied to a curved surface provided that the two-dimensional derivatives $\partial \theta / \partial z$ and $\partial \theta / \partial \zeta$ can be locally computed on a curved surface. The finite volume discretization of Mughal [38] uses Green's theorem in an integration of the Cartesian BL equations which eliminates the need for computing the derivatives. An alternative is to assume a local $\zeta-\zeta$ coordinate system and compute derivatives using the Finite Element Method (FEM). This research develops a Petrov-Galerkin Finite Element Method for the discretization of the 3-D integral boundary layer equations. The FEM has the added benefits of: unstructured surface meshes, natural boundary conditions, and inherent crossflow stability.
1.4 Contents of Thesis

This thesis presents an algorithm for Fully Simultaneous coupling in three-dimensions. The finite element discretizations of the Full Potential equation and the 3-D integral boundary layer equations are described in Chapters 2 and 3. Viscous/inviscid interaction procedures are discussed in Chapter 4. The Newton method solution is presented in Chapter 5. Finally, results and conclusions are given in Chapters 6 and 7.
Chapter 2

Full Potential Equation

2.1 Definition

The Full Potential equation is the continuity equation

$$ \nabla \cdot (\rho \vec{q}) = 0 $$  \hspace{1cm} (2.1)

restricted to irrotational and isentropic flow. The irrotational flow assumption leads to a definition for the velocity, $\vec{q}$:

$$ \vec{q} = \vec{q}_\infty + \nabla \phi $$  \hspace{1cm} (2.2)

Using the isentropic assumption the density, $\rho$, and pressure, $p$ may be derived from the energy equation:

$$ \rho = \rho_\infty \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{q^2}{q_\infty^2} \right) \right]^{\frac{1}{\gamma - 1}} $$  \hspace{1cm} (2.3)

$$ p = p_\infty \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{q^2}{q_\infty^2} \right) \right]^{\frac{\gamma}{\gamma - 1}} $$  \hspace{1cm} (2.4)

where $\vec{q}_\infty$ and $\phi$ are the freestream velocity and perturbation velocity potential, and $\rho_\infty$, $M_\infty$, and $\gamma$ are the freestream density, Mach number, and ratio of specific heats. Equations 2.1, 2.2, and 2.3 form a nonlinear partial differential equation for $\phi$ which must be solved numerically.

Equations 2.1, 2.3, and 2.4 are the continuity and conservation of energy equations. The momentum equations are then automatically satisfied with the irrotationality condition (for
incompressible flow, see [36]). To prove this, the momentum equations may be expressed as:

$$\rho \vec{q} \cdot \nabla u_i = - \frac{\partial p}{\partial x_i} \quad i = 1, 2, 3 \quad (2.5)$$

where \( i = 1, 2, 3 \) refers to the 3-D Cartesian components. Using the definition of velocity in the left-hand-side.

$$\rho \vec{q} \cdot \nabla u_i = \rho (\vec{q}_\infty + \nabla \phi) \cdot \nabla \left[ (q_\infty)_i + \frac{\partial \phi}{\partial x_i} \right]$$

$$= \rho \vec{q}_\infty \cdot \frac{\partial}{\partial x_i} (\nabla \phi) + \rho \nabla \phi \cdot \frac{\partial}{\partial x_i} (\nabla \phi)$$

$$= \rho \frac{\partial}{\partial x_i} (\vec{q}_\infty \cdot \nabla \phi) + \frac{1}{2} \rho \frac{\partial}{\partial x_i} (\nabla \phi \cdot \nabla \phi)$$

Next using the formulae for pressure, density, and velocity in the right-hand-side.

$$\frac{\partial p}{\partial x_i} = p_\infty \frac{\gamma}{\gamma - 1} \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{q^2}{q_\infty^2} \right) \right]^{\frac{\gamma - 1}{\gamma - 1}} \left( -\frac{\gamma - 1}{2} M_\infty^2 \frac{1}{q_\infty^2} \frac{\partial q^2}{\partial x_i} \right)$$

$$= -\frac{1}{2} \rho_\infty \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{q^2}{q_\infty^2} \right) \right]^{\frac{1}{\gamma - 1}} \frac{\partial}{\partial x_i} (\vec{q}_\infty \cdot \vec{q}_\infty + 2 \vec{q}_\infty \cdot \nabla \phi + \nabla \phi \cdot \nabla \phi)$$

$$= -\rho \frac{\partial}{\partial x_i} (\vec{q}_\infty \cdot \nabla \phi) - \frac{1}{2} \rho \frac{\partial}{\partial x_i} (\nabla \phi \cdot \nabla \phi)$$

Since the left-hand-side and right-hand-side of equation 2.5 match for any \( i \), the momentum equations are satisfied. Hence, the continuity equation is sufficient to satisfy the Euler equations (inviscid flow mass, momentum, and energy) restricted to irrotational, isentropic flows.

In flows with strong shocks the isentropic assumption of the Full Potential equation is violated and non-unique solutions may appear [46, 45]. But for weak or moderate shocks the Full Potential equation yields solutions in close agreement with the Euler equations, while at a much lower computational expense. And for many three-dimensional wing-body configurations the shocks are weak, and the addition of viscous effects further weakens the
shocks through displacement body effects. Hence, the Full Potential equation is selected as the inviscid flow model over the Euler Equations.

All lifting surfaces in the domain have a trailing vortex sheet which allows for a jump in potential ($\Delta \phi$). This vortex sheet models the actual wing's wake of concentrated vorticity caused by the pressure differential between the upper and lower surfaces [3]. The wake is unstable and rolls up, but in practice the vortex sheet is represented by a flat, non-moving surface to avoid computing the complicated deformation of the wake. A typical domain for the Full Potential equation is illustrated in Figure 2.1.

![Vortex Sheet Diagram](image)

**Figure 2.1: Wing/Body with Wake**

The boundary conditions of the Full Potential equation are:

1. The velocity potential in the farfield (except at the outflow) is set zero (Dirichlet BC):

   \[ \phi_{ff} = 0 \]  
   
   \hspace{1cm} (2.6)

2. The flux through the outflow is set equal to the freestream flux (Neumann BC). This condition allows a jump in $\phi$ at the outflow on the wake.
\[ \vec{q} \cdot \hat{n}|_{\text{outflow}} = q_{\infty} \cdot \hat{n}_{\text{outflow}} \]  

(2.7)

3. At any location on the vortex sheet there are two values for \( \phi \), so two conditions must be imposed. First, the mass flux through the wake is continuous and second, the pressures on the upper and lower wake must match (or the speeds on the upper and lower wake must be equal).

\[ \rho_1 \vec{q} \cdot \hat{n}|_{\text{upper wake}} = \rho_2 \vec{q} \cdot \hat{n}|_{\text{lower wake}} \]

(2.8)

\[ q_{\text{upper}} = q_{\text{lower}} \]

2.2 Finite Element Discretization

The weak form of the Full Potential equation is discretized by the Galerkin Finite Element Method (FEM) [42, 22, 14]. Because this discretization scheme is well known, only the residual equations will be documented in this chapter and the details of the FEM are relegated to Appendix A. The weighted residual form of equation 2.1 is:

\[ \iint_{\Omega} W \{ \nabla \cdot (\rho \vec{q}) \} \, dV = 0 \]  

(2.9)

where \( W \) is a weighting function and \( \Omega \) is the volume of the domain. The weak form is derived by integrating 2.9 by parts and applying the Divergence Theorem:

\[ \iint_{\Omega} \nabla W \cdot (\rho \vec{q}) \, dV - \int_{\partial \Omega} W (\rho \vec{q}) \cdot \hat{n} \, dS = 0 \]  

(2.10)

where \( \partial \Omega \) is the surface of the domain with \( \hat{n} \) being the unit normal outwards.

2.2.1 Residual Equation

For the discrete form, the flowfield is partitioned into 8-node hexahedral elements, and elements with collapsed edges and faces may be present in the domain. Within each element, the \( \phi^c(z, y, z) \) field is represented by
\[
\phi^e = \sum_{j=1}^{8} N_j^e \phi_j^e
\]

where \(N^e\) is a trilinear shape function. \(N^e\) is also used as the weighting function (i.e. the Galerkin method), and it is given in Appendix A. When \(\phi^e\) is substituted into equation 2.10, discrete equations in terms of the nodal \(\phi_j^e\) values result. For example, at node \(i\), the residual contribution from element \(e\) is:

\[
R_i^e = \iiint_{V^e} \nabla N_i^e \cdot (\rho^e \bar{q}^2) \, dV - \iint_{S_{\delta\Omega}^e} N_i^e (\rho^e \bar{q}^2) \cdot \hat{n} \, dS
\]

\[
\bar{q}^2 = \bar{q}_\infty + \sum_{j=1}^{8} \nabla N_j^e \phi_j^e
\]

(2.11)

\[
\rho^e = \rho_\infty \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left(1 - \frac{q^{2}}{q_\infty^{2}}\right) \right]^{\frac{1}{\gamma - 1}}
\]

\(V^e\) is the volume of the element, and if any of the elemental faces forms part of the domain boundary (\(\partial\Omega\)) then the \(S_{\delta\Omega}^e\) integral makes a contribution to the residual, otherwise the surface integral is zero. These volume and surface integrals are evaluated using \(2 \times 2 \times 2\) and \(2 \times 2\) gauss quadrature [6]. Unless otherwise stated, all residual equations such as Equation 2.11 are elemental residual equations and the superscript \(e\) will now be dropped for convenience.

The \(\phi\) field which satisfies the non-linear residual equations is computed with the standard Newton Method algorithm (see Chapter 5). The required Jacobian matrix sensitivities for the inviscid equations are also listed in Appendix A.

2.2.2 Artificial Viscosity

Some form of artificial viscosity must be added in supersonic flow regions to capture shocks and to keep the Jacobian matrix non-singular. This research employs the artificial com-
pressibility method [23]: which upwinds the density.
\[ \hat{\rho} = \rho - \mu \left( \frac{\partial \rho}{\partial s} \right) \Delta s \]  
(2.12)
\[ \approx \rho - \mu (\rho - \rho_{up}) \]

where \( \rho_{up} \) is the density in the element upstream of the current element and \( \mu \) is defined below.
\[ \mu = \mu_c \max (0, \mu, \mu_{up}) \]  
(2.13)
\[ \mu = 1 - \frac{M_{crit}^2}{M^2} \]

Here \( \mu_c \) is a specified upwinding factor \( \sim \mathcal{O}(1) \); \( M \) is the local Mach number; and \( M_{crit} \) is a user-defined critical Mach number \( \sim \mathcal{O}(0.98) \). An upstream element must be specified for every element of a given mesh and it turns out that the nearest element in the upstream \( z \)-direction is a good approximation to the streamline upstream element [42]. \( \hat{\rho} \) then replaces the \( \rho \) in equation 2.11.

2.3 Boundary Conditions

The algorithm described above is not complete without the boundary conditions. After the entire Jacobian matrix is assembled (see Chapter 5), boundary conditions are applied by modifying the matrix.

2.3.1 Dirichlet Condition

Dirichlet conditions are enforced by adding a large number, \( B \sim \mathcal{O}(10^{10}) \), to the diagonal of the Jacobian matrix corresponding to Dirichlet \( \phi \), and \( B \cdot \text{const} \) is added to the residual vector. After scaling the rows of the Jacobian matrix, the new equation for this \( \phi \) becomes:
\[ \phi_i = \text{const} \]  
(2.14)
2.3.2 Neumann Condition

Neumann conditions are enforced by specifying a flux at a face (see equation 2.10). At the outflow, the flux integral is represented by:

\[
\int_{\partial \Omega_{\text{out}}} N \left( \rho \bar{q} \right)_{\infty} \cdot \mathbf{n} \, dS
\]

(2.15)

This term is added to the residual on outflow elements, and the corresponding sensitivities are added to the Jacobian matrix.

2.3.3 Wake Boundary Conditions

The first boundary condition requires that the flux into the upper element must equal the flux out of the lower element. Using equation 2.10 a lower wake surface integral may be expressed in terms of an upper wake volume integral:

\[
-\int_{\partial \Omega_{\text{lower}}} N \left( \rho \bar{q} \right) \cdot \mathbf{n} \, dS = \int_{\partial \Omega_{\text{upper}}} N \left( \rho \bar{q} \right) \cdot \mathbf{n} \, dS
\]

\[
= \int \int \int_{\Omega_{\text{upper}}} \nabla N \cdot (\rho \bar{q}) \, dV
\]

(2.16)

where \( \Omega_{\text{upper}} \) is a volume of fluid on the upper wake. Hence the discrete form of a lower wake node becomes:

\[
(R_{\text{lower}})_i = \int \int \int_{V_{\text{lower}}} \nabla N_i \cdot (\rho \bar{q}) \, dV + \int \int \int_{V_{\text{upper}}} \nabla N_i \cdot (\rho \bar{q}) \, dV
\]

(2.17)

After the Jacobian matrix has been assembled, the matrix row corresponding to an upper wake node is added to the matrix row of a lower wake node, and the upper node equation is subsequently zeroed out. The replacement upper node equation is a weighted residual speed-matching equation.

\[
(R_{\text{upper}})_i = \int \int_{S_{\text{upper}}} W_i \left( q^2_{\text{upper}} - q^2_{\text{lower}} \right) \, dS
\]

(2.18)
To prevent odd-even oscillations in $q$ on the wake, an upwinded weighting function is employed.

$$W_i = N_i + \frac{1}{2} \tilde{\Delta} \cdot \nabla N_i$$

$$\tilde{\Delta} = \Delta z i + \Delta z k$$

(2.19)

$\Delta z$ and $\Delta z$ are typical length scales for the two-dimensional surface element. This is a Petrov-Galerkin formulation [27], and it removes wiggles while maintaining $h^{3/2}$ accuracy ($h$ is the mesh size).

### 2.4 Global Variables

A global equation is added to the Newton system (see equation 5.1) to allow the option of lift specified, $C_{Lspec}$, or angle-of-attack specified, $\alpha_{spec}$. The extra degree of freedom in both cases is freestream angle-of-attack, $\alpha$, which influences all of the inviscid residual equations through the $\tilde{q}_{\infty}$-term in Equation 2.11.

#### 2.4.1 $\alpha$-Specified

The equation for user specified angle-of-attack is simply:
$$R_\alpha = \alpha - \alpha_{spec} \quad (2.20)$$

2.4.2 $C_L$-Specified

The equation for user specified lift is

$$R_\alpha = C_L - C_{L\text{spec}}$$

$$C_L = \frac{1}{\frac{1}{2}\rho_\infty q_\infty^2 A_{\text{ref}}} \left\{ \frac{1}{2}\rho_\infty q_\infty \int_b (\phi_{\text{upper}} - \phi_{\text{lower}}) dl \right\} \quad (2.21)$$

where the lift is computed from a Trefftz plane integration and $b$ is the span of the vortex sheet. This is valid for compressible, irrotational, isentropic flows [4].

2.5 Vacuum Speed Clamp

Under some compressible conditions, regions exist where the density reaches zero when the flow speed approaches the vacuum speed, $q_{vac}$.

$$q_{vac}^2 = q_\infty^2 \left( 1 + \frac{2}{\gamma - 1} M_\infty^2 \right) \quad (2.22)$$

This might occur at a wingtip trailing edge where the velocity should theoretically be infinite. Under these conditions, numerical difficulties arise and the density definition must be modified.

To compute in the presence of this singularity, a modified density function is generated. First, the maximum speed for true density calculations (Eqn. 2.3) is determined by setting a maximum local Mach number squared $\sim \mathcal{O}(3.0)$ and computing the corresponding speed from the formula for Mach number (see Appendix A):

$$M_{max}^2 = M_\infty^2 \frac{q^2}{q_\infty^2} \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{q^2}{q_\infty^2} \right) \right]^{-1} \Rightarrow q^2 = q_{max}^2$$
Then, when the speed squared exceeds $q_{\text{max}}^2$, the density function is switched over to a modified density that asymptotes with $q^2$ to prevent zero density. This formulation was constructed by Sorensen [51].
Chapter 3

Integral Boundary Layer Equations for
Three-Dimensional Flows

3.1 Definitions

The three-dimensional integral boundary layer equations derived using a Cartesian coordinate system are:

\[
\frac{\delta}{C_T} \frac{\partial C_T}{\partial \xi} = K_\varepsilon \left( C_{T_{eq}}^{1/2} - C_T^{1/2} \right)
\]

(3.1)

\[
\frac{\partial}{\partial z} \left( \rho e q_e^2 \theta_{zz} \right) + \frac{\partial}{\partial z} \left( \rho e q_e^2 \theta_z \right) + \rho e q_e \delta_{zxx} \frac{\partial u_e}{\partial z} + \rho e q_e \delta_{zz} \frac{\partial w_e}{\partial z} = 2D
\]

(3.2)

\[
\frac{\partial}{\partial z} \left( \rho e q_e^2 \theta_{zz} \right) + \frac{\partial}{\partial z} \left( \rho e q_e^2 \theta_z \right) + \rho e q_e \delta_{zx} \frac{\partial u_e}{\partial z} + \rho e q_e \delta_{z} \frac{\partial u_e}{\partial z} = \tau_{zx}
\]

(3.3)

\[
\frac{\partial}{\partial z} \left( \rho e q_e^2 \theta_{zz} \right) + \frac{\partial}{\partial z} \left( \rho e q_e^2 \theta_z \right) + \rho e q_e \delta_{z} \frac{\partial w_e}{\partial z} + \rho e q_e \delta_{z} \frac{\partial w_e}{\partial z} = \tau_{ww}
\]

(3.4)

Equation 3.1 is the two-dimensional turbulent shear stress lag equation, 3.2 is the kinetic energy equation, and 3.3 and 3.4 are the \( z \) and \( z \) momentum equations. The origin of equation 3.1 is given in reference [21] and the derivation of equations 3.2-3.4 may be found in [38]. \( K_\varepsilon \) is an empirical constant set to 5.6. \( \xi \) is the lag direction which is taken to be the chordwise direction, and the \( z-z \) coordinate system is an arbitrary, local, 2-D surface coordinate system in a plane tangent to the 3-D BL surface. The main assumptions in these equations are that pressure is constant in the normal direction through the thickness of the boundary layer, and that only diffusion normal to the wall is significant.
In Equations 3.1 to 3.4, \( \delta^{*\prime\prime} \)'s denote displacement thicknesses, \( \theta \)'s signify momentum thicknesses, \( \theta^{*\prime} \)'s represent energy thicknesses, and \( \delta^{**} \)'s are density thicknesses. In addition, \( C_{t}^{1/2} \) is the shear stress coefficient, \( C_{t}^{1/2} \text{eq} \) is the equilibrium shear stress coefficient, \( \tau \)'s are wall shear stresses, and \( D \) is the turbulent dissipation function. Section §B.1 provides the definitions of the thicknesses for a streamwise-crossflow coordinate system (called the 1-2 coordinate system).

These integral boundary layer equations have a physical interpretation. Equation 3.2 may be thought of as a divergence of kinetic energy deficit (the \( \rho_{e}q_{e}3\theta_{z}^{*} \) and \( \rho_{e}q_{e}3\theta_{x}^{*} \) terms) balanced by mechanical work deficit (\( \rho_{e}q_{e}2\delta^{*\prime\prime}_{z}\partial u_{x}/\partial z, \rho_{e}q_{e}2\delta^{*\prime\prime}_{x}\partial u_{x}/\partial z \)) and dissipation (\( D \)). The mechanical work terms are the products of pressure forces and densities; the pressures may be recognized using Euler's Relation \( dp = -\rho q \, dq \); and the densities may be seen by the definitions of \( q_{e}\delta^{*\prime\prime}_{x}, q_{e}\delta^{*\prime\prime}_{z} \). Equation 3.3 contains the \( z \)-momentum deficit due to fluxes in the \( z \)-direction (\( \rho_{e}q_{e}2\theta_{zx} \)) and \( z \)-momentum deficit due to fluxes in the \( z \)-direction (\( \rho_{e}q_{e}2\theta_{zx} \)) balanced by pressure gradient term (\( \rho_{e}q_{e}\delta^{*\prime\prime}_{z}\partial u_{x}/\partial z + \rho_{e}q_{e}\delta^{*\prime\prime}_{x}\partial u_{x}/\partial z \)) and wall shear stresses (\( \tau_{xw} \)). The pressure gradient term is seen once again using Euler's Relation. Equation 3.4 is a similar expression for \( z \)-momentum deficit.

### 3.2 Boundary Layer Domain

The three-dimensional boundary layer equations are a set of hyperbolic partial differential equations [59, 11]. Consequently, these equations require an initial or starting solution, and boundary conditions which depend on the mathematical characteristics entering or leaving the domain. A typical boundary layer domain is depicted in Figure 3.2. The starting solution for Equations 3.2 to 3.4 is specified at the attachment line near the wing leading edge, and the starting solution for Equation 3.1 is specified at the transition line. Boundary conditions are applied along the symmetry line, and the wingtip and waketip boundaries.

The main purpose of this research is to implement Fully Simultaneous coupling in three dimensions which is a difficult problem in itself. Therefore more complicated issues such as corner flows (at wing/body junctures) and three-dimensional free transition will not be
addressed and initial and boundary conditions are treated in a simple and approximate manner.

3.3 Nodal Variables

Nodal boundary layer variables for the Newton method must be selected from the many $z$-$z$ variables introduced. In Equations 3.1 to 3.4, the boundary layer variables depend upon an arbitrary, local $z$-$z$ coordinate system. These $z$-$z$ variables are not appropriate for nodal variables, because there is no unique $z$-$z$ coordinate system for a node. Actually, the $z$-$z$ coordinate system is associated with a given surface element, not a node.

Unknowns in the 1-2 (streamwise-crossflow) coordinate system have unique definitions at any point independent of the $z$-$z$ coordinate system. Hence, 1-2 variables may be used for the nodal BL unknowns. The $z$-$z$ quantities in the boundary layer equations are derived from the 1-2 quantities through vector rotation identities. These relations are listed in §B.2 and some of these are derived in reference [49].
3.3.1 Primary Boundary Layer Variables

There are many 1-2 variables, but only four boundary layer equations. Thus only four 1-2 variables may be independent and these are deemed the primary BL variables. $C_{T}^{1/2}$, $\theta_{11}$, $\delta_{1}^{*}$, and $\delta_{2}^{*}$ are selected as independent: $C_{T}^{1/2}$ is the square root of the shear stress coefficient, $\theta_{11}$ and $\delta_{1}^{*}$ are the streamwise momentum and displacement thicknesses, and $\delta_{2}^{*}$ is the crossflow displacement thickness. All other 1-2 boundary layer quantities are computed in terms of these four variables by using two-dimensional closure relations in the streamwise direction and the Johnston triangular crossflow profile [28, 38]. For completeness, these relations are listed in §B.5.

3.3.2 Edge Velocity Definitions

$u_{e}$ and $w_{e}$ in the boundary layer equations are the components of velocity in the $x$-$z$ coordinate system, and because they depend upon on orientation of the $x$-$z$ system they are not suitable for nodal variables. The Cartesian velocity components $(u, v, w)$, on the other hand, are independent of the $x$-$z$ system. $u_{e}$ and $w_{e}$ may easily be expressed in terms of $u, v,$ and $w$. For example, an $x$-$z$ coordinate system is defined by:

$$\hat{e}_{x} = e_{xx} i + e_{xy} j + e_{xz} k$$

$$\hat{e}_{z} = e_{zz} i + e_{zy} j + e_{xz} k$$

Then $u_{e}$ and $w_{e}$ are computed by dotting the Cartesian velocity, $\vec{q}$, into $\hat{e}_{x}$ and $\hat{e}_{z}$ respectively. i.e.:

$$u_{e} = \vec{q} \cdot \hat{e}_{x} = u e_{xx} + v e_{xy} + w e_{xz}$$

$$w_{e} = \vec{q} \cdot \hat{e}_{z} = u e_{zz} + v e_{zy} + w e_{xz}$$

(3.5)

This is the projection of the 3-D Cartesian velocity onto the 2-D BL panel.
The 3-D BL method of Mughal [38] has two nodal velocity components which are rotated through angles on each panel. From past experience, this process is difficult if not impossible over a general surface. Dot products are simple to calculate and can handle any surface that can be paneled. Thus, in spite of the extra velocity component, the Cartesian velocity provides a great simplification to the calculation of edge velocities. The computation of the 3-D Cartesian velocity will be described in Chapter 4.

3.4 Finite Element Discretization

The three-dimensional integral boundary layer equations are discretized with a Petrov-Galerkin Finite Element Method. The Petrov-Galerkin method uses a different weighting function than the shape function, \( N \), in the Galerkin method. The weighted residual forms of equations 3.1-3.4 are:

\[
\int_{\Omega} W \left\{ 2\delta \frac{\partial}{\partial \xi} \left( \log \frac{C_T}{\sqrt{2}} \right) - K_c \left( \frac{C_T^{1/2}}{e} - C_T^{1/2} \right) \right\} \, dS = 0 \quad (3.6)
\]

\[
\int_{\Omega} W \left\{ \frac{\partial}{\partial x} \left( \rho_c q_x^2 \theta_x^e \right) + \frac{\partial}{\partial z} \left( \rho_c q_z^2 \theta_z^e \right) + \rho_c q_x^2 \delta_z^{e^e} \frac{\partial u_x}{\partial x} + \rho_c q_z^2 \delta_z^{e^e} \frac{\partial w_z}{\partial z} - 2D \right\} \, dS = 0 \quad (3.7)
\]
\[
\int \int_{\partial \Omega} W \left\{ \frac{\partial}{\partial x} \left( \rho e q_e^z \theta_{zz} \right) + \frac{\partial}{\partial z} \left( \rho e q_e^z \theta_{zz} \right) + \rho e q_e^z \delta e^* \frac{\partial u_e}{\partial x} + \rho e q_e^z \delta e^* \frac{\partial u_e}{\partial z} - \tau_{xx} \right\} dS = 0
\]

(3.8)

\[
\int \int_{\partial \Omega} W \left\{ \frac{\partial}{\partial x} \left( \rho e q_e^z \theta_{zz} \right) + \frac{\partial}{\partial z} \left( \rho e q_e^z \theta_{zz} \right) + \rho e q_e^z \delta e^* \frac{\partial w_e}{\partial x} + \rho e q_e^z \delta e^* \frac{\partial w_e}{\partial z} - \tau_{xx} \right\} dS = 0
\]

(3.9)

Equation 3.6 uses the relation:

\[
\frac{1}{C_\tau} \frac{\partial C_\tau}{\partial \xi} = \frac{\partial}{\partial \xi} \left( \log C_\tau \right) = 2 \frac{\partial}{\partial \xi} \left( \frac{1}{2} \log C_\tau \right) = 2 \frac{\partial}{\partial \xi} \left( \log C_\tau^{1/2} \right)
\]

The surfaces of a wing and wake are divided into 4-node elements or panels. On each panel a local x-z coordinate system (\( \dot{\xi}, \dot{\eta} \)) is set up (see §A.1.3), and at each node x-z BL variables (e.g. \( \rho e q_e^z \theta_{xz}, \rho e q_e^z \theta_{zx}, \ldots \)) are computed using the relations in Appendix B and the independent BL variables \( (C_\tau^{1/2}, \theta_1, \Delta_1, \delta_2, u, v, w) \). Next, standard FEM operations are applied to equations 3.6-3.9 to derive elemental residual equations.

\( C_\tau^{1/2} \) Equation

\[
\int \int_{\partial \Omega} W \left\{ 2 \sum_i N_i (\delta)_i \sum_j \frac{\partial N_j}{\partial \xi} \left( \log C_\tau^{1/2} \right)_j \right. \\
- K_e \sum_j N_j \left[ \left( C_\tau^{1/2} \right)_j \right] - \left( C_\tau^{1/2} \right)_j \right\} dS = R_{C_\tau^{1/2}}
\]

(3.10)

Kinetic Energy Equation

\[
\int \int_{\partial \Omega} W \left\{ \sum_i \frac{\partial N_i}{\partial x} \left( \rho e q_e^z \theta_{e}^* \right)_i + \sum_i \frac{\partial N_i}{\partial z} \left( \rho e q_e^z \theta_{e}^* \right)_i \right. \\
+ \sum_i N_i \left( \rho e q_e^z \delta e^* \right)_i \sum_j \frac{\partial N_j}{\partial x} (u_e)_j \\
+ \sum_i N_i \left( \rho e q_e^z \delta e^* \right)_i \sum_j \frac{\partial N_j}{\partial z} (w_e)_j - 2 \sum_i N_i (D)_i \right\} dS = R_{k.e.}
\]

(3.11)
X-Momentum Equation

\[
\int_{\partial \Omega} W \left\{ \sum_i \frac{\partial N_i}{\partial z} \left( \rho \varepsilon \theta_{xz} \right)_i + \sum_i \frac{\partial N_i}{\partial z} \left( \rho \varepsilon \theta_{zz} \right)_i \\
+ \sum_i N_i (\rho \varepsilon \theta_{\delta x})_i \sum_j \frac{\partial N_j}{\partial z} (u_e)_j - \sum_i N_i (\tau_{xw})_i \right\} dS = R_z
\]  

(3.12)

Z-Momentum Equation

\[
\int_{\partial \Omega} W \left\{ \sum_i \frac{\partial N_i}{\partial z} \left( \rho \varepsilon \theta_{xz} \right)_i + \sum_i \frac{\partial N_i}{\partial z} \left( \rho \varepsilon \theta_{zz} \right)_i \\
+ \sum_i N_i (\rho \varepsilon \theta_{\delta x})_i \sum_j \frac{\partial N_j}{\partial z} (w_e)_j - \sum_i N_i (\tau_{xw})_i \right\} dS = R_z
\]  

(3.13)

where \( N_i \) is a 2-D elemental shape functions over the panel, and \((\cdots)_i\) are the nodal BL values. These integrals are computed using 2 \times 2 gauss integration.

In equation 3.10, the directional derivative of \( N \) in the \( \xi \)-direction may be computed from:

\[
\frac{\partial N_i}{\partial \xi} = \frac{\partial N_i}{\partial z} (\hat{e}_z \cdot \hat{e}_\xi) + \frac{\partial N_i}{\partial z} (\hat{e}_z \cdot \hat{e}_\xi)
\]

The \( \xi \) direction is approximated as the chordwise direction.

Because of the hyperbolic nature of the 3-D boundary layer equations, a Galerkin FEM approach (\( W = N \)) produces an ill-conditioned set of discrete equations [27], and some form of upwinding is required for numerical stability. The 2nd order accurate finite difference scheme of Drela [15] and the 2nd order accurate finite volume scheme of Mughal [38] are essentially box schemes [2] which provide the required upwinding without jeopardizing accuracy. This suggests a finite element scheme using the following elemental weighting functions for upwinding in the \( \xi \)-direction:

39
\[ W_1^e = 0 \quad W_2^e = \frac{1}{2} (1 - \eta) \quad W_3^e = \frac{1}{2} (1 + \eta) \quad W_4^e = 0 \]

The weighting function over a supercell (shaded) illustrated in Figure 3.3.

![Figure 3.3: BL element weighting function](image)

Thus far, no crosswind dissipation [38] has been required. This scheme is similar to a Crank-Nicholson scheme which is neutrally stable to sawtooth oscillations in the crossflow direction.

### 3.5 Boundary Conditions

#### 3.5.1 Attachment Line

Nodal boundary layer values at the attachment line are set to the analytic values from (laminar) Falkner-Skan stagnation flow [61].

\[
\theta_{11} = 0.29234 \sqrt{\frac{\xi}{Re_{\infty} u_\xi}}, \quad \delta_1^* = 0.64791 \sqrt{\frac{\xi}{Re_{\infty} u_\xi}} \tag{3.14}
\]

\(Re_{\infty}\) is the freestream Reynolds number, \(u_\xi\) is the chordwise velocity component \(\left(u_\xi = \vec{q} \cdot \hat{\xi}\right)\), and \(\xi\) is the arc length distance to the attachment point. \(C_{\lambda}^{1/2}\) is zero since this is a laminar flow region, and \(\delta_1^*\) is set to zero approximating a 2-D flow. This is an adequate
approximation and as mentioned in [38] the solution over the majority of the wing is not sensitive to the initial conditions.

![Attachment Region](image)

Figure 3.4: Leading Edge Region of an Airfoil

In cases with high \( Re \) and large sweep, the attachment line may be turbulent, but this is not treated here. It is examined by Cumpsty and Head [12].

The attachment points are determined by calculating the location of minimum velocity on airfoil sections via linear interpolation. The setup is shown in Figure 3.4. In a straightforward implementation, the two nodes that surround the attachment point are set to stagnation flow conditions. However, this strategy suffered from convergence problems as the attachment point oscillated between two locations. A more robust approach is to set a small group of nodes \( \mathcal{O}(3-6) \) to stagnation flow conditions.

### 3.5.2 Transition Line

Only fixed transition is simulated in this research. Initial values of \( C_r^{1/2} \) at the transition line are set by the empirically based formula of Drela for two dimensional flows [16].

\[
(C_r^{1/2})_{\text{initial}} = 1.8 \exp \left( \frac{-3.3}{H-1} \right) C_r^{1/2}_{eq} \quad (3.15)
\]

\( C_r^{1/2}_{eq} \) is computed using the closure relations of Appendix B.
3.5.3 Natural Boundary Conditions

Two natural BC's arise from the FEM discretization of the boundary layer equations. The first is a symmetry condition or \( \frac{\partial U}{\partial \eta} = 0 \) where \( \eta \) is the direction perpendicular to the boundary. This BC results automatically when no flow enters or leaves the domain. If a mirror solution is attached to the domain then the resulting FEM equations for the boundary nodes are merely twice the magnitudes of the equations without the mirror image.

The second natural BC is an infinite-swept-wing-like condition. This BC arises naturally when flow enters or leaves the domain. If an extension of the solution is attached at the boundary, then the boundary node equations will be \textit{approximately} twice the magnitudes of the equations without the extended solution. If this is an infinite swept wing problem, then the boundary node equations will be exactly twice the magnitudes.

3.5.4 A Word on Characteristic Boundary Conditions

The eigensystem decomposition of the 3-D integral BL equations is non-trivial due to the empirical closure formula, and the relations between the \( z-z \) and 1-2 coordinate systems. However, using a symbolic manipulation program, Mughal has determined that the eigenvalues of the system are real [37], hence this system of equations is of hyperbolic type. One eigenvalue corresponds roughly to the outer streamline angle, one eigenvalue corresponds to the limiting streamline or wall angle, and the third eigenvalue is an angle between these two.

A methodical way to set the boundary conditions is to use eigensystem information to determine stability for a given BC [20]. This process is difficult for the 3-D BL equations due to the complicated form of the eigenvalues and eigenvectors. As a first cut, the sensitivity of the solution to boundary conditions may be demonstrated by numerical experimentation.

There are several options for boundary conditions: BC type 1 is to set all of the BL variables at the wingtip; BC type 2 is to use natural BC's; and BC type 3 is to set the characteristic variables of the 3-D BL equations corresponding to incoming characteristics.
Figure 3.5: External velocity vectors for testing boundary conditions

To illustrate the effects, these BC types were applied to a direct marching, wake calculation. The external flowfield is the irrotational flow near a stagnation point in Figure 3.5 [5, p. 106]. This flow looks similar to that over the trailing wake of a wing.

BC type 1 is the simplest to apply and it is only valid if all of the the characteristics of the 3-D BL equations are entering the domain. The results (contours of \( H_k \)) are plotted in Figure 3.6. Numerical noise within an envelope of influence appears, indicating that not all of the characteristics are entering the domain. It was later discovered that the pressure gradient points out of the domain which causes the surface shear, \( \tau_\omega \) and hence at least one characteristic to point out of the domain. The hyperbolic equation domain-of-influence also implies a domain-of-error. When a large separation region is present (starting at a wing/body junction say), an erroneous BC may pollute a sizable portion of the wing.

Several authors have applied BC type 2 in the form of zero-gradient or extrapolation boundary conditions. Strictly speaking this violates the well-posedness of the problem since at least one of the characteristics is entering the domain, but nonetheless, they were able to
Figure 3.6: Contours of $H_k$ for BC type 1

Figure 3.7: Contours of $H_k$ for BC type 2
compute solutions [53, 19]. And in Figure 3.7, the results are smoother than those of BC type 1 but there is unusual waviness at \((z, z) = (0.6, 0.0)\) to \((0.8, 0.0)\) which does not look physical.

BC type 3 should be the proper boundary condition, however, it too is difficult to apply. The 3-D BL equations must be cast into characteristic form so that the correct characteristic variables may be set. A modified form of this BC is to assume only one characteristic points out of the domain, and assume that one piece of information must float while the rest of the BL variables must be set. This may or may not work depending upon the results of the eigensystem analysis [20]. Here \(\delta_z^*\) is allowed to float, while all of the other BL variables are specified. The results are shown in Figure 3.8. It appears to be a reasonable solution to this flowfield, and it is an improvement over BC type 1 and BC type 2.

This study implies that some sort of characteristic information should be incorporated into the boundary conditions. However, determining the characteristic variables is too difficult, and usually can not be constructed from the available data anyway. Hence, in this research, BC type 3 is applied to the suction surface of wings and wakes.
Chapter 4

Fully Simultaneous Coupling

This chapter discusses the link between the inviscid model of chapter 2 and the viscous model of chapter 3 which is known as viscous/inviscid interaction (VII). VII is achieved through a wall transpiration boundary condition and an edge velocities formula. In addition, the Fully Simultaneous (FS) coupling method is described here.

4.1 Wall Transpiration

The displacement effect of the boundary layer on the inviscid outer flow may be simulated by a mass flux on wall and wake surfaces, in both cases called \textit{wall transpiration}. The velocity normal to the wall is matched for the cases of a real, viscous flow and an inviscid flow with wall transpiration at a distance of the boundary layer’s edge (see Appendix C). This wall flux is:

\[ \rho V_w = \frac{\partial}{\partial z} (\rho_e q_e \delta^*_z) + \frac{\partial}{\partial z} (\rho_e q_e \delta^*_z) \]  \hspace{1cm} (4.1)

\( x \) and \( z \) refer to an arbitrary, local, 2-D surface coordinate system just as in the 3-D boundary layer equations. This wall transpiration formula is applied in the normal velocity condition for the Full Potential equation (equation 2.11):

\[ \int \int_{\partial \Omega} N_i (\rho \hat{q}) \cdot \hat{n} \ dS = \int \int_{\partial \Omega_{bl}} N_i \left\{ \sum_j \frac{\partial N_j}{\partial z} (\rho_e q_e \delta^*_z)_j + \sum_j \frac{\partial N_j}{\partial z} (\rho_e q_e \delta^*_z)_j \right\} dS \]  \hspace{1cm} (4.2)

where \( \partial \Omega_{bl} \) are the wall and wake surfaces where the boundary layer is computed. A separate blowing is computed for the upper and lower wakes, and these are combined when
the upper nodal equations are added to the lower nodal equations in the wake boundary condition (see §2.3.3).

4.2 Edge Velocity Components

Viscous/inviscid interaction also requires the edge velocity distribution over the boundary layer. In reference [34], wall curvature effects are taken into account in the edge velocity computations which is known as higher-order boundary layer theory. These corrections are not used here for simplicity, but it is believed that they may be added without affecting the robustness, speed, etc. of the FS coupling procedures.

As discussed in Chapter 3, the edge velocities are computed from the Cartesian velocity components. These velocities are given by:

\[ u = \left( u_\infty + \frac{\partial \phi}{\partial x} \right)_{bl} \]

\[ v = \left( v_\infty + \frac{\partial \phi}{\partial y} \right)_{bl} \]  

\[ w = \left( w_\infty + \frac{\partial \phi}{\partial z} \right)_{bl} \]  

(4.3)

Unless otherwise stated \((u, v, w)\) denotes the Cartesian velocity components on the surfaces where the boundary layers are computed. And \(u_e\) and \(w_e\) are the components of these Cartesian edge velocities projected to an arbitrary, 2-D, \(x-z\) coordinate system.

These Cartesian velocities are computed with the Galerkin finite element method. The weighted residual equations for the velocity components are:
\[ R_u = \iint_{\partial \Omega_{bl}} N \left\{ u - \left( u_\infty + \frac{\partial \phi}{\partial x} \right)_{bl} \right\} \, dS \]

\[ R_v = \iint_{\partial \Omega_{bl}} N \left\{ v - \left( v_\infty + \frac{\partial \phi}{\partial y} \right)_{bl} \right\} \, dS \]

\[ R_w = \iint_{\partial \Omega_{bl}} N \left\{ w - \left( w_\infty + \frac{\partial \phi}{\partial z} \right)_{bl} \right\} \, dS \]  

(4.4)

where \( N \) is a 2-D surface shape function and \( \partial \Omega_{bl} \) is the boundary layer surfaces. The Galerkin discretization produces the following residuals:

\[ (R_u)_i = \iint_{\partial \Omega_{bl}} N_i \left\{ \sum_j N_j u_j - \left( u_\infty + \sum_j \frac{\partial N_j}{\partial x} \phi_j \right)_{bl} \right\} \, dS \]

\[ (R_v)_i = \iint_{\partial \Omega_{bl}} N_i \left\{ \sum_j N_j v_j - \left( v_\infty + \sum_j \frac{\partial N_j}{\partial y} \phi_j \right)_{bl} \right\} \, dS \]  

(4.5)

\[ (R_w)_i = \iint_{\partial \Omega_{bl}} N_i \left\{ \sum_j N_j w_j - \left( w_\infty + \sum_j \frac{\partial N_j}{\partial z} \phi_j \right)_{bl} \right\} \, dS \]

### 4.3 Source/Sink Subgrid Model

#### 4.3.1 The Problem

The current discretization contains a null space in the viscous/inviscid interaction equations. This can be seen by the example of two dimensional flow over a flat plate with uniform edge velocities. A sawtooth distribution in \( \delta^* \) produces regions of blowing and suction from \( V_w = \frac{\partial}{\partial \xi}(u_e \delta^*) \) and \( u_e = \text{constant} \).

These wall transpiration fluxes cancel over a supercell (which consists of two BL panels) producing zero wall flux in the Full Potential equation residuals. Consequently, the edge velocity equations do not detect the sawtooth distribution, and the magnitude of the saw-
tooth distribution can be any value. In three dimensions, the checkerboard mode as well as the sawtooth distributions mode lies in the null space.

This null space of the blowing and FP equations is not an issue in attached flow because the boundary layer equations do not allow δ* wiggles for a smooth edge velocity distribution, but in separated flow neither the inviscid nor the viscous equations constrain the sawtooth in δ*. The result is an ill conditioned Jacobian matrix in separated flows.

To make this concept concrete, examine the system of coupled equations for a simplified two-dimensional Full Potential and boundary layer VII scheme:

Full Potential Equation BC:
\[
\frac{\partial \phi}{\partial n} - \frac{\partial}{\partial s}(u_e \delta^*) = 0
\]

\(u_e\) Equation:
\[
u_e = (u_{\infty} + \frac{\partial \phi}{\partial s}) = 0
\]

BL Equation:
\[
\frac{\partial \delta^*}{\partial s} - \left[ A + B \frac{\partial u_e}{\partial s} \right] = 0
\]

The BL equation is a combination of the von Karman integral momentum equation and the 2-D kinetic energy equation so as to eliminate \(\frac{\partial \phi}{\partial s}\). The coefficient \(B \rightarrow \infty\) at separation.

Using finite differences, the discretization of these three equations becomes:
\[ R_\phi = \frac{(\phi_{i,j+1} - \phi_{i,j})}{\Delta n} - \frac{(u_{e_{i+1}} \delta_{i+1}^* - u_{e_{i-1}} \delta_{i-1}^*)}{2\Delta s} \]

\[ R_{u_e} = u_{e_i} - \left( u_{\infty} + \frac{(\phi_{i+1,j} - \phi_{i-1,j})}{2\Delta s} \right) \]

\[ R_{\delta \delta} = \frac{\delta_{i+1}^* - \delta_{i-1}^*}{\Delta s} - A - B \frac{u_i - u_{i-1}}{\Delta s} \]

The first two residuals use central differences analogous to the Galerkin FEM that is used in the larger three-dimensional problem. The BL residual uses a box scheme. Notice that the \( \phi \) terms have double subscripts because they are two-dimensional field values while the other terms are BL values with only one subscript.

If these equations are solved using a Newton method, the submatrix which lies on the diagonal of the global Jacobian matrix is represented by:

\[
\begin{pmatrix}
\delta \phi_{i,j} & \delta u_{e_i} & \delta \delta_{i}^* \\
-\frac{1}{\Delta n} & 0 & 0 \\
0 & 1 & 0 \\
0 & \left( \frac{\partial R_M}{\partial u_e} \right)_i & \left( \frac{\partial R_M}{\partial \delta^*} \right)_i
\end{pmatrix}
\]

where the sensitivities of the BL equation are expressed symbolically because they use rather complicated closure relations.

After row scaling, \( \frac{\partial R_M}{\partial \delta^*} \sim \frac{1}{B} \). In attached flow \( \left( \frac{\partial R_M}{\partial \delta^*} \right)_i \) is negative, but as the flow separates this sensitivity goes through zero. Since this term is on the diagonal and there is no fill-in for this slot, the global Jacobian matrix becomes ill conditioned in separated flow. Paradoxically, the purpose of the Fully Simultaneous method is to have a numerically stable scheme in separated flow. The present instability is an artifact of the way the VII equations are discretized and any boundary layer coupling method that uses this discretization will be ill conditioned in separated flow.
Figure 4.2: BL sensitivity in separating flow

4.3.2 A Remedy

The sawtooth $\delta^*$ displacement body of §4.3.1 should produce edge velocities that accelerate over the crests and decelerate over the troughs. This suggests the application of a subgrid model (see for example [15, pp. 101-102]). One subgrid model is to implant local sources and sinks on the BL surfaces. These sources/sinks have strengths equal to the local wall transpiration and they only affect the edge velocities at the given panel’s nodes.

The resulting kick in velocity is equal to the velocity perturbation of a 2-D source

$$\Delta u_e = \frac{\sigma}{2\pi r}$$

$$\sigma = 2V_\omega \Delta s$$

(4.6)

$\sigma$ is the source/sink strength, $r$ is the distance from the source/sink to the node in the direction of the edge velocity, and $\Delta s$ is the length of the BL panel (see figure 4.4).

The total nodal contribution from two adjacent panel (using $V_\omega \Delta s = \Delta (u_e \delta^*)$) is given by:
\[ \Delta u_{ei} = \frac{2(u_{ei+1}\delta_{i+1}^* - u_{ei}\delta_i^*)}{2\pi r} - \frac{2(u_{ei}\delta_i^* - u_{ei-1}\delta_{i-1}^*)}{2\pi r} \]

\[ = -\frac{1}{\pi r}(u_{ei+1}\delta_{i+1}^* - 2u_{ei}\delta_i^* + u_{ei-1}\delta_{i-1}^*) \]

Figure 4.3: Source Sink Subgrid Model

This provides the necessary velocity perturbation. If the curvature of the $\delta^*$ distribution is negative (a crest), $\Delta u_e$ will be positive. Furthermore, the resulting submatrix is given by:

\[
\begin{pmatrix}
\delta \phi_{i,j} & \delta u_{ei} & \delta \delta_i^* \\
-\frac{1}{\Delta n} & 0 & 0 \\
0 & 1 + \frac{2\delta_i^*}{\pi r} & \frac{2u_{ei}}{\pi r} \\
0 & (\frac{\partial R_{li}}{\partial u_e})_i & (\frac{\partial R_{li}}{\partial \delta^*})_i
\end{pmatrix}
\]

After Gaussian elimination, the lower left term becomes $\left(\frac{\partial R_{li}}{\partial \delta^*}\right)_i + c\frac{2u_e}{\pi r}$ where $c < 0$. Hence, the source/sink subgrid model keeps the global Jacobian matrix from becoming ill conditioned.

In three dimensions, point sources/sinks placed in the center of BL panels will prevent sawtooth distributions in the displacement body. However, checkerboard modes will be transparent to this source/sink subgrid model. Instead, 2-D source sinks may be placed
along panel edges. For a wing with moderate sweep (< 45° say), it has been observed that the outer streamwise flow is primarily in the chordwise direction, except at the very tip. And as a good approximation, the crossflow direction is in the direction of the spanwise generators. Hence, source/sinks based on $\delta_1^*$ may be placed on chordwise strips, and source/sinks based on $\delta_2^*$ may be positioned on spanwise generators.

For example, the chordwise direction and chordwise velocity are defined by a 3-D unit vector and a dot product:

$$
\hat{e}_c = e_{cx} \hat{i} + e_{cy} \hat{j} + e_{cz} \hat{k}
$$

$$
u_c = \vec{q} \cdot \hat{e}_c
$$

(4.8)

Then the 2-D source/sink velocity perturbation is given by:

$$
\Delta u_c = \frac{2V_{wc} \Delta s}{2\pi r}
$$

$$
V_{wc} = \frac{(u_c \delta_1^*)_i - (u_c \delta_1^*)_{i-1}}{\Delta s}
$$

(4.9)

The velocity perturbations in Cartesian coordinates are then:
\[ \Delta u = \Delta u_c e_{cx} \quad \Delta v = \Delta u_c e_{cy} \quad \Delta w = \Delta u_c e_{cz} \]  \hspace{1cm} (4.10)

A similar expression exists for the spanwise generator direction, except that \( \delta_2^* \) is used in the source strength. In addition, there is a negative sign because by convention \( \delta_2^* \sim -u_s d\eta \):

\[ \Delta u_s = \frac{2V_{ws}\Delta s}{2\pi r} \]

\[ V_{ws} = -1 \times \frac{(u_s\delta_2^*)_i - (u_s\delta_2^*)_{i-1}}{\Delta s} \]  \hspace{1cm} (4.11)

The modified velocity formula for stable VII calculations is given by:

\[ (R_u)_i = \int \int_{\partial \Omega_i} N_i \left\{ \sum_j N_j u_j - \left( u_\infty + \sum_j \frac{\partial N_j}{\partial x} \phi_j + \Delta u \right) \right\} dS \]

\[ (R_v)_i = \int \int_{\partial \Omega_i} N_i \left\{ \sum_j N_j v_j - \left( v_\infty + \sum_j \frac{\partial N_j}{\partial y} \phi_j + \Delta v \right) \right\} dS \]  \hspace{1cm} (4.12)

\[ (R_w)_i = \int \int_{\partial \Omega_i} N_i \left\{ \sum_j N_j w_j - \left( w_\infty + \sum_j \frac{\partial N_j}{\partial z} \phi_j + \Delta w \right) \right\} dS \]

4.4 Coupling Method

All of residual equations have now been described. There is the Full Potential equation residual (2.11) with a wall transpiration BC (4.2); there are the 3-D integral boundary layer equation residuals (3.11–3.13); and lastly there are the Cartesian edge velocity residuals (4.12). The residuals are functions of the nodal unknowns, \( U_i^T = (\phi, u, v, w, C_{z1}^{1/2}, \theta_{11}, \delta_1^*, \delta_2^*)^T \).

Nodes in the field possess only the Full Potential equation residual, while nodes on wing and wake surfaces have the Full Potential residual, boundary layer equation residuals, and edge velocity residuals. A final solution must satisfy all of these residual equations. If \( R \)
is the vector of all the residual equations, and $U$ is the vector of all the nodal unknowns, then we require that:

$$\mathbf{R}(U) = 0$$  \hspace{1cm} (4.13)

This is a nonlinear set of equations. Previous VII coupling methods divided $\mathbf{R}$ into an inviscid equation vector and a viscous equation vector, and performed a complicated iteration process between the pieces (see the flow diagrams of Chapter 1). The Fully Simultaneous coupling method, on the other hand, solves the residual vector as a whole. This is achieved by using the Newton Method described in the next chapter.
Chapter 5

Solution Process

5.1 Newton Method

The equations represented by 4.13 are solved using the standard Newton Method:

1. Initialize $\bf{U}$, the global unknowns vector

2. Compute the residuals vector, $\bf{R}$, and the Jacobian matrix $\left\{ \frac{\partial \bf{R}}{\partial \bf{U}} \right\}$

3. Find the solution to the linear system

\[ \left\{ \frac{\partial \bf{R}}{\partial \bf{U}} \right\} \delta \bf{U} = -\bf{R} \]

4. Update the solution $\bf{U}^{n+1} = \bf{U}^n + \delta \bf{U}$, where $n$ is the iteration counter

5. Iterate (steps 2-4) until converged ($\bf{R} = 0$ or $\delta \bf{U} = 0$)

5.2 Assembling the Jacobian system

The flowfield is divided into 8-node volume elements with 4-node surface elements (or panels). Each node is assigned one or eight degrees-of-freedom (DOF) for its local unknowns vector, $\bf{U}_i$. Inviscid nodes have one DOF, $\bf{U}_i^T = \{ \phi \}_i^T$, and viscous nodes have eight DOF, $\bf{U}_i^T = \{ \phi, u, w, C_{\tau}^{-1/2}, \theta_{11}, \delta_1, \delta_2 \}_i^T$. The global unknowns vector, $\bf{U}$, is comprised of the local nodal unknowns vectors:
\[
\begin{pmatrix}
\vdots \\
\{ \phi \}_i \\
\{ \phi \}
\end{pmatrix}
\begin{pmatrix}
u \\
v \\
w_S^{1/2} \\
\theta_{11} \\
\varepsilon^*_1 \\
\varepsilon^*_2 \\
\vdots
\end{pmatrix}
= 
\begin{pmatrix}
\vdots \\
U_i \\
U_{i+1} \\
\vdots
\end{pmatrix}
\]

In addition, nodes have one or eight equations in their local residual vectors, \( R_i \). Inviscid nodes have the Full Potential equation, while viscous nodes have the Full Potential equation, three velocity definition equations, and four boundary layer equations. The local residual vectors make up the global residual vector, \( R \).

The Newton system appears as:

\[
\begin{pmatrix}
\frac{\partial R_1}{\partial U_1} & \frac{\partial R_1}{\partial U_{gilb}} \\
\frac{\partial R_2}{\partial U_1} & \frac{\partial R_2}{\partial U_{gilb}} \\
\vdots & \vdots \\
\frac{\partial R_i}{\partial U_1} & \frac{\partial R_i}{\partial U_{gilb}} \\
\vdots & \vdots \\
\frac{\partial R_{gilb}}{\partial U_1} & \frac{\partial R_{gilb}}{\partial U_{gilb}}
\end{pmatrix}
\begin{pmatrix}
\delta U_1 \\
\delta U_2 \\
\vdots \\
\delta U_i \\
\vdots \\
\delta U_{gilb}
\end{pmatrix}
= 
\begin{pmatrix}
R_1 \\
R_2 \\
\vdots \\
R_i \\
\vdots \\
R_{gilb}
\end{pmatrix} 
\tag{5.1}
\]

where the \( \frac{\partial R_i}{\partial U_j} \) matrix elements are \( 1 \times 1 \) or \( 8 \times 8 \) submatrices. The \( U_{gilb} \) are global DOF's corresponding to global residual equations \( R_{gilb} \) (e.g. \( C_L \)-specified equation).
5.2.1 Global Equation Numbers

The numbering of nodes has a large effect on the structure of the Jacobian matrix and hence the cost of solving the linear system. For unstructured meshes, algorithms have been written to generate nodal numbers that produce an "optimal" matrix structure. This is beyond the scope of this research, and in the test cases that follow a structured grid is converted into an unstructured mesh and the nodes are numbered such that the bandwidth of the matrix is minimized.

The equation numbers may be determined systematically and accessed cleanly with an identification array, \( ID(m, n) \), from reference [6]. \( m \) is the local DOF number, which is a number from one to eight and \( n \) is the global node number. Initially, the \( ID \) array is zeroed out, each node is visited and all active DOF (\( m = 1 \) for inviscid nodes, \( m = 1, \cdots, 8 \) for viscous nodes) are toggled to a value of one in the \( ID \) array. Then, each node is re-visited and a sequential global equation number is assigned to each \( ID(m, n) \) member that has a value of one. For example, the equation number for node 5178, degree-of-freedom 3, may be found in \( ID(3, 5178) \).

5.2.2 Matrix Mapping

Sparse matrices are usually stored using a set of one-dimensional arrays. One combination is to store the row, column and matrix entries in the arrays \( IMAT(n) \), \( JMAT(n) \), and \( AMAT(n) \); where \( n \) goes from 1 to the number of nonzeros, \( NZ \). In this research the row & column indices \((i, j)\) of all non-zeroes, known as the map of the matrix, must be constructed before the matrix can be assembled.

The mapping procedure amounts to using the FEM connectivity array and the \( ID \) array to determine all of the \((i, j)\) indices for the non-zeroes. An efficient way to build the map is to use a skipping array which stores the number of \( n \) indices that must be skipped to find the next occurrence of \( i \). To make this clear take the following matrix to be mapped.
\[
\begin{pmatrix}
  a_{11} & 0 & a_{13} & 0 & 0 \\
  0 & a_{22} & a_{23} & 0 & 0 \\
  0 & 0 & a_{33} & 0 & 0 \\
  a_{41} & 0 & 0 & a_{44} & a_{45} \\
  0 & a_{52} & a_{53} & 0 & a_{55}
\end{pmatrix}
\]

First, the diagonal entries are mapped and stored sequentially in \( IMAT, JMAT \):

\[
IMAT^T = \begin{bmatrix} 1 & 2 & 3 & 4 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T
\]

\[
JMAT^T = \begin{bmatrix} 1 & 2 & 3 & 4 & 5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T
\]

\[
JSKIP^T = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T
\]

Now assume that there is a non-zero required in matrix position (4, 5) based on connectivity and \( ID \) array information. First, the diagonal (\( n = 4 \)) will be checked. Because this is not a diagonal entry and \( JSKIP(4) = 0 \), this is a new member of the map. So it is appended to the \( IMAT, JMAT \) arrays and \( JSKIP(4) \) is set to the number of \( n \) entries that need to be skipped in order to reach the next \( i = 4 \) entry: in this case \( JSKIP(4) = 2 \).

\[
IMAT^T = \begin{bmatrix} 1 & 2 & 3 & 4 & 5 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T
\]

\[
JMAT^T = \begin{bmatrix} 1 & 2 & 3 & 4 & 5 & 5 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T
\]

\[
JSKIP^T = \begin{bmatrix} 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T
\]

Now assume that (4, 1) needs to be mapped. Again, the diagonal will be examined. Since there is no match, the algorithm determines that \( JSKIP(4) = 2 \) and checks the \( 4 + 2 \) entry of \( IMAT, JMAT \). There is no match and \( JSKIP(6) = 0 \), so it appends (4, 1) to the \( IMAT, JMAT \) arrays and sets \( JSKIP(6) = 1 \).
\[ IMAT^T = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 4 & 0 & 0 & 0 & 0 \end{pmatrix}^T \]

\[ JMAT^T = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 5 & 1 & 0 & 0 & 0 \end{pmatrix}^T \]

\[ JSKIP^T = \begin{pmatrix} 0 & 0 & 0 & 2 & 0 & 1 & 0 & 0 & 0 & 0 \end{pmatrix}^T \]

This process continues until all \((i, j)\)'s are mapped. The \textit{JSKIP} strategy was devised by the author and Darmofal [13]

### 5.2.3 Column Format

After the matrix is mapped, the \((i, j)\) indices are condensed into an efficient column format [48]. All nonzeros are grouped by columns and re-stored in the one-dimensional arrays of §5.2.2. The first array \((JMAT)\) contains the indices pointing to the beginning of matrix columns stored in the other two arrays, the second array \((IMAT)\) contains the global row numbers for each matrix non-zero, and the third array \((AMAT)\) contains the actual matrix values. For example the matrix:

\[
\begin{pmatrix}
a_{11} & 0 & a_{13} & 0 & 0 \\
0 & a_{22} & a_{23} & 0 & 0 \\
0 & 0 & a_{33} & 0 & 0 \\
a_{41} & 0 & 0 & a_{44} & a_{45} \\
0 & a_{52} & a_{53} & 0 & a_{55}
\end{pmatrix}
\]

is stored as follows:

\[ JMAT^T = \begin{pmatrix} 1 & 3 & 5 & 9 & 10 & 11 \end{pmatrix}^T \]

\[ IMAT^T = \begin{pmatrix} 1 & 4 & 2 & 5 & 3 & 1 & 2 & 5 & 4 & 5 & 4 \end{pmatrix}^T \]

\[ AMAT^T = \begin{pmatrix} a_{11} & a_{41} & | & a_{22} & a_{52} & | & a_{33} & a_{13} & a_{23} & a_{53} & | & a_{44} & | & a_{54} & a_{45} \end{pmatrix}^T \]
where the \( | \) symbols demarcate the columns. The last entry of \( JMAT \) indicates the total number of non-zeros of the matrix. Note that the columns are loaded such that the first column entry is the diagonal followed by the other non-zero column members in ascending row order.

### 5.2.4 Assembly Process

The Jacobian matrix is assembled in standard FEM fashion. First, volume elements are visited and the Full Potential contributions are added to the residual vector and the Jacobian matrix, and surface elements are visited and the boundary layer equation contributions are added to the system. Next the wall transpiration and edge velocity contributions are added. Lastly the boundary conditions are applied to the system.

The ID array and the FEM connectivity array provide the global \((i, j)\) indices associated with the DOF within an element. Given column \(j\), the IMAT array is searched for row \(i\) within array members \(n_{\text{begin}} = JMAT(j)\) and \(n_{\text{end}} = JMAT(j + 1) - 1\). When the \(i\) value is matched for \(n = n_{\text{match}}\), the sensitivity contribution is loaded in \(AMAT(n_{\text{match}})\). The row search is conducted using a bisection method [43].

As an example, given the previous matrix and a contribution for \((i, j) = (2, 3)\), the IMAT array is searched from \(n_{\text{begin}} = JMAT(3) = 5\) and \(n_{\text{end}} = JMAT(4) - 1 = 8\) for the value 2. This occurs at \(n = 7\) in the IMAT array.

### 5.3 Linear System Solution

For a typical problem, the resulting Jacobian matrix is large (~ \(\mathcal{O}(100,000)\) equations), sparse (~ \(\mathcal{O}(0.05\%)\) non-zero entries), and non-symmetric. There are several iterative techniques designed to solve such matrices [48], and the method used here is the GMRES algorithm of Saad and Schultz [44]. This is one of the Krylov subspace methods which compute a series of orthogonal vectors or search directions using a “Gram-Schmidt”-like
process. A solution to the linear problem

$$A \mathbf{x} = \mathbf{b}$$

is estimated with a set of search directions ($\mathbf{v}_0, \mathbf{v}_1, \mathbf{v}_2, \ldots$) multiplied by scalar weights ($\alpha_1, \alpha_2, \ldots$).

$$\mathbf{x} = \mathbf{v}_0 + \alpha_1 \mathbf{v}_1 + \alpha_2 \mathbf{v}_2 + \cdots$$

The weights are computed to minimize the error (some vector norm of $\mathbf{b} - A \mathbf{x}$). Typically, 20-30 search directions are used when the system is preconditioned.

In most cases, GMRES will not converge unless the system is preconditioned. Depending upon the matrix, a poor preconditioner may result in an unstable calculation. Elman [18] demonstrates this for two preconditioners ILU(0) and MILU(0) (Incomplete LU factorization with zero fill-in and Modified Incomplete LU factorization) using recursion formulas for the preconditioned systems. In general, however, it is too difficult to predict whether or not a given preconditioner will work for a given problem, and preconditioners are implemented and discarded if they do not work. The preconditioner used in this research is the Incomplete LU decomposition with drop tolerances [66]. This is a particularly robust preconditioner because it tailors itself to the problem at hand through an appropriate level of fill-in.

5.4 Practical Issues

There are several numerical issues which should be mentioned. First, the Jacobian matrix should be row and column scaled for better conditioning. The BL unknowns ($\theta_{11}, \delta_1^*, \delta_2^*$) vary a great deal in magnitude so it is best to compute a logarithmic correction. After the matrix is fully assembled, the matrix columns corresponding to BL thicknesses are multiplied by the thicknesses. For example

$$\frac{\partial R_{ke}}{\partial \theta_{11}} \delta \theta = \left( \frac{\partial R_{ke}}{\partial \theta_{11}} \theta_{11} \right) \left( \frac{\delta \theta_{11}}{\theta_{11}} \right)$$
\[ \delta \theta_{11} = \frac{\partial R_{ke}}{\partial \log \theta_{11}} \delta \log \theta_{11} \]

Then it is the log-corrections that are computed in the linear system. The regular corrections are calculated by multiplying once again by the boundary layer thicknesses.

\[ \delta \theta_{11} = (\delta \log \theta_{11}) \theta_{11} \]

\[ = \left( \frac{\delta \theta_{11}}{\theta_{11}} \right) \theta_{11} \]

After the column scaling, the rows are scaled by the largest row term.

In addition, Newton methods usually need under-relaxation or clamping during the calculation process to prevent over-shooting [24]. Each DOF type is clamped differently. The \( \phi \) corrections are under-relaxed such that the new \( \phi \) does not produce vacuum speeds in the flowfield. The \( u, v, \) and \( w \) are clamped such that a 50\% change is not exceeded. The BL variables are clamped such that a 60\% change is not exceeded and such that the shape parameter, \( H_k \) does not go below 1.0.

### 5.4.1 Debugging the Newton Method

Once the residual formulae are validated, the sensitivity formulae may be verified using two methods. The first is to run in double-precision, have GMRES converge its error to machine zero, and check that the program is achieving quadratic convergence.

Another method for catching bugs is *pinging* the elemental sensitivities. First, a state for \( U_j \) is set. Then one DOF in the element is perturbed or pinged. The average of the original and pinged analytic sensitivities is compared to the finite difference estimate of the sensitivity. This is best done in double precision with a pinged value of 0.01\% of the original \( U_j \). For example, the pinging of an elemental Full Potential residual amounts to

\[ \phi_{j, \text{ pinged}} = (1 + 0.0001) \times \phi_{j, \text{ original}} \]
\[
\frac{\partial R_i}{\partial \phi_j} \text{ ave} = \frac{1}{2} \left\{ \frac{\partial R_i}{\partial \phi_j} \text{ org} + \frac{\partial R_i}{\partial \phi_j} \text{ pinged} \right\}
\]

\[
\frac{\partial R_i}{\partial \phi_j} \text{ f.d.} = \frac{(R_i)\text{ pinged} - (R_i)\text{ org}}{(\phi_j)\text{ pinged} - (\phi_j)\text{ org}}
\]

The average analytic sensitivity and the finite difference sensitivity should have a difference of no more than 0.0001\% in double-precision. If the elemental sensitivities pass this test, then the global matrix should be properly linearized since it is composed of these elemental linearizations. Both quadratic convergence checking and pinging were invaluable in the construction of the code.
Chapter 6
Results

6.1 Infinite Swept Wing

The FEM discretization and the closure relations of the three-dimensional boundary layer equations were checked against the infinite swept wing experiment of van den Berg and Elsenaar [56]. The experimental set-up is illustrated in Figure 6.1. It is a swept flat plate with guiding vanes, and a separation inducing body placed above. Various 3-D BL quantities were measured at ten stations along the plate.

In theory, a viscous/inviscid calculation of the entire experiment can be done but some features of the geometry were unknown. Consequently, the boundary layer equations were spatially marched using the experimental edge velocities as inputs. This is a direct viscous solver and the calculation breaks down when separation is encountered, or when one of the characteristics of the boundary layer equations becomes perpendicular to the marching direction. The purpose of this case is not to check the algorithm's performance in separation, but rather to examine the accuracy of the finite element discretization and the BL model.

The computation was performed over a $101 \times 5$ node mesh of the swept flat plate. Natural BC's were imposed on the side boundaries, experimental data at the first measurement station is used as the initial data, and $Re = 2.42 \times 10^6$ and $M_{\infty} = 0.01$ are the freestream conditions. The computation was halted at $z = 1.1$ because one of the characteristics (associated with the $\tau_w$-direction) becomes perpendicular to the marching direction, while separation actually occurs at $z = 1.3$.

Plots of 3-D boundary layer data are shown in Figure 6.3. The computed BL thicknesses $\theta_{11}$, $\delta_1^*$, and $\delta_2^*$ are in excellent agreement with the experimental measurements. $\beta_w$, the angle
Figure 6.1: van den Berg/Elsenaar Experiment

Figure 6.2: Convergence of $\theta_{11}$ for Infinite Swept Wing
Figure 6.3: Infinite Swept Wing Results
between the outer flow velocity vector and the limiting streamline, is in close agreement. The skin friction, $C_f$ does not agree as well as the other BL quantities, but it compares as well as, or better than the other 3-D BL codes of Reference [57].

Streamwise and crossflow velocity profiles may be extracted from the integral BL variables [16]. The profiles at $z = 1.00$ (which corresponds to $z = 1020$ mm in the experiment) are plotted in Figure 6.4. The agreement is good, except near the wall layer of the crossflow velocity ($U_2$) where the limitation of the Johnston triangular crossflow model is evident. The Johnston profile $\frac{U_2}{q_e} = A_e \left(1 - \frac{U_1}{q_e}\right)$ specifies a finite velocity at the wall.

Finally the convergence of the code (based on the convergence of $\theta_{11}$ at a particular $x$-station) was examined using a series of finer meshes. The results are displayed in Figure 6.2, where $E$ is the percent difference between $\theta_{11}$ on the current mesh and $\theta_{11}$ on the finest mesh: second-order accuracy is exhibited.

6.2 RAE 2822 Airfoil

Next, the viscous/inviscid interaction of the entire code was checked on Case 10 of Cook et. al. [10] which is a commonly used test case for viscous airfoil codes. This case was simulated by a straight wing between two inviscid walls and natural boundary conditions. The Reynolds number, Mach number and lift coefficient were matched ($M_\infty = 0.75$, $C_l = \ldots$
0.743, $Re = 6.2 \times 10^6$), and the flow was tripped at $x/c = 0.05$ on both the upper and lower surfaces. Presented in Figure 6.5 are plots of $C_p$ and $H_k$ vs. experiment for a $129 \times 34 \times 2$ node mesh.

The agreement is reasonable and is on par with other viscous codes for this case [25]. The calculated drag seems extremely accurate, but this is deceptive for as the mesh is refined the computed drag grows larger ($\sim O(0.0252)$), and further away from the experimental value. Nevertheless, the calculated drag is in good agreement with experiment using this VII method. More importantly, $H_k > 2.9$ behind the shock which indicates turbulent flow separation for typical $Re_\theta$ values. This demonstrates the ability of FS coupling to handle separated flows.

Lastly, grid convergence based on $C_d$ was examined. Drag based on farfield (FF) quantities (see Appendix D) and drag based on standard surface integration were calculated, and their convergence as the mesh is refined is shown in Figure 6.6. It shows that the discretization of the entire algorithm is second-order accurate. An interesting point is that the convergence is not too sensitive to the type of drag formula used.

### 6.3 RAE 101 45-degree Swept Wing

The RAE 101 wing is an untapered wing with a 45-degree sweep and the symmetric RAE 101 airfoil section. In addition to $C_p$ data [60], a small number of 3-D velocity profiles were measured [7] enabling the calculation of experimental BL thicknesses.

Meshes for this wing and the ones that follow were generated by stacking 2-D grids at span stations. Input airfoils were splined in the chordwise direction and linearly interpolated in the spanwise direction. Then 2-D H-H grids were generated using algebraic interpolation formulae [2] and elliptic smoothing [55]. The tip region was constructed by rotating the last H-H grids around the tip creating a rounded tip.

The mesh contained 21,000 nodes with 67 nodes in the chordwise direction and 14
Figure 6.5: Computed $C_p$ and $H_k$ vs. Experiment
nodes in the spanwise direction. A case which contains noticeable 3-D effects ($M_\infty = 0.179, \alpha = 6.3^\circ, Re = 2.1 \times 10^6$ based on $c_{mae}$) is examined in more detail. The transition locations were set to the experimentally observed transition locations [7].

The $C_p$ profiles at four span stations are displayed in Figure 6.7 where the computation is shown as a solid line and the experiment is plotted as symbols. The agreement is good except at tip. This is probably because the tip BC's are very approximate. Upper surface BL thicknesses ($\theta_{11}, \delta^*_1, \delta^*_2$) for percent span stations $\eta = 0.50$ and $\eta = 0.80$ are displayed in Figure 6.8. The experimental BL data, represented as symbols, was determined by numerically integrating the experimental velocity profiles. The thicknesses are treated as if incompressible ($\rho = \rho_e$) because no density profiles were provided, and because $M_\infty$ is low. The agreement is reasonable, except perhaps the $\delta^*_2$ values. Here the correct trends are observed, but the magnitudes are off by 50% to 100%. However, $\delta^*_2$ is a very small quantity and small absolute errors become large percentage errors.

Lift and drag computed with a farfield formula and by standard surface integration are displayed in Table 6.1 and Figure 6.9. In the Figure, the farfield formula is represented by the solid line, the surface integration is given by the dashed line, and the experiment is plotted as symbols. The farfield lift formula is Trefftz plane integration of circulation (see
Figure 6.7: RAE 101 Wing, $C_p$ profiles at experimental span stations

Ref. [4]) and the farfield drag formula is derived in Appendix D.

The surface integration is in better agreement with the experiment. However, the farfield formula relies on farfield 3-D momentum integral values ($\theta_{xy}, \theta_{xz}$, etc.) and due to numerical difficulties these thicknesses could not be computed (see §6.6). Instead, 2-D thicknesses were used for the drag calculation of Figure 6.9. Hence, this is not a sufficient comparison of the two drag formulae.

Kovalev simulated this experiment (up to $\alpha = 6^\circ$) using a set of 3-D differential boundary layer equations and achieved comparable results in $C_L$ vs. $C_D$ [30].
Figure 6.8: RAE 101 Wing, Upper surface BL quantities at $\eta = 0.50$ and $\eta = 0.80$
Figure 6.9: RAE 101 45-degree Swept Wing, $C_L$ vs. $\alpha$ and $C_L$ vs. $C_D$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$(C_L)_{EXP}$</th>
<th>$(C_L)_{PP}$</th>
<th>$(C_L)_{SURF}$</th>
<th>$(C_D)_{EXP}$</th>
<th>$(C_D)_{PP}$</th>
<th>$(C_D)_{SURF}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0040</td>
<td>0.0006</td>
<td>0.0006</td>
<td>0.0064</td>
<td>0.0060</td>
<td>0.0062</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0640</td>
<td>0.0604</td>
<td>0.0583</td>
<td>0.0071</td>
<td>0.0062</td>
<td>0.0068</td>
</tr>
<tr>
<td>2.1</td>
<td>0.1240</td>
<td>0.1280</td>
<td>0.1237</td>
<td>0.0082</td>
<td>0.0072</td>
<td>0.0081</td>
</tr>
<tr>
<td>4.2</td>
<td>0.2410</td>
<td>0.2548</td>
<td>0.2455</td>
<td>0.0127</td>
<td>0.0111</td>
<td>0.0130</td>
</tr>
<tr>
<td>6.3</td>
<td>0.3510</td>
<td>0.3789</td>
<td>0.3628</td>
<td>0.0197</td>
<td>0.0176</td>
<td>0.0212</td>
</tr>
<tr>
<td>7.9</td>
<td>0.4310</td>
<td>0.4733</td>
<td>0.4507</td>
<td>0.0260</td>
<td>0.0248</td>
<td>0.0297</td>
</tr>
<tr>
<td>9.9</td>
<td>0.5350</td>
<td>0.5838</td>
<td>0.5596</td>
<td>0.0354</td>
<td>0.0342</td>
<td>0.0415</td>
</tr>
</tbody>
</table>

Table 6.1: RAE 101 Wing: Force coefficients
6.4 MBB-AVA Wing

The DFVLR MBB-AVA model is a fighter type wing/body configuration with a supercritical wing [29]. Various $M_\infty$ and $\alpha$ combinations were tested, including some cases with extensive rear separation. When separation occurred, it was observed to begin at the trailing edge starting at the tip.

The mesh for this case consisted of 21,000 nodes with 67 nodes in the chordwise direction and 14 span stations. Because of grid generation limitations only the wing was modeled. An attached flow case ($M_\infty = 0.80$, $\alpha = 4.0^\circ$, $Re = 1.26 \times 10^6$ based on $c_{mac}$) and a separated case ($M_\infty = 0.88$, $\alpha = 2.0^\circ$, $Re = 1.32 \times 10^6$) are presented. The experiment was run with free transition, but because transition is not predicted by the code the flow was tripped near the leading edge—this is a good approximation for high $Re$, transonic flows over swept wings. At the suggestion of an experienced engineer [17], the flow was tripped at $x/c = 0.05$ and 0.10 on the upper and lower surfaces respectively.

In the sets of $C_p$ plots for both the MBB-AVA wing and Boeing 747 wing, the following conventions should be noted:

- the $C_p$ profiles are at experimental span stations, the CFD data was linearly interpolated to these span stations
- the dotted horizontal lines on the plots indicate $C_p^*$ or where the flow goes supersonic
- the percent span stations (ETA) is printed in the upper-right quadrants of the plots
- the experimental data is represented by the symbols, the VII calculation is given by the solid line and a Full Potential calculation is given by the dashed line

The results for the attached case are shown in Figure 6.10. In the calculation, the small effect of the boundary layer is to push the shock forward which agrees better with experimental data. The experimental data exhibits large separation near the tip ($\eta = 0.92$), but the VII method does not predict this. The discrepancy is probably due to the crudeness of the boundary conditions at the tip.
Figure 6.10: MBB-AVA Wing, attached case, $C_p$ at experimental span stations
Figure 6.11: MBB-AVA Wing, separated case, $C_p$ at experimental span stations
The results for the separated case are shown in Figures 6.11. The effect of the boundary layer is to move the shocks forward due to the decambering effect of the displacement body. The computed shock locations of the VII method are near the experimental positions, however, the level of the $C_p$ roofs on the upper surface do not match. It is believed that some sort of blockage effects may be responsible since this is a fairly high $M_{\infty}$. To lend confidence to this theory, an Euler solution [41] of this case was computed. The $C_p$ profiles for the Euler code, the VII code, and experiment at one span station are displayed in Figure 6.12 and they indicate that the experimental conditions are different than freestream or flight conditions.

The most important feature of this case is the large 3-D separation. A planform view of the upper surface wall shear stress directions is shown in Figure 6.13 and the area where the vectors are pointing upstream and outboard is the separation region. Finally, the total lift and drag coefficients (farfield formula) for $M_{\infty} = 0.80$ are plotted in Figure 6.14. Viscous effects were small for this range of $\alpha$ so that most of the drag is induced drag. Although the body was not modeled, the lift and drag are in good agreement with experiment.
Figure 6.13: MBB-AVA wing, separated case, $\tau_0$ direction vectors

Figure 6.14: MBB-AVA Wing, $M_\infty = 0.80$, $C_L$ vs. $\alpha$ and $C_L$ vs. $C_D$
6.5 Boeing 747 Wing

The final test case is a Boeing 747 wing from a wing-body experiment for viscous code validation (NASA Ames Transonic Test No. ARC502, 1981). This wing is representative of a commercial transport wing, but it is not the actual production wing.

The mesh possessed 35,000 nodes with 67 nodes in the chordwise direction and 22 nodes in the spanwise direction. Again, only the wing could be gridded. An attached case \( (M_\infty = 0.838, \alpha = 6.75, \text{Re} = 7.72 \times 10^6 \text{ per foot}) \) and a separated case \( (M_\infty = 0.860, \alpha = 6.74, \text{Re} = 2.12 \times 10^6 \text{ per foot}) \) are presented. The flow was tripped at \( z/c = 0.10 \) consistent with the experiment. In addition, several corrections were applied to the wing and angle-of-attack:

- The wing possessed 2° incidence relative to the body. [68, 26]
- Twist corrections as a function of \( \alpha \) due to aeroelastic effects are applied. This is provided in the test data.
- A \(-0.35^\circ\) degree \( \alpha \) correction is applied to account for other experimental effects [26]

The pressure distribution for the attached case is displayed in Figure 6.15. The \( C_p \) profiles predicted by the VII method are in generally in good agreement with experiment, however at several span stations the shock is somewhat smeared due to lack of grid resolution. The shock locations are also slightly aft of the experimental locations. This may be due to neglecting wake curvature effects in the trailing edge pressures (higher-order boundary layer theory) which ultimately affects the lift. In spite of all its simplifications, the VII method does well.

The pressure distributions for the separated case are shown in Figure 6.16. The shock locations are in generally good agreement with experiment, and separation is evident at \( \eta = 0.81 \) and \( \eta = 0.89 \). There is a non-physical \( C_p \) gap at the trailing edge, and an improved Kutta condition (incorporating \( \frac{\partial \eta}{\partial n} \) across the BL) may be required.
Figure 6.15: B-747 Wing, *attached case*, $C_p$ at experimental span stations
Figure 6.16: B-747 Wing, separated case, $C_p$ at experimental span stations
The wall shear stress directions are displayed in Figure 6.17. A large portion of the wing is separated demonstrating the ability of FS coupling to handle separated flow.

For $M_\infty = 0.838$, the lift versus angle-of-attack and lift versus viscous and wave drag, $C'_D$, are presented in Figure 6.18 where $C'_D = C_D - \frac{C_L^2}{\frac{1}{2}AR} - C_{D_{\alpha=3.69^\circ}}$. This modified drag is an attempt to remove the body's drag and the drag due to lift: this reduces the abscissa scale from 1000 drag counts to 500 drag counts for better evaluation. The agreement in drag is not excellent, but it is respectable. However, only a small range of angle-of-attack ($1.69^\circ < \alpha < 5.71^\circ$) could be simulated because the code experienced non-physical behavior ($H_k < 1$) for lower $\alpha$'s, and non-convergence for higher $\alpha$'s.
6.6 $H_k$ Difficulties

In lifting cases, the kinematic shape parameter, $H_k$, on the wake tended to drop below unity. $H_k$ less than unity represents a momentum surplus or jet, and it is entirely non-physical. $H_k$ is controlled by the $H^*$ versus $H_k$ relation (see Equation B.16) where $H^*$ is the streamwise kinetic energy thickness. The problem may be that the crossflow acts like a source of kinetic energy deficit whereby the streamwise k.e. deficit may grow without bound causing $H^*$ to grow larger than 2 and thus $H_k$ to go below 1. These spurious sources may be due to inaccurate 3-D profile correlations, or due to the approximate side boundary conditions.

As a short term fix, the 3-D BL equations are replaced with the 2-D BL equations on the wake several nodes downstream of the trailing edge. Because there is no source of k.e. deficit due to crossflow in the 2-D equations, $H_k$ should not go below 1. It is believed that the solution of the wake has negligible effect on the wing surface solution.
6.7 Performance of the Code

All computations were run on a Silicon Graphics IRIS Indigo 2 with R8800 processor. The vital statistics for the B-747 test case are:

- 35,000 nodes, 57,000 equations, 3 million nonzeroes

- 0.001 to 0.0001 drop tolerance, 20 GMRES directions

- Converged solution takes approximately 10 iterations per 2 degree change in angle-of-attack (550 CPU sec per iteration)

- 200 MB of disk space needed to store the ILU preconditioner

- 96 MB of core space needed for program memory

This is a relatively small problem, yet a large amount of memory is required because the Jacobian matrices for 3-D problems tend to be large. In addition, the CPU time for the solution is large compared to other VII methods (in attached or mildly separated flows).
Chapter 7
Conclusions

7.1 FS Coupling for 3-D Flows

This thesis presented a Fully Simultaneous coupling method for three-dimensional flows. FS coupling is based on the premise that the inviscid and viscous equations together form a well-posed problem in attached and separated flows. The concept is straight-forward: define residual equations for the VII problem, and solve the set of non-linear equations simultaneously with a Newton method. The implementation, however, is rather involved.

The Full Potential equation is discretized with the Galerkin finite element method and the 3-D integral boundary layer equations are discretized with a Petrov-Galerkin finite element scheme. The displacement effect of the boundary layer is simulated with a wall transpiration boundary condition on the inviscid equations, and inviscid edge velocities communicate the pressure field to the boundary layer equations. Edge velocity smoothing must be present in separated flow to remove a nullspace which appears due to the discretization. At each iteration the solution to a large, sparse, non-symmetric, linear system is computed with GMRES and a drop-tolerance ILU preconditioner.

The algorithm was tested on the van den Berg/Elsenaar infinite swept wing, the RAE 2822 airfoil, a 45°-swept wing, the MBB-AVA wing, and the Boeing 747 wing. Good agreement between experimental data ($C_p$'s, BL thicknesses, $C_L$ and $C_D$) and this VII method is demonstrated. Moreover, the Fully Simultaneous coupling method is able to handle three-dimensional separated flows. The main drawback with the FS coupling method is the large computer resource requirements for the solution of the Newton system.
7.2 FEM Discretization of the 3-D Integral BL Equations

This thesis also presented a second-order accurate finite element discretization of the 3-D integral boundary layer equations. The integral boundary layer equations are first cast in a Cartesian coordinate form and all z-z boundary layer quantities are related to four primary nodal variables and the 3-D surface velocities. z-z variables are derived from 1-2 variables using vector identities; and 1-2 variables are related to the primary variables using streamwise closure relations and the Johnston triangular crossflow profile. Edge velocities are computed with simple dot product operations between the z-z coordinate system and the 3-D surface velocities.

A weighted residual form of the 3-D BL equations is solved with the Petrov-Galerkin finite element method. Here, an upwinded weighting function is required for the numerical stability of these hyperbolic equations. The finite element method automatically produces natural boundary conditions which satisfy symmetry or infinite swept wing-like BC's, requires no explicit crossflow smoothing, and allows for the unstructured assemblage of the Jacobian matrix. This discretization of the 3-D integral boundary layer equations is independent of the coupling method and may be used in other VII methods.

7.3 Newton Method Solution

This thesis describes efficient bookkeeping processes for the sparse matrix assembly. After an "optimal" node numbering is determined, the equation numbers for each degree-of-freedom are stored in an identification array. Then, the identification array, the finite element connectivity, and a column skipping array are used to map the (i,j) locations of all the non-zeroes in the matrix. Once mapped, the indices are restored in a convenient column format and the matrix can be assembled.

The Jacobian matrix may be checked for proper linearization by testing for quadratic convergence and by pinging elemental sensitivities. All of these processes are general and can be used in other finite element Newton methods.
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7.4 Recommendations for Future Work

7.4.1 Improvements in 3-D Boundary Layer Modeling

As discussed in Chapter 6, the kinematic shape parameter sometimes goes below unity on the wake. This is entirely non-physical and although a 2-D strip wake calculation may not noticeably affect the pressure field on the wing, it is important to have a full 3-D wake calculation for viscous drag estimation (see Appendix D) and for consistency.

The wingtip side boundary conditions provide another area for improvement. Currently the tip BC’s are approximated using the solution to the 2-D boundary layer equations. The solutions near the tip were consistently in poor agreement with experimental data, and perhaps a better tip BC would improve these results. Alternative BC’s should be formulated, and their stability should be checked with an eigensystem analysis. In addition, the physically correct BL variable magnitudes at the boundaries need to be determined (this is analogous to a farfield model).

7.4.2 Examination of Farfield Drag Formula

The farfield drag formula of Appendix D should provide drag calculations which are more accurate than the standard surface integration. Furthermore it is able to separate the drag into vortex, viscous and wave components. Because of the state of the wake calculation, however, the soundness of the farfield formula could not be determined. With a better wake calculation, a drag study with a series of finer meshes should be conducted.

7.4.3 Newton Method Speedup

The computation times for 3-D problems is large, and any speedup in the Newton method is desirable. One time saving technique is grid sequencing. The procedure is to solve the problem on an inexpensive coarse mesh, and then interpolate the solution to a finer mesh. Since this is a better initial solution, fewer Newton steps will be required on the fine mesh.
The process may be extended by using a sequence of meshes. In addition, any advances in the solution of large, sparse, non-symmetric systems would also be beneficial.

7.4.4 Viscous Design Work

The Newton System provides flowfield sensitivities which can be used in an inverse design method (see Poll [42] or Sorensen [52]) where the pressure is specified and the resulting wing shape is computed. The sensitivity of other relevant quantities like $C_L$, $C_D$, and $C_M$ can also be determined. This opens up numerous possibilities for use in optimization methods.
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Appendix A

Finite Element Method for the Full Potential Equation

This appendix gives more details of the Finite Element Method (FEM) applied to the Full Potential equation. A good reference for FEM implementation is [6], and one for FEM theory is [27]. The second part of this appendix provides the sensitivity formulae for the Full Potential equation.

Figure A.1: Hexahedral Elements

A.1 FEM Details

A.1.1 Isoparametric Trilinear Elements

Within an element, the solution $\phi$ and the geometry $(x, y, z)$ are expressed in terms of local basis or shape functions. For the 8-node trilinear element illustrated in Figure A.1, the eight functions expressed in natural coordinates $(\xi, \eta, \zeta)$ are:
\[ N_1^e = \frac{1}{8} (1 - \xi)(1 - \eta)(1 - \zeta) \]
\[ N_2^e = \frac{1}{8} (1 + \xi)(1 - \eta)(1 - \zeta) \]
\[ N_3^e = \frac{1}{8} (1 + \xi)(1 + \eta)(1 - \zeta) \]
\[ N_4^e = \frac{1}{8} (1 - \xi)(1 + \eta)(1 - \zeta) \]
\[ N_5^e = \frac{1}{8} (1 - \xi)(1 - \eta)(1 + \zeta) \]
\[ N_6^e = \frac{1}{8} (1 + \xi)(1 - \eta)(1 + \zeta) \]
\[ N_7^e = \frac{1}{8} (1 + \xi)(1 + \eta)(1 + \zeta) \]
\[ N_8^e = \frac{1}{8} (1 - \xi)(1 + \eta)(1 + \zeta) \]

and the solution and geometry within the element are defined as:

\[ \phi^e = \sum_{j=1}^{8} N_j^e \phi_j^e \quad x^e = \sum_{j=1}^{8} N_j^e x_j^e \quad y^e = \sum_{j=1}^{8} N_j^e y_j^e \quad z^e = \sum_{j=1}^{8} N_j^e z_j^e \]

where \( \phi_j^e, x_j^e, y_j^e, z_j^e \) are nodal solution values and coordinates for element \( e \).

### A.1.2 Shape Function Gradients

Residuals require the gradient of the shape function, \( \nabla N_i^e \). For a given point \((\xi, \eta, \zeta)\), the gradient in natural coordinates is computed via:

\[
\frac{\partial N_j^e}{\partial \xi} = \pm \frac{1}{8} (1 \pm \eta)(1 \pm \zeta) \\
\frac{\partial N_j^e}{\partial \eta} = \pm \frac{1}{8} (1 \pm \xi)(1 \pm \zeta) \tag{A.1} \\
\frac{\partial N_j^e}{\partial \zeta} = \pm \frac{1}{8} (1 \pm \xi)(1 \pm \eta)
\]

Then, the gradients of \( z, y, z \) with respect to \( \xi, \eta, \zeta \) may be computed from:
\[
\frac{\partial z}{\partial \xi} = \sum_{j=1}^{8} \frac{\partial N_j^z}{\partial \xi} x_j^e \\
\frac{\partial y}{\partial \xi} = \sum_{j=1}^{8} \frac{\partial N_j^y}{\partial \xi} y_j^e \\
\frac{\partial z}{\partial \xi} = \sum_{j=1}^{8} \frac{\partial N_j^z}{\partial \xi} z_j^e
\]
\[
\frac{\partial x}{\partial \eta} = \sum_{j=1}^{8} \frac{\partial N_j^x}{\partial \eta} x_j^e \\
\frac{\partial y}{\partial \eta} = \sum_{j=1}^{8} \frac{\partial N_j^y}{\partial \eta} y_j^e \\
\frac{\partial z}{\partial \eta} = \sum_{j=1}^{8} \frac{\partial N_j^z}{\partial \eta} z_j^e
\]
\[
\frac{\partial x}{\partial \zeta} = \sum_{j=1}^{8} \frac{\partial N_j^x}{\partial \zeta} x_j^e \\
\frac{\partial y}{\partial \zeta} = \sum_{j=1}^{8} \frac{\partial N_j^y}{\partial \zeta} y_j^e \\
\frac{\partial z}{\partial \zeta} = \sum_{j=1}^{8} \frac{\partial N_j^z}{\partial \zeta} z_j^e
\]

(A.2)

Using the chain rule to define the gradient of the shape function in natural coordinates, one arrives at the following system of equations:

\[
\begin{pmatrix}
\frac{\partial z}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{pmatrix}
\begin{pmatrix}
\frac{\partial N}{\partial x} \\
\frac{\partial N}{\partial y} \\
\frac{\partial N}{\partial z}
\end{pmatrix}
= 
\begin{pmatrix}
\frac{\partial N}{\partial \xi} \\
\frac{\partial N}{\partial \eta} \\
\frac{\partial N}{\partial \zeta}
\end{pmatrix}
\]

(A.3)

which may be solved for the gradient of the shape function in physical coordinates \( \nabla N = \left( \frac{\partial N}{\partial x}, \frac{\partial N}{\partial y}, \frac{\partial N}{\partial z} \right) \). The determinant of the matrix is the so-called metric Jacobian.

### A.1.3 Surface Gradients

Gradients at element surfaces are also required. In the case of Equation 2.15, the \((\xi, \eta, \zeta)\) coordinate corresponding to a surface of the element is computed, and then the method of §A.1.2 is employed.

For surface equations such as Equation 3.11, each element is given a local 2-D coordinate system. This is done by computing a surface normal vector \((\mathbf{\hat{e}}_n)\) to the element using the cross product of the diagonals:

Then an \(z\)-\(z\) coordinate system is set up using one diagonal for the \(z\)-direction \((\mathbf{\hat{e}}_z)\) and
the normal to \( \hat{e}_x \) and \( \hat{e}_n \) for the \( z \)-direction (\( \hat{e}_z \)); where \( \hat{e}_x \), \( \hat{e}_z \), and \( \hat{e}_n \) are 3-D vectors. \((x, z)\) coordinates for the four surface nodes may be computed from the \((x, y, z)\) Cartesian coordinates using dot products between the vector distances and \( \hat{e}_x \) and \( \hat{e}_z \). For instance, if node 1 is set to \((x, z) = (0, 0)\) in the 2-D coordinate system. Then the coordinates for node 2 may be found by:

\[
\Delta x = (x_2)_{\text{Cartesian}} - (x_1)_{\text{Cartesian}}
\]

\[
\Delta y = (y_2)_{\text{Cartesian}} - (y_1)_{\text{Cartesian}}
\]

\[
\Delta z = (z_2)_{\text{Cartesian}} - (z_1)_{\text{Cartesian}}
\]

\[
\bar{\Delta} = \Delta x \hat{i} + \Delta y \hat{j} + \Delta z \hat{k}
\]

\[
x_2 = x_1 + \bar{\Delta} \cdot \hat{e}_x
\]

\[
z_2 = z_1 + \bar{\Delta} \cdot \hat{e}_z
\]

A 2-D analog of §A.1.2 is employed to compute surface gradients for Equations 3.11, 3.12, and 3.13.
A.2 Full Potential Equation Sensitivities

Flowfield sensitivities for the Full Potential equation were derived by Poll in reference [42]. These sensitivities are listed here for completeness.

A.2.1 Velocity Vector

\[ \bar{q} = \left( u_\infty + \sum_{j=1}^{8} \frac{\partial N_j}{\partial x} \phi_j \right) \hat{i} + \left( v_\infty + \sum_{j=1}^{8} \frac{\partial N_j}{\partial y} \phi_j \right) \hat{j} + \left( w_\infty + \sum_{j=1}^{8} \frac{\partial N_j}{\partial z} \phi_j \right) \hat{k} \]

\[ \frac{\partial \bar{q}}{\partial \phi_j} = \frac{\partial N_j}{\partial x} \hat{i} + \frac{\partial N_j}{\partial y} \hat{j} + \frac{\partial N_j}{\partial z} \hat{k} \]

\[ \frac{\partial \bar{q}}{\partial \alpha} = \frac{\partial u_\infty}{\partial \alpha} \hat{i} + \frac{\partial v_\infty}{\partial \alpha} \hat{j} + \frac{\partial w_\infty}{\partial \alpha} \hat{k} \]

A.2.2 Velocity Squared

\[ q^2 = u^2 + v^2 + w^2 \]

\[ = \left( u_\infty + \sum_{j=1}^{8} \frac{\partial N_j}{\partial x} \phi_j \right)^2 + \left( v_\infty + \sum_{j=1}^{8} \frac{\partial N_j}{\partial y} \phi_j \right)^2 + \left( w_\infty + \sum_{j=1}^{8} \frac{\partial N_j}{\partial z} \phi_j \right)^2 \]

\[ \frac{\partial q^2}{\partial \phi_j} = 2 \left( u \frac{\partial N_j}{\partial x} + v \frac{\partial N_j}{\partial y} + w \frac{\partial N_j}{\partial z} \right) \]

\[ \frac{\partial q^2}{\partial \alpha} = 2 \left( u \frac{\partial u_\infty}{\partial \alpha} + v \frac{\partial v_\infty}{\partial \alpha} + w \frac{\partial w_\infty}{\partial \alpha} \right) \]

A.2.3 Mach Number

\[ M^2 = M_{\infty}^2 \frac{q^2}{q_{\infty}^2} \left[ 1 + \frac{\gamma - 1}{2} M_{\infty}^2 \left( 1 - \frac{q^2}{q_{\infty}^2} \right) \right]^{-1} \]
\[
\frac{\partial M^2}{\partial q^2} = M^2 \left\{ \frac{1}{q^2} + \frac{\gamma - 1}{2} M_\infty^2 \frac{1}{q_\infty^2} \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{q^2}{q_\infty^2} \right) \right]^{-1} \right\}
\]

\[
\frac{\partial M^2}{\partial \phi} = \frac{\partial M^2}{\partial q^2} \frac{\partial q^2}{\partial \phi} \quad \frac{\partial M^2}{\partial \alpha} = \frac{\partial M^2}{\partial q^2} \frac{\partial q^2}{\partial \alpha}
\]

A.2.4 Upwinding Factor

\[
\mu_f = \mu_c \max \left\{ 0, \left( 1 - \frac{M^2}{M_{\text{crit}}^2} \right), \left( 1 - \frac{M^2}{M_{\text{up}}^2} \right) \right\} = \mu_c \max \{ 0, \mu, \mu_{\text{up}} \}
\]

\[
\frac{\partial \mu}{\partial M^2} = -\mu_c \frac{M_{\text{crit}}^2}{M^4} \quad \frac{\partial \mu_{\text{up}}}{\partial M_{\text{up}}^2} = -\mu_c \frac{M_{\text{crit}}^2}{M_{\text{up}}^4}
\]

\[
\frac{\partial \mu}{\partial q^2} = \frac{\partial \mu}{\partial M^2} \frac{\partial M^2}{\partial q^2} \quad \frac{\partial \mu_{\text{up}}}{\partial q_{\text{up}}^2} = \frac{\partial \mu_{\text{up}}}{\partial M_{\text{up}}^2} \frac{\partial M_{\text{up}}^2}{\partial q_{\text{up}}^2}
\]

\[
\frac{\partial \mu}{\partial \alpha} = \frac{\partial \mu}{\partial M^2} \frac{\partial M^2}{\partial \alpha} \quad \frac{\partial \mu_{\text{up}}}{\partial \alpha} = \frac{\partial \mu_{\text{up}}}{\partial M_{\text{up}}^2} \frac{\partial M_{\text{up}}^2}{\partial \alpha}
\]

A.2.5 Density

\[
\rho = \rho_\infty \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{q^2}{q_\infty^2} \right) \right]^{\frac{1}{\gamma - 1}}
\]

\[
\frac{\partial \rho}{\partial q^2} = -\rho_\infty \frac{M_\infty^2}{2q_\infty^2} \left[ 1 + \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{q^2}{q_\infty^2} \right) \right]^{\frac{2}{\gamma - 1}}
\]

\[
\frac{\partial \rho}{\partial \phi_j} = \frac{\partial \rho}{\partial q^2} \frac{\partial q^2}{\partial \phi_j} \quad \frac{\partial \rho}{\partial \alpha} = \frac{\partial \rho}{\partial q^2} \frac{\partial q^2}{\partial \alpha}
\]

A.2.6 Upwinded Density

\[
\tilde{\rho} = \rho - \mu_f (\rho - \rho_{\text{up}})
\]
\( \phi_{jup} \) refers to nodal \( \phi \)'s in the upwind element.

**Case 1:** Flow is subsonic

\[
\frac{\partial \tilde{p}}{\partial \phi_j} = \frac{\partial p}{\partial \phi_j}
\]

\[
\frac{\partial \tilde{p}}{\partial \phi_{jup}} = 0
\]

\[
\frac{\partial \tilde{p}}{\partial \alpha} = \frac{\partial p}{\partial \alpha}
\]

**Case 2:** Flow is supersonic and accelerating \((M^2 > M^2_{up})\)

\[
\frac{\partial \tilde{p}}{\partial \phi_j} = \frac{\partial p}{\partial \phi_j} - \left[ \frac{\partial \mu}{\partial \phi_j} \left( \rho - \rho_{up} \right) + \mu \frac{\partial \rho}{\partial \phi_j} \right]
\]

\[
\frac{\partial \tilde{p}}{\partial \phi_{jup}} = 0 - \left[ \mu \frac{\partial \rho_{up}}{\partial \phi_{jup}} \right]
\]

\[
\frac{\partial \tilde{p}}{\partial \alpha} = \frac{\partial p}{\partial \alpha} - \left[ \frac{\partial \mu}{\partial \alpha} \left( \rho - \rho_{up} \right) - \mu \frac{\partial \rho_{up}}{\partial \alpha} \right]
\]

**Case 3:** Flow is supersonic and decelerating \((M^2 < M^2_{up})\)

\[
\frac{\partial \tilde{p}}{\partial \phi_j} = \frac{\partial p}{\partial \phi_j} - \left[ + \mu_{up} \frac{\partial \rho}{\partial \phi_j} \right]
\]

\[
\frac{\partial \tilde{p}}{\partial \phi_{jup}} = 0 - \left[ \frac{\partial \mu_{up}}{\partial \phi_{jup}} \left( \rho - \rho_{up} \right) - \mu_{up} \frac{\partial \rho_{up}}{\partial \phi_{jup}} \right]
\]

\[
\frac{\partial \tilde{p}}{\partial \alpha} = \frac{\partial p}{\partial \alpha} - \left[ \frac{\partial \mu_{up}}{\partial \alpha} \left( \rho - \rho_{up} \right) - \mu_{up} \frac{\partial \rho_{up}}{\partial \alpha} \right]
\]

**A.2.7 Full Potential Residual**

With the relations in the previous sections, the Full Potential equation residual sensitivities may be computed. In reference [42], the density was assumed constant in the element and
taken outside of the integrals. This produced erroneous shock positions for coarse grids because it is an inconsistent formulation. In this research, the density is included in the integrals.

\[
R_i = \iiint_V \nabla N_i \cdot (\hat{\rho} \hat{q}) \, dV - \int_{S_{en}} N_i (\hat{\rho} \hat{q}) \cdot \hat{n} \, dS
\]

\[
\frac{\partial R_i}{\partial \phi_j} = \iiint_V \nabla N_i \left( \hat{\rho} \frac{\partial \hat{q}}{\partial \phi_j} + \hat{q} \frac{\partial \hat{\rho}}{\partial \phi_j} \right) \, dV - \int_{S_{en}} N_i \left( \hat{\rho} \frac{\partial \hat{q}}{\partial \phi_j} + \hat{q} \frac{\partial \hat{\rho}}{\partial \phi_j} \right) \cdot \hat{n} \, dS
\]

\[
\frac{\partial R_i}{\partial \alpha} = \iiint_V \nabla N_i \left( \hat{\rho} \frac{\partial \hat{q}}{\partial \alpha} + \hat{q} \frac{\partial \hat{\rho}}{\partial \alpha} \right) \, dV - \int_{S_{en}} N_i \left( \hat{\rho} \frac{\partial \hat{q}}{\partial \alpha} + \hat{q} \frac{\partial \hat{\rho}}{\partial \alpha} \right) \cdot \hat{n} \, dS
\]

### A.2.8 Wake B.C.

The second wake boundary condition (velocity matching on upper and lower surfaces) has the following sensitivities:

\[
(R_{\text{wake}})_i = \iiint_V W_i \left( q_{up}^2 - q_{lo}^2 \right) \, dV
\]

\[
\frac{\partial}{\partial \phi_j} (R_{\text{wake}})_i = \iiint_V W_i \left( \frac{\partial q_{up}^2}{\partial \phi_j} - \frac{\partial q_{lo}^2}{\partial \phi_j} \right) \, dV
\]

\[
\frac{\partial}{\partial \alpha} (R_{\text{wake}})_i = \iiint_V W_i \left( \frac{\partial q_{up}^2}{\partial \alpha} - \frac{\partial q_{lo}^2}{\partial \alpha} \right) \, dV
\]
Appendix B

Closure for Three-Dimensional Boundary Layer Equations

B.1 1-2 Coordinate Definitions

1 $\implies$ Streamwise Direction

2 $\implies$ Crossflow Direction

\[\theta_{11} = \int \left(1 - \frac{u_1}{q_e}\right) \frac{\rho}{\rho_e} \frac{u_1}{q_e} \, d\eta\]

\[\theta_{12} = \int \left(1 - \frac{u_1}{q_e}\right) \frac{\rho}{\rho_e} \frac{u_2}{q_e} \, d\eta\]

\[\theta_{21} = \int \left(-\frac{u_2}{q_e}\right) \frac{\rho}{\rho_e} \frac{u_1}{q_e} \, d\eta\]

\[\theta_{22} = \int \left(-\frac{u_2}{q_e}\right) \frac{\rho}{\rho_e} \frac{u_2}{q_e} \, d\eta\]

\[\delta_1^* = \int 1 - \frac{\rho}{\rho_e} \frac{u_1}{q_e} \, d\eta\]

\[\delta_2^* = \int -\frac{\rho}{\rho_e} \frac{u_2}{q_e} \, d\eta\]

\[\theta_r = \int 1 - \frac{\rho}{\rho_e} \, d\eta\]

\[\delta_1^{**} = \int \left(1 - \frac{\rho}{\rho_e}\right) \frac{u_1}{q_e} \, d\eta\]

\[\delta_2^{**} = \int \left(1 - \frac{\rho}{\rho_e}\right) \frac{u_2}{q_e} \, d\eta\]

\[E_{11} = \int \left[1 - \left(\frac{u_1}{q_e}\right)^2\right] \frac{\rho}{\rho_e} \frac{u_1}{q_e} \, d\eta\]

\[E_{12} = \int \left[1 - \left(\frac{u_1}{q_e}\right)^2\right] \frac{\rho}{\rho_e} \frac{u_2}{q_e} \, d\eta\]

\[E_{21} = \int -\left(\frac{u_2}{q_e}\right)^2 \frac{\rho}{\rho_e} \frac{u_1}{q_e} \, d\eta\]

\[E_{22} = \int -\left(\frac{u_2}{q_e}\right)^2 \frac{\rho}{\rho_e} \frac{u_2}{q_e} \, d\eta\]

\[\theta_1^* = E_{11} + E_{21}\]

\[\theta_2^* = E_{12} + E_{22}\]
B.2 x-z Coordinate Definitions

Using a rotation matrix, the x-z thicknesses may be determined in terms of the 1-2 thicknesses and the angle between the two coordinate systems \( \cos \alpha = \frac{u \pm w}{q} \), \( \sin \alpha = \frac{w}{q} \) [38, 49].

\[
\begin{align*}
\rho e q^2 \theta_{xz} &= \rho e u^2 \theta_{11} + \rho e w^2 \theta_{22} \\
&- \rho e u e \epsilon w e (\theta_{12} + \theta_{21}) \\
\rho e q^2 \theta_{zz} &= \rho e u^2 \theta_{12} - \rho e w^2 \theta_{21} \\
&+ \rho e u e \epsilon w e (\theta_{11} - \theta_{22})
\end{align*}
\]

\[
\begin{align*}
\rho e q^2 \theta_{zz} &= \rho e u^2 \theta_{21} - \rho e w^2 \theta_{12} \\
&+ \rho e u e \epsilon w e (\theta_{11} - \theta_{22})
\end{align*}
\]

\[
\begin{align*}
\rho e q e \delta^* &= \rho e u e \delta_{11}^* - \rho e w e \delta_{22}^* \\
\rho e q e \delta_{zz}^* &= \rho e u e \delta_{12}^* + \rho e w e \delta_{21}^*
\end{align*}
\]

\[
\begin{align*}
\rho e q^2 \delta_{zz}^* &= \rho e u e \delta_{11}^* - \rho e w e \delta_{22}^* \\
\rho e q^2 \delta_{zz}^* &= \rho e u e \delta_{12}^* + \rho e w e \delta_{21}^*
\end{align*}
\]

\[
\begin{align*}
\rho e q^3 \theta_{x} &= q e (\rho e u e \theta_{11}^* - \rho e w e \theta_{22}^*) \\
\rho e q^3 \theta_{z} &= q e (\rho e u e \theta_{12}^* + \rho e w e \theta_{11}^*)
\end{align*}
\]

\[
\begin{align*}
\tau_{xw} &= \frac{u e}{q e} \tau_1 - \frac{w e}{q e} \tau_2 \\
\tau_{z w} &= \frac{u e}{q e} \tau_2 + \frac{w e}{q e} \tau_1
\end{align*}
\]

\[D = \int \tau_1 du_1 + \int \tau_2 du_2\]

B.3 Crossflow Model

The crossflow model is Johnston's triangular profile [28]

\[
\frac{u_2}{q e} = A e \left(1 - \frac{u_1}{q e}\right) \tag{B.1}
\]

where \( A e \) is the crossflow parameter. Streamwise-crossflow thicknesses may now be defined.
B.4 Derived Thicknesses

\[ \delta_2^* = \int -\frac{\rho}{\rho_e q_e} \frac{u_2}{d\eta} \]

\[ = \int -A_c \left( 1 - \frac{u_1}{q_e} \right) \frac{\rho}{\rho_e} d\eta \]

\[ = \int -A_c \left( 1 - \frac{\rho}{\rho_e q_e} \right) d\eta + \int A_c \left( 1 - \frac{\rho}{\rho_e} \right) d\eta \]

\[ = A_c (\theta_\rho - \delta_1^*) \]

\[ A_c = \frac{\delta_2^*}{\theta_{11}} \frac{1}{H_{\theta_\rho} - H} \] (B.3)

\[ \theta_{21} = \int -\frac{u_2}{q_e} \frac{\rho}{\rho_e q_e} \frac{u_1}{d\eta} \]

\[ = \int -A_c \left( 1 - \frac{u_1}{q_e} \right) \frac{\rho}{\rho_e q_e} \frac{u_1}{d\eta} \] (B.4)

\[ = -A_c \theta_{11} \]

\[ \theta_{12} = \int \left( 1 - \frac{u_1}{q_e} \right) \frac{\rho}{\rho_e q_e} \frac{u_2}{d\eta} \]

\[ = \int -\frac{u_2}{q_e} \frac{\rho}{\rho_e q_e} \frac{u_1}{d\eta} + \int \frac{\rho}{\rho_e q_e} \frac{u_2}{d\eta} \] (B.5)

\[ = \theta_{21} - \delta_2^* \]

\[ \theta_{22} = \int -\frac{u_2}{q_e} \frac{\rho}{\rho_e q_e} \frac{u_2}{d\eta} \]

\[ = \int -A_c \left( 1 - \frac{u_1}{q_e} \right) \frac{\rho}{\rho_e q_e} \frac{u_2}{d\eta} \] (B.6)

\[ = -A_c \theta_{12} \]
\[ \delta^{**}_{2} = \int \left( 1 - \frac{\rho}{\rho_e} \right) \frac{u_2}{q_e} \, d\eta \]
\[ = \int \left( 1 - \frac{\rho}{\rho_e} \right) A_c \left( 1 - \frac{u_1}{q_e} \right) \, d\eta \]  
(B.7)
\[ = A_c \left[ \theta_\rho - \delta^{**}_{1} \right] \]

\[ E_{12} = \theta_{12} + A_c (2\theta_{11} - E_{11}) \]  
(B.8)

\[ E_{21} = -\theta_{22} - A_c E_{12} \]  
(B.9)

\[ E_{22} = -A_c (E_{21} - \theta_{22}) \]  
(B.10)

### B.5 Empirical Closure Relations

The following closure relations are taken from subroutines of Drela. The references for these relations are labeled along with the formula.

**Shape Parameters**

\[ H \equiv \frac{\delta^*_1}{\theta_{11}} \]

\[ H_{\theta_\rho} \equiv \frac{\theta_\rho}{\theta_{11}} \]  
(B.11)

\[ H_{\delta^{**}_{11}} \equiv \frac{\delta^{**}_{1}}{\theta_{11}} \]

\[ H^* \equiv \frac{E_{11}}{\theta_{11}} \]
Kinematic Shape Parameter \[62\]

\[ H_k = \frac{H - 0.290M^2}{1.0 + 0.113M^2} \]  \hspace{1cm} (B.12)

Density Shape Parameter \[63\]

\[ H_{\xi_{ii}} = \left( \frac{0.064}{H_k - 0.8} + 0.251 \right)M^2 \]  \hspace{1cm} (B.13)

Auxiliary Density Shape Factor \[53\]

\[ H_{\theta_{\rho}} = (0.185H_k + 0.150)M^2 \]  \hspace{1cm} (B.14)

Streamwise Kinetic Energy Shape Parameter

laminar \[16\]

\[ H^* = 0.0111 \left( \frac{H_k - 4.35}{H_k + 1.0} \right)^2 - 0.0278 \left( \frac{H_k - 4.35}{H_k + 1.0} \right)^3 \]

\[ + 1.528 - 0.0002 \left[ (H_k - 4.35)H_k \right]^2 \hspace{2cm} H_k < 4.35 \]  \hspace{1cm} (B.15)

\[ H^* = 0.015 \left( \frac{H_k - 4.35}{H_k} \right)^2 + 1.528 \hspace{2cm} H_k \geq 4.35 \]
turbulent [15, 16]

\[ H_o = \min \left( 3.0 + \frac{400.0}{Re_\theta}, 4.0 \right) \]

\[ H_r = \frac{H_o - H_k}{H_o - 1.0} \]

\[ H_k^* = \left( 0.5 - \frac{4.0}{Re_\theta} \right) H_r^2 \left( \frac{1.5}{H_k + 0.5} + 1.5 + \frac{4.0}{Re_\theta} \right) \quad H_k < H_o \]

\[ H_k^* = \left( H_k - H_o \right)^2 \left[ 0.007 \frac{\log \left( Re_\theta \right)}{\left( H_k - H_o + \frac{4.0}{\log \left( Re_\theta \right)} \right)} + 0.015 \right] \]

\[ + \frac{1.5 + 4.0}{Re_\theta} \] \quad \[ H_k \geq H_o \]

\[ H^* = \frac{H_k^* + 0.028 M^2}{1.0 + 0.014 M^2} \]

Boundary Layer Thickness Estimate for Lag Equation [16]

\[ \delta = \left( 3.15 + \frac{1.72}{H_k - 1.0} \right) \theta_{11} + \delta_1^* \] \quad (B.17)

Equilibrium $S_i$ or Stress Coefficient [16]

\[ C_o = \frac{0.5}{6.7^2 + 0.75} \]

\[ U_s = 0.5 H^* \left( 1.0 - \frac{H_k - 1.0}{0.75 H} \right) \] \quad streamwise slip velocity \quad (B.18)

\[ C_r^{1/2}_{eq} = \frac{C_o H^* (H_k - 1.0)^{3/2}}{(1.0 - U_s) (1.0 + A_2^2) H H_k^{3/2}} \]
Streamwise Skin Friction

laminar [15]

\[
C_{f_1} = \frac{1}{Re_\theta} \left\{ 0.0727 \left( \frac{5.5 - H_k}{H_k + 1.0} \right)^3 - 0.07 \right\} \quad H_k < 5.5
\]

\[
C_{f_1} = \frac{1}{Re_\theta} \left\{ 0.015 \left( 1.0 - \frac{1.0}{H_k - 4.5} \right)^2 - 0.07 \right\} \quad H_k \geq 5.5
\]

(B.19)

turbulent [54]

\[
F_c = \sqrt{1.0 + \frac{\gamma - 1}{2} M^2}
\]

\[
C_{f_0} = 0.3 \exp(-1.33H_k) \left( \log \left( \frac{Re_k}{F_c} \right) \right)^{-1.74 - 0.31H_k}
\]

\[
C_{f_1} = \frac{1}{F_c} \left\{ C_{f_0} + 1.1 \times 10^{-4} \left[ \tanh \left( 4.0 - \frac{H_k}{0.875} \right) - 1.0 \right] \right\}
\]

(B.20)

Crossflow Skin Friction

laminar [16]

\[
C_{f_2} = -0.42 \frac{\delta^*}{\theta_{11}} \frac{1}{Re_\theta}
\]

(B.21)
turbulent \[16\]

\[ U_s \equiv \frac{u_s}{q_e} \quad \text{streamwise slip velocity} \]

\[ W_s \equiv \frac{w_s}{q_e} = A_c (1.0 - U_s) \quad \text{crossflow slip velocity} \]

\[ C_f = \frac{2}{(0.18)^2} \tanh^{-1} \left( Q_s^2 \right) \]

\[ = \frac{2}{(0.18)^2} \frac{1}{2} \log \left( \frac{1 + Q_s^2}{1 - Q_s^2} \right) \quad (B.22) \]

\[ C_{f1} = C_f \frac{U_s}{Q_s} \implies U_s = \frac{C_{f1}}{C_f} Q_s \]

\[ C_{f2} = C_f \frac{W_s}{Q_s} \]

The streamwise slip velocity here is a different approximation than the one used elsewhere.

The following nonlinear equation is solved for \( Q_s \)

\[ Q_s^2 = U_s^2 + W_s^2 \]

\[ = U_s^2 + A_c^2 (1 - U_s)^2 \]

\[ = (1 + A_c^2) U_s^2 - 2A_c^2 U_s + A_c^2 \quad (B.23) \]

\[ = (1 + A_c^2) Q_s^2 \left( \frac{C_{f1}}{C_f} \right)^2 - 2A_c^2 Q_s \left( \frac{C_{f1}}{C_f} \right) + A_c^2 \]
Dissipation [16]

laminar wall layer

\[ D_1 = \frac{1}{Re_\theta} \left[ 0.207 + 0.00205 (4.0 - H_k)^{5.5} \right] \quad H_k < 4.0 \]

\[ D_1 = \frac{1}{Re_\theta} \left[ 0.207 - 0.0016 \frac{(H_k - 4.0)^2}{1.0 + 0.02 (H_k - 4.0)^2} \right] \quad H_k \geq 4.0 \] (B.24)

\[ C_{D_w} = \frac{1}{2} H^* D_1 + 0.0455 \left( \frac{\delta_z}{\theta_{11}} \right)^2 \frac{1}{Re_\theta} \]

turbulent wall layer

\[ C_{D_w} = \frac{1}{2} \left( C_{f1} U_\infty + C_{f2} W_\infty \right) \] (B.25)

wake layer

\[ \Delta C_D = \int \tau_s \frac{\partial u}{\partial \eta} d\eta + \int \tau_s \frac{\partial w}{\partial \eta} d\eta \]

\[ = \int \tau_s \frac{\partial u}{\partial \eta} d\eta + \int \tau_s \frac{\partial u}{\partial \eta} \left( \frac{\tau_s \frac{\partial w}{\partial \eta}}{\tau_s \frac{\partial u}{\partial \eta}} \right) d\eta \]

\[ = \int \tau_s \frac{\partial u}{\partial \eta} d\eta + \int \tau_s \frac{\partial u}{\partial \eta} \left( \frac{\partial w}{\partial u} \frac{\partial w}{\partial \eta} \right) d\eta \] (B.26)

\[ = \int \tau_s \frac{\partial u}{\partial \eta} d\eta + \int \tau_s \frac{\partial u}{\partial \eta} \left( \frac{\partial w}{\partial u} \right)^2 d\eta \]

\[ = \left( \int \tau_s \frac{\partial u}{\partial \eta} d\eta \right) (1.0 + A_c^2) \]

\[ = C_r (1.0 - U_\infty) (1.0 + A_c^2) \]

The total dissipation coefficient is given by \( C_D = C_{D_w} + \Delta C_D \)
Appendix C
Wall Transpiration

This appendix contains the derivation for the wall transpiration flux \((\rho V_w)\) formula used in Chapter 4. It is an extension of the results for two-dimensional, incompressible flow from reference [33]. In addition, a useful expression for the wall transpiration's contribution to drag is derived here to be used in Appendix D.

First, define the boundary layer thickness components.

\[
\rho_e q_e \delta_x \equiv \int_0^{y_e} (\rho_e u_e - \rho u) \, dy \quad (C.1)
\]

\[
\rho_e q_e \delta_z \equiv \int_0^{y_e} (\rho_e w_e - \rho w) \, dy \quad (C.2)
\]

![Figure C.1: Equivalent Inviscid Flow Calculation](image)

The goal is simulate the displacement effect of the boundary layer in an inviscid flow. This is achieved by matching the normal velocity at a distance of a boundary layer's edge, \(y_e\), for the case of a real viscous flow and an inviscid flow with wall transpiration.
C.1 Real Viscous Flow

\[
\rho_e V_e = \int_{0}^{\nu_e} \frac{\partial}{\partial y} (\rho v) \, dy
\]

\[
= \int_{0}^{\nu_e} \left[ \frac{\partial}{\partial x} (\rho u) + \frac{\partial}{\partial z} (\rho w) \right] \, dy
\]

\[
= \int_{0}^{\nu_e} \frac{\partial}{\partial z} (\rho_e u_e - \rho u) + \frac{\partial}{\partial z} (\rho_e w_e - \rho w) \, dy
\]

\[
- y_e \left[ \frac{\partial}{\partial z} (\rho_e u_e) + \frac{\partial}{\partial z} (\rho_e w_e) \right] 
\]

\[
= \frac{\partial}{\partial z} (\rho_e q_e \delta_z^*) + \frac{\partial}{\partial z} (\rho_e q_e \delta_z^*) - y_e \left[ \frac{\partial}{\partial z} (\rho_e u_e) + \frac{\partial}{\partial z} (\rho_e w_e) \right] 
\]

\[(C.3)\]

C.2 Equivalent Inviscid Flow

\[
\rho_e V_e = \rho V_w + \int_{0}^{\nu_e} \frac{\partial}{\partial y} (\rho v) \, dy
\]

\[
= \rho V_w + \int_{0}^{\nu_e} \left[ \frac{\partial}{\partial z} (\rho u) + \frac{\partial}{\partial z} (\rho w) \right] \, dy
\]

\[
= \rho V_w - y_e \left[ \frac{\partial}{\partial z} (\rho_e u_e) + \frac{\partial}{\partial z} (\rho_e w_e) \right] 
\]

\[(C.4)\]

It is assumed that \( \rho_e u_e \) and \( \rho_e w_e \) are constant in an inviscid flow through the distance \( y_e \) in equation C.4—this is a first order boundary layer assumption. In order to match \( \rho_e V_e \) for equations C.3 and C.4, the desired expression for \( \rho V_w \) becomes:

\[
\rho V_w = \frac{\partial}{\partial z} (\rho_e q_e \delta_z^*) + \frac{\partial}{\partial z} (\rho_e q_e \delta_z^*)
\]
C.3 Wall Transpiration for Drag Calculations

In Appendix D, an expression for \((U \rho \bar{q} \cdot \hat{n})\) will be required for drag calculations. \(U\) is the Cartesian velocity component in the freestream direction. On the body and wake surfaces \((\rho \bar{q} \cdot \hat{n})\) would be the negative of the wall transpiration since \(\hat{n}\) points out of the fluid. Using a slightly different notation, the wall transpiration is expressed as:

\[
\rho \bar{q} \cdot \hat{n}_{\omega} = -\nabla_{s} \cdot \left( \rho_{e} q_{e} \vec{\delta}^{*} \right) \tag{C.5}
\]

where

\[
\nabla_{s} \equiv \frac{\partial}{\partial x} \hat{e}_{x} + \frac{\partial}{\partial z} \hat{e}_{z}
\]

\[
\vec{\delta}^{*} \equiv \delta_{z}^{*} \hat{e}_{x} + \delta_{z}^{*} \hat{e}_{z}
\]

\(\hat{e}_{x}\) and \(\hat{e}_{z}\) are a 3-D unit vectors which define a local, 2-D coordinate system that lies in the plane locally tangent to the surface. The \(\nabla_{s}\) operator is the gradient operator in this 2-D coordinate system.

C.3.1 3-D Integral Momentum Equations

The 3-D integral momentum equations are:

\[
\nabla_{s} \cdot \left( \rho_{e} q_{e}^{2} \tilde{\theta}_{z} \right) + \rho_{e} q_{e} \vec{\delta}^{*} \cdot \nabla_{s} u_{e} = \tau_{z\omega} \tag{C.6}
\]

\[
\nabla_{s} \cdot \left( \rho_{e} q_{e}^{2} \tilde{\theta}_{z} \right) + \rho_{e} q_{e} \vec{\delta}^{*} \cdot \nabla_{s} w_{e} = \tau_{z\omega}
\]

where

\[
\tilde{\theta}_{z} = \theta_{xz} \hat{e}_{x} + \theta_{xz} \hat{e}_{z}
\]

\[
\tilde{\theta}_{z} = \theta_{zz} \hat{e}_{x} + \theta_{zz} \hat{e}_{z}
\]
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C.3.2 Vector Product Rule and Combining

As an intermediate step, the product rule with the $\nabla_s$ operator produces the following expressions:

\[
\nabla_s \cdot (\rho_e q_e \delta^s u_e) = u_e \nabla_s \cdot (\rho_e q_e \delta^s) + \rho_e q_e \delta^s \cdot \nabla_s u_e
\]

\[
\nabla_s \cdot (\rho_e q_e \delta^s w_e) = w_e \nabla_s \cdot (\rho_e q_e \delta^s) + \rho_e q_e \delta^s \cdot \nabla_s w_e
\]

Combining these expressions with equation C.6 one arrives at:

\[
- u_e \nabla_s \cdot (\rho_e q_e \delta^s) = - \nabla_s \cdot (\rho_e q_e^2 \theta_z) + \tau_{xw} - \nabla_s \cdot (\rho_e q_e u_e \delta^s)
\]

\[
- w_e \nabla_s \cdot (\rho_e q_e \delta^s) = - \nabla_s \cdot (\rho_e q_e^2 \theta_z) + \tau_{xw} - \nabla_s \cdot (\rho_e q_e w_e \delta^s)
\]

(C.7)

Since $U = \dot{q} \cdot i = u_e (\dot{e}_z \cdot i) + w_e (\dot{e}_z \cdot i)$, and using equations C.5 and C.7:

\[
U (\rho_e \dot{q} \cdot \dot{n}) = [u_e (\dot{e}_z \cdot i) + w_e (\dot{e}_z \cdot i)] \left[ - \nabla_s \cdot (\rho_e q_e \delta^s) \right]
\]

\[
= \left[ \tau_{xw} - \nabla_s \cdot (\rho_e q_e u_e \delta^s) - \nabla_s \cdot (\rho_e q_e^2 \theta_z) \right] (\dot{e}_z \cdot i)
\]

\[
+ \left[ \tau_{xw} - \nabla_s \cdot (\rho_e q_e w_e \delta^s) - \nabla_s \cdot (\rho_e q_e^2 \theta_z) \right] (\dot{e}_z \cdot i)
\]

(C.8)

C.3.3 Differencing Coordinate Vectors

Another application of the product rule yields
\[ \nabla_s \cdot \left( \hat{\epsilon}_z \cdot i \right) \rho_e q_e u_e \tilde{\delta}^z = (\hat{\epsilon}_z \cdot i) \nabla_s \cdot \left( \rho_e q_e u_e \tilde{\delta}^z \right) + \rho_e q_e u_e \tilde{\delta}^z \cdot \nabla_s (\hat{\epsilon}_z \cdot i) \]

\[ \nabla_s \cdot \left( (\hat{\epsilon}_z \cdot i) \rho_e q_e w_e \tilde{\delta}^z \right) = (\hat{\epsilon}_z \cdot i) \nabla_s \cdot \left( \rho_e q_e w_e \tilde{\delta}^z \right) + \rho_e q_e w_e \tilde{\delta}^z \cdot \nabla_s (\hat{\epsilon}_z \cdot i) \]

\[ \nabla_s \cdot \left( (\hat{\epsilon}_z \cdot i) \rho_e q_e^2 \tilde{\theta}_z \right) = (\hat{\epsilon}_z \cdot i) \nabla_s \cdot \left( \rho_e q_e^2 \tilde{\theta}_z \right) + \rho_e q_e^2 \tilde{\theta}_z \cdot \nabla_s (\hat{\epsilon}_z \cdot i) \]

\[ \nabla_s \cdot \left( (\hat{\epsilon}_z \cdot i) \rho_e q_e^2 \tilde{\theta}_z \right) = (\hat{\epsilon}_z \cdot i) \nabla_s \cdot \left( \rho_e q_e^2 \tilde{\theta}_z \right) + \rho_e q_e^2 \tilde{\theta}_z \cdot \nabla_s (\hat{\epsilon}_z \cdot i) \]

(C.9)

The third term on each of the relations in equation C.9 may be collected and rewritten as:

\[ i \cdot \left\{ \left[ \rho_e q_e u_e \tilde{\delta}^z + \rho_e q_e^2 \tilde{\theta}_z \right] \cdot \nabla_s \right\} \hat{\epsilon}_z + \left[ \rho_e q_e w_e \tilde{\delta}^z + \rho_e q_e^2 \tilde{\theta}_z \right] \cdot \nabla_s (\hat{\epsilon}_z \cdot i) \]

In the discrete case, \( \hat{\epsilon}_z \) and \( \hat{\epsilon}_z \) are constant over each panel. Hence the above term is zero, and equation C.8 becomes:

\[ U \left( \rho \tilde{g} \cdot \hat{n} \right) |_w = \tau_{zw} (\hat{\epsilon}_z \cdot i) + \tau_{zw} (\hat{\epsilon}_z \cdot i) \]

\[ - \nabla_s \cdot \left( (\hat{\epsilon}_z \cdot i) \rho_e q_e u_e \tilde{\delta}^z \right) - \nabla_s \cdot \left( (\hat{\epsilon}_z \cdot i) \rho_e q_e w_e \tilde{\delta}^z \right) \]

\[ - \nabla_s \cdot \left( (\hat{\epsilon}_z \cdot i) \rho_e q_e^2 \tilde{\theta}_z \right) - \nabla_s \cdot \left( (\hat{\epsilon}_z \cdot i) \rho_e q_e^2 \tilde{\theta}_z \right) \]

(C.10)
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Appendix D

Drag Calculation

This appendix contains the derivation of a drag formula for a 3-D Full Potential and boundary layer simulation. The most direct method of computing drag is by the integration of shear stress and pressure over the body surface. However, this method is prone to numerical error as shown by Smith and Kroo [50]. Drag for aerodynamic shapes is typically a small quantity and subtracting nearly equal pressures from the front and rear of the body is inaccurate.

An alternative to surface integration is to compute drag using only farfield quantities and body force-like terms. The goal is to sum small positive quantities which leads to a more accurate drag calculation. In addition, the farfield drag formula may be separated into vortex, wave, and viscous drag components, which is of much use to the aircraft designer.

There are two ways to approach the farfield calculation, and both use the integral momentum theorem. The first is to assume a real viscous flow (RVF) and include viscous terms in the integral momentum theorem. The difficulty with using the RVF is in the computation of vortex drag. Vortex drag is derived with a Trefftz plane analysis which assumes that at a farfield plane there is no streamwise velocity perturbation along the vortex sheet and the flow is irrotational [4]. These assumptions are violated because of the velocity defect in the viscous wake (see Fig. D.1), and therefore, the viscous wake region must be neglected.

Another farfield approach is to use the inviscid integral momentum theorem and to model the problem as an equivalent inviscid flow (EIF) with the wall transpiration BC. The benefit of this approach is that the vortex drag may be computed without neglecting the farfield wake region since there is no velocity defect at the Trefftz plane (Fig. D.1). The drag component corresponding to the viscous drag appears through the wall transpiration:
a mass source in an inviscid flow will experience drag, the source strength is related to the calculated displacement thickness ($\delta^*$), and the displacement thickness is related to the momentum thickness ($\theta$) via the boundary layer equations. This derivation is slightly involved, but (as will be shown) it is feasible and the wake need not be neglected. Hence the EIF model will be used to derive the farfield drag formula.

![Figure D.1: Velocity Defect in RVF vs. EIF](image)

It is first necessary to address whether the drag from the inviscid integral momentum theorem (using EIF) matches that of the viscous integral momentum theorem. If the surface pressure distribution in the inviscid integral is the same as that in the viscous integral, then the pressure drag will be equal. And indeed, the surface pressure distribution from an EIF matches that of the RVF within the order of the BL theory that is used. Furthermore, because an inviscid flow has no shear stress, the shear stress distribution from the boundary layer calculation needs to be added to the EIF drag. Hence the drag estimate from the inviscid integral momentum theorem (using EIF) will match that from the viscous integral momentum theorem: the drag being defined as

\[
D = \int_{\partial\Omega_w} \tau_{z\omega} (\hat{e}_z \cdot i) + \tau_{r\omega} (\hat{e}_r \cdot i) \, dS + \int_{\partial\Omega_w} p \hat{n} \cdot i \, dS
\]
D.1 Preliminaries

Figure D.2: Control Volume for Integral Momentum Theorem

First, an eclectic set of preliminary relations are derived which will be used later in the integral momentum theorem (§D.2). The coordinate system for this analysis is aligned such that the z-direction is the direction of freestream flow and drag forces.

D.1.1 Small Perturbation Pressure and Density

\[ u = u_\infty + u', \quad v = v', \quad w = w', \quad q_\infty = u_\infty \]

\[ q^2 = u_\infty^2 + 2u_\infty u' + (u'^2 + v'^2 + w'^2) \quad (D.1) \]

Using the above perturbation velocities, and with \( \frac{\gamma - 1}{2} M_\infty^2 \left( 1 - \frac{v^2}{q^2} \right) \ll 1 \) the pressure may be approximated using the binomial expansion:
\[ p = p_{\infty} \left[ 1 + \frac{\gamma - 1}{2} M_{\infty}^2 \left( 1 - \frac{q^2}{q_{\infty}^2} \right) \right]^{\frac{\gamma}{\gamma - 1}} \]

\approx p_{\infty} \left[ 1 + \frac{\gamma}{\gamma - 1} \frac{\gamma - 1}{2} M_{\infty}^2 \left( 1 - \frac{q^2}{q_{\infty}^2} \right) \right] \quad (D.2)

\approx p_{\infty} - \frac{1}{2} \rho_{\infty} \left[ 2u_{\infty} u' + (u'^2 + v'^2 + w'^2) \right] \]

Similarly, the density is given by:

\[ \rho = \rho_{\infty} \left[ 1 + \frac{\gamma - 1}{2} M_{\infty}^2 \left( 1 - \frac{q^2}{q_{\infty}^2} \right) \right]^{\frac{1}{\gamma - 1}} \]

\approx \rho_{\infty} \left[ 1 + \frac{1}{\gamma - 1} \frac{\gamma - 1}{2} M_{\infty}^2 \left( 1 - \frac{q^2}{q_{\infty}^2} \right) \right] \quad (D.3)

\approx \rho_{\infty} - \frac{1}{2} \rho_{\infty} \left[ 2u_{\infty} u' + (u'^2 + v'^2 + w'^2) \right] \]

D.1.2 \nabla_s \text{ Operator}

Although not proven here, the surface gradient operator of Appendix C obeys a Divergence Theorem.

\[ \int \int_{\partial \Omega} \nabla_s \cdot \vec{F} \, dS = \oint \vec{F} \cdot \hat{n} \, dl \quad (D.4) \]

Typically, the boundary layer quantities represented by \( \vec{F} \) (e.g. \( \rho_\infty \delta^* \)) disappear everywhere along the line integral path except along the span line in the exit plane.

D.1.3 Continuity Result

The continuity equation, assuming that all inter-volume mass sources sum to zero, becomes:
\[
\int \int_{\partial \Omega} \rho \, \vec{q} \cdot \hat{n} \, dS = 0 \tag{D.5}
\]

After splitting this into integrals over the farfield surface, \(\partial \Omega_{ff}\), and over the wing/wake, \(\partial \Omega_w\), the following relation is derived:

\[
\int \int_{\partial \Omega} \rho \, \vec{q} \cdot \hat{n} \, dS = \int \int_{\partial \Omega_w} \rho \, \vec{q} \cdot \hat{n} \, dS \\
+ \int \int_{\partial \Omega_{ff}} \rho_\infty \left[(u_\infty + u') \, \hat{i} \cdot \hat{n} + v' \, \hat{j} \cdot \hat{n} + w' \, \hat{k} \cdot \hat{n}\right] \, dS \\
= -\int \int_{\partial \Omega_w} \nabla_{*} \cdot \rho e \vec{q} \vec{\delta}^* \, dS \\
+ \int \int_{\partial \Omega_{ff}} \rho_\infty \left(u' \, \hat{i} \cdot \hat{n} + v' \, \hat{j} \cdot \hat{n} + w' \, \hat{k} \cdot \hat{n}\right) \, dS \\
= -\oint \rho e q e \vec{\delta}^* \cdot \hat{n} \, dl + \int \int_{\partial \Omega_{ff}} \rho_\infty \left(u' \, \hat{i} \cdot \hat{n} + v' \, \hat{j} \cdot \hat{n} + w' \, \hat{k} \cdot \hat{n}\right) \, dS
\]

The \(\rho_\infty u_\infty\) constant integrated over a closed boundary is zero. The mass transpiration on wing and wake surfaces is defined by equation C.5 and manipulated by relation D.4. The final, useful relation is given by:

\[
\int \int_{\partial \Omega_{ff}} \rho_\infty \left(u' \, \hat{i} \cdot \hat{n} + v' \, \hat{j} \cdot \hat{n} + w' \, \hat{k} \cdot \hat{n}\right) \, dS = \int_{b_\infty} \rho e q e \vec{\delta}^* \cdot \hat{n} \, dl \tag{D.6}
\]

The \(\rho e q e \vec{\delta}^*\) term at the attachment line contributes nothing because the upper and lower surface line integrations cancel. This term is zero on the wingtip side boundaries because the boundary layer ends in space and \(\vec{\delta}^*\) is zero there. The only place it is not zero is at the along the exit span line (\(b_\infty\)).
D.2 Integral Momentum Theorem

Now the drag is computed from the integral momentum theorem. The steady flow, inviscid integral momentum theorem is given by:

\[
\iint_{\partial \Omega} \rho \ddot{q} (\ddot{n} \cdot \hat{n}) \, dS = - \iint_{\partial \Omega} (p - p_{\infty}) \ddot{n} \, dS + \iint_{\Omega} \ddot{g} \, dV
\]  \hspace{1cm} (D.7)

\( p_{\infty} \) integrated over a closed surface adds zero to the equation, but this form of the pressure integral will be useful. \( \ddot{g} \) is a body force term. The only restriction is that we chose our outflow control surface to be normal to the wake some distance away from the body (see figure D.2). Now the momentum flux and pressure terms may be divided into those on the farfield surfaces and those on the solid surfaces.

D.3 Farfield Fluxes and Pressure

The farfield flux and pressure integrals in equation D.7 may be computed using small perturbation velocities. Away from the outflow-plane vortex sheet, all of the velocity perturbations are small, so that equations may be linearized. Near the sheet, \( u' \) is small, but \( v' \) and \( w' \) are not. If the exit plane is positioned normal to the \( z \)-axis, the \( z \)-component of the farfield flux term is given by:

\[
\iint_{\partial \Omega_{ff}} \rho u (\ddot{q} \cdot \hat{n}) \, dS = \iint_{\partial \Omega_{ff}} \rho_{\infty} (u_{\infty} + u') \left[ (u_{\infty} + u') \hat{i} \cdot \ddot{n} + v' \hat{j} \cdot \ddot{n} + w' \hat{k} \cdot \ddot{n} \right] \, dS
\]

\[
= \iint_{\partial \Omega_{ff}} \rho_{\infty} \left[ (u_{\infty}^2 + 2u_{\infty}u') \hat{i} \cdot \ddot{n} + u_{\infty}v' \hat{j} \cdot \ddot{n} + u_{\infty}w' \hat{k} \cdot \ddot{n} \right] \, dS
\]

\[
= \iint_{\partial \Omega_{ff}} \rho_{\infty} u_{\infty} u' \hat{i} \cdot \ddot{n} \, dS
\]

\[
+ \iint_{\partial \Omega_{ff}} \rho_{\infty} \left[ u_{\infty} u' \hat{i} \cdot \ddot{n} + u_{\infty} v' \hat{j} \cdot \ddot{n} + u_{\infty} w' \hat{k} \cdot \ddot{n} \right] \, dS
\]

\[
= \iint_{\partial \Omega_{ff}} \rho_{\infty} u_{\infty} u' \hat{i} \cdot \ddot{n} \, dS + \int_{b_{\infty}} u_{\infty} \rho c \delta e \hat{e} \cdot \ddot{n} \, dl
\]  \hspace{1cm} (D.8)
\( u^2 \) terms are neglected in favor of other terms. \( u'u' \) and \( u'w' \) are not necessarily small at the exit plane, but \( \hat{j} \cdot \hat{n} \) and \( \hat{k} \cdot \hat{n} \) are zero there since we selected the exit plane such that \( \hat{n} = \hat{i} \). Also equation D.6 has been used to replace the last group of flux terms. Now, the farfield pressure term is given by:

\[
- \int_{\partial \Omega_{ff}} (p - p_\infty) \hat{n} \cdot \hat{i} \, dS = \int_{\partial \Omega_{ff}} \frac{1}{2} \rho_\infty \left[ 2u_\infty u' + (u'^2 + v'^2 + w'^2) \right] \hat{i} \cdot \hat{n} \, dS
\]

\[
= \int_{\partial \Omega_{ff}} \rho_\infty u_\infty u' \hat{n} \cdot \hat{i} \, dS \quad (D.9)
\]

\[
+ \frac{1}{2} \int_{\partial \Omega_{exit}} \rho_\infty (v'^2 + w'^2) \, dS
\]

Again, \( u'^2 \) terms have been neglected.

### D.4 Surface Fluxes and Pressure

Using the integral momentum BL equations in the form of equation C.10, the wall momentum flux becomes:

\[
\int_{\partial \Omega_w} u (\rho \hat{q} \cdot \hat{n}) \, dS = \int_{\partial \Omega_w} \tau_{zw} (\hat{e}_x \cdot \hat{i}) + \tau_{zw} (\hat{e}_z \cdot \hat{i}) \, dS
\]

\[
- \int_{b_\infty} \left[ (\hat{e}_x \cdot \hat{i}) \rho_e q_e u_e \delta_e^* + (\hat{e}_z \cdot \hat{i}) \rho_e q_e w_e \delta_e^* \right] \cdot \hat{n} \, dl \quad (D.10)
\]

\[
- \int_{b_\infty} \left[ (\hat{e}_x \cdot \hat{i}) \rho_e q_e^2 \delta_e^* + (\hat{e}_z \cdot \hat{i}) \rho_e q_e^2 \delta_e^* \right] \cdot \hat{n} \, dl
\]

where \( \partial \Omega_w \) is over solid surfaces. The middle term on the right-hand-side becomes

\[
- \int_{b_\infty} \left[ (\hat{e}_x \cdot \hat{i}) \rho_e q_e u_e \delta_e^* + (\hat{e}_z \cdot \hat{i}) \rho_e q_e w_e \delta_e^* \right] \cdot \hat{n} \, dl = - \int_{b_\infty} u \left( \rho_e q_e \delta_e^* \right) \cdot \hat{n} \, dl \quad (D.11)
\]

since \( u = u_e (\hat{e}_x \cdot \hat{i}) + w_e (\hat{e}_z \cdot \hat{i}) \). The surface pressure integral is simply
\[ - \int_{\partial \Omega} (\rho - \rho_\infty) \hat{n} \cdot \mathbf{i} \, dS = - \int_{\partial \Omega} \rho \hat{n} \cdot \mathbf{i} \, dS \] (D.12)

### D.5 Interior Momentum Sources

The artificial viscosity terms may be viewed as producing momentum sources [58]. The equation that is being solved is the continuity equation with a modified density, \( \hat{\rho} = \rho + \delta \rho \). Hence the actual Full Potential equation is:

\[ \nabla \cdot [(\rho + \delta \rho) \hat{q}] = 0 \]

or

\[ \nabla \cdot (\rho \hat{q}) = -\nabla \cdot (\delta \rho \hat{q}) \] (D.13)

Now, using a vector identity,

\[ \nabla \cdot (\rho u \hat{q}) - \rho (\hat{q} \cdot \nabla) u = u \nabla \cdot (\rho \hat{q}) \]

and combining this with Euler's equation in the \( x \)-direction,

\[
\rho (\hat{q} \cdot \nabla) u = -\frac{\partial \rho}{\partial x}
\]

\[ = -\nabla \rho \cdot \mathbf{i} \]

we arrive at:

\[ \nabla \cdot (\rho u \hat{q}) = -\nabla \cdot (p \mathbf{i}) + u \nabla \cdot (\rho \hat{q}) \] (D.14)

Finally, taking the integral of D.14, combining with equation D.13, and employing the Divergence Theorem, we have:

\[
\int_{\partial \Omega} u (\rho \hat{q} \cdot \hat{n}) \, dS = -\int_{\partial \Omega} p \hat{n} \cdot \mathbf{i} \, dS + \int_{\Omega} u \nabla \cdot (\delta \rho \hat{q}) \, dV \] (D.15)

This is the steady, inviscid, integral momentum equation with artificial viscosity induced momentum sources, therefore
\[ \int \int \int_{\Omega} \tilde{q} \, dV = \int \int \int_{\Omega} -u \nabla \cdot (\delta \rho \tilde{q}) \, dV \quad (D.16) \]

In the case of a wing with shocks, a surface pressure integration will indicate wave drag. However, a momentum integral evaluation in the farfield would yield no wave drag because the Full Potential equation is isentropic [67]. In this case, the surface pressure integral and momentum source integrals cancel in equation D.15 to yield no momentum loss in a farfield integration (\( \int_{\partial \Omega_f} \rho u (\hat{q} \cdot \hat{n}) \, dS = 0 \)).

**D.6 Total Drag**

Starting with the integral momentum theorem (Eqn. D.7), the farfield and body surface contributions (D.8, D.11, D.9, D.12) and the interior momentum sources (D.16) are expressed as:

\[
\int \int_{\partial \Omega_w} \tau_{\xi w} (\hat{e}_x \cdot \hat{i}) + \tau_{\zeta w} (\hat{e}_z \cdot \hat{i}) \, dS - \int_{\partial \Omega_b} \left[ (\hat{e}_x \cdot \hat{i}) \rho_c q_c^2 \tilde{\theta}_x + (\hat{e}_z \cdot \hat{i}) \rho_c q_c^2 \tilde{\theta}_z \right] \, dl

+ \int \int_{\partial \Omega_f} \rho_\infty u_\infty \hat{u} \cdot \hat{n} \, dS = - \int \int_{\partial \Omega_b} p \hat{n} \cdot \hat{i} \, dS \quad (D.17)

+ \int \int_{\partial \Omega_f} \rho_c u_\infty \hat{u} \cdot \hat{n} \, dS + \frac{1}{2} \int \int_{\partial \Omega_{exit}} \rho_\infty \left( v'^2 + w'^2 \right) \, dS - \int \int_{\Omega} u \nabla \cdot (\delta \rho \tilde{q}) \, dV
\]

Two of the terms cancel, and the term containing kinetic energy at the exit plane (\( v'^2 + w'^2 \)) becomes:

\[
\frac{1}{2} \int \int_{\partial \Omega_{exit}} \rho_\infty \left( v'^2 + w'^2 \right) \, dS = \frac{1}{2} \rho_\infty \int \int_{\partial \Omega_{exit}} (\nabla \phi \cdot \nabla \phi) \, dS

= \frac{1}{2} \rho_\infty \int \int_{\partial \Omega_{exit}} \left\{ \nabla \cdot (\phi \nabla \phi) - \nabla^2 \phi \right\} \, dS

= \frac{1}{2} \rho_\infty \int_{b_\infty} (\phi_{upper} - \phi_{lower}) \frac{\partial \phi}{\partial n} \, dl = \frac{1}{2} \int_{b_\infty} \Delta \phi \frac{\partial \phi}{\partial n} \, dl
\]
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where the 2-D Divergence theorem and the continuity equation \((\nabla^2 \phi = 0)\) have been used.

Two of the terms in Eqn. D 17 constitute the definition of drag, hence:

\[
D = \iint_{\partial \Omega} \tau_{xw} (\dot{e}_z \cdot \mathbf{i}) + \tau_{zw} (\dot{e}_z \cdot \mathbf{i}) \, dS + \iint_{\partial \Omega} \mathbf{p} \cdot \mathbf{n} \cdot \mathbf{i} \, dS
\]

\[
= \frac{1}{2} \rho_\infty \int_{b_\infty} \Delta \phi \frac{\partial \phi}{\partial n} \, dl
\]

\[
+ \int_{b_\infty} \left[ (\dot{e}_z \cdot \mathbf{i}) \rho c q_x^2 \bar{\theta}_x + (\dot{e}_z \cdot \mathbf{i}) \rho c q_x^2 \bar{\theta}_z \right] \, dl
\]

\[
- \iint_{\Omega} u \nabla \cdot (\delta \rho \mathbf{q}) \, dV
\]

(D.18)

The \(\Delta \phi \frac{\partial \phi}{\partial n}\) term is due to kinetic energy losses associated with vortex drag, the \(\bar{\theta}_x\) and \(\bar{\theta}_z\) terms represent the viscous momentum defect, and the body force term represents the wave drag. The induced and viscous drag components are summations of small positive terms. And the wave drag is the sum of positive and negative terms that are not nearly equal. So it is expected that the drag calculation based on this formula will be less prone to numerical noise.