Automated Generation and Analysis of Dynamic System Designs

by

Eng Hock (Francis) Tay

B.Eng., National University of Singapore
1986
M.Eng., National University of Singapore
1991

Submitted to the
Department of Mechanical Engineering
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy

at the

Massachusetts Institute of Technology
October 1995

© Eng Hock Tay, 1995. All rights reserved.
The author hereby grants to MIT permission to reproduce and to
distribute copies of this thesis document in whole or in part.
Automated Generation and Analysis of Dynamic System Designs

by

Eng Hock Tay

Submitted to the Department of Mechanical Engineering
on 19 October 1995 in partial fulfillment of the requirements
for the Degree of Doctor of Philosophy

Abstract

This thesis uses genetic algorithms (GAs) to suggest new dynamic systems based on topological remapping of system constituents. The bond graph representation of the dynamic system behavior is evolved by the operators encapsulated in the genetic algorithms to meet the specified design criteria. The resultant evolved graph is assembled by designers with schemes to produce design variants.

Behavioral transformation and structural transformation are adopted as strategies to generate design variants that extend beyond the scope of parametric design into innovative design. Behavioral transformation involves changes in the structure of the representation graphs, while maintaining the functions. Structural transformation involves changes in the components and the subsystems represented by the graph fragments.

This research is an investigation into how design operators such as mutation, combination and selection can be used to transform computationally a representation of one design to another. This forms the central part of a long-term objective of developing a computational environment to facilitate the entire design process as much as possible. The benefits of design variants generation include an extensive and unbiased search of the problem-solution space leading to unanticipated designs, and increased efficiency in searching. Moreover, the second stage of the developed computational platform allows the optimization of the generated variants.

GAs are used to implement the operators of the transformation to search the problem-solution space because GAs are very robust search routines. Further, since the goal is to generate many solutions, genetic speciation is used to diverge the search so as to uncover other desirable solutions. However, GAs are knowledge-lean. To overcome this shortcoming, bond graphs are used to represent the domain knowledge. Bond graphs provide a unified approach to the analysis, synthesis and evaluation of dynamic engineering
systems. Though the scope of this investigation is limited to systems represented by bond graphs, the domain is wide enough to include many interesting applications like pump systems and vibration isolation systems.
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Chapter 1

Introduction

1.0 Overview

The focus of this thesis is computer-assisted conceptual design of dynamic systems. A model for computationally generating conceptual design variants for a class of applications is proposed. The model is tested via a computer program, and several case studies are conducted. However, in order to appreciate and understand fully the implications of the case studies, a number of issues must be examined. First, the problem perspective is outlined. Next, the objectives of the research are clearly described. Since there are many different terminologies used by design researchers, an example is presented to illustrate the type of design this research has investigated. The scope of the research is then specified. A structure of the dissertation is included to aid the reader.

1.1 Problem Perspective

Generating a conceptual design computationally is difficult because it requires an algorithm. The word, algorithm, is used here to mean a well-defined and formalized procedure. Hitherto, not much work has been done to formalize conceptual design.
Some research and development done on computer-aided design are not based on the design models and theories put forth by design researchers, owing to a number of factors including the following:

1. The current development of computational tools concentrates on a specific stage of design, while most of the existing design models cover the entire design process. Although this may be acceptable in some cases, it may not be ideal. For instance, if an idea cannot be represented by the existing computational design tools, that idea cannot be conveyed in as much detail as ideas that can be represented by the design tools. Those ideas that are presented in great detail are more likely to be accepted, as they appear to be better developed than the rest. An example of this might be Velcro™. If the idea of some plant sticking to the socks of a designer is compared to a sketched drawing of a strap design, the strap design might be accepted, as it gives the impression of being better developed.

2. Some of the design models put forward to represent the design process lack the structure and formality needed to automate them.

3. The computational tools for design have traditionally concentrated on the detail-drawing stage, although there have been shifts in recent years. ProEngineer™ and research [Ramaswamy 93][Slocum 92] in the use of spreadsheets as an engineering design tool can track the design process at an earlier stage. However, these tools have yet to find their applications in dynamic systems, that is, systems that have dynamic characteristics such as stability and phase margin.

This research addresses the issues outlined above. Specifically, the research focuses on the generation of design variants of a dynamic system, given the desired dynamic characteristics. The results of the program are in the form of bond graph structures which can be conveniently converted to schematic drawings for the initiated. From the schematic drawing, detailed drawings can then be generated. All the outputs of
the program have the same degree of detail. Such outputs are unbiased representations of the options available.

1.2 Research Objectives and Contributions

The primary contribution of this research is to provide a foundation for a computational model of the conceptual design of dynamic systems. A computational model has three main characteristics: design representation, operators of transformation, and an objective function expressing the design metric. The computational model of design will allow the automation of the process that it represents. The computational model requires the identification and incorporation of the design operators that will "move" the process within the design model. This process is modeled in terms of the design representation and the objective function against which the design representation is evaluated.

In this research, the objectives are to develop:

1. An understanding of the transformation that takes place in the conceptual design phase whereby design requirements are mapped onto a design description.
2. A computational model for the conceptual design of dynamic systems based on the understanding of the transformation.
3. A computer program to test some of the insights developed. The operators that perform the above-mentioned transformation have to be incorporated into the program. In a sense, the program has to become the embodiment of the design model being developed.

The long-term objective of the author is to develop a computational process to facilitate as much as possible the design process of dynamic systems. Such a computational system is intended to support the design process by helping the designer
explore a wider range of possible designs. This may be especially helpful to a designer who, because of time pressure, may not explore the design space as widely as possible, and therefore may limit his search to familiar solutions.

The findings and development of this research are:

1. The transformation that maps design requirements onto design descriptions of dynamic systems has been implemented using the genetic operators of combination, mutation and selection. Further, a genetic strategy to form groups of designs, called "speciation," has been applied successfully in the generation of design variants.

2. A design model that is appropriate for computerization, and that extends the problem-solution space, has been developed and tested to be effective in the design of dynamic systems. (This will be elaborated in Chapter 4.)

3. A computer program has been developed to embody the design model. In this program, a genetic algorithm is used to generate and transform design variants; MATLAB™ is incorporated to provide the spectrum of dynamic characteristics for evaluation; and bond graphs are used to provide the means of interface between the designer and the program.

To understand better this research, and the issues that it addresses, an illustrative example is presented next. (This example is taken from the case study found in Chapter 7 of this dissertation.)

1.3 An Illustrative Problem

Consider the design of the vibration isolation system shown in Figure 1.1. The goal of such a system is to isolate a mechanical system from the vibration of the foundation. This case is selected for illustration because lumped-parameter mathematical
models are frequently used in the analysis and design of vibration isolation systems, as well as in the interpretation of characteristics of vibrating mechanical systems. The bond graph representation used in this research is ideal for modeling lumped-parameter problems. Moreover, vibration isolation is an important engineering problem because it is found in many applications such as machine structure design, packaging, and vehicle suspension.

![Figure 1.1 Vibration isolation problem](image)

Better design typically results from generating many design alternatives. This will allow the designer to develop insights in the design, and thereby to arrive at better hybrid design [Pugh 90].

In practice, the configuration of the vibration isolation system is decided first, and then the dynamic characteristics are determined. In this research, the desired dynamic characteristics are formulated, and then the configuration of the system is designed to fulfill the requirements.
As shown in Figure 1.1, a machine is to be isolated from a vibrating foundation. The design requirements of the dynamic system are:

1. Absolute transmissibility (ratio of the velocity of the machine to the velocity of the foundation) < 0.0001.

2. Order of system (the number of state variables) must not be greater than four.

The outputs from the computer program are in the form of bond graphs, which can in turn be converted directly to the mechanical schematic of masses, springs and dash pots. (This is shown in Figure 1.2.) Moreover, the values of the parameters describing the components are determined.

The full details of the generation are described in Chapter 7. At this juncture, it must be emphasized that the design process has proceeded in the following manner:

1. Formulate the dynamic characteristics of the design.

2. Generate various representation (graphs) that will produce dynamic behavior.

3. Select some probable configurations.

4. Optimize the parameters of the desired dynamic design characteristics.

5. Embody the bond graph with a physical description.
Figure 1.2 One of the solutions generated by the program

This proposed design process is to be contrasted with the traditional approach in the design of dynamic systems, which is as follows:

1. Formulate the dynamic design characteristics.
2. Select a configuration for the components.
3. Select values for the parameters associated with the components in that configuration.
4. Model the system.
5. Determine the dynamic characteristics and alter the values to satisfy the dynamic design characteristics.

The former method may not necessarily produce a good solution, but it does provide an opportunity to explore as wide a space of design solutions as possible.
With additional design information and specifications such as weight, cost and space, the design selection can be further narrowed. Since the thrust of this research is the automation of the conceptual design process of dynamic systems, the results are left as they were. At this stage it is important to note that the method used in generating the variants is very generic and robust. Therefore, it will not be difficult to incorporate further design information if desired.

1.4 Scope of Investigation

Bond graphs are used to represent the dynamic systems. Though bond graphs are versatile in representing inter-domain quantities, they have some restrictions. These restrictions confine the investigation to:

1. State determined systems.
2. Systems that can be described as networks of lumped-parameter, idealized elements in the translational-mechanical, rotational-mechanical, fluid-mechanical, and electrical media.

Such systems include pump systems, vibration isolation systems, accelerometers and pressure gauges.

1.5 Structure of this Dissertation

This thesis is divided into four (4) parts as shown in Figure 1.3 (page 9). The first part begins by describing the objectives of this research and proposing a solution. Background information necessary for a good understanding of this research is provided. The second part reviews the previous works on design models, bond graphs and genetic algorithms, and situates the research in the proper context. The third part outlines the
approach adopted in this research. The representation of the design model and the incorporation of the design operators are described. The results are shown. Some examples are included to illustrate the utility of the computational tool. The final part summarizes the contributions of this investigation and provides conclusions regarding the abilities and limitations of the operators-based computational design model.

Figure 1.3 Organization of the dissertation
Chapter 2

Background

2.0 Overview

This chapter first introduces and defines the domain of this research, which is conceptual design. Next, a computational model for design is described to illustrate the essentials of such a model. The bond graph representation is then described. A justification of the chosen representation is included. The chapter concludes with a discussion of genetic algorithms which were used to embody the operators of the computational model. The discussion includes the intuition behind the genetic algorithm used in the design process.

2.1 Conceptual Design

In this dissertation, conceptual design is defined as that part of the design process that starts with a problem statement in the form of a set of functional requirements. The result of the conceptual design phase is a set of descriptions of designs proposed to meet the functional requirements.
Conceptual design is perhaps the single most important, and least understood, step in the product development process. Conceptual design is the driving factor in determining product quality and time-to-market, and it is estimated that 60% of all life-cycle costs are fixed during the conceptual design [Westinghouse 84]. Downstream processes such as detailed design, manufacture, and inspection cannot make up for poorly developed conceptual designs.

Conceptual design comprises many activities such as idea generation, decomposition, analysis, evaluation and synthesis. There are various models of design proposed by design researchers and there are major differences in the various design models. However, it is generally agreed that the generation of many design variants is the only way of assuring good design [West 92].

### 2.2 Design Variants

A variant, as defined in the *American Heritage Dictionary*, is something that differs in form only slightly from something else. In this thesis, “design variant” is used to describe designs that differ in the following ways:

1. **Values of the parameters.** The word “parameter” is used to mean a distinguishing characteristic or feature that defines a component. The parameter of the component determines its behavior, and is the quantity which is varied in an experiment. Some examples of parameters in dynamic systems are spring stiffness and flywheel mass. The values of the parameters may serve to indicate the type of physical element to be used. For example, compression springs may be used up to a certain point before they buckle.

2. **The components.** These can be removed, added or changed. For example, the lever with a certain mechanical advantage expressed in length ratio may be replaced by a hydraulic transformer with the mechanical advantage expressed in area ratio. When a
parameter such as stiffness is removed, it means the spring has been eliminated in the mechanical domain.

3. The configuration of the design. This involves the rearrangement of components, possibly leading to a new design.

4. A combination of the above. Though the above-mentioned individual change alters the original design by a “step,” a combination of changes can drastically alter the design. These different designs are still design variants, as they can be traced to the original design in a step-by-step reformulation. In this sense, the design variants differ in form only “slightly” from each other.

2.3 Computational Model

The goal of developing a computational model is to automate the process for which the model is developed. Such automation is desired in design or part of design, as it enables the designers to concentrate their resources on other tasks.

Essential to the construction of a computational model are the representation and the process, corresponding to the data structure and the algorithm in computing. The process of the computational model can be further broken down to transformation operators and design metric. The operators transform the representation in accordance with the design metric.

Some researchers [Gero et al 90, 91] have classified design in computational terms:

1. Creative design can be defined as that design activity which occurs when a new variable is introduced into the design.
2. Innovative design can be defined as that design activity which occurs when the context which constrains the available ranges of the values for the variables is jettisoned so that unexpected values become possible.

3. Routine design can be defined as that design activity which occurs when all the necessary knowledge is available. It may be expressed as being that design activity which occurs when all the knowledge about the variables – objectives expressed in terms of these variables, constraints expressed in terms of these variables and the processes needed to find values for these variables – is known \textit{a priori}.

Typical computational models of design can be grouped by the processes they utilize, including simulation, optimization, generation, decomposition, constraint satisfaction, and more generally, searching. All these processes share one concept, namely that structures are produced in a design process, and their resultant behaviors are evaluated.

In this thesis, search operators such as combination, selection and mutation are used to transform the bond graph representation. A strategy called "speciation" is used to generate different topologies of bond graphs. The bond graph representation is suitable for computer mechanization because bond graphs can be formally defined. (The ability of the representation to be formally defined is a necessary condition for it to be computer-mechanized.)

The design variants must be represented in such a way that the changes mentioned above can be performed. For this purpose, and more which will be elaborated in Section 2.4.4, bond graphs are used.
2.4 Bond Graph

2.4.1 Introduction

Bond graphs are concise graph structures that provide a unified approach to modeling and manipulating dynamic engineering systems. Since their inception by Paynter [Paynter 61], the number of published uses of bond graph techniques has increased exponentially [Beaman 88]. Bond graphs have been used extensively in many application areas, including vacuum cleaners [Remmerswaal 85], robotic manipulators [Margolis 79], and torque converters [Hrovat 85]. A standard description of the bond graph method of physical modeling can be found in the text by Rosenberg and Karnopp [Rosenberg 83].

One goal of modeling is to obtain a functional representation of a physical system. In this section, the use of bond graph representation is justified. A brief description of bond graphs is included for completeness. A more thorough treatment of bond graphs can be found in [Rosenberg 83].

2.4.2 Representation

Bond graphs are composed of a structure of nodes that are connected by bonds. The nodes of bond graphs are idealized elements which correspond to different physical properties, such as capacitances, inertias and transformers. (This is shown in Table 2.1.) The nodes do not correspond to components specifically, but rather to phenomena and principles.

There are three types of nodes: 1-port, 2-port and N-port. The designations indicate the number of bonds that are connected to each node. The behavior of the nodes is
described by constitutive equations, power flow, and causal relationships. The basic physics involved in the description of mechanical, electrical, hydraulic, thermal, magnetic, and fluid dynamic systems is phrased in terms of four types of generalized variables: effort, flow, displacement and momentum.

Table 2.1 Bond graph elements

<table>
<thead>
<tr>
<th>Element</th>
<th>Mechanical</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Translational</td>
<td>Mechanical</td>
</tr>
<tr>
<td></td>
<td>Rotational</td>
<td>Hydraulic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Electrical</td>
</tr>
<tr>
<td>I</td>
<td>Mass</td>
<td>Flywheel</td>
</tr>
<tr>
<td>C</td>
<td>Spring</td>
<td>Torsional</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fluid</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Volume</td>
</tr>
<tr>
<td>R</td>
<td>Damper</td>
<td>Rotational</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Orifice</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Resistor</td>
</tr>
</tbody>
</table>

1-port nodes (or elements) dissipate power, store energy, and supply power. Dampers, springs and masses are the mechanical elements represented by the passive 1-port elements. Force (effort) and velocity (flow) sources are represented as active 1-port nodes.

2-port elements transform power. Transformers are 2-port elements that represent an imposed proportionate relationship between similar quantities; for example, a gear pair constrains rotational speeds. Gyrators are 2-port elements that impose a proportionate relationship between dual quantities; for example, a torque converter constrains the
relationship between torque and angular velocity. Power is conserved across a 2-port element.

N-port elements represent the structure of the system corresponding to the connections among the elements. There are two types of N-port elements: 0-junctions and 1-junctions, which correspond respectively to "same force" and "same velocity" connections. Equivalents of Kirchoff's laws apply to N-port elements: the sum of the flows around a 0-junction is zero (the bonds share a common effort); the sum of the efforts around a 1-junction is zero (the bonds share a common flow).

The nodes are connected by bonds. The state of the system is represented in terms of generalized efforts and flows along the bonds. These generalized quantities correspond to different quantities in different physical domains. For example, the effort and flow correspondents in the translation domain are force and velocity. This choice of variables makes it possible to model systems consisting of components from different physical domains by means of a set of generalized elements. This is the characteristic that will be exploited in the future to implement analogy in the generation of design variants.

An example taken from [Martens 72] is used to demonstrate the unified nature of bond graphs. Figure 2.1 is a schematic view of an air pump. It is a vibratory pump in which an electromagnetic circuit drives a small permanent magnet attached to a pivotal lever, which in turn drives a rubber bellows pump. The bellows pump has rubber check valves and delivers a small flow of air.
The corresponding bond graph representation is as follows:

![Bond Graph Diagram]

Figure 2.2 Bond graph for the air pump

Although there is a one-to-one correspondence between the physical components and the bond graph fragments (section of the graph), the bond graph fragments do not model the components but the behavior of the components instead. (Note that the check valves are not modeled by the author [Martens 72], as the check valves do not contribute to
the phenomenon that the author is interested in, which is the resonant frequency of the system.) Thus, the capacitor in the lever corresponds to the compliance in the lever rod, while the capacitor in the bellows corresponds to the bulk modulus of the air in the bellows -- two distinctly different domains! However, the behavior of the capacitor in both circumstances is the same: it stores and gives up energy without loss. Mathematically, the energy of the capacitor can be defined as:

\[ E(t) = \int_0^t e(t) f(t) dt + E_0 \]  \hspace{1cm} (2.1)

where

- \( E(t) = \) energy stored in the capacitor at any time \( t \)
- \( E_0 = \) energy stored at time \( t = 0 \)
- \( e(t) = \) effort
- \( f(t) = \) flow.

This is the phenomenon that the designer is modeling; and both the air in the bellows and the material in the lever rod exhibit behavior that can be described by the above mathematical equation.

In the lever, effort is the force and flow is the velocity. In the bellows, effort is the pressure difference and flow is the flow of air through the bellows.

Thus, bond elements and bond graph fragments represent different sub-systems and components in different domains, as long as their underlying behavior is similar. Table 2.1 clearly illustrates this property.

Another interesting feature of bond graphs is the networks that they form. These are possible due to the existence of junction structures.
2.4.3 Junction Structures

Junction structures, which are assemblages of

\[ \text{---0---} \quad \text{---1---} \quad \text{---TF---} \quad \text{---GY---} \]

are the energy switchyards that enforce the constraints among parts of dynamic systems. No power is dissipated or generated in a junction structure, so the net power into a junction structure at its ports is always zero.

Junction structures provide the transformations of variables. The power invariance with the transformations enforced by junction structures enable junction structures to embody Kirchhoff's laws for electric circuits, equations of continuity and dynamic equilibrium in fluid systems, and Newton's laws and geometric compatibility constraints for a restricted class of mechanical systems.

If the mathematical model of the bond graph is maintained, the various first principles just described will be upheld. To partition a multiport system into distinct, interconnected fields, the bond graphs may be organized as shown in Figure 2.3. There are two types of bonds. External bonds join one member of the set \( \{R,C,I,SE, SF\} \) at one end, while internal bonds join only members of the set \( \{0, 1, TF, GY\} \).

External bonds may be classified further according to the type of element they adjoin; namely, storage-field bonds adjoin \( C \) or \( I \) elements, dissipative-field bonds adjoin \( R \) elements, and source-field bonds adjoin \( SE \) and \( SF \) elements. Internal bonds are external to the junction structure of the system, and external bonds are the interface of the junction structure with the other fields.
As Figure 2.3 shows, the storage field is connected to the junction structure by storage-field bonds, the dissipation field is connected to the junction structure by dissipation-field bonds, and the source field is connected to the junction structure by source-field bonds.

![Figure 2.3 Basic fields of a multiport system]

The first principles that are embodied in the junction structures are maintained when the graphs are manipulated within the junction structure. This is because the junction structure is isenergetic, and therefore power is conserved. This property of the bond graph is exploited heavily when the transformation operators are applied to the representation.

### 2.4.4 Justification of the Choice of Bond Graphs

Bond graphs are used for the representation for a number of reasons. These include:

1. Uniform representation for different domains such as electrical, mechanical-translational, mechanical-rotational and hydraulic. It has been used in some thermal
systems by some researchers. It may not be suitable for two-phase, fluid and thermal systems.

2. Descriptive and graphic language that, once learned, will be able to perform the modeling intuitively.

3. Grammar-like properties [Finger 89], with the implication that the solution space represented by the bond graphs need not be enumerated, but can be generated by the set of elements in the bond graph grammar.

4. Mathematical properties that allow the evaluation of dynamic characteristics. Bond graphs are a practical device for the generation of differential equations, block diagrams, signal flow graphs and transfer functions for physical systems.

5. Ability to model nonlinear systems. This property allows many real-world systems to be modeled.

6. Ability to model multiple-input-multiple-output systems. This property allows the modeling of control systems and complex dynamic systems.

7. Common representation of the problem formulation and solution. These are typically thought of as entirely separate operations. Bond graphs enable the problem and the corresponding solution to be represented in the same operation. In other words, the problem is represented by the bond graph and the solution also, but with the configuration, parameters and values changed. One of the most impressive features of bond graphs is their ability to be transformed, from a rough existential statement about the sort of model of a physical system to be used, to a detailed graph that contains all the information required for a simulation of the system, by means of a series of operations on the original bond graph.

Other than the above-mentioned salient points of bond graphs as representation, bond graphs have been examined by the author to provide the following operator that may be vital for future work.
2.4.5 Analogy

In design, analogy is often used to generate alternatives. At first sight, bond graphs are able to provide a natural and apparently small set of analogous elements from the four domains listed in Table 2.2. However, networks formed from these elements and other network elements provide a host of sub-systems and systems that correspond to behavior in sub-systems and systems in the other domains. For instance, a network comprising a capacitance and resistor connected to a zero junction may correspond to a shock absorber with the damper and spring connected in series in the mechanical-translational domain. In the electrical domain, the network will correspond to a capacitor and a resistor connected in parallel. This, in turn, may be used as a charge-and-discharge circuit of a network to reduce voltage surges.

Thus, bond graphs can serve very effectively as a unified database, especially when devices and systems involve several energy domains simultaneously. In addition to providing a succinct, flexible database for linear and nonlinear, static and dynamic models, bond graphs can be processed causally to reveal important information about alternative input-output choices and device-level coupling factors when sub-models are assembled into systems.

This is indeed where the operator of the analogy can be utilized. The database of components and subsystems can be constructed using the corresponding bond graph as an index. When these components are required, the bond graph index is used to retrieve a set of corresponding items. These items from different domains are available for the designer to make the selection. Since the focus of this research is on the construction and
verification of the computational model for the automated generation of design variants, the analogy part of the research has been left for future work.

2.5 The Genetic Algorithm

2.5.1 Introduction

The genetic algorithm (GA) is an optimization strategy based on the theory of natural selection and natural genetics [Holland 1975]. As algorithms, they are different from traditional optimization methods in the following aspects:

1. GAs work with a coding set of the variables, and not with the variables themselves.
2. They search from a population of points, rather than by improving a single point.
3. They use objective function information without any gradient information.
4. Their transition scheme is probabilistic, whereas traditional methods use gradient information [Goldberg 1989].

Genetic algorithms are in general very robust. They are particularly suited to design problems involving large numbers of variables. Unlike other optimization techniques, the GA has the ability to avoid convergence upon local optima, and can successfully negotiate search spaces that are discontinuous.

2.5.2 Design Metric

Crucial to the success of the genetic algorithm is the choice of the design metric.
In natural selection, where survival of the fittest is the rule, design metric is the measure of the fitness of the organisms. The organisms, each of which represents a possibly optimal solution to the optimization problem, compete with one another to provide the best solution to the problem. Those organisms that are most highly fit are allowed to serve as parents, mating with each other to create child organisms. After undergoing random mutation, the child organisms replace the parents, and the evolutionary process iterates. Optimization occurs, therefore, when many generations of evolution improve the quality of the artificial organisms.

2.5.3 Coding and Decoding

An essential characteristic of a genetic algorithm is the coding of the parameters that describe the problem. The most common coding method is to transform the parameter to a binary string of specific length. This string represents the chromosome of the problem, and the length of the chromosome represents the number of zeros and ones in the binary string.

For a specific problem that depends on more than one parameter, a multivariate coding is constructed by simply concatenating as many single variable codings as the number of variables of the problem. Each parameter may have its own length corresponding to the minimum, maximum, and a step value specified for the particular application. By decoding the individuals of the initial population, the solution for each specific instance is determined and the value of the objective function that corresponds to this individual is evaluated.
2.5.4 Reproduction

A simple genetic algorithm proceeds by first randomly generating a population of a specific size. A random generator is used to generate the initial population. From this population, the next generation is evolved by performing three distinct operations: namely, reproduction, crossover and mutation. Based on the statistics of this population, the next generation is reproduced following the weighted-roulette-wheel method as the default method. Adopting a bias law, probabilities are assigned to the members, analogous to the statistics of the generation. This means that the weak designs will be assigned small probabilities and the strong designs will be assigned high probabilities of existence in the next generation. In this way, the next generation evolves where the fittest have survived, and increase their presence; while the weaker designs die out, or disappear from the generation.

2.5.5 Crossover and Mutation

In the process of the reproduction of the new generation, the operations of crossover and mutation are performed. With a specified probability of crossover, two members of the population, selected randomly, exchange part of their chromosomal information by exchanging the right part of their string at a randomly selected point. (This is shown in Figure 2.4). The probability of crossover determines whether crossover will be applied to the selected parents or not. This corresponds to a single-point crossover scheme. Alternatively, a multipoint crossover scheme can be used [Booker 87][DeJong 75].

In the process of mutation certain digits of the chromosome are toggled. (If the chromosome is not a binary string, the digits are changed.) If they are found to be zeros,
they are changed to ones, and if they are found to be ones, they are changed to zeros. After crossover and mutation, the population takes its final form in the current generation. Again, by decoding the strings and solving the sizing problem, new objective function values are determined. These objective function values express the fitness of the designs of this generation.

Simple statistics are deduced for this generation, and the process goes on by performing reproduction, crossover and mutation. After several generations, the best member of the population turns out to represent a very satisfactory solution of the problem. Theoretical evidence about the asymptotic convergence of the algorithm exists in the context of the methods of local search, simulated annealing, and Boltzman machines.

Figure 2.4 Single-point crossover

2.5.6 Basic Parameters of Genetic Algorithms

The basic parameters of a simple genetic algorithm are the population size of the generation, the probability of crossover, and the probability of mutation. By varying these
parameters, the convergence of the problem is altered. Thus, to maintain the robustness of the algorithm, it is important to assign appropriate values for these parameters. Usually, the population size and probability of mutation are related. With larger population size, the probability of mutation is smaller. For a wide range of problems, the following values are good estimates for an initial run: population size 30-50 or more, probability of crossover 0.8 and probability of mutation about 0.01. In general, mutation is important in the evolution of the method, because through mutation new members enter the population, bringing new blood to the generation. In this way, the initial population, which might have been very far from the satisfactory solution, can adapt itself toward the optimum solution. On the other hand, mutation tends to disorganize the convergence of the problem making the selection of this parameter, together with the population size, very crucial for the overall performance of the genetic algorithm.

Another way of improving the performance of the algorithm is to pass some of the best designs of the generation to the next generation. This, in effect, corresponds to a different bias law of reproduction for the next generation, which assigns greater probabilities of existence to the best designs of the population.

2.5.7 Speciation

Speciation is the formation of species, or clusters, in the population. To understand the utility of such a strategy, consider the action of a simple genetic algorithm on the simple one-dimensional sample function shown in Figure 2.5. With an initial population chosen uniformly at random, a relatively even spread of points across the function domain is obtained. As reproduction, crossover and mutation proceed, the population climbs the peaks, ultimately distributing most of the strings near the top of one hill. This ultimate
convergence on one peak or another, without differential advantage, is caused by genetic drift: stochastic errors in sampling, caused by small population size.
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**Figure 2.5 Sample function with many peaks**

As the peaks are of the same height, the desired behavior is for stable sub-populations (species or clusters) to form around each peak. (This is shown in Figure 2.6.)

A practical scheme that limits the uncontrolled growth of particular species within a population is sharing [Goldberg 87]. In this scheme, a sharing function is defined as determining the neighborhood and degree of sharing for each string in the population. Consider the triangular sharing function shown in Figure 2.7. \( \sigma_{\text{share}} \) is a parameter that the designer can set to change the slope of the line.
Figure 2.6 Simple genetic algorithm performance on equal peaks with sharing

Distance, \( d_{ij} = |x_i - x_j| \)

Figure 2.7 Triangular sharing function
For a given individual, the degree of sharing is determined by summing the sharing function values contributed by all other strings in the population. Strings close to an individual require a high degree of sharing (close to one), and strings far from the individual require a very small degree of sharing (close to zero). Since an individual is very close (as close as possible) to itself, its sharing function is one (as is any string identical to that individual). After accumulating the total number of shares in this manner, an individual's derated fitness is calculated by taking its potential fitness (the unshared value) and dividing by the accumulated number of shares:

\[ f_i(x_i) = \frac{f(x_i)}{\sum_{j=1}^{n} s(d(x_i, x_j))} \quad (2.1) \]

Thus, when many individuals are in the same neighborhood, they contribute to one another's share count, thereby derating one another's fitness values. As a result, this scheme limits the uncontrolled growth of particular species within a population. Instead, stable clusters (species) of individuals are formed around each peak.

2.5.8 Why do Genetic Algorithms Work?

The schema theorem [Holland 75] explains the power of the GA in terms of how schemata (which represent similarities between strings) are processed [Goldberg 89]. A schema is a string of total length \( l \) (the same overall length as the population's strings), taken from the alphabet \{0, 1, *\}, where "*" is a wild-card or "don't care" character. Each schema represents the set of all binary strings of length \( l \), whose corresponding bit-positions contain bits identical to those '0' and '1' bits of the schema. For example, the schema, 11**0, represents the set of five-bit strings, \{11000, 11010, 11100, 11110\}. 
Schemata are also called “similarity subsets” because they represent subsets of strings with similarities at a certain, fixed number of bit-positions. Two properties of schemata are their order and their defining length. Order is the number of fixed bit-positions (non-wild-cards) in a schema. Defining length is the distance between a schema's outermost, fixed bit-positions. For example, the above-mentioned schema is of order 3, written $o(1^{10^*0}) = 3$, and has a defining length of 4, written $d(1^{10^*0}) = 4$. Each string in the population is therefore an element of $2^l$ schemata.

Individuals in the population are given opportunities, often referred to as reproductive trials, to reproduce. The number of such opportunities an individual receives is in proportion to its fitness; hence, the better individuals contribute more of their genes to the next generation. It is assumed that an individual has high fitness because it contains good schemata. By passing more of these good schemata to the next generation, the likelihood of finding an even better solution is increased.

[Holland 92] showed that the optimum way to explore the search space is to allocate reproductive trials to individuals in proportion to their fitness, relative to the rest of the population. In this way, good schemata receive an exponentially-increasing number of trials in successive generations.

The schema theorem is included here for completeness.

2.5.9 Schema Theorem

The simple GA, before significant convergence, allocates an exponentially increasing number of trials to useful schemata. This is illustrated by the re-derivation of the schema theorem.
Let \( m(H, t) \) be the number of instances of schema \( H \) present in the population at generation \( t \). The expected number of instances of \( H \) at the next generation, \( m(H, t+1) \) is calculated in terms of \( m(H, t) \).

In simple GAs, fitness-proportionate selection assigns each structure \( i \) in the population a probability selection \( p_{s}(i) \), according to the ratio of \( i \)'s fitness to overall population fitness:

\[
p_{s}(i) = \frac{f(i)}{\sum_{j=1}^{n} f(j)}
\]  

(2.2).

It follows that \( H \) can expect to be selected \( m(H, t) \cdot (f(H)\tilde{f}) \) times, where \( \tilde{f} \) is average population fitness and \( f(H) \) is the average fitness of those strings in the population that are elements of \( H \).

The probability that single-point crossover disrupts a schema is precisely the probability that the crossover point falls within the schema's defining positions (those outermost, fixed bit-positions used to calculate the defining length). The probability that \( H \) survives crossover is greater than or equal to the term, \( 1 - pc \times \frac{\delta(H)}{l-1} \). This survival probability is an inequality, because a disrupted schema might regain its composition if it crosses with a similar schema. The probability that \( H \) survives mutation is \( (1 - pm)^{o(H)} \), which can be approximated as \( 1 - o(H) \cdot pm \) for small \( pm \) and small \( o(H) \). The product of the expected number of selections and the survival probabilities (with the smallest multiplicative term omitted) yields what is known as the schema theorem:

\[
m(H, t+1) \geq m(H, t) \cdot \frac{f(H)}{\tilde{f}} \cdot (1 - pc \frac{\delta(H)}{l-1} - o(H)pm)
\]  

(2.3).
The schema theorem states that low-order, short-defining-length, highly-fit schemata grow exponentially over time, while below-average schemata decay at a similar rate.
Chapter 3

Literature Review

3.0 Overview

This research builds upon previous work from several different areas, including bond graphs, representation of mechanical behavior, genetic algorithms, and conceptual design. In this chapter, these past works are reviewed in relation to the thesis developed. First, representation used in conceptual design is reviewed. The representation used in this thesis for mechanical systems is then discussed. Next, the design model on which the computational model is based is compared with the other design models used. Finally, previous design works implemented using genetic algorithms are reviewed. In all the works done so far, it should be noted, none has approached the design of dynamic systems using both bond graphs as representation, and genetic algorithms as the framework to embody the transformation operators.

3.1 Building Blocks of this Work

A summary of the work done thus far can be seen in Figure 3.1. Indeed, this work builds upon the foundation of design models that have been developed thus far. Though the design models are not formulated in a manner that can be computationally mechanized,
they serve as a good starting point for this research.

![Diagram showing various design generation methods and their sources]

Figure 3.1 Building blocks of this research

Bond graphs are used as representation in this research, as they are inter-domain in nature. Some of the work [Ulrich 88][Prabhu 89][Rinderle 90] done on conceptual design has used bond graphs as representation but in general, it has not used them to determine dynamic characteristics. In this sense, bond graphs have not been used as mathematical models, which they are.

Genetic algorithms have been used to solve many engineering design problems, but these solutions have different representations and therefore are not universal. The representation used in this research is general enough to cover all dynamic systems that can be modeled as lumped-parameter problems. [Gero 90] has used a common representation for his static structural design problems. He has been successful in adding parameters and operators in his operational definition of innovative design. In this research, the parameters are added, subtracted or replaced with another, and the connections among the components are changed.
3.2 Representation

In this thesis, bond graphs are used to represent the dynamic model.

The bond graph models are mathematical models in the usual meaning of the term even though they may be represented by stylized graphs and computer display rather than the more conventional sets of differential equations. This mathematical aspect of the bond graph is fully exploited in the implementation of the computational platform.

3.3 Bond Graphs in Design

A significant difference between previous efforts and the present research is that many of the previous efforts focused only on the schematic aspects of bond graphs, rather than the mathematical model that those graphs represent.

Ulrich and Seering use bond graphs in their research of conceptual design [Ulrich 89]. They are concerned mainly with synthesis in the conceptual design process. As such, there is no analysis (in the mathematical sense) work done and the mathematical aspects of bond graph as a representation are not exploited. Further, the researchers limit themselves to single-input, single-output static systems that can easily be represented by acyclic bond graphs. Their model comprises two parts. The input to the first part consists of two partial bond graphs, one representing the input and the other representing the output. The restriction on the specification is that the input and output must be specified in terms of time integral, time derivative or direct proportion. The program then generates a feasible bond graph that connects the input and output bond graphs. The graphs are evaluated using a set of rules devised by the researcher to test whether the graph thus formed matches the static input/output relation. If the graph fails, a set of debug rules is employed interactively
with the designer to find a feasible bond graph solution. Once an acceptable graph is found, the designer develops a physical description by personally selecting known components from a small database of available components. At this point in the design process, concerns about functional sharing among the components of the design are addressed [Ulrich 88]. The final output of the entire process is a set of possible preliminary designs.

Prabhu and Taylor present a set of basic theorems for using a variant of bond graphs in design [Prabhu 88]. Though they do not make use of the mathematical properties of the standard bond graphs, these researchers exploit the graph nature of bond graphs. They describe a method for generating "power-flow" graphs, based on a functional specification of inputs and outputs in terms of effort, flow and power variables. Taylor and Prabhu point out that, while graph grammars may add formalism to design, they are based on an unguided search that is often inefficient and unproductive. Two ways are proposed to limit the generation of graphs: partitioning of the requirements to aid in the generation of minimally-connected graphs (in the hope of using a minimal number of components); and minimizing the power flow through the bonds of the graphs.

In [Prabhu 89], Prabhu and Taylor modify their previous work to consider problems with vector specifications. They approach this sequentially, first solving the scalar part of the problem, and then modifying the solution to account for the position and orientation. Two new graph elements are introduced, an orientation transformer and a position transformer, both of which are magnitude-preserving. A method is given for using these elements to "tune" the design to satisfy the vector requirements.

The consideration of vector quantities has brought about the need for "support"-type graph elements [Prabhu 90]. The previously-described graph grammar of Prabhu and
Taylor is further modified to include the "S-link" that performs a supporting function. Their work states that a change in the orientation of a flow variable causes an imbalance of momentum affecting the equilibrium of a system. All elements within a graph must therefore be supported directly or through other elements. A procedure is presented for adding supports to a graph, as well as for determining the type of support that may be required.

Hauck and Taylor [Hauck 90] present a mathematical formalism paralleling the work in bond graphs. This research is based on energy flow to inductive, resistive, and capacitive elements represented by surface and volume integrals (giving these elements abstract form). The formalism allows for the combination of element primitives to generate preliminary designs for energy flow-type problems. However, the researchers do not include dynamic characteristics of systems in their design variants.

The application of bond graphs to the specialized domain of gear transmissions has been explored by Finger and Rinderle [Finger 89], who show the importance of being able to represent both the behavior of an object and its physical characteristics. Bond graphs are used to represent the functional part of a problem specification (reduction ratio, speed, etc.). A specification bond graph is transformed by a set of graph-rewriting rules to generate graphs that represent feasible physical systems [Hoover 89]. Because the problem-specification graph represents the desired behavior of the design, behavioral-preserving transforms are used. These transforms are component-driven; that is, the graph is transformed so that known gear components can be used to solve the problem. An important feature of this work is the exploration of all the behaviors a component might have. For example, bevel gears can both reduce speed and change direction, while spur gears reduce speed and offset input and output.
Additional work with bond graphs, deriving equations of motion to aid in analysis of rigid body systems, is presented by Rinderle and Balasubramaniam [Rinderle 90]. A mass module has been built up from bond graph elements to model planar rigid bodies. Each mass module has three connection ports representing three different locations. Dynamic characteristics are not included in the requirements.

3.4 Design Model

Design models have been developed by many researchers in design. These models, in general, are for the entire design process, from problem-formulation to detail design, and do not give much insight into generating ideas.

[Mann 70] described the classical model whereby design is an iterative process, starting from problem-identification. The possible solutions are formulated and, in turn, evaluated. From the evaluation, any adjustments to the solutions are made, and again evaluated. This process reiterates until the desired design is found.

[Suh et al 77] developed the axiomatic method of design, which is fundamentally different from all other existing methodologies. Essentially, there are four characteristics of the method. They include:

1. The existence of domains.
2. Mapping between domains.
3. A hierarchical vector within each domain.
4. Two axioms in design: the independence axiom and the information axiom.

While this model formalized some of the practices observed in design work, the model and the mapping operation between domains are not operationalized. This fact
makes the process difficult to automate. The set of axioms is currently more of an aid in the process of design assessment or design evaluation, than in the process of design synthesis or generation.

According to the general design theory [Tomiyama 87][Yoshikawa 82,87], the design process is an evolution of metamodels. A metamodel is a model of a model, and is defined by finite attributes. If intermediate stages are introduced during the process of design, then each evolution or detailization at each intermediate stage makes up part of the design process. As the successive refinement proceeds, checks must be made along the way to see whether the evolved design satisfies the functional requirements.

[Pahl 84] describes design as a process of establishing "function structures" at different levels of abstraction. A required function is broken down into several sub-functions, and the final function structure is obtained by unambiguously recombining the sub-structures. A list of generally valid functions is given in terms of the changing and varying of components; and the connecting, channeling, and storing of energy, material and signal.

According to [Pugh 90], design may be construed as having a central core of activities, all of which are imperative for any design, irrespective of domain. Briefly, this core, the design core, consists of market (user need), product design specification, conceptual design, detail design, manufacture and sales. All design starts with a need that, when satisfied, will meet the need. From the statement of the need, a product design specification (PDS) must be formulated; once established, this acts as the mantle that envelops all the subsequent stages of the design core. The PDS acts as the control for the total design activity because it places boundaries on subsequent designs.
3.5 Genetic Algorithms (GAs) in Design

The research most relevant to this thesis is that done by Gero et al [Gero 94][Gero 93][Gero 92]. [Gero 93] uses genetic algorithms to implement his notion of exploration in design, which can be characterized as a process that creates new design state spaces or modifies existing design state spaces. New state spaces are rarely created de novo in design. More commonly, existing design state spaces are modified. The result of exploring a design state space is an altered state space. Gero concludes that exploration precedes search, and that it effectively converts one formulation of the design problem into another. To implement the exploration process, he applied the operators of evolution (combination, selection and mutation) on his representation, which is called a prototype. The prototype is a frame-like structure that contains (some) structural and material information. The exploration process involves adding a new variable for creative design. The application domain is structural design, and the frame-like prototype representation must be constructed to span the wide range of possible designs. This is in contrast to the grammar-like property of bond graphs, which have the advantage of not having to enumerate the entire space. Further, dynamic characteristics cannot be represented in a prototype representation in a meaningful way.

Genetic algorithms have been used as a computational tool for configuration design by many researchers [Mittal 89][Roston 95][Carlson 95]. Configuration design is the process of forming functional systems by assembling selected components from manufacturers' catalogs. Generally, the engineer performs this design process in two steps: the selection of a basic system configuration, and the subsequent selection of specific components for that configuration. A genetic algorithm approach to configuration design will allow the integration of these two steps. In all this research, the behavior of the system thus formed is not investigated, because the representation adopted by the
researchers does not allow them to model the behavior of the system.

[Wallace 94] used GAs to search through catalogs in the design for remanufacture. Though the main thrust of his thesis is to develop a computational platform to address the multi-objective nature of the design for remanufacture, he uses genetic algorithms to search through discrete ranges of parameter value represented in catalogs.

[Chapman 94] used GAs to evolve different cross-sectional areas of a cantilever beam subjected to a point load. The representation is a 2-dimensional matrix where a value of one represents material and a value of zero is void of material. In this way, the researcher was able to investigate the optimum structure for a point load.

3.6 The Research in Perspective

The research, in relation to the work just described, is situated comfortably in the computational-conceptual design area. Though bond graphs are used as representation, they are different from most of the research done, as the mathematical model of bond graphs is utilized. This is in sharp contrast to earlier works [Ulrich 88][Rinderle 90] wherein bond graph representation is used as a schematic, albeit an inter-domain schematic.

This research is also different in another fundamental way: it uses operators rather than rules [Prabhu 89]. Operators are more generic in their applications and rule-based approaches are more parochial in scope, as only the area covered by the rules is applicable.

Further, the operator-based approach allows the designer to explore an area with which he is not familiar. The designer may not know the area well enough to develop rules for generating design variants.
In the area of design models, the computational model developed differs in a few areas: representation, operators, and design metric. That is, a computational model needs to have a more formal description of each of the components, so that it can be computationally mechanized. The computational model allows automation of the process that it models.

In the area of genetic algorithms, this research contributes to the application area of dynamic systems. The computational platform thus created allows the search of a wide selection of dynamic systems before physical embodiment. Though this work draws inspiration from Gero's work, it differs in many ways. First, the application and representation are different. Further, while Gero seeks to replace design-as-search model with "design as explore-and-then-search" model, the computational model developed in this thesis enhances the design-as-search model, although the space in which the search is performed is no longer the same. The design-as-search model is described in the next chapter.
Chapter 4

Development of Model for Innovative Design

4.0 Overview

The development of the model for innovative design as the search in the problem-solution space is described in this chapter. Section 4.1 describes the design-as-search model. Next two strategies for searching—behavioral transformation and structural transformation—are developed. The concept of solution space is illustrated by an example. Finally, the concept of solution space is extended to the proposed problem-solution space.

4.1 Design as Search

Complex processes such as invention, decision-making and problem-solving have always been challenging for design theorists and design practitioners to analyze. One particularly useful tool, elaborated by Newell and Simon [Newell 70], was the notion of search in a solution space. An extension is now made to include the problem-formulation in the solution space; the space thus formed is called the problem-solution space. The problem-solution couple consists essentially of a set of requirements and a design proposed in response to it. The main implications of such a notion (design-as-search in the problem-
solution space) are: there must be appropriate representations of the problem-solution space; and there must be operators to move the state of the problem-solution couple from initial to final.

The problem-solution couple is illustrated in Figure 4.1. \( \{Pr, So\} \) is a complex consisting of a set of functional requirements, \( Pr \), and a proposed solution, \( So \). If there is more than one solution, there will be multiple couples: \( \{Pr, S1\} \), \( \{Pr, S2\} \), .... The design is subjected to a design metric: \( So^* - So \), which may or may not lead to an evaluation of the functional requirements: \( Pr^* - Pr \). The discrepancy \( \Delta So \) (and/or \( \Delta Pr \)) is identified, and may result in modifying the design, the requirements, or both – thereby producing \( \{Pr+\Delta Pr, So+\Delta So\} \).

\[
\begin{align*}
\{Pr, So\} & \rightarrow \ \{(Pr^*-Pr), (So^*-So)\} & \rightarrow & \ \{\Delta Pr, \Delta So\} & \rightarrow & \ {Pr+\Delta Pr, So+\Delta So}\end{align*}
\]

Figure 4.1 Transforming the problem-solution couple

The problem-solution space can be described in state space representation as in Figure 4.2.
Figure 4.2 Design space representation of the problem-solution space

In a typical design search, owing to a lack of complete knowledge, the problem-solution couple may move in and out of the feasibility region. The problem-solution space is commonly characterized by a large infeasible region and small, disjointed feasible regions. This is shown in Figure 4.3.
Figure 4.3 Design search

Based on the state space representation, the categories of design can be divided into parametric design and innovative design. In parametric design, the problem-solution space does not change, though there is a variation in the instantiation of the parameters represented by the state variables. In innovative design, the problem-space changes, since the state space variables used to describe the space are altered. (This is illustrated in Figure 4.4.)

There are two categories of operators: those that change the problem-solution space, and those that move the problem-solution couple within the space. The operators included in the first category are analogy, first principles, mutation, and combination. The second category includes operators such as selection and combination. As can be observed, some operators such as combination can change the state of the problem-solution couple and alter the feasibility region of the space.
4.2 Strategies for Searching

Within the design-as-search paradigm, the overall process of design comprises four phases: formulation, synthesis, evaluation, and modification. Formulation involves the identification of the functional requirements of a problem. Synthesis includes the identification of one or more design solutions that satisfy the requirements. Evaluation involves the interpretation of partially-specified or completely-specified design descriptions for conformity with desired performance. Modifications can be made to the set of functional requirements, the proposed design, or both. The process is iterative.

The focus in this section is synthesis. The strategy adopted is transformation. (Other strategies include case-based reasoning and decomposition.) Transformation is a holistic approach to design. The transformation approach follows a theoretical approach to
design in which the initial set of design requirements is transformed into a design solution. The transformation strategy begins to approach the issue of how transformation occurs. Because grammars provide a formalism for the transformation model, they are used here to define the strategy.

A grammar is more commonly associated with language than with design. Understanding grammars and their application to design requires considering design knowledge as a language, and legal design solutions as legal statements in a language. In this sense, we can consider a grammar to be a formalism of design knowledge that can be used to generate a set of legal design solutions or, alternatively, to determine whether a design solution is legal. The term "legal" is used here in the broadest sense, meaning that a design solution or statement conforms with the formal definition in terms of the language.

The properties of grammatical formalism were explored by [Chomsky 57]. A formal definition of a grammar is

\[ G = \{N, T, P, S\}, \]

where \( N \) is a set of non-terminal symbols, \( T \) is a set of terminal symbols, \( P \) is a set of production rules, and \( S \) is a special symbol called the start symbol.

In this research, the set of production rules is replaced by a set of design operators. The issue related to rule-based design methods is how rule-execution is controlled. This issue has further implications involving the construction of the set of rules. The choice of one rule over another may have to be made arbitrary, as the designer of the system may not know how the design will evolve. This is especially true for innovative design in which the problem-solution space is extended.
On the other hand, operator-based systems have the advantage of robustness. They
are robust, as operator-based systems do not make any assumption of the problem-solution
space. The space can be disjointed, with no necessity for continuity and monotonicity.

Bond graphs are used to define a grammar that captures the behavior of mechanical
systems. The non-terminal symbols are C, I, R, SE, SF, TF, GY, 1, 0, and the bonds.
The terminal symbols are chosen by the designer to be the input and output of the system,
including the state variables. Alternatively, the terminal symbols may be the effort or flow
of the elements: C, I, R, SE and SF.

The attractive aspects of a grammatical approach to design are the ability to
represent a design space without enumerating possible design solutions, and the ability to
apply the transformation strategy to both the behavior and the structure of the graph.

4.2.1 Behavioral Transformation

The approach adopted to generate design variants computationally is to transform
the behavior of the system, while maintaining its function. The difference between
function and behavior is the key to understanding the strategy. (This is illustrated by the
two types of clocks in Figure 4.5.) In both cases, the function (defined by qualitative
physicists as "what the device is for") is to tell time. Behavior, defined as "what the device
does," is very different. One design rotates its hands, while the other increments its digits.
A sundial and an hourglass can be added to the list of design variants satisfying the same
function of telling the time. Yet their behaviors differ considerably. Therefore, changing
the behavior while keeping the function constant is akin to generating design variants.
Furthermore, a device may have more than one behavior which can be exploited to serve more than one function. For example, a beverage can has the behaviors of enclosing a volume and supporting a mass, among others. These behaviors are exploited by its function of containing the beverage, and at the same time, of being stackable, one on top of another.

![Figure 4.5 Two (2) behaviors for the same function](image)

To change the behavior of the system, the behavior and the function of the system must be represented. This is done using bond graph grammar. Bond graphs are selected as a representation tool since bond graphs represent behavior, effect and phenomena, rather than objects. Further, the attractiveness of a grammatical approach to design is the ability to represent a design space without enumerating the possible design solutions.

The transformation of behavior is achieved by changing the structure of the graph.

The formulation is best illustrated by an example. The objective is to generate options for the function of transforming fluid pressure into force (see Figure 4.6). The original idea is converted into a bond graph. With this as the starting point, two things can happen:
1. The bond graph is modified topologically. The modified bond graph will then be mapped back into the original domain. This topological change corresponds to a behavioral change to the original system, in the sense that what the system does is different. For instance, there is no fluid return in Physical System A. Further, in Physical System B, the distance to be moved by the first piston is reduced. Note that all three systems (the original and the two design variants) serve the same function of converting a fluid pressure to a translational force.
2. Schemes represented by the branches of the bond graph and the terminal nodes of the bond graph are replaced, giving the structural transformation of the design. (This will be elaborated in the next section.)

4.2.2 Structural Transformation

The transformation of the structure of the design is achieved by fitting schemes into the branches and elements of the bond graph, as shown in Figure 4.7.

![Structural transformation diagram](image)

Figure 4.7 Structural transformation

With the input as shown, the various schemes are fitted into the branches of the graph. The capacitance represented in the bond graph is replaced in the first instance by a
helical spring. The resistance due to leakage in the original instance has now been made into a feature by cutting holes into the piston head, giving a more predictable force-loss relationship. In Schema C, the inductance is replaced by a flywheel! Though an apparently ludicrous idea, this may lead to insight in the final design.

4.3 Searching in the Solution Space

The solution space comprises all the solution that are described. In design, this is only possible in parametric design, as the assumption is that all the parameters are known, and the task is to determine the values of the parameters that will yield feasible solutions.

The understanding of the solution space is the key to developing a model of innovative design. An example is used here to illustrate the concept.

4.3.1 The Beam Problem

Consider the problem shown in Figure 4.8.

```
Fixed Length, L
\[\text{Force, } P\]
\[\text{Variable Diameter, } D\]
```

Figure 4.8 The beam problem
The objective of this problem is to minimize the deflection of the beam at the point where the force acts. Initially, we consider a circular cross-section. That is, the beam is a rod of diameter $D$. The constraints are minimum weight, bending stress, and shear stress. In a typical problem formulation, the problem is stated as shown in Figure 4.9.

\[
\min f(x) = \text{deflection of rod} = \frac{64PL^3}{3E\pi D^4}
\]

subject to:
weight constraint: $\rho \pi D^2 L/4 < \text{maximum weight}$
bending constraint: $PL/128\pi D^3 < \text{allowable bending stress}$
shear constraint: $16P/3\pi D^2 < \text{allowable shear stress}$
non-negativity constraint: $D \geq 0$

Figure 4.9 Problem formulation

Putting some values into the parameters:

Length of the beam, $L = 10m$
Point load force, $P = 14000N$
Density of material, $\rho = 7850kg/m3$
Allowable bending stress, $\sigma_b = 165MPa$
Allowable shear stress, $\tau_b = 50MPa$
Allowable weight, $w = 80N$.

For the rod:

Weight constraint:

$\rho \pi D^2 Lg/4 < \text{weight}$

Substituting the values, $D < 0.0114m$. 
Bending constraint:
\[ \sigma = \frac{PL}{128\pi D^3} < \text{allowable bending stress} = 165\text{MPa}. \]

With the values, \( D > 0.0128\text{m} \).

Shear constraint:
\[ \tau = \frac{16P}{3\pi D^2} < \text{allowable shear stress} = 50\text{MPa}. \]

With the values, \( D > 0.0128\text{m} \).

Thus, as far as parametric design goes, there is no feasible solution. This can be illustrated on the number line shown in Figure 4.10.

![Figure 4.10: Full solution space](image)

4.4 Searching in the Solution-Problem Space

The solution-problem space is obtained by extending the solution space. This can be achieved by changing, removing or adding parameters to the original problem formulation, thereby changing the original problem formulation. Before the general case of changing parameters is discussed, the particular case of adding a new parameter will be considered in order to illustrate how the addition of a new parameter can change the solution space. (In this case, we have introduced a solution space in which no feasible solution existed earlier.)
4.4.1 Addition of a new parameter

To expand the solution space, an additional parameter, the inner diameter, is introduced, in effect changing the problem formulation. The inner diameter has increased the solution space of nullity to that of a feasible region. (This can be seen in Figure 4.11.) This has also allowed the possibility of optimization.

![Diagram](image)

Figure 4.11 Addition of a new parameter

The problem formulation has changed. This can be seen in Figure 4.12.

\[
\text{min } f(x) = \text{deflection of hollow circular beam}
\]

subject to:

weight constraint: weight < maximum weight

bending constraint: bending stress < allowable stress

shear constraint: shear stress < allowable stress

\[
0 < D_i < D_o < \text{Outer Limit}
\]

\[
D_i > \text{Inner Limit}
\]

Figure 4.12 Problem formulation for the addition of a new parameter
The problem is different from the original one, although the function is the same: that is, to minimize the deflection of the beam.

For this problem, with the replacement of a tube for the rod, inserting the values of the parameters:

\[ \min \quad PL^3/3EI = 2.377 \times 10^{-4}/(D_0^2 - D_i^2) \]

subject to:

Weight constraint:

\[ w = 2.466 \times 10^5(D_o^2 - D_i^2)g < 80 \]

Bending stress constraint:

\[ 1.426 \times 10^6D_o/(D_o^4 - D_i^4) < 165 \times 10^6 \]

Shear stress constraint:

\[ 1.188 \times 10^4(D_o^2 + D_oD_i + D_i^2)/(D_o^4 - D_i^4) < 50 \times 10^6 \]

Geometric constraint:

\[ D_o > D_i \]

The above constraints and objective function are fed into an optimization package called OptdesX™, a software for optimal engineering design. The solution space is shown in Figure 4.13.
Figure 4.13 Solution space for the beam problem

4.4.2 Changing the parameter

In general, the solution space was changed by changing the parameters; that is, the addition of a parameter, the inner diameter in the above case, is just one instance of a number of changes that can take place by looking at the parameters in general. Thus, by changing parameters, such as length or cross-sectional area, the solution space is again altered. This is shown clearly in Figure 4.14.
Note that changing the problem formulation has led to the generation of many solutions that were not possible initially.

Thus, changing the problem formulation has enlarged the solution space. This has led to the realization that innovative design can be modeled as "search in the problem-solution space."

4.5 Innovative Design as Search in the Problem-Solution Space

Innovative design is defined as a design process, beyond the domain of parametric design, in which designs are not created by changing the values of parameters.

Modeling innovative design as search has many connotations: Design knowledge can be expressed as goals and operators. The problem-solution space must be represented. In turn, this means that design formulation involves the identification of the goal(s) of the
design. Design synthesis involves the search for design solutions through the selection and application of operators in the problem-solution space. Design evaluation involves assessment, if the goals are satisfied. (This is illustrated in Figure 4.16.)

![Diagram of Problem-Solution Space]

Figure 4.15 Model for innovative design

In the model for innovative design, the design problem (1) is specified in solution-neutral language. In the beam example, the problem may be specified as finding a structure with fixed span 1.2m that will not deflect more than 0.03m when subjected to a point force of 50N.

In the formulation (2) phase, the problem is described in a manner that facilitates the changing of the parameters. At this stage, the goals are encoded in a form meaningful and useful for the evaluation (6).
In the synthesis (3), operators are used to search for the solution. The operators also work on the problem formulation, extending the solution space to become the problem-solution space. The transformed couple \( \{Pr', So'\} \) is then evaluated. If the need arises, owing to a discrepancy between the design metric and the proposed solution, the problem may be redefined and reformulated and/or the solution modified (7).

The key distinguishing feature in this model is that the formulation of the problem is included in the model, and is not taken to be a given, as in many design models.
Chapter 5

Representation and Formulation

5.0 Representation in General

One of the remarkable attributes of human intelligence is the ability to convert a problem into a familiar form, or representation, that can be manipulated using previously-known techniques.

This section will examine the concept of representation: in particular, those representations that can be formally defined, and are thus suitable for computer mechanization.

The primary distinguishing characteristics of a representation are:

1. The information which is made explicit.

2. The manner in which the information is physically encoded.

The purpose of a representation is to simplify the problem of answering a restricted set of questions about a given situation. The selection of the representation must therefore be goal-directed.
The operations and data structures provided by the representation should result in simple computational procedures for answering questions relevant to the given situation.

### 5.1 Bond Graph Representation

One of the most important contributions of the bond graph representation is that input-output decisions for device models may be deferred until they are assembled into a system configuration. The graphical-energy nature of representation allows us to store the models in an acausal form, just as a circuit diagram does. That is, for a circuit model we are not required to decide *a priori* at a terminal pair which of the variables (for example, voltage, current) will be the input and which the output; similarly, at a port we are not required to decide *a priori* which of the power variables (for example, torque, angular velocity) will be the input and which the output.

Refer to the air pump shown in Figure 5.1.

![Figure 5.1 Schematic of air pump](image)

The corresponding bond graph representation is as follows:
The representation of the air pump, in the form of a bond graph, allows one to manipulate the air pump system by manipulating the graph. This is true, in general, of most forms of representation; and indeed, this is one of the most important functions of representation. For instance, when the graph is altered as shown in Figure 5.3, one of the possible physical realizations is shown in Figure 5.4.
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![Diagram](image)

Figure 5.4 Physical system based on the modified bond graph

The mapping from bond graph representation to physical system is a one-to-many relationship. Another physical realization may be seen from the schematic shown in Figure 5.5. Owing to this one-to-many mapping property of bond graphs to the physical world, the author decided not to computerize the mapping from bond graphs to the physical world. Instead, this property is exploited as a feature for the designer to create innovative designs based on the modified bond graph representation.

![Diagram](image)

Figure 5.5 Design variant based on the same modified bond graph
One of the interesting results obtained from simulation, when the above transformation of the bond graph is done, is a higher outflow. It is assumed that this is the desired dynamic characteristic of the air pump. Note that this is achieved by changing the topology while maintaining the values of the parameters. The results from the simulation are shown in Figure 5.6 and Figure 5.7.

Thus, the use of bond graphs as a representation of dynamic systems is adequate, as it allows one to manipulate the graph to achieve the desired dynamic characteristic. To perform the operations computationally, genetic algorithms (GA) are used. The use of genetic algorithms requires a representation and a design metric. As it turns out, the representation of bond graphs is very amenable to representation of genetic algorithms utilizing a one-to-one correspondence.

![Graph of air outflow vs time](image)

Figure 5.6 Air outflow from the original system
5.2 Genetic Algorithm Representation

Representation in genetic algorithms takes the form of strings. The bond graph topology is represented by a two-dimensional binary string, while the parameter values are represented by a binary-to-decimal string. The representation of the topology by a two-dimensional binary string is exactly the same as the incidence matrix representation into which a bond graph is uniquely mapped.

The construction of an incidence matrix is done in two steps. First, the information of the bond graph is encoded, as in schematic capture in circuits. For the bond graph shown in Figure 5.2, the result is tabulated and shown in Table 5.1.
Table 5.1 Bond graph encoding

<table>
<thead>
<tr>
<th>Node</th>
<th>Bonds</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Se</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Sp</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>3</td>
<td>2250 ohms</td>
</tr>
<tr>
<td>R</td>
<td>9</td>
<td>negligible</td>
</tr>
<tr>
<td>R</td>
<td>15</td>
<td>$3.32 \times 10^5$ N-s/m$^2$</td>
</tr>
<tr>
<td>I</td>
<td>2</td>
<td>3.9 H</td>
</tr>
<tr>
<td>I</td>
<td>6</td>
<td>$1.11 \times 10^{-3}$ N-s$^2$/m</td>
</tr>
<tr>
<td>C</td>
<td>13</td>
<td>$18.65 \times 10^{-10}$ m$^5$/N</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>$1 / (117$ Kg/m)</td>
</tr>
<tr>
<td>GY</td>
<td>4, 5</td>
<td>13 N/A ($\text{m/s}$/V)</td>
</tr>
<tr>
<td>TF</td>
<td>7, 8</td>
<td>0.58</td>
</tr>
<tr>
<td>TF</td>
<td>11, 12</td>
<td>$1.71 \times 10^{-4}$ m$^2$</td>
</tr>
<tr>
<td>0</td>
<td>12, 13, 14</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1, 2, 3, 4</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5, 6, 7</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>8, 9, 10, 11</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>14, 15, 16</td>
<td></td>
</tr>
</tbody>
</table>

Next, the incidence matrix is constructed. The rows represent elements of the bond graph (which correspond to the components of the physical systems), and the columns represent the bond number. The incidence matrix for the bond graph shown in Figure 5.2 is shown in Figure 5.8.
The two-dimensional binary string for the genetic algorithm is exactly the same as that of the incidence matrix. The information of the parameters encoded in Table 5.1 is encoded in the binary-to-decimal strings shown in Table 5.2.

<table>
<thead>
<tr>
<th>Element</th>
<th>Bond Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Se</td>
<td>1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1</td>
</tr>
<tr>
<td>Sp</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1</td>
</tr>
<tr>
<td>I2</td>
<td>0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>I6</td>
<td>0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>C10</td>
<td>0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>C13</td>
<td>0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0</td>
</tr>
<tr>
<td>R3</td>
<td>0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>R9</td>
<td>0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>R15</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0</td>
</tr>
<tr>
<td>GY</td>
<td>0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>TF78</td>
<td>0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>TF11</td>
<td>0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0</td>
</tr>
<tr>
<td>0</td>
<td>0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0</td>
</tr>
<tr>
<td>1</td>
<td>1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>1</td>
<td>0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>1</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1</td>
</tr>
</tbody>
</table>

Figure 5.8 Incidence matrix

The summation of one's in the rows corresponds to the number of ports in the elements. The number of one's in the columns corresponds to the interconnection of the elements. The row number corresponds to the element that is represented in the table generated by the schematic capture. For example, row 3 corresponds to inertia, I2. From the incidence matrix or the two-dimensional binary string representation, I2 is a single-port element connected to a one-junction.
### Table 5.2 Genetic algorithm two-dimensional binary string representation

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

### 5.3 Formulation

With the representation selected, the formulation takes the form of applying the operators of mutation, selection and combination in order to transform the representation from a population of randomly-generated two-dimensional binary strings to a valid bond graph with the relevant dynamic characteristics. A valid bond graph, as explained in Chapter 3, will have been subjected to several conditions, including geometric

Further, since the goal is to generate many solutions, genetic speciation is applied as a strategy to assure a variety of solutions. For clarity of explanation, an example with fewer elements is used.

![Diagram of vibration isolation system]

Figure 5.9 Vibration isolation system

Consider the vibration isolation system shown in Figure 5.9. In the bond graph representation shown in Figure 5.10, the dotted line shows the power flow from the vibrating foundation to the mass. The corresponding incidence matrix cum two-dimensional binary string representation is shown in Figure 5.11. However, this is the end result of the genetic algorithm run. In this case, it has resulted in a valid bond graph. What has been generated at the beginning of the run will be a population of randomly generated two-dimensional binary string representations, or "genomes" in genetic algorithm
terminology. A typical genome is shown in Figure 5.12. This genome has a fitness that is less than one, implying in this case that it does not correspond to a valid bond graph. This is shown in Figure 5.13.

![Bond graph of the vibration isolation system](image)

Figure 5.10 Bond graph of the vibration isolation system

```
010000000000
100000000000
000000100000
000000000000
000001000000
000000000000
000010000000
011000010000
100101000100
001100100000
000100101000
000000000000
```

Figure 5.11 Two-dimensional binary string
The sections to follow will provide the formulation that transforms a somewhat meaningless two-dimensional binary string that has been randomly generated, to a bond graph that exhibits the desired dynamic characteristics.

### 5.3.1 Fitness Function

The fitness function for topology is described here, as it is consistent throughout the generation of valid graphs. The fitness function of the dynamic characteristics is
different for different case studies (since the requirement of an accelerometer cannot be the same as that of an aquarium pump). This is described in Chapter 7.

The fitness function has the objective of achieving a valid bond graph. A score of one indicates that a valid graph has been obtained. In the first portion, the number of ports and interconnections is checked. A single-port element should have a single port; only two elements can be connected to one another if they are to be connected at all. From Figure 5.14, the number of ones in the first row is good, as C1 is a single-port element. This can be expressed succinctly by the following mathematical equation:

\[
\text{row fitness, } f_1 = \left( \sum f_i \right) / n
\]

(5.1)

where \( i = 1, 2, ..., n \)

and \( n \) = number of rows.

\( f_i = 1 \) for \( \Sigma_j = 0, 1 \), where \( j = \) number of columns

\( 1 / \Sigma_j \) otherwise.

\( \Sigma_j = 0 \) implies that the element has no port, which means that it cannot be connected, and therefore is not featured in the representation.

<table>
<thead>
<tr>
<th></th>
<th>0100000000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1000000000000</td>
</tr>
<tr>
<td>C2</td>
<td>1000000100000</td>
</tr>
<tr>
<td>I3</td>
<td>001000100000</td>
</tr>
<tr>
<td>I4</td>
<td>000011100000</td>
</tr>
<tr>
<td>R5</td>
<td>110011100000</td>
</tr>
<tr>
<td>R6</td>
<td>1110000000000</td>
</tr>
<tr>
<td>SF</td>
<td>0000010000000</td>
</tr>
<tr>
<td>0</td>
<td>0000011100000</td>
</tr>
<tr>
<td>0</td>
<td>000001111000</td>
</tr>
<tr>
<td>1</td>
<td>0000000000000</td>
</tr>
<tr>
<td>1</td>
<td>000000011100</td>
</tr>
<tr>
<td>1</td>
<td>1111100000000</td>
</tr>
</tbody>
</table>

Figure 5.14 Calculation of fitness value
A similar procedure is followed for the column fitness. Calculating the fitness of the columns is slightly more involved, as the terminal elements such as inertias, capacitors and resistors cannot be connected to one another; the junction structures such as transformers, one-junction and zero-junction can be connected one to another and with the terminal elements. The calculation of the column fitness is therefore adjusted to take this into account. In the first calculation, the column fitness of the single-port elements is made to ensure that no terminal element is connected to another terminal element. Row fitness is done in a similar way. In the second calculation, the entire column is considered to ensure that only two elements are connected, if there is to be a connection at all. Again, the calculation takes a similar form to that of the row fitness. The three fitnesses are multiplied by a profile to make them sum to one if the topology results in a valid graph.

The fitness is then modified by a factor $\alpha$, which takes into account causality. As explained in Chapter 2, integrative causality is the preferred causality, as it implies no physically impossible solutions and/or fully observable and fully controllable systems. Though the issue of observability and controllability is not dealt with in this thesis, these are indeed good characteristics for a dynamic system to have.

$\alpha$ is the proportion of storage elements with integrative causality, to the number of storage elements. The desired value of $\alpha$ is 1. At this stage, if the topology fitness is 1, the resultant bond graph will be a valid bond graph with integrative causality for all the storage elements.
5.3.2 Selection and Crossover

Consider the two genomes shown in Figure 5.15. Their respective fitness scores are shown. It is assumed that their fitnesses put them in the elite class that is selected by the roulette-wheel method of procreation. A random crossover point is generated. The top portion of the first parent merges with the bottom portion of the second parent to form a child, and the second child is formed from the combination of the bottom portion of the first parent with the top portion of the second parent.

![Diagram of selection and crossover]

<table>
<thead>
<tr>
<th>Genome 1</th>
<th>Genome 2</th>
<th>Parent 1</th>
<th>Parent 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>010000000000</td>
<td>010000111000</td>
<td>010000000000</td>
<td>010000111000</td>
</tr>
<tr>
<td>100000000000</td>
<td>100000111000</td>
<td>100000111000</td>
<td>100000111000</td>
</tr>
<tr>
<td>1000001001000</td>
<td>000000000000</td>
<td>011000000000</td>
<td>011000000000</td>
</tr>
<tr>
<td>000000111000</td>
<td>000000100000</td>
<td>110011000000</td>
<td>000000100000</td>
</tr>
<tr>
<td>000000000000</td>
<td>000000000000</td>
<td>000000000000</td>
<td>000000000000</td>
</tr>
<tr>
<td>000000000000</td>
<td>000000000000</td>
<td>000000000000</td>
<td>000000000000</td>
</tr>
<tr>
<td>111100000000</td>
<td>000000000000</td>
<td>111100000000</td>
<td>000000000000</td>
</tr>
</tbody>
</table>

\[ f = 0.741 \quad f = 0.764 \quad f = 0.974 \quad f = 0.491 \]

Figure 5.15 Operation of combination using crossover

The first child is selected for the next generation, while the second child is discarded if it ranks near the bottom of the population. From this illustration, it is noted that crossover does not necessarily create superior offspring; and in the instance above, one offspring is less superior than the parents.

For the purpose of clarity, the development of the superior offspring will be followed, and the effect of the operation of mutation examined.
5.3.3 Mutation

The operation of mutation involves the toggling of the value in one of the positions of the two-dimensional binary string. This position is selected randomly. As can be seen in Figure 5.16, the value of the first column of the third row is toggled. This corresponds to a dramatic change in the bond graph representation, as shown in Figure 5.17.

![Figure 5.16 Operation of mutation](image)

![Figure 5.17 Effect of mutation on bond graph](image)
Thus, the operations of crossover, selection and mutation have profound effects on the bond graphs. From an invalid graph, which corresponds to an inept formulation of the problem of vibration isolation of the machine from the vibrating foundation, the resultant graph is one design variant capable of satisfying the requirements of dynamic characteristics. This is due to the mathematical formulation that the bond graph embodies. This formulation relates the output (in this case, the velocity of inertia, \( v \)) to the input (the velocity of the flow source).

The complete assignment of power and causality follows. The graph is then converted into the state space representation, from which the dynamic characteristics are determined. At that stage, the computation proceeds as in parametric design. While the topology is maintained, the values of the parameters are varied. The dynamic characteristic is calculated and compared with the desired value. When the desired value is reached, a solution is obtained.

This thesis, however, is about the generation of design variants, and not about one design solution. Therefore, a strategy must be used to force the generation of variants. This strategy is genetic speciation, described in Chapter 2.

**5.3.4 Genetic Speciation**

Consider the left genome (Figure 5.18) which has been selected for comparison. The fitness of the rest of the population is then derated according to the triangular function described in Chapter 2. Although the formula calls for the evaluation of the sharing function for the entire population, the effects of the sharing function on the candidates can be seen even by the simple calculation of the distance between the candidate and the selected genome. The first candidate (the second genome) has a sharing function close to
one; that is, it is almost identical to the first genome; therefore, the derated function is much less than that of the third genome. The third genome has a sharing function value much less than one, which implies that it is very different from the first. The derated fitness is therefore higher, and the third genome stand a higher chance of being selected for procreation in the next generation.

\[
\text{Distance = 1 \cdot 140/144} \\
\text{s(d) = 140/144} \\
\text{C1} \begin{array}{c}
010000000000
\end{array} \\
\text{C2} \begin{array}{c}
100000000000
\end{array} \\
\text{C3} \begin{array}{c}
000000100000
\end{array} \\
\text{C4} \begin{array}{c}
000000000000
\end{array} \\
\text{R5} \begin{array}{c}
000001000000
\end{array} \\
\text{R6} \begin{array}{c}
000000000000
\end{array} \\
\text{Sf} \begin{array}{c}
000001000000
\end{array} \\
\text{0} \begin{array}{c}
011000000000
\end{array} \\
\text{1} \begin{array}{c}
100101000100
\end{array} \\
\text{1} \begin{array}{c}
001100100000
\end{array} \\
\text{1} \begin{array}{c}
000010010100
\end{array} \\
\text{1} \begin{array}{c}
000001001000
\end{array} \\
\text{f(x) = 1.0}
\]

\[
\text{Distance = 1 \cdot 140/144} \\
\text{s(d) = 36/144} \\
\text{C1} \begin{array}{c}
100000000000
\end{array} \\
\text{C2} \begin{array}{c}
010000000000
\end{array} \\
\text{C3} \begin{array}{c}
001000000000
\end{array} \\
\text{C4} \begin{array}{c}
000100000000
\end{array} \\
\text{R5} \begin{array}{c}
000010000000
\end{array} \\
\text{R6} \begin{array}{c}
000000100000
\end{array} \\
\text{Sf} \begin{array}{c}
000001000000
\end{array} \\
\text{0} \begin{array}{c}
011000000000
\end{array} \\
\text{0} \begin{array}{c}
100101000100
\end{array} \\
\text{1} \begin{array}{c}
001100100000
\end{array} \\
\text{1} \begin{array}{c}
000010010100
\end{array} \\
\text{1} \begin{array}{c}
000001001000
\end{array} \\
\text{f(x) = 144/140}
\]

\[
\text{Distance = 1 \cdot 140/144} \\
\text{Distance = 36/144} \\
\text{C1} \begin{array}{c}
100000000000
\end{array} \\
\text{C2} \begin{array}{c}
010000000000
\end{array} \\
\text{C3} \begin{array}{c}
001000000000
\end{array} \\
\text{C4} \begin{array}{c}
000100000000
\end{array} \\
\text{R5} \begin{array}{c}
000010000000
\end{array} \\
\text{R6} \begin{array}{c}
000000100000
\end{array} \\
\text{Sf} \begin{array}{c}
000001000000
\end{array} \\
\text{0} \begin{array}{c}
011000000000
\end{array} \\
\text{0} \begin{array}{c}
100101000100
\end{array} \\
\text{1} \begin{array}{c}
001100100000
\end{array} \\
\text{1} \begin{array}{c}
000010010100
\end{array} \\
\text{1} \begin{array}{c}
000001001000
\end{array} \\
\text{f(x) = 144/36}
\]

---

**Figure 5.18** Strategy of speciation

The speciation strategy seen in bond graph terms will make it easier to appreciate.

---

**Figure 5.19** Speciation applied to bond graphs
The first bond graph in Figure 5.19 corresponds to the first genome in Figure 5.18: that is, the selected graph for comparison with the candidate graphs. The second graph, which corresponds to the second genome, differs from the first by the position of the springs. Thus, spring C1 is in series with the dash pot in the second case, while spring C2 is in series with the dash pot in the first.

In the third bond graph, the topology is very different. Indeed, there are more elements than in the first bond graph, as inertia I4 has been added to the graph. Since the third bond graph is preferred over the second bond graph for procreation, the strategy results in the generation of design variants.
Chapter 6

Implementation

6.0 Overview

Altogether there are three programs written: "Topology Generator," "Performance Generator," and "Variant." Topology Generator performs the reconfiguration of topology in the bond graphs. Performance Generator uses a topology, and varies the values of the parameter to give the desired performance. Variant is a combination of both Topology Generator and Performance Generator.

Section 6.1 gives a description of the developed program, Variant. Section 6.2 outlines the inputs required. Section 6.3 describes the component software modules of Variant.

6.1 Introduction to Variant

Variant is written in an object-oriented language, C++. It runs on the Silicon Graphics Iris R4000 computer. There are three main modules of Variant. The first is the genetic algorithms that encapsulate the operators of transformation. The second is the bond graph program that formulates the problem for the program. The third is the MATLAB™
program that performs the evaluation of the dynamic characteristics of bond graphs. The organization of the program modules is shown in Figure 6.1.

![Diagram](image)

**Figure 6.1 Organization of the software modules**

Two modules, genetic algorithms and bond graphs, constitute Topology Generator. The objective is to find valid bond graph structures with the required input and output elements and a reasonable intervening structure. The designer will have to decide what are the criteria for a reasonable structure. In the case studies, the maximum order of the system is used as a criterion for the complexity of the systems with which the designer is willing to contend.

Performance Generator is essentially made up of MATLAB™ and the genetic algorithm. Variant consists of Topology Generator and Performance Generator, but the inclusion of these two generators requires the third link between the bond graph and MATLAB™ to be established. MATLAB™ needs to be interfaced with the bond graph module in order to understand the representation which has been evaluated for formulation.
(The Performance Generator assumes that the bond graph given to the program is a valid bond graph.)

Figure 6.2 Flow of the program
The flow of the program is shown in Figure 6.2. Genetic algorithms generate various potential designs, which are evaluated for their formulation based on the construction of the equivalent bond graph structure. Once a valid bond graph is found, the MATLAB\textsuperscript{TM} module is used to evaluate the dynamic characteristics by varying the values of the parameters. This operation is accomplished by use of the genetic algorithm. Once the pre-specified number of generations is reached, control is returned to the outer genetic algorithm loop. This loop exercises the speciation strategy to generate as many different topologies as possible.

6.2 Inputs to the Program

The designer specifies the following inputs:

1. Maximum number of each component.
2. Range of values for each parameter that characterized the component.
3. Input (s) to the dynamic system.
4. Output(s) from the dynamic system.
5. Desired performance of the dynamic system.

In addition, for the genetic algorithms, the designer will have to specify the following inputs:

1. Number of generations to be performed for the Topology Generator.
2. Size of the initial population.
3. Probability of crossover.
4. Probability of mutation.

Another set of similar input is required for the nested genetic algorithm that generates the parameter values.
The input to the program also includes the designer-specified output of interest. The range of acceptable values for the dynamic characteristic also needs to be specified.

6.3 Program Modules

6.3.1 The Genetic Algorithms (GAs)

There are primarily two classes in the genetic library: the genome, and the genetic algorithm. Each genome object represents a single solution to the problem. The genetic algorithm object defines how the evolution should take place. In addition to these two objects, an objective function that is relevant to the problem must be constructed. The objective function tells the GA how well each genome "performs."

In Variant, the genetic algorithm used for varying the topology is the steady-state genetic algorithm.

In using a genetic algorithm to solve an optimization problem, the problem must be represented in a single-data structure. The genetic algorithm operates on these structures to evolve the best solution. In the GA library, the basic structure is called a GAGenome. There are three classes of structures derived directly from the GAGenome: GAListGenome, GATreeGenome and GAArrayGenome. The derived genome classes descend not only from the GAGenome class, but also from a data-structure class as reflected in their names. In variant, the derived genome classes used are a 2-dimensional binary string and a binary-to-decimal string.
Each genome has three primary operators: initialization, mutation, and crossover. The initial population can be biased with the initialization operator. The mutation and crossover are defined specifically for each particular problem, according to the representation. Essentially, the initialization operator determines how the genome is initialized. The mutation operator defines a method for mutating the genome. The crossover operator defines the procedure for generating a child from two parent genomes. It is used in conjunction with a crossover site object.

In general, the genetic algorithm does not need to know about the contents of the data structures on which it is operating. The library reflects this generality. Mixing and matching genome types with genetic algorithms is possible; this feature is exploited in Variant by using a two-stage genome. The second stage of the binary string that carries the parameter-values information is used only when the bond graph represented by the two-dimensional genome is valid.

The genome's member functions perform various roles, including cloning the population to create the future population, initializing genomes to restart a run, and crossing genomes to generate children and mutate genomes.

The genetic algorithm contains the selection method, statistics, replacement strategy, and parameters for running the algorithm. In Variant, the selection method used is the roulette-wheel method. The replacement strategy is the elitist replacement with cmult set at 2. That is, there will be copies of the best member in the next population. The parameters used in variant change according to the purpose of the run, but in general, it is set at 20,000 generations with a population size of 30. Probability of mutation is set at 0.00132, and probability of crossover is set at 0.8. These rates were determined, after
some trials, to be satisfactory for convergence. Overlapping (steady-state) genetic algorithms are used in Variant.

The population object is a container for genomes. Each population object has a scaling-scheme object associated with it. The scaling-scheme object converts the objective score of each genome to a fitness score that the genetic algorithm uses for selection. In variant, the scaling scheme adopted is the linear-proportion scaling scheme.

It is important to note the distinction between fitness and objective scores. The objective score is the value returned by the objective function. The fitness score is the (possibly scaled) value used to determine fitness for mating. They are not necessarily the same. The genetic algorithm uses the fitness scores, not the objective scores, to make the selection.

6.3.2 The Bond Graph Module

Variant essentially utilizes a graph description, or a degenerate form of graph description specifying the maximum number of each element and the interconnection among the elements. The program then determines the formulation of a valid bond graph. The complete formulation of the bond graph is verified by the eigenvalue calculation. The successful determination of the eigenvalues indicates that the minimally-connected graph has been properly assigned its causality and power.

The bond graph program can be broken down into a number of classes, including ElementList, fifo and gnode class. The ElementList class performs several class functions, such as automatic assignment of flows and power directions, vital in determining the
causality of bond graphs. The fifo class keeps track of the stack operations used extensively in the determination of the eigenvalues. The gnode class is used in the drawing operations for output purposes.

There are several junctures in the program where the fitness of the representation of the bond graph is evaluated. This is done sequentially, so that if a certain criterion such as integral causality is not met, the graph is assigned a fitness score and the program flow is directed back to the genetic algorithm module.

The bond graph program is based on the algorithm of partitioning matrices. The specific problem addressed by this program is this: given a bond graph composed of elements from the basic set \{C, I, R, Se, Sf, TF, GY, 0, 1\}, find a method of generating state space equations of the form:

\[
\dot{X} = AX + BU \\
Y = CX + DU
\] (6.1)

The desired outputs from the bond graph module are the state-space matrices: A, B, C and D matrices. These matrices in turn form the input to the MATLAB™ module of the program.

6.3.3 The MATLAB™ Module

This is a commercial program from Mathworks© that integrates matrix computation, numerical analysis, signal processing, data analysis, and graphics in an easy-to-use environment.
In Variant, MATLAB™ is used as an engine, that is, not in an interactive mode. The incorporation of MATLAB™ as an engine opens Variant to a wide range of application-specific solutions called toolboxes. Toolboxes are libraries of MATLAB™ functions that customize MATLAB™ for solving particular classes of problems. In the case study, MATLAB™ is used to solve dynamic problems; therefore, the control toolbox that determines dynamic characteristics is utilized. Transmissibility, phase margin, gain margin, and other relevant quantities may be calculated using MATLAB™.
Chapter 7

Case Studies

7.0 Overview

This chapter records the case studies that were done to verify the developed method of design generation described in the previous chapters. The first case study involves the design of a vibration isolation system. This case illustrates the use of bond graphs to represent adequately the design and results obtained when the operators of design were applied to the design. This case also illustrates the choice of inputs: the desired dynamic characteristic (transmissibility); a maximal set of elements, indicating the maximum order of the system with which the designer is willing to contend; the nominal values of the parameters; and the range of values of the same.

The second case study is the design of an accelerometer to satisfy the dynamic characteristics of phase margin and gain margin. This case illustrates the wide range of dynamic characteristics with which the program can deal.

The third case study is the design of a pump system. This example illustrates the versatility of the program in handling design which involves inter-domain subsystems: electrical motors, mechanical mechanisms, and fluid flow elements. The program
essentially generated a number of topologies that are possible solutions to the problem of finding possible interconnections between the output of fluid flow and the input of electrical energy.

7.1 Case Study 1: Vibration Isolation Systems

7.1.1 Introduction

Vibration isolation is a vibration control technique, wherein an isolator having suitable characteristics is inserted between the vibratory source and the system requiring protection, to reduce the level of transmitted vibration. Insertion of the isolator generally creates a resonance in the frequency response of the vibration isolation system, above which the level of transmitted vibration decreases with an increase in excitation frequency. Vibration isolation systems can be generally categorized as linear or nonlinear, depending on whether or not their vibration response is described by linear differential equations with constant coefficients. They can be further categorized as active or passive, depending on whether or not external power is required for the isolator to be operational. In this research, only passive and linear-vibration isolation systems are considered.

The vibration isolation problem is illustrated in Figure 7.1.
Here the mass can be a precision measuring machine on the shopfloor, or a control panel for imaging on the printing press. Since the resolution required in both applications is very demanding, the mass must be isolated from the vibrating foundation to a high degree. In this research, the machine is isolated to a hundredth of a percent of the velocity of the vibrating foundation.

7.1.2 Basic Assumptions

Lumped-parameter mathematical models are frequently used in the analysis and design of vibration isolation systems, as well as in the interpretation of characteristics of vibrating mechanical systems. Although the lumping of isolation system properties into rigid mass, ideal stiffness, and damping elements represents a simplification of reality, the usefulness of vibration response characteristics based on this simplification has long been established. Consequently, to avoid unnecessary complexity, the isolation system is
considered to be comprised of a rigid mass supported on a rigid foundation by a single isolator undergoing unidirectional vibration in response to harmonic vibration excitation of angular frequency $\omega$. The schematic diagram of an idealized vibration isolation system is illustrated in Figure 7.2, where the excitation is represented by a harmonic displacement $a(t) = \sin \omega t$ of the rigid foundation. For vibration excitation of the foundation, the purpose of the isolator is to reduce the magnitude of vibratory velocity $\dot{x}(t)$ transmitted to the isolated mass.

Only viscous damping is considered in this case study, as it is considered to be linear. This is a good approximation at low speed, where the flow through the orifice is laminar. The energy dissipated per cycle by a viscous damper experiencing a harmonic relative displacement $z=z\sin \omega t$ is dependent on the frequency and the amplitude of vibration.

![Figure 7.2 Vibration isolation for a machine](image)
7.1.3 Isolation System Response Parameters

The primary responses of interest for vibration excitation of the foundation are the absolute displacement of the mass $x$, or its derivatives, and the relative displacement $\delta = (x - a)$. Absolute response parameters such as velocity $\dot{x}$, acceleration $\ddot{x}$, or force $F_T$ are important with regard to fragility and structural integrity properties of the isolated body or foundation, whereas the relative displacement $\delta$ across the isolator is important in the determination of isolator strength and isolation system clearance requirements. For this case study, only the absolute velocity was taken into account, as the other quantities can be derived from it.

In particular, transmissibility is used as the dynamic characteristic of interest. Transmissibility is the ratio of the output velocity to that of the input.

7.1.4 Inputs to the Computer Program

The inputs to the system are as follows:

1. Maximum number of storage elements: two masses and two springs.
2. Maximum number of dissipative elements: two
3. Range of parameter values: from one-tenth the nominal to ten times the nominal
4. Nominal values: 
   - masses: $I_3 = 1000\text{kg}$ and $I_4 = 100\text{kg}$
   - springs: $C_1 = 5000\text{N/m}$ and $C_2 = 2000\text{N/m}$
   - dissipative elements: $R_5 = 600\text{N/m/s}$ and $R_6 = 200\text{N/m/s}$.
5. Input quantity: velocity of foundation $= \sin wt$
6. Output quantity: velocity of mass, $I_3$

Parameters for the genetic algorithms are set as follows:
For the first stage:

1. Number of generations: 20000
2. Size of population: 80
3. Probability of crossover: 0.8
4. Probability of mutation: 0.013
5. Proportion for replacement: 0.9
6. Sharing function used: triangular

For the second stage:

1. Number of generations: 200
2. Size of population: 10
3. Probability of crossover: 0.8
4. Probability of mutation: 0.013

7.1.5 Results from the Computer Program

The results from the computer program are shown in the following figures.
Values of Parameters:  

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>R5</th>
<th>R6</th>
<th>I4</th>
<th>I3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30782N/m</td>
<td>11614N/m</td>
<td>60N/m/s</td>
<td>1728N/m/s</td>
<td>207kg</td>
<td>10000kg</td>
</tr>
</tbody>
</table>

Transmissibility:  

4.05exp(-8)

Figure 7.3 Vibration isolation design variant 1

Values of Parameters:  

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>R5</th>
<th>I4</th>
<th>I3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>41459N/m</td>
<td>200N/m</td>
<td>340N/m/s</td>
<td>165kg</td>
<td>10000kg</td>
</tr>
</tbody>
</table>

Transmissibility:  

7.80exp(-8)

Figure 7.4 Vibration isolation design variant 2
Figure 7.5 Vibration isolation design variant 3

Figure 7.6 Vibration isolation design variant 4
From the design variants, the designer can develop insight into where the absorbing material can best be placed. Further, if the number of components is an issue, the designer may opt for variant 4 to satisfy the dynamic requirements.

Figure 7.7 shows the results of a typical best-of-generation run from the genetic algorithm.
Figure 7.8 Graph of Fitness vs Generation Number for entire run

The results are from the nested genetic algorithm which varies the values of the parameters. It shows that the fitness value of the population increases as the number of generations increases. It continued to increase, and was stopped at generation number 200, as this met the termination criteria. Any graph structure with fitness value above 3 would have satisfied the dynamic characteristic requirement.

In Figure 7.8, the fitness value of the best-of-generation for the entire run is shown. Bond graphs with fitness values above 1.0 are valid graphs. Bond graphs with fitness values of 3.0 have satisfied the dynamic characteristics.
7.2 Case Study 2: The Design of an Accelerometer

7.2.1 Introduction

An accelerometer is a device that measures acceleration. Typically, the accelerometer produces a displacement proportional to an acceleration of the device reference frame.

One of the more common accelerometers is the suspended-mass type, characterized by their small size (solid-state devices are about as big as a transistor), and the ability to respond to dc (static) accelerations. Frequency response ranges from dc to about 5kHz, depending on the particular type. High g-range units generally have higher frequency response than their low-range equivalents. A simple model of such a device is mass-suspended on the end of a cantilever beam (as shown in Figure 7.9), but actual devices are more complicated.

Figure 7.9 Schematic of an accelerometer
7.2.2 Some Results

One of the bond graphs generated is shown in Figure 7.10.

\[
\begin{tikzpicture}
  \node (O) at (0,0) {0};
  \node (1) at (1,0) {1};
  \node (I) at (2,0) {I};
  \node (TF) at (0.5,-0.5) {TF};
  \node (R) at (-0.5,0.5) {R};
  \node (C) at (0.5,0.5) {C};
  \node (Sf) at (-1,0) {Sf};
  \draw (O) -- (1);
  \draw (TF) -- (0.5,0);
  \draw (0.5,0) -- (1);
  \draw (1) -- (I);
  \draw (R) -- (C);
\end{tikzpicture}
\]

Figure 7.10 Design variant for the accelerometer

The desired dynamic characteristics include a phase margin between 30° to 60°, and gain margin equal to or greater than two.

The results of the generation are as follows:
- mass of I = 5g
- stiffness of cantilever rod = 95N/m
- dissipative constant = 0.005N/m/s
- transformer modulus = 0.03.

With the above parameter values, the phase margin obtained is 40° and the gain margin is 2.

7.3 Case Study 3: Air Pump System

7.3.1 Introduction

This is an application of the Variant program to generate different pump systems. The original design is shown in Figure 7.11. This is an example taken from [Martens 70].
The functional requirement is to supply air. The input to the system is a line voltage. The objective is to generate different topologies of bond graphs with a natural frequency of 60Hz, as this is the line frequency.

![Schematic of air pump](image)

Figure 7.11 Schematic of air pump

The bond graph of the above system is shown in Figure 7.12.

![Bond graph representation of air pump](image)

Figure 7.12 Bond graph representation of air pump
The dynamic characteristics of the above system can be obtained using commercial software like CAMAS™. Figure 7.13 shows the airflow at the outlet of the valve. This is the output of the simulation done in CAMAS™.

![Graph of airflow vs time](image)

Figure 7.13 Air outflow from the air pump

### 7.3.2 Results

Different topologies generated by Variant are shown in Figure 7.14 and Figure 7.15. The pump system as represented by Figure 7.14 is simulated using the same set of parameter values; the output from the simulation is shown in Figure 7.16.
Figure 7.14 Modified bond graph from genetic algorithm

Figure 7.15 Modified graph from genetic algorithm
Thus, this modified pump is able to deliver a higher flow than the original pump. This is achieved through a reconfiguration of the pump elements. One of the possible physical realizations is shown in Figure 7.17.
As for the other bond graph, more work needs to be done to translate it into schematic. One of the possible physical realizations is shown in Figure 7.18.

Figure 7.18 Design variant of pump
Chapter 8

Conclusions and Recommendations

8.0 Overview

This chapter describes the conclusions and the recommendations for future work. The conclusions are drawn from the discussions in the preceding chapters. The recommendations are made in preparation of applying this research to industry.

8.1 Conclusions

This thesis has explored the transformation in design that maps functional requirements to design descriptions. In particular, the author advocated the use of behavioral transformation and structural transformation to generate design variants. The model of innovative design-as-search in the problem-solution space has opened an avenue into the research of innovative designs.

Bond graphs have proved to be robust and versatile for modeling both problems and solutions. In this way, it is possible to traverse the problem-solution space, giving rise to new variants. Genetic algorithms have also been shown to be capable of providing the
operators needed in the evolution of design variants. Through various dynamic characteristics criteria, such as stability, phase and gain margins, and transmissibility provided by MATLAB™, the computational platform has managed to generate a number of useful variants yielding the desired dynamic characteristics.

8.2 Recommendations for Future Work

The recommendation for future work includes many axes. In conceptual design, more work can be done on the synthesis of some of the design methods. This is especially true for the top-down design methods such as Suh's Axiomatic Method. Combining a top-down approach with an evolutionary method may be a good recipe for novel design generation.

On the bond graph axis, there is work to be done on inclusion of feedback information. Having said that, the writer must quickly add that the research will then take a turn toward controller design. This will add another dimension to design, as the computational platform will then be able to deal with power and signal flows.

On the genetic algorithm axis, research can be done on other strategies of speciation such as crowding, and monitoring the effects of convergence. Little sensitivity analysis has been done on the genetic parameters, as this was not the thrust of this research. However, now that feasibility has been demonstrated on the generation of variants, work can now be focused on the optimization of the genetic algorithm.

On the program level, more work can be done to conceal the bond graph interface. This may be useful for designers who are not familiar with bond graphs. Since bond graphs are abstractions, perhaps a more familiar user interface could be constructed which
shows the designer common elements of design, like resistors and capacitors in the electrical domain, instead of their bond graph equivalents.
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