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Abstract

Every day, millions of people rely on third party services like Google Maps to navigate from A to B. With existing technology, each query provides Google and their affiliates with a track record of where they’ve been and where they’re going. In this thesis, I design, engineer, and implement a solution that offers absolute privacy when making routing queries, through the application of the Function Secret Sharing (FSS) cryptographic primitive.

I worked on a library in Golang that applied an optimized FSS protocol, and exposed an API to generate and evaluate different kinds of queries. I then built a system with servers that handle queries to the database, and clients that generate queries. I used DIMACS maps data and the Transit Node Routing (TNR) algorithm to obtain graph data hosted by the servers. Finally, I evaluated the performance of my system for practicality, and compared it to existing private map routing systems.
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Chapter 1

Introduction

1.1 Motivations for Private Querying

Many online services let users query large public datasets: some examples include restaurant sites, product catalogs, stock quotes, and searching for directions on maps. In these services, any user can query the data, and the datasets themselves are not sensitive. However, web services can infer a great deal of identifiable and sensitive user information from these queries, such as their current location, political affiliation, sexual orientation, income, etc. [35, 34]. This information can be used maliciously or put users at risk of being targeted by practices such as discriminatory pricing [49, 45, 23]. For example, online stores have charged users different prices based on location [25], and travel sites have also increased prices for certain frequently searched flights [46]. Even when the services are well-intentioned, server compromises and subpoenas can expose the sensitive user information these web services store [43, 27, 42].

We can eliminate the concerns that stem from revealing query information by building and using a system that can efficiently execute queries which are private to all intermediate parties, including the database itself.
1.2 Potential Applications of Private Querying

There are two main categories of applications that benefit greatly from private querying - applications where the queries reveal sensitive user data, such as locations or a user account numbers that are supposed to be secret, and applications where the queries reveal user behavior patterns.

In applications where the queries reveal sensitive user data, building clones of location-based services such as Yelp and Google Maps with private queries could be beneficial to people who don’t want the services they use to know their location data, but still want to be able to use those services. In a similar vein, users of Bitcoin want their account identifiers and the transactions pertaining to them to be anonymous. However, when users fetch their balance from a Simplified Payment Verification (SPV) node or check the blockchain depth of a transaction, the node they query gains information about their account identifiers and the transactions they are interested in. This is another case where private queries could help mask sensitive information in queries, preserving the anonymity provided by Bitcoin.

In applications where the queries reveal user behavior patterns, building a flight querying service with private queries would allow users to do searches for the flights they are interested in, without worrying about travel sites taking advantage of that information to increase prices for those flights.
Chapter 2

Function Secret Sharing applied to private database queries

2.1 Overview of Function Secret Sharing

In this section, we give an overview of Function Secret Sharing (FSS), the main primitive used in Splinter [16], and show how to use it in simple queries.

2.1.1 Function Secret Sharing Primitive

Function Secret Sharing [10] lets a client divide a function $f$ into function shares $f_1, f_2, \ldots, f_k$ so that multiple parties can help evaluate $f$ without learning certain of its parameters. These shares have the following properties:

- They are close in size to a description of $f$.
- They can be evaluated quickly (similar in time to $f$).
- They sum to the original function $f$. That is, for any input $x$, $\sum_{i=1}^{k} f_i(x) = f(x)$.
- Given any $k - 1$ shares $f_i$, an adversary cannot recover the parameters of $f$.

Although it is possible to perform FSS for arbitrary functions, practical FSS protocols only exist for point and interval functions. These take the following forms:
• Point functions $f_a$ are defined as $f_a(x) = 1$ if $x = a$ or 0 otherwise.

• Interval functions are defined as $f_{a,b}(x) = 1$ if $a \leq x \leq b$ or 0 otherwise.

In both cases, FSS keeps the parameters $a$ and $b$ private: an adversary can tell that it was given a share of a point or interval function, but cannot find $a$ and $b$. In Splinter, we use the FSS scheme of Boyle et al. [10]. The functions $f_a$ and $f_{a,b}$ operate over $Z_{2^m}$ (integers mod $2^m$) where $m$ is the number of bits in the output range. For the rest of the paper, we will assume that all computations are done over $Z_{2^m}$. Under this scheme, the shares $f_i$ for both functions require $O(\lambda n)$ bits to describe and $O(\lambda n)$ bit operations to evaluate for a security parameter $\lambda$ (the size of cryptographic keys) where $n$ is the number of bits in the input domain. This contrasts to $O(n)$ bits and operations to describe and evaluate the original functions.

### 2.1.2 Function Secret Sharing for Database Queries

We can use the additive nature of FSS shares to run private queries over an entire table in addition to a single data record. We illustrate here with two examples.

Figure 2-1: Overview of how FSS can be applied to database records on two providers to perform a COUNT query.
Example: COUNT query. Suppose that the user wants to run the following query on a table served by Splinter:

```
SELECT COUNT(*) FROM items WHERE ItemId = ?
```

Here, ‘?’ denotes a parameter that the user would like to keep private; for example, suppose the user is searching for ItemId = 5, but does not want to reveal this value.

To run this query, the Splinter client defines a point function $f(x) = 1$ if $x = 5$ or 0 otherwise. It then divides this function into function shares $f_1, \ldots, f_n$ and distributes them to the providers, as shown in Figure 2-1. For simplicity, suppose that there are two providers, who receive shares $f_1$ and $f_2$.

Because these shares are additive, we know that $f_1(x) + f_2(x) = f(x)$ for every input $x$. Thus, each provider $p$ can compute $f_p(\text{ItemId})$ for every ItemId in the database table, and send back $r_p = \sum_{i=1}^{n} f_p(\text{ItemId}_i)$ to the client. The client then computes $r_1 + r_2$, which is equal to $\sum_{i=1}^{n} f(\text{ItemId}_i)$, that is, the count of all matching records in the table.

<table>
<thead>
<tr>
<th>ItemId</th>
<th>Price</th>
<th>$f_1(\text{ItemId})$</th>
<th>$f_2(\text{ItemId})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>8</td>
<td>10</td>
<td>-9</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>3</td>
<td>-3</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>10</td>
<td>-9</td>
</tr>
</tbody>
</table>

Figure 2-2: Simple example table with outputs for the FSS function shares $f_1, f_2$ applied to the ItemId column. The function is a point function that returns 1 if the input is 5, and 0 otherwise. All outputs are integers modulo $2^m$ for some $m$.

To make this more concrete, Figure 2-2 shows an example table and some sample outputs of the function shares, $f_1$ and $f_2$, applied to the ItemId column. There are a few important observations. First, to each provider, the outputs of their function share seem random. Consequently, the provider does not learn the original function $f$ and the parameter "5". Second, because $f$ evaluates to 1 on inputs of 5, $f_1(\text{ItemId}) + f_2(\text{ItemId}) = 1$ for rows 1 and 3. Similarly, $f_1(\text{ItemId}) + f_2(\text{ItemId}) = 0$ for row 2. Therefore, when summed across the providers, each row contributes 1 (if it matches) or 0 (if it does not match) to the final result. Finally, each provider aggregates the
outputs of their shares by summing them. In the example, one provider returns 23 to the client, and the other returns -21. The sum of these is the correct query output, 2.

This additivity of FSS enables Splinter to have low communication costs for aggregate queries, by aggregating data locally on each provider.

**Example: SUM query.** Suppose that instead of a COUNT, we wanted to run the following SUM query:

SELECT SUM(Price) FROM items WHERE ItemId=?

This query can be executed privately with a small extension to the COUNT scheme. As in COUNT, we define a point function \( f \) for our secret predicate, e.g., \( f(x) = 1 \) if \( x = 5 \) and 0 otherwise. We divide this function into shares \( f_1 \) and \( f_2 \). However, instead of computing \( r_p = \sum_{i=1}^{n} f_p(\text{ItemId}_i) \), each provider \( p \) computes

\[
r_p = \sum_{i=1}^{n} f_p(\text{ItemId}_i) \cdot \text{Price}_i
\]

As before, \( r_1 + r_2 \) is the correct answer of the query, that is, \( \sum_{i=1}^{n} f(\text{ItemId}_i) \cdot \text{Price}_i \). We add in each row’s price, \( \text{Price}_i \), 0 times if its ItemId is not 5, and 1 time if it is 5.

### 2.2 Implementation: Splinter

#### 2.2.1 Splinter Architecture

There are two main principals in Splinter: the *user* and the *providers*. Each provider hosts a copy of the data. Providers can retrieve this data from a public repository or mirror site. For example, OpenStreetMap [38] hosts publicly available map, point-of-interest, and traffic data. Data owners can also charge providers to access this data. For a given user query, all the providers have to run it on the same view of the data. Maintaining data consistency from mirror sites is beyond the scope of this paper, but standard techniques can be used [50, 11].
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Figure 2-3: Splinter architecture. The Splinter client splits each user query into shares and sends them to multiple providers. It then combines their results to obtain the final answer. The user’s query remains private as long as any one provider is honest.

As shown in Figure 2-3, to issue a query in Splinter, a user splits their query into shares, using the Splinter client, and submits each share to a different provider. The user can select any providers of their choice that host the dataset. The providers execute their shares to execute the user’s query over the cleartext public data, using the Splinter provider library. As long as one provider is honest (does not collude with others), the user’s sensitive information in the original query remains private. When the user receives the responses from the providers, the user combines the responses to obtain the final answer to their original query.

2.2.2 Splinter Query Model

Beyond the simple SUM and COUNT queries in the previous section, we have developed protocols to execute a large class of queries using FSS, including non-additive aggregates such as MAX and MIN, and queries that return multiple individual records instead of an aggregate. For all these queries, our protocols are efficient in both computation and communication. On a database of $n$ records, all queries can be executed in $O(n \log n)$ time and $O(\log n)$ communication rounds, and most only require 1 or 2 communication rounds.

Figure 2-4 describes Splinter’s supported queries using SQL syntax. Most op-
Query format:

```
SELECT aggregate₁, aggregate₂, ...  
FROM table  
WHERE condition  
[GROUP BY expr₁, expr₂, ...]
```

`aggregate`:
- COUNT | SUM | AVG | STDEV (expr)
- MAX | MIN (expr)
- TOPK (expr, k, sort_expr)
- HISTOGRAM (expr, bins)

`condition`:
- `expr` = `secret`
- `secret₁` ≤ `expr` ≤ `secret₂`
- AND of `=` conditions and up to one interval
- OR of multiple disjoint conditions
  (e.g., `country="UK" OR country="USA"`)

`expr`: any public function of the fields in a table row
  (e.g., `ItemId + 1` or `Price * Tax`)

Figure 2-4: Splinter query format. The TOPK aggregate returns the top $k$ values of `expr` for matching rows in the query, sorting them by `sort_expr`. In conditions, the parameters labeled `secret` are hidden from the providers.
operators are self-explanatory. The only exception is TOPK, which is used to return up to \( k \) individual records matching a predicate, sorting them by some expression \( sort_{\text{expr}} \). This operator can be used to implement \texttt{SELECT...LIMIT} queries, but we show it as a single "aggregate" to simplify our exposition. To keep the number of matching records hidden from providers, the operator always pads its result to exactly \( k \) records.

Although Splinter does not support all of SQL, we found it expressive enough to support many real-world query services over public data. Finally, Splinter only natively supports fixed-width integer data types. However, such integers can also be used to encode strings and fixed-precision floating point numbers (e.g., SQL DECIMALs). We use them to represent other types of data in our sample applications.

### 2.2.3 Executing Splinter Queries

Given a query in Splinter's query format (Figure 2-4), the system executes it using the following steps:

1. The Splinter client builds function shares for the condition in the query.

2. The client sends the query with all the secret parameters removed to each provider, along with that provider's share of the condition function.

3. If the query has a GROUP BY, each provider divides its data into groups using the grouping expressions; otherwise, it treats the whole table as one group.

4. For each group and each aggregate in the query, the provider runs an evaluation protocol that depends on the aggregate function and on properties of the condition. Some of the protocols require further communication with the client, in which case the provider batches its communication for all grouping keys together.
3.1 Overview

Implementing map routing in Splinter is challenging because the provider can only perform table lookups. Storing all possible shortest paths requires substantial amounts of storage. For example, storing all shortest paths for New York City requires $2^{36}$ rows! The user could download the map and find the shortest path locally, which is bandwidth heavy, and the user would also have to download updates constantly.

Extensive work has been done to optimize map routing [5]. One algorithm compatible with Splinter is transit node routing (TNR) [4, 7], which has been shown to work well in practice [6]. In TNR, the provider divides up a map into grids, which contain at least one transit node, i.e. a node that is part of a "fast" path. There is also a separate table that has the shortest paths between all pairs of transit nodes, which represent a smaller subset of the map. For a given source node src and target node trg, a client finds the shortest path between the two by first fetching the sets of closest transit nodes $T_{src}$ and $T_{trg}$. Then, for each pair of nodes $t_{src} \in T_{src}$ and $t_{trg} \in T_{trg}$, the client finds the path connecting src to trg via $t_{src}$ and $t_{trg}$. The shortest of these paths is the shortest path between src and trg.

In our use case, all the paths between the pairs of transit nodes are pre-computed, so the user would perform a select query for each pair of $\{t_{src}, t_{trg}\}$. They would also perform a select query for the zone information for src and trg, so that they
can locally run a shortest path computation from src to trg through the transit node shortest paths.

3.2 Implementation

I implemented the map routing application in Golang, using the Golang crypto package for AES-NI hardware instructions for AES encryption. I implemented Splinter in Golang, not only because of familiarity and usability, but also because of its excellent cryptographic libraries.

The FSS library is about 1000 lines of code, and the applications on top of it are about 1000 lines of code. The implementation of the library, client, and server can be found at https://github.com/cathieyun/libfss.

3.2.1 The Server

I implemented a FSS server module that accepts queries for two-party FSS, though my implementation could easily be extended to multi-party FSS as well. In two-party FSS, there are two server instances that receive and process function secret shares.

The server expects input in the form of a GET request that includes the query type, FSS key, pseudorandom function (PRF) keys, and the number of bits to match on. It initializes an FSS server with the PRF keys and the number of bits to match on, by calling the FSS library. Then it parses the query using different techniques, depending on the query type:

1. COUNT: Integer matching

This is the simplest query type. The server scans through the corresponding file line by line, getting the key (the integer to count) for each line. It evaluates the FSS point function over key using the FSS library functions, and adds that quantity to answer.

2. SELECT: Integer matching, with a small integer return value.

The server scans through the corresponding file line by line, getting the key (the
integer to match) and \textit{value} (the integer to return) for each line. It evaluates
the FSS point function over \textit{key} using the FSS library functions, multiplies the
result by \textit{value}, and adds that quantity to \textit{answer}.

An example of this kind of query is the retrieval of what zone a node is in.
The node id is an integer, and the zone id is an integer.

3. SELECT: Integer matching, with a large return value.
The server scans through the corresponding file line by line, getting the \textit{key} (the
integer to match) and \textit{value} (a large integer, or a non-integer) for each line. It
evaluates the FSS point function over \textit{key} using the FSS library functions, mul-
tiplies each byte value in the \textit{value} byte array by that quantity, and adds the
multiplied array to the \textit{answer} array.

An example of this kind of query is the retrieval of the zone data for a transit
node zone. The \textit{key} is the transit node id, which is an integer, and the \textit{value} is
the information for that zone, in the form of nodes and edges.

4. SELECT: Large input matching, with a large return value.
The server scans through the corresponding file line by line, getting the \textit{key}
(multiple integers, or a non-integer) and \textit{value} (a large integer, multiple inte-
gers, or a non-integer) for each line. It converts \textit{key} into an integer using the
sha256 hash function, evaluates the FSS point function over the hash output,
multiplies each byte value in the \textit{value} byte array by that quantity, and adds
the multiplied array to the \textit{answer} array.

An example of this kind of query is the retrieval of the shortest path between
two transit nodes. The \textit{key} is two integers, the ordered transit node pair, that
needs to be treated as one integer for the purpose of FSS evaluation. The \textit{value}
is the shortest path between the two transit nodes, which is a large return value.

After iterating through the entire table and applying an FSS evaluation to the \textit{key} in
every line, the server now has answer, which will be either an integer or an integer array. The server will return answer, which represents its answer share, to the client.

3.2.2 The Client

The client takes a query over a database, and generates function secret shares to send to the server. The client does this by first determining the query type and the number of bits to match on. It initializes an FSS client with the number of bits to match on, and uses the FSS client to generate either two sets of point function keys, or two sets of interval keys.

Point function keys are used when the query is an equality query (such as a select or count). These keys represent two parts of a function that, when combined, evaluate to $b$ when $key = a$, and evaluate to 0 otherwise. For the count query, $b = 1$ because the server actions should, when combined, increment answer by 1 every time $key = a$. For the select query, $b = 1$ because the server actions should, when combined, give us the corresponding value when $key = a$. We assume for select queries that only one key will match $a$. If this is not the case, and if the key always maps to the same value, one could simply issue a count query to figure out how many matches there are, and divide answer by that quantity.

Interval keys are used when the query is a comparison query (such as $> \text{ or } <$). These keys represent two parts of a function that, when combined, evaluate to $b$ when $key < a$ or $key > a$ (depending on the comparison), and 0 otherwise. Interval queries are generally used with count, to figure out the number of values greater or less than $a$. Therefore, $b = 1$ because the server actions should, when combined, increment answer by 1 every time $key < a$ or $key > a$.

After the client generates two sets of keys, it sends one set to each server, along with the query type, the corresponding pseudorandom function (PRF) keys, and the number of bits to match on. It then waits for each server to send back an answer share. Depending on the query type, the answer share will either be an integer or integer array. The client adds the two answer shares together to determine the final answer, and returns the final answer.
### 3.2.3 Query Parsing

A query to the routing server is a request for directions from point src to point trg. The way this query is expressed as function secret shares depends on the proximity of src and trg.

If src and trg are in the same region, such as both within New York, then the client will use the regional routing protocol, which takes five FSS queries:

1. Fetching the zone id for src
   To figure out what zone src is in, we will construct a function of query type 2 (see Section 3.2.1), matching on the integer value of src, and run it over the node data file.

2. Fetching zone data for src
   To get the node data, edge data, and transit node data for the zone that src is in, we will construct a function of query type 3 (see Section 3.2.1), matching on the integer value of the zone ID returned in step 1, and run it over the zone data file.

3. Fetching the zone id for trg
   To figure out what zone trg is in, we will construct a function of query type 2 (see Section 3.2.1), matching on the integer value of trg, and run it over the node data file.

4. Fetching zone data for trg
   To get the node data, edge data, and transit node data for the zone that trg is in, we will construct a function of query type 3 (see Section 3.2.1), matching on the integer value of the zone ID returned in step 1, and run it over the zone data file.

5. Fetching the shortest path from $T_{src}$ to $T_{trg}$
   To get the shortest path from $T_{src}$ to $T_{trg}$, we will construct a function of query type 4 (see Section 3.2.1), matching on the combination of $T_{src}$ and $T_{trg}$, and run it over the shortest paths data file.
If src and trg are not in the same region, such as in a cross-country query, then I use more advanced techniques as described in Section 3.3.

### 3.2.4 Data Generator


For example, for my inter-region query example, I used a real traffic map data set from the Center for Discrete Mathematics and Theoretical Computer Science [13] for New York City, which consisted of 264,346 nodes and 733,846 arcs. I modified the source code from the Transit Node Routing paper [4] to output transit nodes. As recommended in the paper, I generated 500 transit nodes, which was roughly the square root of the number of nodes in the data set.

I divided the map into zones based on the proximity to transit nodes. I then generated zone data, which includes transit node data, node data, and edge data, for each of those zones. I saved the mapping from zones to zone data as the zone data file. I also generated mappings from nodes to zones they belonged to, and saved that as the node data file.

I then calculated the shortest path between all transit node pairs. The transit node table for New York has about 250,000 rows. I saved the mapping from ordered transit node pairs to their shortest path as the shortest paths data file.

### 3.3 Optimization

Because the data set for the entire United States is significantly larger than that of New York [13], it also requires more transit nodes for the TNR algorithm to work. If we were to use the TNR approach [4], we would need 5 thousand transit nodes and a table of 25 million pair-wise shortest paths for the entire United States. Since the longest of those pair-wise shortest paths would be a path going across the country,
and the size of the *answer* array has to be at least as long as the number of bytes in
the longest path, running an FSS query across this database would be impractical.

Instead, I implemented a second layer of TNR, by running the TNR algorithm
twice - once for the data set for the entire United States, and again for the resulting
transit nodes from the first iteration. Each node is associated with a *local* transit
node and a *super* transit node. To get a route between a *src* and *trg* node in this
case, the client would fetch the *local* and *super* transit nodes associated with *src* and
*trg*, and then fetch the zone info for each of those transit nodes. The client would
query for the shortest path data between the *super* transit nodes, and run a shortest
path algorithm over the graph constructed from all of the zone and path data in order
to find the shortest path from *src* to *trg*.

An analysis of the performance of regional routing and optimized cross-country
routing will be presented in Section 4.1.
Chapter 4

Conclusion

4.1 Results

4.1.1 Regional Queries

<table>
<thead>
<tr>
<th></th>
<th>Purpose</th>
<th>Type</th>
<th>Rows</th>
<th>Key</th>
<th>Val</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>src tn</td>
<td>2</td>
<td>264,346</td>
<td>20 B</td>
<td>20 B</td>
<td>1.25 sec</td>
</tr>
<tr>
<td>2</td>
<td>trg tn</td>
<td>2</td>
<td>264,346</td>
<td>20 B</td>
<td>20 B</td>
<td>1.25 sec</td>
</tr>
<tr>
<td>3</td>
<td>src zone</td>
<td>3</td>
<td>500</td>
<td>20 B</td>
<td>25 kB</td>
<td>0.120 sec</td>
</tr>
<tr>
<td>4</td>
<td>trg zone</td>
<td>3</td>
<td>500</td>
<td>20 B</td>
<td>25 kB</td>
<td>0.120 sec</td>
</tr>
<tr>
<td>5</td>
<td>T_src to T_trg</td>
<td>4</td>
<td>250,000</td>
<td>40 B</td>
<td>1.5 kB</td>
<td>2.2 sec</td>
</tr>
</tbody>
</table>

Figure 4-1: Performance metrics and lookup information for each FSS query issued for a regional routing query over the New York data set, which has 264,346 nodes and 733,846 edges.

**Purpose**: the purpose of the query, which is discussed in Section 4.2.3.

**Type**: query type, which is detailed in Section 4.2.1.

**Rows**: number of rows in the corresponding table; how the table was generated is detailed in Section 4.2.3.

**Key**: number of bytes in the key being matched on in the function secret share.

**Val**: number of bytes in the value being returned from the function secret share.

**Time**: amount of time the round-trip query took, on average.
Queries 1 and 2, and queries 3 and 4 can be issued in parallel. Therefore, the estimated total time for a regional query is approximately 3.5 seconds. The total bandwidth used is approximately 52 kB.

In comparison, the closest practical private querying implementation, built by Wu, et al. [51], uses Private Information Retrieval techniques and takes between 140 and 371 seconds to calculate a route within a major city. The bandwidth required is 8-11 MB. Splinter is two orders of magnitude faster, and requires two orders of magnitude less bandwidth to perform a shortest path routing query within a major city region.

We estimate this application’s server-side computation cost on Amazon EC2, where the cost of a CPU-hour is about 5 cents [3]. Map queries cost about 2 cents to run a shortest path query for NYC. Although it’s hard to predict real-world deployment, we believe that this routing application’s low cost makes it economically feasible to launch.

Studies have shown that many consumers are willing to pay for services that protect their privacy [43, 44]. Well-known sites like OkCupid, Pandora, Youtube, and Slashdot allow users to pay a monthly fee to remove ads that collect their information, showing there is already a demographic willing to pay for privacy.

One obstacle to this application’s use is that many current data providers, such as Yelp and Google Maps, are based primarily on showing ads and mining user data. Nonetheless, there are already successful open databases containing most of the data in these services, such as OpenStreetMap [38], and basic data on locations does not change rapidly once collected.
4.1.2 United States Queries

<table>
<thead>
<tr>
<th></th>
<th>Purpose</th>
<th>Type</th>
<th>Rows</th>
<th>Key</th>
<th>Val</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>src local, super tns</td>
<td>3</td>
<td>23,947,347</td>
<td>20 B</td>
<td>40 B</td>
<td>110 sec</td>
</tr>
<tr>
<td>2</td>
<td>trg local, super tns</td>
<td>3</td>
<td>23,947,347</td>
<td>20 B</td>
<td>40 B</td>
<td>110 sec</td>
</tr>
<tr>
<td>3</td>
<td>src local zone</td>
<td>3</td>
<td>5000</td>
<td>20 B</td>
<td>300 kB</td>
<td>0.220 sec</td>
</tr>
<tr>
<td>4</td>
<td>trg local zone</td>
<td>3</td>
<td>5000</td>
<td>20 B</td>
<td>300 kB</td>
<td>0.220 sec</td>
</tr>
<tr>
<td>5</td>
<td>src super zone</td>
<td>3</td>
<td>100</td>
<td>20 B</td>
<td>300 kB</td>
<td>0.09 sec</td>
</tr>
<tr>
<td>6</td>
<td>trg super zone</td>
<td>3</td>
<td>100</td>
<td>20 B</td>
<td>300 kB</td>
<td>0.09 sec</td>
</tr>
<tr>
<td>7</td>
<td>$ST_{src}$ to $ST_{trg}$</td>
<td>4</td>
<td>10,000</td>
<td>40 B</td>
<td>100 kB</td>
<td>0.55 sec</td>
</tr>
</tbody>
</table>

Figure 4-2: Performance metrics and lookup information for each FSS query issued for a cross-country route request over the United States data set, which has 23,947,347 nodes and 58,333,344 edges.

Queries 1 and 2, and queries 3, 4, 5, and 6 can be issued in parallel. Therefore, the estimated total time for a cross-country query is approximately 110 seconds. The total bandwidth used is about 130 kB.

The bandwidth requirements are reasonable for a routing query, but the round trip times are not very practical. It is unlikely that a client would wait for almost two minutes for a response to a routing query, for the sake of privacy. We will discuss potential improvements in Section 4.2.1.
4.2 Improvements and Next Steps

4.2.1 Speeding up lookups over large tables

Queries 1 and 2 in Figure 4-2, which require iterating over about 24 million rows in the database of nodes, are by far the largest contributors to the run time of the United States queries. There are several potential ways to speed up this step, which I will discuss.

The client could find the local zone and super zone of their $src$ and $trg$ nodes without querying the server, if they have the latitude and longitude of their $src$ and $trg$ nodes and can locally run the code that groups nodes into local and super zones. This would take a trivial amount of processing on the client side, but it does assume that the client has prior knowledge of coordinate information about the $src$ and $trg$ nodes. If the client wanted to route between any nodes in the U.S. map, they would have to have a table of 24 million rows, with a mapping of nodes to their coordinates, stored locally. This would be costly to download and store, but it would be a one-time operation. This is a potential solution, but one goal of building this system is to limit the amount of data that clients have to download and store locally.

Alternatively, if the client is not concerned about revealing the regions that their $src$ and $trg$ nodes belong to, the system can be implemented such that queries 1 and 2 only access the tables corresponding to the region for each node. If each region is of a similar size to the New York region, queries 1 and 2 would take 1-2 seconds each (see Section 4.1.1).

4.2.2 Routing Visualization

A goal for this application is for it to be intuitively usable for people without coding experience. Having a visualization and turn-by-turn directions is crucial for this goal. One possibility for implementing this is by integrating the querying functionality of this application with the front-end of OpenStreetMap [38], an open-source map database and routing application.
4.2.3 FSS Server and Client Usability

The FSS server and client detailed in this paper are not restricted to just this map routing application - they can be used for any database and most queries. Therefore, I want to generalize the functionality of these modules, and make it easy to integrate them into other privacy-sensitive querying applications. Doing so would make it easier to build services that protect sensitive user information, as mentioned in Section 1.2. My research with Splinter and private maps querying has shown that private queries are practical to implement and run, and I hope that more services can adopt this querying model to allow for more protection of user data and behavior patterns online.
Chapter 5

Previous Work

5.1 Private Queries

Our research on private queries is related to work in Private Information Retrieval (PIR), garbled circuit systems, encrypted data systems, and Oblivious RAM (ORAM) systems. In this section, we will compare the private querying system we built - Splinter - to previous work in this space.

5.1.1 Private Information Retrieval

Our system, Splinter, is most closely related to systems that use Private Information Retrieval (PIR) [12] to query a database privately. In PIR, a user queries for the \( i \)th record in the database, and the database does not learn the queried index \( i \) or result. Much work has been done on making PIR protocols more efficient [39, 37]. Work has also been done to extend PIR to return multiple records [21], but it is computationally expensive. Our work is most closely related to the system presented by Olumofin and Goldberg in [36], which implements a parametrized SQL-like query model similar to Splinter using PIR. However, because this system uses PIR, it has up to \( 10 \times \) more round trips and much higher response times for similar queries.

Popcorn [22] is a media delivery service that uses PIR to hide user consumption habits from the provider and content distributor. However, Popcorn is optimized for
streaming media databases, like Netflix, which have a small number (about 8000) of large records.

The systems above have a weaker security model: all the providers need to be honest. In Splinter, we only require one honest provider. Moreover, Splinter is more practical than these systems because it extends Function Secret Sharing (FSS) [10, 18], which lets it execute complex operations such as sums in one round trip instead of only extracting one data record at a time.

### 5.1.2 Garbled Circuits

Systems such as Embark [28], BlindBox [47], and private shortest path computation systems [51] use garbled circuits [9, 19] to perform private computation on a single untrusted server. Even with improvements in practicality [8], these techniques still have high computation and bandwidth costs for queries on large datasets because a new garbled circuit has to be generated for each query. (Reusable garbled circuits [20] are not yet practical.) For example, the recent map routing system by Wu et al. [51] has a 100× higher response time and 10× higher bandwidth cost than Splinter.

### 5.1.3 Encrypted Data Systems

Systems that compute on encrypted data, such as CryptDB [40], Mylar [41], SPORC [15], Depot [31], and SUNDR [29], all try to protect private data against a server compromise, which is a different problem than what Splinter tries to solve. CryptDB is most similar to Splinter because it allows for SQL-like queries over encrypted data. However, all these systems protect against a single, potentially compromised server where the user is storing data privately, but they do not hide data access patterns. In contrast, Splinter hides data access patterns but is only designed to operate on a public dataset that is hosted at multiple providers and hide the user’s query parameters.
5.1.4 ORAM Systems

Splinter is also related to systems that use Oblivious RAM [48, 30]. ORAM allows a user to read and write data on an untrusted server without revealing her data access patterns to the server. However, ORAM cannot be easily applied into the Splinter setting. One main requirement of ORAM is that the user can only read data that she has written. In Splinter, the provider hosts a public dataset, not created by any specific user, and many users need to access the same dataset.

5.2 Map Routing Algorithms

5.2.1 Contraction Hierarchies

Using Contraction Hierarchies is a technique to speed up shortest-path routing by first precomputing a contracted graph [17]. This allows queries to be faster and to require less computation than other shortest-path routing methods. However, it still requires processing during the querying phase, which is not practical for our applications because any processing of one table entry would need to also be applied to every other table entry, to preserve query privacy.

5.2.2 Transit Node Routing

Transit Node Routing is another technique to speed up shortest-path routing, by first finding transit nodes and precomputing the shortest distances between them. Transit nodes are nodes with the property that every shortest path that is non-local (covers a large distance) will travel along the shortest path between the origin’s transit node and the destination’s transit node. The TRANSIT algorithm [24] implements Transit Node Routing, and can answer non-local shortest path queries with a speed-up of two orders of magnitude faster than the best previously reported query processing times. Most importantly for our purposes, TRANSIT finds shortest paths by combining information from a small number of look-ups in a table. This allows us to apply our techniques of Function Secret Sharing to the table look-ups that TRANSIT uses, in...
order to implement efficient shortest path private queries.

5.3 Privacy-Preserving Map Routing

There have been numerous approaches toward private shortest path computation. Some approaches [14, 26] hide the client’s location by using approximate locations, or by submitting dummy requests from other locations. Other works [32, 33, 52] use cryptographic protocols such as PIR to hide source and destination pairs, which provide location privacy but do not hide the server’s routing information.

A practical implementation of privacy-preserving shortest path computations [51] uses Symmetric Private Information Retrieval (SPIR), Oblivious Transfer, and Yao’s garbled circuits. It computes routes one hop at a time - that is, each query the user issues will return the next step along the shortest path to their destination, where a step roughly corresponds to an intersection between streets. This is arguably practical, as clients may want to view their whole route at once instead of loading it one step at a time.
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