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Abstract

One of the major goals of systems biology is understanding how a cell changes from a healthy state to a diseased state. Entire fields of cell biology have been built around studying how changes in the type and abundance of specific biomolecules affect disease status. However, one major knowledge gap in systems biology is the quantification of protein synthesis rate at any given time (i.e the Translatome). At this time, measurements of protein synthesis rates are limited to methods that use mRNA abundance as a proxy; however, there are regulatory steps on the level of translation that can confound correlation between mRNA abundance and protein synthesis rates. Here, I improve upon a proteomics based method for measuring newly translated proteins, biorthogonal non-canonical amino acid tagging (BONCAT), and adapt it for robust quantitative multiplexing analysis. In the BONCAT method, cells are pulsed with azidohomoalanine (Aha), a methionine analog that contains an azide functional group, such that proteins synthesized for the duration of the pulse incorporate Aha. By coupling pulsed stable isotope labeling of amino acids in cell culture (pSILAC) and Aha metabolic labeling of newly synthesized proteins with strain-promoted azide-alkyne cycloaddition and tandem mass tag (TMT) labeling, I am able to quantitatively interrogate the translatome in a multiplexed manner with high sensitivity and high temporal resolution.

The multiplexed BONCAT protocol was applied to observe changes in temporal protein synthesis during the unfolded protein response (UPR) and epidermal growth factor (EGF) stimulation. Eliciting the UPR by blocking N-glycosylation results in a global downregulation of protein translation, but upregulation of several key protein-folding chaperones. Furthermore, protein translation machinery (ribosomal proteins, initiation factors, and elongation factors) are downregulated to a much greater extent. In contrast to the UPR stress response, pro-growth EGF stimulation resulted in the upregulation of protein translation machinery. EGF stimulation also resulted in waves of temporally distinct protein synthesis, beginning with immediate and delayed early genes and followed by late response genes that determine cell fate. By sampling protein synthesis at both 30 minute and 15 minute intervals, I was able to further elucidate the order of protein synthesis with high temporal resolution. Comparison of protein translation with RNA sequencing and ribosome footprinting revealed tight correlations between RNA,
ribosome occupancy, and protein synthesis. This comparison also allowed the distinction between protein synthesis driven by an increase in transcription versus that driven by an increase in translation. Interestingly, temporal delays between ribosome occupancy and protein synthesis were observed in many genes. These genes also demonstrated a unique codon bias compared to the average codon usage of the genome. An analysis of codon frequency revealed changes in global codon usage over time following EGF stimulation. Changes in chemical modifications of tRNA isoacceptors were also observed which may play a role in regulating protein translation.

Finally, our multiplexed BONCAT method was leveraged to compare the translation response between MEK inhibitor resistant (MelJuso) and sensitive (MM415) melanoma cell lines. Using partial least squares regression (PLSR) and gene set enrichment analysis (GSEA), upregulation of melanoma lineage-dependent transcription factor MITF and MITF targets was observed in MM415s after binimetinib treatment, with no such response in the MelJuso cells. Using a small molecule inhibitor against MITF, we found that MITF inhibitions results in a protective effect against binimetinib in MM415 cells. However, the MM415 cells were resistant to siRNA-mediated knockdown of MITF. Further work needs to be done to characterize the role of MITF in the context of binimetinib sensitivity.
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Chapter I

Introduction and Background

Daniel Rothenberg
1.1 The Central Dogma

The Central Dogma of biology describes the flow of information within a cell from a stable storage medium (DNA), to an intermediate transcript (RNA), and finally to functional protein machinery that changes cell behavior\(^1\). Proteins have a broad spectrum of functionalities including altering the structure and shape of the cell, acting as an enzyme to catalyze biochemical reactions, and serving as intermediates in signaling cascades to further transmit information that affect gene expression and cell phenotype. The three key steps of the central dogma are (1) transcription of a RNA from DNA, (2) processing of a RNA transcript into a mature messenger RNA (mRNA), and (3) translation of mRNA into protein. Each step has its own set of regulatory mechanisms that tightly control protein expression in healthy cells.

1.1.1 Transcription

The concept of an unstable intermediate messenger transferring instructions for protein synthesis from the nucleus to ribosomes was first postulated in 1961 by Jacob and Monod\(^2\). That same year, the existence of mRNA was proven by Brenner, Jacob, and Meselson\(^3\). The process of generating an RNA transcript from a DNA template is termed transcription. Transcription is the first step in gene expression and is initiated by the binding of transcription factors upstream of the coding sequence in the target gene\(^4\). Transcription factors recruit an RNA polymerase to the transcription start site (TSS). The RNA polymerase then unwinds the DNA double helix and breaks the hydrogen bonds between base pairs, resulting in two single DNA strands\(^5\). The RNA polymerase then uses the anti-sense (or noncoding) strand as a template to initiate and elongate the RNA
transcript using ribonucleotides. Transcription is terminated once the RNA polymerase reaches a terminator sequence at the end of the gene. The terminator sequence triggers the release of the RNA polymerase from the DNA, and the newly synthesized nascent transcript continues to further processing prior to translation\(^6\).

### 1.1.2 RNA Processing

Unlike DNA which is highly stable, RNA transcripts are transient and subject to chemical modifications before being translated into a protein. Being a single-stranded nucleic acid, RNAs are subject to higher rates of hydrolysis and enzymatic degradation than double-stranded DNA. Several chemical modifications are made to pre-mRNA transcripts to enhance its stability before it gets translated. For instance, a 7'-methylguanidinum cap is added to the 5' end of the transcript. Unlike traditional 5'-to-3' phosphoester linkages, the 5'-cap consists of a 5'-to-5' linkage between the first base of the transcript and the 7'-methylguanidinum nucleotide\(^7\). This cap is added concurrent with transcription within the nucleus\(^8\) and is essential for nuclear export\(^9\), splicing\(^10\), and translation initiation\(^11\). The cap also protects against 5' exonucleases that would otherwise degrade uncapped RNAs\(^12,13\). Once the RNA is capped and completely transcribed, it is shuttled through a nuclear pore and into the cytoplasm\(^9\). In the cytoplasm, the cap binds translation initiation factors to facilitate the recruitment of ribosomes to the RNA transcript\(^11,14\).

A polyadenylate [poly(A)] tail is also added to the 3' terminus of the transcript. A multimeric protein complex recognizes a six nucleotide motif\(^15\) towards the 3' end of the transcript and cleaves it. The newly generated 3' terminus is then modified with a poly(A)
The poly(A) tail is bound by poly(A) binding protein (PABP), facilitating export from the nucleus and protecting the transcript from degradation. PABP also recruits translation initiation factors to facilitate translation.

The pre-mRNA transcript also undergoes splicing prior to translation. Nascent pre-mRNA contains a combination of introns (non-coding regions), and exons (coding regions). The process of splicing removes the non-coding introns and ligates the exons together in a single contiguous transcript. Alternative splicing is mechanism by which different combinations of exons can be joined together, allowing many unique isoforms to be generated from a single gene.

1.1.3 Translation

The final step in producing a functional protein is the decoding of the mRNA transcript into a sequence of amino acids through the process of translation. Translation can occur by two different and distinct mechanisms: cap-dependent translation and cap-independent translation.

Cap-dependent translation is initiated by the binding of eukaryotic translation initiation factors (eIFs) to the 5'-cap, the 40S ribosomal subunit, and the methionine-charged initiator tRNA (Met-tRNA\(^\text{t}\)). EIF2 is a GTPase that is important for delivery of the Met-tRNA\(^\text{t}\) to the 40S ribosome subunit. When eIF2 is in the GTP-bound state, it associates with the Met-tRNA\(^\text{t}\) complex and delivers it to the P-site of the 40S ribosome subunit, forming the 43S preinitiation complex (PIC).

The eIF4F complex, which is bound to the 5'-cap of the mRNA, recruits the 43S PIC and binds the 3'-poly(A) tail to circularize the transcript. EIF4F consists of three
proteins, each with its own functionality. EIF4E recognizes and binds the 5’-cap\textsuperscript{22}. EIF4A is a helicase that dissociates secondary structures that may be present in the 5’-UTR\textsuperscript{23}. EIF4G serves as bridge for the other eIF4F subunits as well as the 40S ribosome subunit\textsuperscript{24} and facilitates circularization of the transcript by binding the 3’-poly(A) tail\textsuperscript{25}. Once the 43S PIC is assembled on the transcript, it scans through the 5′-UTR of the transcript until the AUG start codon is found\textsuperscript{26}. At that point, eIF2’s GTPase activating protein (GAP), eIF5\textsuperscript{27}, associates with the 43S PIC along with eIF5B, resulting in hydrolysis of GTP to GDP and dissociation of eIF2 and associated factors from the PIC\textsuperscript{28}. Following release of eIF2, the 60S subunit binds to the 40S subunit to complete the full 80S initiation complex, and elongation of the nascent polypeptide begins.

In recent years, an alternative mechanism of cap-dependent translation initiation has been uncovered. A subset of mRNA transcripts contain a cis-acting RNA structural element that preferentially recruits eIF3D instead of eIF4F as the cap-binding initiation factor. This novel initiation process was first observed in JUN transcripts, and has been proposed to be a mechanism by which specific transcripts can continue to be translated when the eIF4F complex is inhibited during cell stress events\textsuperscript{29}.

In contrast to cap-dependent translation, cap-independent translation does not require the translation initiation complex associated with the 5′-cap. For a long time, it was thought that eukaryotic translation could not take place in the absence of a 5′-cap. The discovery of a translationally-active uncapped picornaviral mRNA introduced the concept of cap-independent translation\textsuperscript{30}. In this scenario, the 40S subunit binds directly to a secondary RNA structure called an internal ribosome entry site (IRES) within the
mRNA transcript. Recruitment of the 40S subunit to an IRES is facilitated by cofactors called IRES transactivating factors (ITAFs)\textsuperscript{31}.

While prevalent in viral translation systems, cellular cap-independent translation is rare compared to cap-dependent translation. An effort to catalog all the IRESes in the human genome have yielded less than 40 confirmed hits\textsuperscript{32}. One of challenges associated with identifying cellular IRESes is that they lack any sort of consensus sequence. Instead, IRESes may be identified based on their secondary and tertiary structures\textsuperscript{33}. Genes confirmed to contain an IRES include BIP\textsuperscript{34}, VEGF\textsuperscript{35}, MYC\textsuperscript{36}, FGF-2\textsuperscript{37}, and eIF4G\textsuperscript{38}.

In the presence of stress perturbations, the activity of cap-dependent translation is reduced (see Section 1.2 for translational control mechanisms), and cap-independent translation becomes the predominant mode of protein production. Many stress-response proteins are under the control of IRES-like systems, allowing for their production even in the presence of global translation downregulation through inhibition of cap-dependent translation. This phenomenon is investigated further in Chapter 3 of this thesis.

1.2 Mechanisms of Translational Regulation

Regulation of translation initiation can occur through posttranslational modifications of initiation factors. Phosphorylation of initiation factors allows cells to respond rapidly to perturbations by regulating the production of new proteins without having to wait for the transcription and translation of regulatory elements. Structural elements within the mRNA transcripts are also capable of regulating translation.
1.2.1 Phosphorylation of eIF2α

EIF2 is one of the initiation factors that can be phosphorylated in response to cellular stress. It was originally shown that phosphorylation of the eIF2α subunit on serine 51 in rabbit reticulocytes results in its inability to bind Met-tRNA\(^{\text{i*}}\). In addition to blocking this interaction, phosphorylation of eIF2 also increases its affinity for its guanine exchange factor (GEF), eIF2B. Phospho-eIF2 serves as its own inhibitor by sequestering eIF2B, preventing it from interacting with the unmodified GTPase. Because eIF2 is expressed at a higher level than eIF2B, only a subset of all cellular eIF2 needs to be phosphorylated to sequester eIF2B and block translation initiation.

Multiple stress pathways result in the phosphorylation of eIF2α S51. In response to hemin depravation, reticulocytes activate the heme-regulated eIF2α kinase (HRI) to halt translation. Viral infections oftentimes result in the production of double stranded RNA (dsRNA). Protein kinase R (PKR) is directly activated by dsRNA and phosphorylates eIF2α as a result. Amino acid depravation causes cells to activate GCN2, which can also phosphorylate eIF2α. Finally, in response to endoplasmic reticulum (ER) stress, cells activate PKR-like ER kinase (PERK), which dissociates from the ER membrane and phosphorylates eIF2α. This mechanism is discussed in more detail in Chapter 3 of this thesis.

1.2.2 4E Binding Proteins

Another mechanism of regulation on the level translational involves disruption of eIF4F complex formation at the 5’-cap of the mRNA. EIF4E directly binds to the cap, and serves as a scaffold for other components of the eIF4F complex. A family of eIF4E
binding proteins (4E-BPs) compete with eIF4G for the binding site on eIF4E. 4E-BPs interact with eIF4E efficiently when they are hypophosphorylated; upon phosphorylation, they lose affinity for eIF4E and become displaced by eIF4G, facilitating the assembly of the eIF4F complex and allowing translation to proceed. In response to pro-growth signals, 4E-BPs are phosphorylated by FKAB/mTOR resulting in an increase in translation. Notably, it has been demonstrated that mTOR regulates the expression of a set of pro-invasion proteins at the level of translation in prostate cancer through phosphorylation of 4E-BP.

1.2.3 Alternative Open Reading Frames

Upstream open reading frames (uORFs) are small ORFs that reside in the 5'-UTR of mRNA transcripts. UORFs are characterized by an AUG start codon upstream of the main coding sequence, and regulate translation by diverting ribosomes away from the start codon of the main gene. While less than 10% of genes contain uORFs in their 5'-UTRs, oncogenes appear to be enriched for uORFs, with roughly two-thirds of oncogenes containing a start codon within the 5'-UTR.

After translating a uORF, the ribosome can either reinitiate and continue translating subsequent ORFs, or it can fail to reinitiate and dissociate from the transcript. The current prevailing hypothesis is that the limiting step for ribosome re-initiation with the downstream ORF is the reassembly of initiation factors. This hypothesis is supported by observations that longer intercistronic sequences correlate with higher rates of re-initiation by allowing more time for the reassembly of initiation factors with the ribosome. Furthermore, lengthening the uORF has been shown to decrease the efficiency of re-
initiation because the longer uORF allows more time for initiation factors to dissociate from the ribosome\textsuperscript{52}. UORFs can also regulate translation by causing ribosomes to stall, preventing translation of the downstream ORF. This model is supported by a study on the cytomegalovirus gpUL4 mRNA that shows an initiation rate of just 10\% on a uORF is sufficient to decrease translation of the transcript by 10-fold\textsuperscript{53}.

In addition to regulating translation of the primary ORF by diverting ribosomes, translation of uORFs also produce a peptide product that in some cases, have been shown to modulate translation in cis. For example in \textit{Escherichia coli}, a uORF of the tryptophanase gene codes for a 24-residue peptide that prevents ribosome dissociation following induction by tryptophan, leading to increased translation of the primary ORF\textsuperscript{54}.

Finally, it has been demonstrated that translation originating from alternative ORFs can trigger nonsense mediated decay of the mRNA transcript. This decay arises when the 5'-UTR is particularly short, causing ribosomes to scan through the canonical AUG codon to a downstream, frame-shifted AUG codon\textsuperscript{55}.

1.2.4 Codon Bias Switching

Each codon consists of three sequential nucleotides, with four different bases possible at each position, allowing for 64 unique codons. However, there are only 20 different amino acids (plus three stop codons), such that specific amino acids may be encoded by multiple codons, resulting in a degenerate genetic code. For a given amino acid with multiple codons, one might expect that each codon would be used with equal likelihood, but this is not the case. The phenomenon of one particular codon for a given amino acid being used more frequently than others is called \textit{codon bias}. While the exact
cause of codon bias is not fully understood, it is thought to arise as a balance between evolutionary selection for a specific set of codons and random mutations away from the desired codon set\textsuperscript{56}.

Recent work has shown that codon bias may also play a role in regulating translation of specific proteins in response to perturbations. For example, a set of persistence genes are upregulated in \textit{Mycobacterium bovis} under hypoxic conditions via chemical modification of tRNAs at the wobble position of the anticodon such that the codon bias changes to favor a specific set of mRNA transcripts\textsuperscript{57}. Unlike other mechanisms of translational control that primarily regulate translation initiation, this phenomenon of codon bias switching regulates translation at the elongation phase.

1.3 \textbf{Quantitative Mass Spectrometry}

Mass spectrometry (MS) is an incredibly versatile tool used across a broad spectrum of applications. MS analysis is an attractive method for biological applications because of its capability of analyzing biomolecules in a high-throughput, discovery-mode manner. MS has been used to analyze many different types of biomolecules, including RNA, proteins/peptides, lipids, and small molecule metabolites, among many others. In this thesis, MS analysis is used for the identification and quantification of proteins and peptides.
1.3.1 Types of Mass Spectrometers

The core function of a mass spectrometer is to determine the mass to charge ratio \((m/z)\) of a molecule or set of molecules. The method of isolation and measurement of specific \(m/z\) species depends on the type of instrument being used.

Time of Flight (TOF) mass spectrometers leverage the fact that, given equal charges, larger molecules will travel more slowly down an electrical potential gradient. Ions held in a trap are accelerated through an electric field, with conservation of energy dictating that smaller ions will achieve higher velocities than larger ions of the same charge\(^{58}\). Furthermore, for ions of a given mass, more highly charged ions will achieve a greater velocity than those with a lower charge state. After accelerating through an electric field, ions are released into a field-free flight tube. The time required for the ions to traverse the flight tube and hit the detector is proportional to the square root of the mass-to-charge ratio. The resolution of \(m/z\) species increases with longer flight tubes. The introduction of reflectrons into flight tubes allows ions to travel longer distances in a shorter flight tube, allowing for greater resolution than previous TOF instruments\(^{59}\). TOF mass spectrometers have the benefit of high resolution, dynamic range, and short cycle times, but suffer from the fact that small environmental changes can cause fluctuations in the length of the flight tube, requiring frequent calibration or internal standards.

Triple quadrupole (TQ) mass spectrometers measure ions based on their selection through a series of quadrupoles before hitting a detector. The first quadrupole (Q1) uses a ratio of radio frequency (RF) to direct current (DC) voltages to select a single \(m/z\) species according to the Mathieu stability diagram\(^{60}\) to pass through to the second quadrupole (Q2). In Q2, operated in RF-only mode, the selected ion is fragmented by
colliding the ions with an inert gas through a process termed collision induced dissociated (CID). The fragments then pass into the third quadrupole (Q3), where specific m/z species are then selected again prior to measurement on a detector. TQ mass spectrometers benefit from having very high sensitivity and dynamic range, making them especially useful for targeted applications. The main drawback of TQMS is that they can only select a single m/z species in Q1 and Q3, so obtaining a complete mass spectra requires a long cycle time, making TQMS impractical for discovery-mode applications.

Another class of instruments measures the resonant frequency of oscillating ions to calculate the m/z ratio by applying the Fourier Transform. Fourier Transform ion cyclotron resonance mass spectrometers (FTICR-MS) collect ions in a Penning trap, consisting of a magnetic field with electrical plates. The ions are excited to circular orbits at their resonant frequency by an oscillating electric field. When the electric field is removed, the ions remain in stable orbits with frequencies dependent upon their m/z ratio. The frequency of ion motions are measured as oscillating induced charges in a pair of electrodes, and these frequencies can be transformed into a mass spectrum.

Orbitrap mass spectrometers are similar to FTICR-MS instruments, as they measure m/z species based on their harmonic motion in an electric field. An Orbitrap consists of a cylindrical outer electrode surrounding a spindle-like inner electrode at high voltage. Ions are injected tangentially to the inner electrode, resulting in stable orbits with angular frequencies dependent upon the m/z ratio. These orbiting ions generate oscillating electric currents that can analyzed in the frequency domain through the Fourier Transform, yielding precise measurements of m/z for a wide range of m/z species simultaneously. Furthermore, by pairing an Orbitrap with a quadrupole and a high
energy collision dissociation (HCD) chamber, isolation and fragmentation can be performed for MS/MS analysis. Orbitrap mass spectrometers can make m/z measurements with very high resolution, but high resolution measurements require longer cycle times\(^6\).

For the work done in this thesis, a ThermoFisher QExactive Hybrid Quadrupole-Orbitrap MS was used for analysis. This particular MS consists of a front-end quadrupole for selection of precursor ions in tandem with an Orbitrap analyzer and HCD cell for fragmentation. The QExactive is excellent for proteomics analysis because it allows for high resolution m/z measurements with quick cycle times along with an option for MS/MS analysis for determination of peptide sequence and isobaric mass tag quantification.

1.3.2 Quantitative Proteomics

Because each peptide has its own unique chemical characteristics, there are variations in ionization potential (leading to changes in ionization efficiency), ion flight, and fragmentation that prevent quantitative comparison between different species within the same run without the addition of internal standards. There are a number of label-free approaches that give an estimate of relative peptide abundance within a single run such as intensity-based absolute protein quantification (iBAQ)\(^6\) and spectral counting\(^6\). These methods only give a rough estimate of relative abundance, and suffer from variations that arise from each peptide’s unique chemical structure as described above. For a more accurate assessment of absolute and/or relative peptide abundance, internal heavy-isotope labeled standards can be spiked into samples in known quantities\(^6\). By
comparing the intensity of the heavy standard to that of the sample, we can directly measure the absolute quantity of a peptide within a sample.

When comparing the relative amounts of the same species, there are more methods available. When run on an autosampler under identical HPLC conditions, peptides of identical sequences should elute at the same time with similar elution profiles across different runs. By taking the area under the curve (AUC) for a particular extracted ion chromatogram (XIC) in the MS1, relative quantification of that species between different experiments can be achieved.

For multiplexing samples into a single MS experiment, stable isotope tags can be utilized to differentiate between samples. Stable isotope labeling of amino acids in cell culture (SILAC) uses naturally occurring amino acids that contain heavy isotopes of constituent atoms. In these experiments, cells are cultured in the constant presence of isotopically labeled amino acids until incorporation of the SILAC amino acids reaches a steady state. By using cells grown in the presence of different SILAC labels, samples can be combined early on during processing, reducing technical error between conditions. When analyzed via MS, peptides that incorporate these heavy amino acids will be shifted to a higher mass. Because the peptides are chemically identical except for the heavy isotopes, they co-elute during chromatographic separation allowing for quantitative measurements by taking the AUC of the XIC for each SILAC channel in the MS1. The disadvantage of SILAC is that the number of mass species present in the MS1 is doubled (for two channels) or tripled (for three channels), inherently increasing the complexity of the sample and decreasing the likelihood that lower intensity ions will be selected for MS/MS analysis.
Isobaric mass tag approaches such as tandem mass tags (TMT)\textsuperscript{71} or isobaric mass tagging for relative and absolute quantification (iTRAQ)\textsuperscript{72} allow for higher order multiplexing. In this scheme, an amine-reactive isotopically-encoded mass tag is used to label the N-terminus and ε-amine of lysines. The intact tags have identical masses, but contain heavy isotopes of carbon and nitrogen differentially distributed between a reporter region and balancer region. Because their intact masses are the same, peptides co-elute and appear as a single peak in MS1 scans. However, upon HCD fragmentation, the tags liberate low-mass reporter ions at different masses for each channel, allowing for quantification of up to 10 channels in a single experiment. While this approach allows for increased multiplexing, the dynamic range of quantitation is oftentimes suppressed by contaminant ions that are co-isolated with the targeted precursor ion.

### 1.3.3 Reduction of Sample Complexity

The proteome is a highly complex system. The human proteome consists of over 70000 unique proteins\textsuperscript{73} with a median protein length of 375 residues\textsuperscript{74} with 20 different possible amino acids at each residue. Due to this high degree of complexity, tryptic peptide mixtures from the proteome are usually separated into fractions based on physical characteristics such as size (size exclusion chromatography\textsuperscript{75}), charge (ion exchange chromatography\textsuperscript{76}), or hydrophobicity (reverse phase chromatography\textsuperscript{77}) prior to MS analysis. In the field of proteomics, MS analysis is most effectively used in tandem with one of these chromatographic separation techniques to reduce the complexity of mixtures.
The observation of specific subsets of the proteome is not feasible by shotgun analysis because observations will be limited to only the most abundant proteins. Various sub-specialties of proteomics have been realized by coupling mass spectrometry with enrichment techniques for simplifying sample complexity. Immunoprecipitation-MS (IP-MS) enriches for a particular protein or class of proteins, allowing for examination of binding partners or post-translational modifications. IP-MS relies on antibodies raised against the targeted protein or moiety, so analyses are limited to targets for which such tools exist. In some cases, exogenous expression of the target protein fused to an affinity tag can be used as a bait to search for interacting proteins. Other targeted approaches seek to examine proteins that contain a specific post-translational modification. For example, immobilized metal affinity chromatography (IMAC) specifically enriches phosphorylated proteins and peptides, allowing for analysis of the phosphoproteome regardless of identity of the modified proteins. A recently developed method called SNOTRAP for analyzing global S-nitrosylation of cysteines relies on the redox state of cysteine sulfhydryls to chemically modify nitrosylated cysteines with an affinity tag for enrichment. Subcellular compartments can also be selectively isolated based on physical properties to analyze the resident proteins of that compartment. Without these enrichment and fractionation techniques, analyzing the proteome or a subset thereof with adequate depth would be nearly impossible.

1.4 Computational Modeling

Traditional molecular biology methods allow researchers to gain an intuitive understanding of results by simple manual inspection of the data. Modern ‘omics-based
technologies yield datasets that are extremely large. Sometimes, manual inspection of the extreme outliers in these datasets can yield useful insights into the biological system. However, biological insights frequently lie in more nuanced changes that are not readily identified through manual inspection. The massive amounts of data generated by high-throughput ‘omics technologies often necessitate further computational modeling in order to draw biological insight from the results.

1.4.1 Clustering

Clustering is one common and easily implementable approach to analyzing complex data sets to see what biological components behave in the same manner. By looking for functional similarities between members of a cluster, one can determine whether they are part of the same pathway, share a common effector, or have any other biologically relevant commonalities.

K-means clustering partitions the dataset into k distinct clusters and refines the clusters through an iterative process. The process begins by initializing cluster centroids randomly in the dataspace. In each step, the data points are assigned to the cluster associated to the nearest centroid, and the centroid is then recalculated to minimize the sum of the squares between the centroid and the members of the cluster. This process is repeated until convergence, at which the within-cluster sum of squares is at a minimum. The location of the centroids at convergence is dependent upon their randomized location at initialization, so in practice, k-means clustering is repeated many times to generate a co-clustering frequency map that can be used to group network components.
Hierarchical clustering is another approach for grouping network components by agglomerating them in a pairwise manner. In this method, the pairwise distance is calculated between all the points in the network, and the two closest are merged into a centroid. The pairwise distance is then recalculated with the centroid replacing the two original points, and this process is repeated until a single centroid remains. The order of agglomeration and associated distances can then be mapped to a dendrogram for easy visualization of clustering. Depending on the distance metric used (e.g. Euclidean, correlation, rank), different insights can be gained through this algorithm.

1.4.2 Dimensionality Reduction

Large biological datasets are oftentimes highly dimensional and difficult to visualize. To simplify datasets and make visualization possible, the data can be projected into a lower dimensional space that represents the largest variation in the dataset through a process called principal component analysis (PCA). In practice, this is done through a linear mapping of the data by calculating the eigenvalues of the covariance matrix. The largest eigenvalues represent the directions with the greatest variation in the data. By selecting the top eigenvalues and making them the basis of a lower dimensional vector space, the data can be projected onto these orthogonal principal components (PCs) for easier visualization. This projection often results in a natural grouping of network components which is amenable to clustering methods described previously. The loadings of the original dataset (projection of the original axes in the new vector space) may also fall within these clusters, giving a better understanding of which network behaviors
associate with which condition. Furthermore, the PCs oftentimes hold biological significance that would have been impossible to realize in the untransformed dataset.

Self-Organizing Maps (SOMs) are artificial neural networks used to project high dimensional input data into lower dimensional space, and then discretize the input by assigning data points to nodes in the network. SOMs are trained through an iterative process where the node closest to a selected data point is moved towards that data point. SOMs are unique from other clustering algorithms in that the neural network is associated with a topology, meaning the process of moving one node towards the data affects adjacent nodes as well. This process is repeated until the neural network is fine-tuned and represents the underlying data. The visualization of a U-matrix representing the distance between adjacent neurons can be useful for showing the relationship between neighboring nodes.

1.4.3 Predictive Models

The models discussed above are descriptive, meaning that they don’t associate network behavior with a predicted outcome such as a phenotype. They are useful for characterizing behavior of network components, but don’t assign biological significance to the observed behavior. Efforts to correlate changes in network behavior with phenotypic outcomes require one or more predictive models. These models are especially useful for generating hypotheses on how perturbing the network can result in a desired phenotypic outcome. One of the most commonly used predictive models in systems biology is linear regression. Linear regression relates inputs (network behavior) and outputs (quantitative phenotypes) such that the outputs are represented as a linear
combination of the inputs. In such a model, the weights associated with each input represent the extent to which that particular network component influences the output.

One problem with using linear regression to model biological networks is that such a system is usually underdetermined (more unknowns than equations), and many of the inputs exhibit multicollinearity when they’re part of the same pathway. This limitation can be overcome by placing constraints on the model by penalizing larger models and forcing weights towards zero through regularization. Another approach to simplifying models is by projecting the variables to a new space prior to forming the regression model. Partial least squares regression (PLSR) achieves this by mapping both the input and the output onto principal components in order to maximize the covariance between the projected inputs and outputs.

1.5 Characterizing Changes in Gene Expression

Before the development of high-throughput technologies and powerful computers, biological research was traditionally performed with a reductionist approach that focused on individual biomolecules or the interactions between several biomolecules. The invention of high-throughput “-omics” technologies along with the concurrent explosion in computational power ushered in a more holistic approach to cell biology known as systems biology. Instead of studying individual biological components in isolation, a systems biology approach examines patterns in the whole network to gain insight into drivers of disease. Large datasets collected from high-throughput screens are input into computational models to gain insights that have not have been immediately obvious by looking at individual network components. The real power in systems biology lies in using
this information to make predictions on what interventions may be most effective in
treating diseases.

One of the major goals of systems biology is understanding how a cell transitions
from a healthy to diseased state. There are a wide variety of technologies that have been
developed to interrogate cell biology to understand the factors that can lead to
pathogenesis. However, one aspect of cell biology which lacks robust quantitative
methods is the translation of mRNA to functional proteins. Studying translation is hugely
important because one of the main ways cells alter their phenotype is by the upregulation
and downregulation of new proteins. If measurements can be made regarding how a cell
is changing its repertoire of protein machinery, one could gain better insight into the
mechanisms that drive disease progression.

1.5.1 RNA Abundance

Traditionally, changes in gene expression have been measured by measuring
changes in mRNA transcript expression as a proxy for changes in regulation of protein
levels. Before the invention of high throughput screens, specific mRNA transcripts were
quantified via Northern Blotting, where whole-cell RNA is separated by electrophoresis
and then hybridized with a radio-labelled DNA probe against the transcript of interest.

In 1983, Kary Mullis developed polymerase chain reaction (PCR), allowing for the
amplification of DNA through sequential melting of double-stranded DNA, annealing of
DNA primers, and elongation with a thermostable DNA polymerase. The discovery of
reverse transcriptase enzymes in the Rous Sarcoma Virus eventually led to the
development of reverse transcription-PCR (RT-PCR). In quantitative RT-PCR, RNA is
first reverse-transcribed into intron-free complementary DNA (cDNA), which can then be amplified via traditional PCR with primers specific to the gene of interest and detected via Southern Blotting or with DNA-associated fluorophores. The amount of amplified cDNA is directly proportional to the initial concentration of cDNA, which in turn is proportional to the amount of mRNA. While this approach can yield robust quantitation for a targeted set of transcripts, it cannot be used for high throughput analysis of mRNA quantitation due to the need for gene-specific primers.

The first method that allowed for high throughput detection of mRNA transcripts was cDNA microarrays. In this approach, single stranded DNA oligomers for thousands of genes are spotted on a solid phase support chip. Upon addition of a fluorescently-labeled cDNA library, hybridization with the immobilized DNA oligomers yields a fluorescent signal on the chip that is proportional to the amount of hybridized cDNA. Despite the high-throughput nature of microarrays, they have a limited sensitivity and dynamic range and are restricted to analysis of known genes.

Next Generation Sequencing methods ushered in RNA Sequencing (RNA-Seq), which quantifies mRNA by sequencing the cDNA library, and counting the number of times each sequence was read. RNA-Seq offers a larger dynamic range, doesn’t require a predetermined gene set, and has greater sensitivity than microarray technology. Furthermore, RNA-Seq has the capability to distinguish between splice isoforms, a feature that DNA microarrays lack. RNA-Seq is currently the state of the art for quantifying mRNA abundance.

While there are technologies to accurately profile mRNA abundance in a high throughput manner, relative mRNA abundance has been shown to be an incomplete
predictor of protein synthesis and abundance. As discussed in section 1.2, there are a multitude of regulatory steps between the generation of an mRNA transcript and the translation of that transcript into a protein. One study seeking to quantify mammalian gene expression found that the main predictor of protein abundance is the translation rate of that protein rather than the RNA abundance of the corresponding transcript\(^9\). Another study examining protein and mRNA in LPS-stimulated dendritic cells found that mRNA abundance explains roughly 65% of protein abundance at steady state. After LPS stimulation, correlation at matched time points fell apart, but mRNA abundance at 5 hours post-stimulation accounted for nearly 90% of variation of protein expression at 12 hours, indicating a temporal delay between mRNA transcription and protein translation. Even so, there were still many proteins which demonstrated no change in mRNA abundance, but significant change in protein expression, demonstrating control at a translational level\(^9\). This phenomenon of increased per mRNA translation has been termed “translation on demand”\(^9\) or “just-in-time translation”\(^9\) and was originally observed in the context of GCN4 translation in yeast due to amino acid starvation, but has now been understood to be a common mechanism of gene regulation.

### 1.5.2 Polysome Profiling

One way to more closely characterize translation is to identify mRNA transcripts that are bound by ribosomes. Because the assembly of the 80S ribosome initiation complex is a prerequisite for translation, identification of the sequences that are bound by ribosomes should give a more accurate assessment of the translatome. Polysome profiling is a method where entire mRNA transcripts are isolated from bound ribosomes.
and analyzed either by microarrays or sequencing\textsuperscript{94}. This enrichment is accomplished through sedimentation of monosomes and polysomes (mRNA transcripts with one or more bound ribosomes, respectively) through a sucrose gradient in order to separate them from unbound ribosomal subunits. Polysome profiling gives a more accurate assessment of translation than measuring mRNA abundance, but it is still not a perfect picture of translation. One of the primary challenges associated with isolating polysomes is the process of fractionation. Polysomes can reside across multiple fractions depending on the number of bound ribosomes and length of the mRNA transcript\textsuperscript{95}. Furthermore, this method does not account for ribosomes that are bound at uORFs (see section 1.2.3) or stalled ribosomes\textsuperscript{48}. A higher resolution method is required to more accurately determine the location of bound ribosomes within an mRNA transcript.

1.5.3 Ribosome Footprinting

Ribosome footprinting is similar to polysome profiling in that monosomes and polysomes are isolated from the total mRNA pool. The key difference in ribosome footprinting is the addition of a ribonuclease digestion step. The ribonuclease degrades all present RNA except for the portions shielded by bound ribosomes\textsuperscript{96}. This process yields a library of 30 nucleotide-long fragments that can be sequenced to determine exactly where on the transcript ribosomes were bound\textsuperscript{97}. This process allows for the differentiation between ribosomes bound to uORFs which are not translating the main coding sequence, and those that are translating the target gene. Ribosome footprinting has been successfully used to show that mTOR regulates translation of pro-tumorigenic transcripts\textsuperscript{47} and that differentiation of mouse embryonic stem cells results in increased
translation of membrane proteins\textsuperscript{98}. However, mapping short footprint sequences back to the genome is challenging and requires significant computational horsepower. Furthermore, ribosome footprinting does not give context regarding rate of translation, as the results could be interpreted as many transcripts being translated by few ribosomes, or few transcripts being translated by a large number of ribosomes. In addition, ribosome profiling would interpret ribosomes stalled in the middle of an ORF as actively translating, when in fact there may be some negative regulation resulting in stalling. A recent study comparing ribosome footprints to synthesized proteins via pulsed SILAC (see section 1.5.5) over relatively long time scales (6 hours) demonstrated that ribosome footprints do not fully represent the collection of proteins synthesized over that time\textsuperscript{99}.

1.5.4 Protein Abundance

All the methods described above depend on the sequencing of mRNA or mRNA fragments as a proxy for the production of new proteins. In contrast to RNA sequencing-based methods, there are a family of proteomic-based methods that observe changes in protein synthesis. The simplest and most straightforward method is the measurement of relative protein abundances between conditions. Prior to the 1980's, proteins were studied primarily with antibody-based immunoassays such as the enzyme-linked immunosorbent assay (ELISA) and Western Blot. However, these methods were limited to studying proteins for which antibodies were available. The invention of mass spectrometry revolutionized the field of proteomics allowing for high throughput, discovery mode analysis of the proteome.
Shotgun proteomics is the most commonly used method for measuring relative protein abundances on a large scale between multiple conditions. In this technique, proteins are digested into peptides with a protease and then analyzed via MS analysis. There are several problems with attempting to measure changes in protein synthesis based on protein abundance measurements. First and foremost, detecting changes in protein synthesis largely depends on the size of the existing pool of a given protein. Changes in protein synthesis rates may be difficult to detect if the protein exists in large amounts. Furthermore, the amount of protein in a cell is the summation of protein synthesis and degradation. Increases in total protein amount could be due to an increase in synthesis rate, a decrease in degradation rate, or a combination of the two. A corollary is that if a change in synthesis is matched by a corresponding change in degradation, this observation would be lost by looking at total protein abundance alone.

1.5.5 Pulsed Stable Isotope Labeling of Amino Acids in Cell Culture (pSILAC)

Current methods used to measure protein synthesis rely on metabolic-labeling schemes. Labelled amino acids added to growth media are incorporated into proteins and used as a readout of proteins synthesized while the amino acid is present. In SILAC-based methods, the labels are naturally occurring amino acids containing heavy isotopes of constituent atoms.\(^7\)

Pulsed SILAC (pSILAC) is a variation of SILAC that enables the detection of newly synthesized proteins in the background of the existing proteome. Instead of culturing cells in SILAC amino acids to steady state, the SILAC amino acids are pulsed in for a relatively short duration to label proteins that are synthesized de novo during the pulse.\(^1\)
This process allows for an estimation of protein turnover by comparing the abundance of the heavy, newly-made peptides to the light, preexisting peptides. By incorporating a third channel, the relative translation rate between two conditions can be compared\(^{101}\). Alternatively, the pulse can be followed by a chase with a different isotope label to get an estimate of degradation rates in addition to synthesis rates\(^{102}\).

These pSILAC methods are useful for gaining estimates of relative protein synthesis, degradation, and turnover rates on longer time scales (hours to days). However, they suffer from the same shortcomings as shotgun proteomics: to analyze the newly synthesized fraction of the proteome, one must also dig through the (usually much larger) pool of existing proteins. This limitation restricts the sensitivity of new proteome analysis for two reasons. First, because some proteins may be synthesized at a slow rate compared to the size of its existing pool, the newly-synthesized fraction may not be detected due to dynamic range limitations of the mass spectrometer. Second, because the MS1 scan contains a combination of newly synthesized proteins and existing proteins, the complexity of the sample is inherently increased, and it’s more likely that less abundant proteins will not be selected for MS/MS analysis. In addition to limited sensitivity, measuring relative synthesis rates through pSILAC limits analysis to no more than 3 channels (light, medium and heavy), precluding higher level multiplexing analyses.

1.5.6 Puromycin-Associated Nascent Chain Proteomics (PUNCH-P)

A relatively new technique for mapping protein synthesis, termed PUNCH-P, examines nascent polypeptide chains as they are actively translated by the ribosome\(^{103}\). This analysis is accomplished by isolating actively translating ribosomes via
ultracentrifugation, and labeling with a biotinylated variant of the antibiotic puromycin. Puromycin is incorporated into the C-terminus of actively translated proteins, triggering termination of translation and release of the truncated polypeptide from the ribosome. Because this puromycin treatment results in the termination of translation, only one biotin handle is incorporated per peptide. These peptides can be enriched using a streptavidin-conjugated resin and directly analyzed via LC-MS/MS. This method has been used successfully to measure changes in protein synthesis throughout mitosis and cell cycle checkpoints (30-90 minutes), a time scale inaccessible to pSILAC due to the need for high temporal resolution.\textsuperscript{104}

PUNCH-P is not without its limitations; the primary limitation is the amount of material required for the experiment. The amount of protein associated with actively-translating ribosomes is very small compared to the existing proteome, so in order to get adequate coverage of the nascent proteome, a large amount of starting material (4e7 HeLa cells) is required per sample.\textsuperscript{104} Another challenge associated with PUNCH-P is the mapping of truncated peptides to unique proteins.

1.5.7 Bioorthogonal Non-Canonical Amino Acid Tagging (BONCAT)

There are many variations of the BONCAT method since its inception in 2006, but at its core is the labeling of newly synthesized proteins with an amino acid analog that contains a bioorthogonal chemical group for enrichment.\textsuperscript{105} The first and most subsequent BONCAT studies used azidohomoalanine (Aha), a methionine analog that contains an azide functional group,\textsuperscript{106} but other studies have used homopropargylglycine (Hpg)\textsuperscript{107} which contains a linear alkyne moiety. Both of these methionine analogs contain
functional groups that can participate in copper-catalyzed azide-alkyne cycloaddition (CuAAC)\textsuperscript{108}, a relatively bio-orthogonal, high-yield “click” reaction for easy enrichment and detection of proteins that incorporate these analogs. Furthermore, Aha is used by the native methionyl tRNA synthetase (MetRS) without any need for genetic manipulation, albeit nearly 400-fold less efficiently than methionine\textsuperscript{109}. This incorporation of an azide into newly synthesized proteins and use of the azide for enrichment and/or detection is the crux of all subsequent derivatives and improvements to the BONCAT method. By adding a chemical handle, the BONCAT approach enables the enrichment of newly translated proteins from the background of the existing proteome, simplifying analysis and increasing sensitivity. One of the major challenges associated with analyzing newly-synthesized proteins is how small the newly-synthesized fraction of the proteome is compared to the existing proteome. Pulsed SILAC requires long labeling times in order to get adequate proteomic coverage, preventing analysis of the translatome with high temporal resolution. PUNCH-P allows for measurements of the translatome with high temporal accuracy, but requires large amounts of input material, suffers from poor proteome coverage, and requires a technically challenging protocol. The BONCAT method allows for measurements of newly-translated proteins with high temporal accuracy and good proteome coverage. Furthermore, the amount of starting material required for BONCAT is generally less than that needed for PUNCH-P because BONCAT is measuring the integration of all synthesized proteins over the duration of the labeling period. Finally, by directly measuring newly translated proteins, the use of BONCAT allows for the integration of all the regulation steps that may be unaccounted for in nucleic-acid based assays such as RNA-Seq and ribosome footprinting.
1.6 Variations of BONCAT

Ever since it has been demonstrated that newly synthesized proteins can be labeling with non-canonical amino acids\textsuperscript{109}, there have been various modifications of the BONCAT method that serve to improve enrichment of newly translated proteins and allow for quantitative analysis of the translatome.

1.6.1 Enrichment versus Detection

The first study reporting the incorporation of Aha into a newly translated protein measured Aha incorporation by the addition of a FLAG epitope through Staudinger Ligation and detection via Western Blot with an anti-FLAG antibody\textsuperscript{109}. Several years later, the first study to coin the term “BONCAT” used the biorthogonal CuAAC reaction to label all newly translated proteins in a cell with a trypsin-cleavable biotin handle\textsuperscript{105}. The biotin handle was then used for subsequent detection of newly translated proteins by Western Blot and probing with an anti-biotin antibody. More importantly, the biotin handle was also used for enrichment of newly translated proteins with a streptavidin-conjugated resin and analysis via LC-MS/MS following an on-bead trypsin digest.

Most subsequent studies used the azide functional group as a handle for enrichment, but there are several methods that did not have an affinity-based enrichment step. One study separated an Aha-labeled \textit{E. coli} proteome into 48 fractions via reverse phase HPLC, and then treated each fraction with the reducing agent TCEP. TCEP reduces the azide group of Aha to a primary amine, resulting in a shift in elution time during HPLC fractionation. The fractions were then separated again on an HPLC, with
peptides that eluted outside the original window presumed to be labeled with Aha and collected for MS analysis\textsuperscript{110}.

Finally, some studies did not aim to determine the identification of newly translated proteins, but rather determined the location of newly translated proteins within a cell or tissue. Fluorescent noncanonical amino acid tagging (FUNCAT) achieved this by labeling proteins that contain azides or alkynes (via Aha or Hpg, respectively) with a fluorophore for direct observation via fluorescent microscopy\textsuperscript{111}.

1.6.2 Click Chemistry

Of the approaches outlined above, the vast majority of BONCAT-based experiments use the azide group of Aha as a handle for chemical enrichment. Prior to the development of CuAAC, the primary method of ligating moieties to an azide was through Staudinger ligation: the formation of a covalent linkage between a phosphine and an azide. This reaction is bioorthogonal and nontoxic, allowing for the tagging of cell-surface proteins that have been labeled with an azide\textsuperscript{112}. However, phosphines are readily reduced under ambient conditions and are difficult to solubilize in aqueous environments, making their applications to biological systems limited. Furthermore, the reaction between the phosphine and azide occurs with slower kinetics than more recently developed techniques\textsuperscript{113}.

The reaction most commonly used for modification and enrichment of Aha azides is CuAAC, which reacts the azide with a linear alkyne to produce a stable covalent triazole linkage. As its name suggests, this reaction requires a reduced copper(I) catalyst in order to proceed under ambient conditions. The copper catalyst is cytotoxic to cells\textsuperscript{114},
precluding it from being used in live-cell applications such as FUNCAT. Furthermore, oxidative intermediates generated from the copper catalyst can react with biomolecules\textsuperscript{115}, altering their chemical makeup and confounding mass spectrometry analyses. In addition, CuAAC has been shown to have off-target effects, resulting in nonspecific labeling of biomolecules\textsuperscript{116}.

More recently, strain promoted azide-alkyne cycloaddition (SPAAC) has begun to replace CuAAC as the favored method of azide-alkyne click chemistry. Work out of Carolyn Bertozzi's lab in 2004 demonstrated that a strained cyclical alkyne can form a stable triazole linkage at ambient conditions without the need for additional catalysts\textsuperscript{117}. The inherent ring strain of roughly 18 kcal/mol in unsubstituted cyclooctyne\textsuperscript{118} provides enough energy to drive the reaction to completion. However, while initial efforts with unsubstituted cyclooctyne resulted in successful labeling of azide-modified glycoproteins, the kinetics of the reaction were still impractical for most biological applications. Various substituents have been added to the cyclooctyne ring in an effort to increase the kinetics of cycloaddition with azides. A cyclooctyne derivative with one of fastest reaction kinetics is dibenzocyclooctyne (DBCO), with reaction kinetics on par with that of CuAAC reactions\textsuperscript{119}. Furthermore, an effort to optimize the reaction solvent has revealed that the reaction proceeds most efficiently in a mixture of organic and aqueous solvents\textsuperscript{120}, although solubilizing proteins in semi-organic solvents may prove challenging because proteins have evolved to have hydrophilic exteriors to interface with the surrounding aqueous environment.

One of the major downsides of SPAAC is that cyclooctyne groups are very large compared to their linear alkyne counterparts. Because of their large size, they cannot be
introduced into biomolecule building blocks in the same manner as linear alkynes. For this reason, cycolooctynes are limited to being used in probes that can react with azides that have been incorporated into biomolecules. Furthermore, DBCO has also been shown to react with sulfhydryls (e.g. reduced cysteines) in addition to azides, but this can be remedied by alkylating reduced sulfhydryls prior to performing the click reaction\textsuperscript{121}.

1.6.3 Method of Capture and Release

There are two main strategies when it comes to enriching Aha-labeled proteins: (1) ligation of a biotin moiety to the protein and affinity purification with streptavidin-conjugated resins\textsuperscript{105,122-125}, and (2) direct click reaction with an alkyne-functionalized resin using both CuAAC\textsuperscript{126-129} and SPAAC\textsuperscript{130,131}. Both have been used extensively with varying degrees of success.

One of the challenges associated with biotin ligation followed by streptavidin affinity purification is the competition of biotin-tagged proteins with free biotin-alkyne remaining in solution. The leftover linker necessitates a further cleanup step, either by protein precipitation (if whole proteins are tagged), or by C18 desalting columns (if peptides are tagged), leading to increased sample losses. Furthermore, if a DBCO-biotin tag is used, the hydrophobic DBCO group will bind to C18 desalting columns and co-elute with peptides, making cleanup challenging.

Another challenge associated with using a biotin tag is the method of elution. The biotin-streptavidin interaction has a dissociation constant on the order of 10^{-15} M, making it one of the strongest non-covalent interactions known in biology\textsuperscript{132}. While such a high affinity is excellent for capture of biotinylated targets, disrupting this interaction requires
extremely harsh conditions that are not compatible with MS analysis. On-bead digestion can be used to liberate peptides, but the streptavidin protein will also be digested, leading to contaminating peptides that can confound MS analysis. It’s been previously demonstrated that exclusion lists can be used to omit selection of streptavidin peptides for MS/MS fragmentation\textsuperscript{133}, but exclusion occurs at the expense of dynamic range and isolation of other peptides that may fall within that window.

The alternative to biotin tagging and streptavidin pulldown is a direct pulldown with an alkyne-functionalized resin. This direct method has the advantage of being done in a single step without the need for cleanup of excess alkyne-biotin, but carries its own challenges. Because the alkyne is anchored to a solid-phase support, reaction kinetics may suffer compared to free alkyne in solution. This behavior may be especially evident with DBCO, whose hydrophobic properties may prevent extension of the alkyne into solution, resulting in deceased reaction efficiency. Because this approach results in a covalent linkage of the target protein to a solid-phase support, elution requires on-bead digestion to liberate peptides for MS analysis. One of the downsides of this approach is that the modification identifying the protein as newly-translated (Aha) will remain conjugated to the bead and cannot be analyzed via MS.

1.6.4 Quantitation

The initial BONCAT paper was a proof of principle demonstrating that it was possible to capture newly synthesized proteins, but did not quantitatively compare translation rates between multiple conditions. In this study, the incorporation of SILAC
amino acids was used as a marker for specificity, but not to quantify newly translated proteins. To date, all studies seeking to quantify newly translated proteins use variations of pSILAC to as a quantitative metric. The most common approach, a hybrid of BONCAT and pSILAC referred to as either QuanCAT or BONLAC, involves pulsing medium or heavy isotopes of arginine and/or lysine simultaneously with Aha. Translation between two samples can be directly compared by mixing samples pulsed with medium and heavy amino acids and comparing the ratio of their intensities in the MS1. The drawback to this approach is that in order to get quantitation, both a SILAC amino acid and an Aha need to be incorporated into the same protein. The efficiency of this process can be increased by starving the cells of methionine, arginine, and lysine prior to pulsing, but this can cause artifacts that can not be accounted for without proper controls. Since the number of channels in pSILAC is limited to two (medium and heavy; the light channel represents the existing proteome), controls would have to be run separately, increasing the technical complexity of the experiments.

A more recently developed approach uses isotopically-labeled Aha in a process termed heavy isotope labeled azidohomoalanine quantification (HILAQ). By combining the enrichment handle and isotope-encoding into the same residue, HILAQ removes the need for multiple amino acids to be incorporated into the same protein, thereby increasing sensitivity. The drawback to this approach is that analysis is limited to peptides that contain a methionine (substituted with an Aha), limiting coverage compared to QuanCAT which allows the analysis of any tryptic peptide. Furthermore, this approach requires the
use of a biotin pulldown and elution, which suffers from the challenges described in the previous section.

One method of quantitation conspicuously missing is the use of isobaric mass tag labeling (TMT or iTRAQ, see section 1.3.2). This approach allows for higher level multiplexing than SILAC-based approaches, which is limited to two or three different channels. In this thesis, we introduce multiplexed BONCAT using TMT for robust quantitative analysis of protein synthesis across a variety of contexts and conditions.

1.6.5 Applications

Aha labeling has been performed in a number of different biological systems. The original BONCAT manuscript used mammalian cell culture (HEK293 cells)\textsuperscript{105}. Shortly afterwards, Aha was used to label the nascent proteomes of \textit{E. coli}\textsuperscript{130} and yeast\textsuperscript{136}. BONCAT has also been used to measure local translation in the axons and dendrites of dopaminergic neurons\textsuperscript{123}. Moving from cell cultures to entire tissues, BONCAT has recently been used to analyze protein synthesis in brain slices\textsuperscript{128}. In live animals, Aha has been used to label new proteins in the retinas of mice through intraocular injection\textsuperscript{137}. Most recently, Aha has been used to label the nascent proteome of an entire animal through a process termed pulsed azidohomoalanine labeling in mammals (PALM). Aha was introduced via the mouse's chow, and incorporation was detected as early as two days after introduction into the diet\textsuperscript{138}. This technique allows for the analysis of tissue specific of protein synthesis from various organs of a single mouse, albeit with poor temporal resolution compared to \textit{in vitro} approaches.
1.7 Summary

In this thesis, the BONCAT protocol is optimized to increase sensitivity for labeling periods as short as 15 minutes in cell culture. The protocol was also adapted for highly multiplexed quantitation with isobaric mass tags, allowing for the direct comparison of protein synthesis across multiple conditions. Using this approach, changes in protein synthesis were profiled during the unfolded protein response and following EGF stimulation. Protein synthesis was also compared to RNA abundance and ribosome footprinting, the two most commonly used methods to profile changes in gene expression. Finally, BONCAT was used to compare changes in protein synthesis following MEK inhibition between a binimetinib sensitive and resistant NRAS mutant melanoma cell line in an effort to identify potential resistance mechanisms.
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Chapter II

Adapting the BONCAT Protocol for Robust Multiplexing Analysis

Daniel Rothenberg
2.1 Introduction

A method for accurate and robust quantitative measurements of the protein synthesis rate has thus far eluded life science researchers. RNA sequencing-based approaches seek to use mRNA abundance as a proxy for protein expression, but the correlation between mRNA abundance and protein translation varies widely and may be temporally offset due to regulation at the level of translation. Proteomics methods based on measuring protein abundance or incorporation of labeled amino acids without enrichment suffer from poor sensitivity and low temporal resolution. To date, the most promising approach for the direct measurement of protein synthesis rates is BONCAT (introduced in section 1.5.7).

BONCAT methods use pulses of non-canonical amino acids (usually azidohomoalanine, Aha) to insert bioorthogonal chemical handles into newly translated proteins for enrichment and analysis. Because newly translated proteins are labeled with Aha for the duration of the pulse, the actual value being measured is the integration of all proteins synthesized during that time period. In order to measure translation rates, the cumulative amounts must be normalized to the length of the Aha pulse. In the absence of quantitative labeling approaches (discussed in section 1.6.4), the enrichment of the nascent proteome is a purely qualitative exercise. The introduction of multiple SILAC labeling channels – such as in QuanCAT\textsuperscript{1}, BONLAC\textsuperscript{2}, and HILAQ\textsuperscript{3} – allow for the comparison of translation rates across multiple conditions. However, the nature of SILAC-based approaches limits quantitation to 2 or 3 conditions per analysis. Furthermore, these quantitative studies used pulses no shorter than 1 hour, preventing the analysis of rapid (minutes to hours) translational responses to cellular perturbations.
A wide variety of different approaches can be taken for the labeling, enrichment, and analysis of newly synthesized proteins, many of which were discussed in depth in section 1.6. Here I seek to optimize the enrichment of the nascent proteome for highly multiplexed quantitative analyses with unprecedented temporal resolution.

2.2 Methods

2.2.1 Cell Culture

Unless otherwise noted, all protocol development experiments were performed using lysates from MCF10a cells. Cells were cultured in DMEM:F12 media supplemented with 5% horse serum, 20 ng/mL EGF, 500 μg/mL hydrocortisone, 100 ng/mL cholera toxin, 10 μg/mL insulin, 1% penicillin/streptomycin, and 2 mM glutamine. Cells were passaged every third day at a 1:4 ratio, and all experiments were performed on the third day following passaging.

2.2.2 Metabolic Labeling and Lysis

For most experiments during protocol development, Aha and Met were added directly to the growth media. In these experiments, media volume was reduced to 5 mL, and an appropriate amount of Aha or Met was added to the cells (usually 1 mM-5 mM depending on experiment) for various durations. For cycloheximide (CHX) controls, CHX was added to the cells at 300 μg/mL for 30 minutes prior to the addition of Aha or Met. For experiments using Lys/Arg/Met (KRM)-free media, growth media was removed and replaced with 5 mL of KRM-free media 30 minutes prior to the addition of Met or Aha. For experiments using pSILAC labels, $^{15}$N$_4^{13}$C$_6$ arginine (R10) and $^{15}$N$_2^{13}$C$_6$ lysine (K8) were
added to 0.5 mM concurrently with Aha or Met. In experiments with CHX negative controls and KRM-free media, CHX was added concurrently with the media change. Following Aha or Met labeling, the media was aspirated, and the cells were washed in ice cold PBS supplemented with 300 µg/mL CHX. Cells were lysed in differing lysis buffers depending on the experiment, but the most common one was 1% SDS in PBS supplemented with 50 mM N-ethylmaleimide (NEM) and 300 µg/mL CHX.

2.2.3 Western Blots

Protein concentration of lysates were measured via bicinchoninic acid (BCA) assays and normalized to an appropriate concentration (usually 1 mg/mL unless otherwise noted). For measurements of Aha incorporation, DBCO-biotin (or derivatives thereof) was added to the lysates for 1 hour at a concentration of 25 µM unless otherwise noted. In experiments where the reaction was quenched, quenching was performed by adding sodium azide to roughly 100 mM. LDS buffer was added to 1x, and betamercaptoethanol was added to 1% except in experiments using a disulfide linker. Samples were loaded onto a NuPAGE Novex 4-12% Bis-Tris Midi Protein Gels (Invitrogen) and run at 160 volts for about an hour. Samples were transferred to a nitrocellulose membrane at 100 volts for 1 hour. Membranes were blocked with LICOR PBS blocking buffer for 30 minutes at room temperature. Biotinylated proteins were probed with IRDye 680RD-conjugated streptavidin (LICOR #32230). The following primary antibodies were used: GAPDH 1:10,000 (Cell Signaling #5174), The following secondary antibodies were used: IRDye 800CW-conjugated goat-anti-rabbit 1:10,000
(LICOR # 926-32211) and IRDye 680LT-conjugated goat-anti-mouse 1:10,000 (LICOR 
#926-68031). Western blots were imaged on a LICOR Odyssey instrument.

2.2.4 Mass Spectrometry and Peptide Identification

Samples were manually loaded onto a C18 trapping column and placed in-line with 
an Agilent 1260 Infinity HPLC. When using an autosampler, samples were transferred to 
autosampler vials and loaded into a Thermo Fisher Easy nLC 1000. Specific gradients 
depended on the particular experiment, but focused on a transition from 0% B to 42% B 
(solvent A = 0.2 M acetic acid (AcOH) or 0.1% formic acid (FA); solvent B = 70% 
acetonitrile (MeCN) in 0.2 M AcOH or 80% MeCN in 0.1% FA). Unless otherwise noted, 
all samples were analyzed on a ThermoFisher QExactive or QExactive Plus Hybrid 
Quadrupole-Orbitrap mass spectrometer. Mass spectra were searched using the Mascot 
search engine v2.4 through ThermoFisher Proteome Discoverer software.

2.3 Protocol Development and Results

In section 1.6, I discussed the many variations of the BONCAT method. Given the 
large number of tools available for click chemistry and enrichment of newly translated 
proteins, there are many combinations that can be adopted. Here I discuss some of the 
tools and approaches tested during the process of optimizing the quantitative BONCAT 
protocol as well as the limitations associated with these tools. The final protocol used for 
subsequent experiments can be found in appendix 2.7.
2.3.1 Aha and pSILAC Labeling Optimization

In order to visualize Aha-labeled proteins, a DBCO-biotin linker (Click Chemistry Tools #A116) was used to chemically conjugate a biotin group onto proteins that incorporate Aha. To see if time-dependent changes in Aha incorporation could be visualized, Aha was directly added to the media of cells to 5mM for 15, 30, 60, 90, 120, and 240 minutes. As a negative control, Aha was replaced with Met for all 6 time points.

To demonstrate that this incorporation was a translationally controlled mechanism, cells were pretreated for 30 minutes with 300 µg/mL CHX prior to the addition of Aha to the media (CHX+Aha). Cells were lysed in 1% SDS, and total protein was normalized by BCA to 1 mg/mL. DBCO-biotin was added to the lysate to 25 µM for 1 hour. The reaction was quenched with sodium azide, and the samples were analyzed via Western Blot. A time-dependent increase of biotin incorporation in Aha-labeled cells was observed, but

![Figure 2-1 - Time dependent incorporation of Aha into newly synthesized proteins. Biotin labeling only occurred when cells were labeled with Aha in the absence of CHX.](image)
not in Met-labeled cells or in CHX-pretreated cells (Figure 2-1). The only biotin observed in the negative control samples were naturally biotinylated carboxylases around 75 and 140 kDa that were present in all subsequent western blots. This result demonstrates that Aha was incorporated into proteins in a time-dependent manner, and that Aha incorporation is dependent upon the translation of new proteins.

Previous reports have demonstrated that DBCO is reactive towards sulfhydryl groups in addition to azides. To test this hypothesis, cells were labeled with 5mM Aha, Met and CHX+Aha for 4 hours. Lysates were normalized to 1 mg/mL, and blocked with either 55 mM iodoacetamide (IAA) or 10 mM N-ethylmaleimide (NEM) for 60, 90, or 120 minutes at room temperature. DBCO-biotin was clicked on as before, and the sample was analyzed via Western blot. A normal exposure appears to show the reaction is highly specific, with biotin labeling only observed in the Aha samples. However, a long exposure shows that in the absence of thiol alkylation, there was substantial incorporation of biotin label into proteins. IAA reduced this nonspecific incorporation to some extent, and NEM appeared to prevent all detectable nonspecific incorporation of DBCO-biotin (Figure 2-2). To ensure all proteins were sufficiently alkylated, all subsequent experiments included NEM in the lysis buffer.

Ionic chaotropic detergents such as SDS lyse mammalian cells and solubilize membrane proteins efficiently, making them desirable for most cell biology applications. However, most detergents are incompatible with MS analysis and cannot be removed via traditional C18-based desalting methods. For most MS applications, cells are lysed in non-detergent chaotropic buffers such as 8 M urea. However, comparing click reactions in 0.5% SDS buffer and 8 M urea buffer reveals that the reaction was severely limited in
Figure 2.2 – IAA and NEM increased the specificity of the DBCO-azide click reaction by alkylating reduced sulfhydryls that would otherwise react with DBCO.
urea-based buffers (Figure 2-3). For this reason, only detergent-based buffers were considered going forward, and the process of enriching Aha-labeled proteins on a solid-state scaffold was used as a detergent-removal step.

For Non-SILAC MS-based experiments, the only way to positively identify Aha-labeled proteins was to actually observe the peptide containing the Aha residue. By limiting observations to peptides containing the Aha residue, the sensitivity of the experiments was restricted because of the limited coverage of observable peptides. In order to increase observations to all tryptic peptides, heavy arginine (R10) and heavy lysine (K8) SILAC labels were added concurrently with Aha. By labeling lysine and arginine residues with SILAC amino acids, every tryptic peptide from a protein could be identified rather than just the peptide containing the Aha residue. Initial experiments involved spiking K8, R10, and Aha directly into the media on cells. However, because

![Figure 2-3](image.png)

*Figure 2-3 – DBCO-azide click reaction was less efficient in 8M urea than SDS-based lysis buffers.*
cell culture media contained arginine and lysine on the order of 500-700 μM, K8 and R10 had to be added in excess of this concentration in order to outcompete the light amino acids present in the media. It was noted over several experiments that the addition of K8 and R10 to media appeared to reduce Aha incorporation in a dose-dependent manner (Figure 2-4). Arginine and Lysine are both transported into the cell by the cationic amino acid transporter 1 (CAT-1)\(^6\). While not cationic, Aha is zwitterionic, with both a positive and negative charge residing on the azide group. These results suggest that Aha may also be transported into the cell by CAT-1, and that by saturating the transporter with high concentrations of K8 and R10, Aha is not efficiently transported into the cell.

Ideally, K8, R10, and Aha would simply be spiked into the media without changing the media in order to limit artefactual perturbations to the cell. However, the need to reduce the concentration of total arginine and lysine (to allow for Aha incorporation) along with the desire for efficient incorporation of K8, R10, and Aha means metabolic labeling

![Figure 2-4](image)

*Figure 2-4* – Increasing the amount of pSILAC amino acids decreased the efficiency of Aha incorporation into proteins, even as the concentration of Aha remains constant.
needed to be done in media lacking arginine and lysine. Furthermore, since MetRS loads methionine onto tRNA’s at a roughly 400-fold higher rate than Aha\(^7\), then it would also be desirable to perform labeling in methionine-free media as well. Since the media was changed to lysine- and arginine-free media anyway to accommodate K8 and R10 labeling, it could also be changed to methionine-free media as well. An experiment comparing Aha incorporation in the presence of 0.5 mM arginine and 0.5 mM lysine in regular media versus KRM-free media demonstrated vastly superior Aha labeling in the KRM-free media (Figure 2-5). Therefore, all subsequent experiments were done in KRM-free media with a 30 minute starvation step to deplete internal amino acid stores prior to Aha labeling.

<table>
<thead>
<tr>
<th>Aha Conc (mM)</th>
<th>Met Free Media</th>
<th>Regular Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

**Figure 2-5** — Methionine-free media greatly enhanced Aha incorporation into newly synthesized proteins compared to spiking Aha into normal media.
Having changed to KRM-free media, I then sought to optimize the concentration of Aha for maximal protein labeling. Cells were labeled with 0.5 mM arginine and lysine in addition to either 0.1, 0.5, 1, 3, or 5 mM Aha in KRM-free media for 2 hours. Negative controls were labeled with 5 mM Met or 5 mM Aha with a CHX pretreatment. Western blotting revealed that Aha-labeling increased in a dose-dependent manner until 3 mM, at which point additional Aha did not appear to increase protein labeling. Aha-labeled proteins from these samples were also enriched using DBCO-magnetic beads (described in section 2.3.6) following acetone precipitation. Examining the supernatant revealed good depletion compared to the input at all concentrations (Figure 2-6). An on-bead trypsin digest liberated peptides for MS analysis. For each increase in Aha concentration, a corresponding increase in protein and peptide hits was observed via MS analysis,

<table>
<thead>
<tr>
<th>AHA Conc (mM)</th>
<th>M</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>5</th>
<th>M</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHX</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

Figure 2-6 – Aha incorporation into proteins appeared to saturate around 3 mM. Using the DBCO-magnetic beads from section 2.3.6, Aha-labeled proteins were depleted from the supernatant. M = 5 mM methionine.
reaching a maximum at 3 mM. This analysis indicated that an Aha concentration of 3 mM maximized the extent of incorporation into newly-translated proteins.

2.3.2 Biotin Capture and Elution

There are many different approaches to enriching Aha-labeled newly translated proteins from a whole cell lysate. The most straightforward approach was to use DBCO-biotin to modify Aha-labeled proteins with a biotin group and use streptavidin beads to enrich the modified proteins. Biotinylated samples were prepared as described previously, and 500 ng total protein was incubated over 30 μL streptavidin magnetic beads (ThermoFisher #88816) for 1 hour. The beads were washed in 1 mL each 1% NP-40 in 150 mM Tris, 2x 150 mM Tris, and water. Previous reports have shown that the biotin-streptavidin interaction can be broken in water at 70°C [8]. The beads were incubated in 25 μL 70°C deionized water for 10 minutes, the supernatant was removed, and the beads were boiled in 1x LDS buffer for 10 minutes at 98°C. Equal amounts of each sample were analyzed by Western blot (Figure 2-7). There appeared to be very little, if

![Figure 2-7](image-url)
any, depletion in the supernatant compared to the input lanes, and the elution in water was completely empty. The boiling step appeared to elute some biotinylated proteins, but not much compared to the amount observed in the input.

One potential cause for inefficient enrichment is the presence of unreacted DBCO-biotin that competes for binding on the streptavidin beads. To prevent this competition from occurring, the approach was changed to pre-loading the streptavidin beads by incubating 30 µL beads with 25 µM DBCO-biotin, and subsequently enriching by clicking proteins onto the beads. Aha-labeled lysate was applied directly to the pre-loaded beads for 1 hour at room temperature and washed as before. Once again, very little depletion was observed compared to the input, and the elution remained inefficient compared to the boiling sample (Figure 2-8).

2.3.3 Photocleavable Linker

One approach to overcoming the challenge of breaking the streptavidin-biotin interaction is to utilize a DBCO-biotin linker that contains a cleavable moiety. This approach would allow for the elution of Aha-labeled proteins from streptavidin under mild
conditions, increasing specificity and eliminating the need for detergent removal. The first attempt utilized a photocleavable linker designed to dissociate when exposed to ultraviolet (UV) light (Figure 2-9, top). Aha-labeled lysates were incubated with 25 μM either DBCO-biotin or photocleavable DBCO-biotin (PC DBCO-biotin, Click Chemistry Tools #1120) and then exposed to a UV lamp for a variable amount of time. DBCO-biotin appeared to label the lysates more efficiently than PC DBCO-biotin in the absence of UV exposure, but UV exposure greatly increased biotin labeling of proteins (Figure 2-9,

![Image of a chemical structure](attachment:image.png)

<table>
<thead>
<tr>
<th>UV Exposure (min)</th>
<th>0</th>
<th>0</th>
<th>120</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>60</th>
<th>90</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBCO Biotin</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PC DBCO Biotin</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

**Figure 2-9** — Tested photocleavable linker contains a UV-labile chemical group separating the DBCO group and biotin (above). Exposure to UV light increased rather than decreased biotinylation of proteins (below).
This result was unexpected, as the exposure to UV light should have cleaved biotin from the proteins, resulting in less signal rather than more signal.

To test whether the increased biotin incorporation was specific to Aha-labeled proteins, the same assay was performed on lysates from Met-labeled cells. While labeling with the regular DBCO-biotin linker was no longer observed, UV light exposure resulted in extensive biotin labeling of proteins when using PC DBCO-biotin (Figure 2-10). These results indicate that the photocleavage process resulted in nonspecific biotinylation of proteins, perhaps through a reactive free-radical intermediate.

<table>
<thead>
<tr>
<th>Methionine (120 min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBCO-Biotin</td>
</tr>
<tr>
<td>PC-DBCO-Biotin</td>
</tr>
<tr>
<td>UV Exposure (min)</td>
</tr>
<tr>
<td>30  0  5  15  30  0  5  15  30</td>
</tr>
</tbody>
</table>

**Figure 2-10** – Biotinylation of methionine-labeled lysates indicated that PC DBCO-biotin became nonspecific after exposed to UV light
2.3.4 Disulfide Cleavable Linker

Due to the nonspecificity of the PC DBCO-biotin linker, an alternative approach was explored using a disulfide-based chemical cleavable linker (DBCO-SS-biotin, Click Chemistry Tools #A112) (Figure 2-11, top). This linker is designed to be cleaved under reducing conditions, such as treatment with DTT or TCEP, allowing for the efficient elution from streptavidin beads under mild conditions. To test whether the linker could indeed be cleaved under reducing conditions, lysates with or without Aha-labeling were incubated with 25 μM either DBCO-biotin or DBCO-SS-biotin for 1 hour. Following the click reaction, the lysates were aliquoted into tubes, and treated with 10 mM TCEP, 10 mM DTT, or water. Western blotting revealed that biotin labeling was strongly reduced.
following treatment with DTT or TCEP only in DBCO-SS-biotin samples, indicating that the linker was indeed readily cleaved under reducing conditions (Figure 2-11, bottom).

After closer examination, it was noted that DBCO-SS-biotin did not have the robust specificity that was observed with regular DBCO-biotin. A side-by-side comparison of biotin incorporation into both Aha-labeled and control Met-labeled lysates clearly showed that DBCO-SS-biotin resulted in nonspecific incorporation of biotin into proteins that did not occur with DBCO-biotin (Figure 2-12). There has been evidence disulfides in similar linkers may exchange with disulfide bridges present in proteins\(^9\), resulting in nonspecific incorporation of biotins independent of Aha labeling status. A longer exposure of Figure 2-11 also revealed the nonspecific incorporation of biotin in lysates lacking an Aha label (not shown). Normally, disulfide bridges could be reduced and alkylated, but the treatment of lysates with reducing agents would also result in the reduction of azides to primary amines, eliminating the chemical handle required for enrichment of newly-translated proteins.

\[
\text{Disulfide in Linker} \quad - \quad + \\
\text{Metabolic Label} \quad \text{Aha} \quad \text{Met} \\
\text{Biotin} \quad \text{GAPDH}
\]

Figure 2-12 – The presence of a disulfide bridge in the DBCO-biotin linker introduced nonspecific biotin incorporation in methionine-labeled lysates. The most likely cause for this nonspecific incorporation was disulfide exchange between the linker and disulfide bridges present in the proteins.
2.3.5 Dde Cleavable Linker

As yet another alternative, a novel chemical linker was used incorporating a bioorthogonal Dde functional group designed to be cleaved in the presence of 2% hydrazine\(^{10}\). Dde groups are traditionally used as a protecting group for \(\varepsilon\)-amines of lysine residues during peptide synthesis, but have been repurposed here to create a Dde-based cleavable DBCO-biotin linker (DBCO-Dde-biotin, Click Chemistry Tools #1138) (Figure 2-13, top). 25 \(\mu\)M DBCO-biotin or DBCO-Dde-biotin was reacted with Aha- and Met-labeled lysates for 1 hour followed by the addition of hydrazine to 2% for 1 hour at room temperature. As a control, DTT was added to 10 mM or water was added at an equal volume. The addition of Dde to the DBCO-biotin linker did not appear to confer non-specificity as seen in the Met-labeled samples. Furthermore, cleavage of biotin from the proteins was observed only in the Aha sample labeled with DBCO-Dde-biotin and treated with 2% hydrazine (Figure 2-13, bottom). The specificity of labeling and efficiency of
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**Figure 2-13** – DBCO-Dde-biotin contained a Dde functional group (top) that could be cleaved efficiently in the presence of 2% hydrazine (bottom).
cleavage made DBCO-Dde-biotin an excellent candidate for further protocol development.

Unfortunately, upon MS analysis of the linker itself, it was discovered that the predicted mass ([M+H] = 872.42 Da) was a very small fraction compared to other species present in the reagent (Figure 2-14, top). As a comparison, MS analysis was performed on DBCO-biotin and found that the predicted mass ([M+H] = 654.20) was the dominant mass species (Figure 2-14, bottom). This observation brings into question the purity of the DBCO-Dde-biotin reagent. Because this reagent was relatively novel, it was not widely available from commercial vendors. Therefore, I was forced to discard the DBCO-Dde-biotin reagent and take a different approach to enriching Aha-labeled proteins.

Figure 2-14 – The mass species associated with DBCO-Dde-biotin (872.42, top red arrow) made up a very small fraction of the total species present in the reagent (top). As a comparison, the expected mass of DBCO-biotin (654.20, bottom red arrow) was the dominant species present in the reagent (bottom).
2.3.6 DBCO Functionalized Magnetic Beads

Due to the limitations associated with the chemically cleavable biotin-DBCO linkers, I changed my approach to directly clicking proteins to DBCO-functionalized beads. Magnetic beads are smaller and easier to manipulate with magnetic stands and liquid handling robots than agarose beads, making them preferable for potential highly multiplexed quantitative analyses. Because of the limited availability of quality DBCO-magnetic reagents, I attempted to functionalize magnetic beads in-house.

To generate our own DBCO-functionalized magnetic beads, DBCO-PEG$_{13}$-NHS (Click Chemistry Tools #1015) (Figure 2-15, top) was coupled directly to amine-functionalized magnetic beads (Dynabeads M270 Amine, Thermo Fisher #14307). The 13xPEG spacer allowed for extension of the DBCO group into solution, preventing steric blockages that may occur with shorter spacers. To functionalize the beads, a variable concentration of DBCO-PEG$_{13}$-NHS in 10μL was incubated with 20 μL amine beads in 40 μL 500 mM TEAB for one hour. The reaction was quenched with the addition of Tris pH 7.4 to 0.5 M. Following the functionalization of the beads, the extent of DBCO-functionalization was assayed by clicking on an azide-conjugated fluorophore and measure fluorescence via flow cytometry of the magnetic beads. 30 μM Oregon Green azide (ThermoFisher #O10180) was added to the beads in 100 μL 1% SDS in PBS and allowed to react for 1 hour. The beads were washed 2x in 1% SDS, 1x in 0.1% NP-40, and then resuspended in 1 mL 0.1% NP-40 for flow cytometry analysis. It was found that beads were partially functionalized with DBCO-PEG$_{13}$-NHS starting around 300 μM, and
reached saturation around 2.4 mM (Figure 2-15, bottom). To ensure complete functionalization, a concentration of 4.8 mM was used going forward.

**Figure 2-15** – DBCO-PEG13-NHS (top) functionalizes amine-coated magnetic beads as measured by flow cytometry following the ligation of a azide-fluorophore to the DBCO groups (bottom). A concentration of 4.8 mM DBCO-PEG13-NHS was used for functionalization (red data point).

I next sought to determine if a shift in fluorescence could be detected after enriching Aha-labeled proteins from a lysate. Aha-labeled proteins should react with the DBCO groups, quenching them and preventing them from reacting with the azide-fluorophore. Control lysates treated with Met or CHX+Aha should not react with the beads, and the beads' capacity to react with the azide-fluorophore should not be
diminished. Lysates were prepared by labeling with 5 mM Aha or Met for 30 minutes, lysing in 1% SDS + 50 mM NEM + 300 μg/mL CHX, and normalizing to 200 μg total protein in 100 μL. Beads were functionalized with DBCO-PEG13-NHS as previously described above. Following functionalization, the beads were incubated with the lysate overnight at 40°C. The following day, the supernatant was removed, and the beads were washed with the following regimen: 2x 1% SDS in PBS, 15 min washes each of 100% MeCN, 50% MeCN+0.5% SDS in PBS, 1% SDS in PBS, 2 M NaCl in PBS, and quick 2x 100 mM ammonium acetate pH 8.9. After washing, the beads were again incubated in 3 μM Oregon Green azide for 1 hour at 40°C and analyzed via flow cytometry. Among the DBCO-functionalized beads, it was observed that beads incubated with the Met-labeled cells exhibited fluorescence, and the beads incubated with the Aha-labeled lysates were indeed quenched. However, it was also observed that the beads that had been incubated with the Aha+CHX control, which has translation inhibited, exhibited quenching as well (Figure 2-16). This observation suggests that the intracellular Aha that had not been incorporated into proteins was quenching the beads rather than Aha-labeled proteins.

![Bead Quenching](image)

**Figure 2-16** – While the Met-labeled sample did not quench the DBCO magnetic beads, both the Aha-labeled sample and CHX-pretreated Aha-labeled sample quenched the beads (left). Because the CHX+Aha sample did not have Aha-incorporated proteins (right), the quenching was most likely coming from excess Aha.
Two approaches were used to remove the excess free Aha from the lysates: acetone precipitation and molecular weight cutoff (MWCO) filters. Samples were labeled with either 5 mM Aha or Met for 2 hours. For acetone precipitation, 280 µL lysate was combined with 1.5 mL -20°C acetone and precipitated for at least an hour at -20°C. Following precipitation, the samples were centrifuged at maximum speed (~21,000 x g) for 15 minutes at room temperature to pellet the precipitated proteins. The supernatant was aspirated off the pellet, and the pellet was allowed to air dry for 15 minutes to remove residual acetone. 250 µL of 1% SDS in PBS supplemented with 50mM NEM was added to the pellet and vortexed vigorously to resuspend the pellet. For MWCO filtration, 280 µL lysate was added to a Vivaspin Hydrosart 2 kDa MWCO filters (Sartorius #VN01H92). The filter was spun for 30 minutes at 14,000 x g. The flow through was saved for analysis, and 300 µL lysis buffer was added to the top reservoir. This process was repeated again, and the eluate (~50 µL) was diluted in 150 µL lysis buffer. The lysates were all normalized to 2 mg/mL (or equivalent dilution for the flow through samples). The samples (except for the CHX flow through samples) were applied to functionalized magnetic beads and prepared for flow cytometry as described previously. For this experiment, neither the Met, Aha, nor CHX+Aha samples quenched the beads as had been previously observed (Figure 2-17, top left). However, it was observed that the first flow through sample from the Aha lysate quenched the beads, and the second flow through quenched it to a lesser extent, indicating that the Aha was indeed being removed by the filtration process (Figure 2-17, bottom left). Western blots comparing Aha-labeled proteins in the input and supernatant for each sample indicated a moderate depletion in the supernatant compared to the inputs for both the MWCO filtered samples as well as the acetone precipitated
sample, but a substantial amount of Aha-labeled protein still remained in the supernatant (Figure 2-17, right). This result suggests that the removal of residual Aha was an important step for the enrichment of Aha-labeled proteins.

Figure 2-17 - Both acetone precipitation and MWCO filtration appeared to efficiently remove excess Aha because the beads were no longer quenched (top left). The MWCO filtration flow through samples from the Aha sample, but not the Met sample, quenched the beads, showing that excess Aha was indeed removed by filtration (bottom left). However, while depletion of Aha-labeled proteins was observed from the supernatants using both schemes, Aha-labeled proteins were observed that were not enriched (right), despite there being remaining bead binding capacity as measured by flow cytometry.

Another potential factor that could increase efficiency of the click pulldown is optimization of the solvent in which the reaction takes place. Proteins were readily soluble in DMSO up to 50% (data not shown). Lysates were prepared as described previously, using MWCO filters and filtering the samples 2x. After normalizing total protein via BCA to 2 mg/mL, samples were diluted 2-fold in either DMSO or lysis buffer, and the samples were applied to DBCO-functionalized magnetic beads. Sample-loaded beads were
washed and prepared for flow cytometry as described above. In this experiment, the MWCO filters did not completely remove the residual Aha from the sample, as indicated by the slight quenching of the Aha and CHX+Aha samples compared to the Met sample. Interestingly, in the presence of DMSO, the quenching was greatly enhanced despite the same amount of protein being present (Figure 2-18, left). Furthermore, the degree to which the quenching was increased appeared to be proportional to the initial amount of residual Aha left behind, and the Met labeled sample did not exhibit this increase (because there was no residual Aha in this sample).

Figure 2-18 – The addition of DMSO as a solvent to the click enrichment buffer increased the degree of DBCO quenching. This result was most likely due to incomplete removal of Aha from the lysate by filtration, as the CHX-treated sample showed quenching as well.
A pilot MS experiment combining pSILAC with Aha labeling used all the optimized conditions previously developed. Cells were labeled for 2 hours with 3 mM Aha, 0.5 mM K8, and 0.5 mM R10 in KRM-free media. Negative controls used 3 mM Met and CHX pretreatment before Aha labeling. Following labeling, cells were lysed and proteins precipitated in acetone. It had previously found that acetone precipitation was more reliable and efficient at removing excess Aha than MWCO filters, so this, and all subsequent experiments used acetone precipitation. Proteins were resuspended in 1% SDS + 50 mM NEM and normalized to 2 mg/mL in 500 µL 50% DMSO + 0.5% SDS in PBS. Samples were applied to DBCO-magnetic beads and washed as previously described. The sample was resuspended in 50 µL 100 mM ammonium acetate pH 8.9 + 625 ng trypsin and digested overnight at room temperature. The digest was transferred to a new tube and loaded onto a C18 trapping column at 400 psi. The column was thoroughly washed with 0.1% AcOH for 20 minutes at 400 psi prior to being placed in line with an Agilent 1260 Infinity HPLC for MS/MS analysis. The sample was run using the following gradient at 0.2 mL/min with a splitter (A = 0.2 M AcOH, B = 70% MeCN in 0.2 M AcOH):

<table>
<thead>
<tr>
<th>Time</th>
<th>Percent B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 min</td>
<td>0% B</td>
</tr>
<tr>
<td>10 min</td>
<td>13% B</td>
</tr>
<tr>
<td>105 min</td>
<td>42% B</td>
</tr>
<tr>
<td>115 min</td>
<td>60% B</td>
</tr>
<tr>
<td>120 min</td>
<td>100% B</td>
</tr>
<tr>
<td>128 min</td>
<td>100% B</td>
</tr>
<tr>
<td>130 min</td>
<td>0% B</td>
</tr>
</tbody>
</table>

The MS/MS spectra were generated using HCD set at 29 NCE. All three samples (Aha, Met, and Aha+CHX) were run consecutively.
LC-MS/MS raw data files were searched on MASCOT with fixed modifications for NEM alkylation on cysteines (+125.047 Da) and variable modifications for SILAC R10 on arginine residues (+10.008 Da), SILAC K8 on lysine residues (+8.014 Da), Aha substitution for methionine residues (-4.986 Da), diaminobutyrate (reduced Aha) substitution for methionine residues (-30.976 Da), and phosphorylation on tyrosine, threonine, and serine residues (+79.966 Da). Precursor tolerance was 10 ppm, fragment tolerance was 15 mmu, two miss cleavages were allowed, and the enzyme was set to trypsin. Peptides were considered to be positively identified if they had a score of at least 25.

The Aha labeled sample yielded 26 unique proteins with SILAC label at 60% specificity. The Met sample yielded 8 proteins, and the CHX+Aha sample yielded 7 unique proteins, all lacking SILAC labels. This pilot demonstrated that I could indeed enrich for newly-synthesized proteins with an Aha label, although the sensitivity needed to be greatly improved. The western blot comparing the input to the supernatant
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**Figure 2-19** – A pilot pSILAC experiment using the optimized conditions (removal of Aha, DMSO in buffer) demonstrated a moderate depletion of Aha-labeled proteins from the supernatant following click enrichment (left). SILAC labeled peptides were detected exclusively in the Aha-labeled sample without a CHX pretreatment (right).
demonstrated that there was still a lot of Aha-labeling protein in the supernatant (Figure 2-19). It is unclear why so much Aha-labeled protein remained in the supernatant even though flow cytometry of the beads showed that there was additional binding capacity.

2.3.7 DBCO Functionalized Agarose Beads

While attempting to optimize the conditions for click enrichment on house-made DBCO-magnetic beads, a study was published that successfully used commercially available DBCO-agarose beads (Click Chemistry Tools #1034) to enrich newly-synthesized proteins from Aha-labeled plant seedlings. Inspired by the success in this study, I opted to change the approach and used the DBCO-agarose resin instead of making the magnetic DBCO resin. Because the agarose beads average 200 μm in diameter, they are not compatible with flow cytometry analysis, so bead quenching was not able to be measured as had been previously done with the magnetic resin.

Aha-labeled lysates were prepared as described in section 2.2.2. For these samples, Aha was added at 3 mM for 120 minutes to the cells. As negative controls Met was added for 120 minutes, and Aha was added for 120 minutes to cells that had been pretreated with CHX. After the appropriate labeling period, cells were lysed in 250 μL 1% SDS supplemented with 50 mM NEM and 300 μg/mL CHX. Immediately following lysis, 1.5 mL -20°C acetone was added to the tube, and the lysate was stored at -20°C for at least an hour to precipitate proteins.

Following precipitation, the samples were centrifuged at maximum speed (~21,000 x g) for 15 minutes at room temperature to pellet the precipitated proteins. The supernatant was aspirated off the pellet, and the pellet was allowed to air dry for 15
minutes to remove residual acetone. 250 μL of 1% SDS in PBS supplemented with 50mM NEM was added to the pellet, along with ~1/10th of a vial of 0.7 mm garnet homogenizing beads to aid in pellet disruption. Samples were alternately vortexed and centrifuged at maximum speed until the pellet was completely solubilized.

Following resuspension, protein concentration was measured via BCA assay, and total protein was normalized to 300 μg in 500 μL of 1% SDS in PBS. Each sample was diluted 2-fold in 8 M urea + 850 mM NaCl to bring the final concentration to 300 μg in 1 mL. At this point, 12.5 μL of the lysate was aliquoted for biotin labeling of Aha-labeled proteins and western blot analysis (see section 2.2.3 and Figure 2-20, left). The sample was applied to 50 μL of DBCO-agarose beads that had previously been washed 3x in 1mL 0.8% SDS in PBS. Click enrichment took place overnight at room temperature on a rotor.

After the overnight click incubation, the bead/supernatant mixture was transferred to an empty spin column and allowed to drain into Eppendorf tubes to collect the supernatant. 12.5 μL of supernatant was aliquoted for biotin labeling of Aha-labeled proteins and western blot analysis (see section 2.2.3 and Figure 2-20, left). The western blot demonstrated revealed excellent depletion of Aha-labeled proteins following an overnight click enrichment. The tubes were rinsed out with 1mL MilliQ water and added to the spin column, allowing to drain into a waste container. To reduce disulfide bridges, 10 mM DTT in 0.8% SDS in PBS was added to the columns and the columns were capped and placed on a rotor at 50°C. Following reduction, the column was drained, and 50 mM NEM in 0.8% SDS in PBS was added to the column to alkylate the newly reduced cysteines. The columns were placed on a rotor at room temperature for 30 minutes. The
column was once again drained, and the beads were then washed 8x with 1 mL 0.8% SDS in PBS, 8x with 1 mL 8 M urea, and 8x with 1 mL 20% MeCN. After the second wash in each step, the column was capped and allowed to stand for 10 minutes.

Following the final wash step, the beads were completely dried by spinning the excess wash buffer into an empty Eppendorf tube. The beads were resuspended in 300 μL of 100 mM ammonium acetate + 10% MeCN (digest buffer) and transferred to a fresh tube. The column was twice rinsed with 300 μL digest buffer, with the rinses being combined with the sample. The beads were pelleted by centrifuging at 500 x g for 5 minutes at room temperature. The supernatant was carefully removed and replaced with 100 μL 1 ng/μL trypsin in digest buffer. The on-bead digest proceeded overnight at room temperature on a rotor.

After the overnight digest, the digest was acidified with the addition of AcOH to 10%. The beads were pelleted by briefly centrifuging the sample, and the digest was directly loaded onto a C18 trapping column at 400 PSI by inserting the end of a fritted column directly into the bead pack. The column was washed, placed in line with the
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**Figure 2-20** – Using commercially available DBCO-agarose beads, I observed excellent depletion of Aha-labeled proteins from the supernatant following click enrichment (left), and nearly 1400 unique SILAC-labeled proteins in the Aha-labeled sample (right).19
HPLC-MS setup, analyzed and searched as described in the previous section. A massive increase was observed in the number of SILAC-labeled proteins found in our Aha sample compared to the Met and CHX controls (Figure 2-20, right), with approximately 1363 unique SILAC labeled proteins identified in the Aha sample, compared to 244 in the CHX sample and 10 in the Met sample. As a measurement of nonspecificity, 135 non-SILAC labeled proteins were identified in Aha sample, 317 in the CHX sample, and 244 in the Met sample. This experiment demonstrated that newly-translated proteins could be enriched with a high sensitivity and specificity.

One final parameter that required optimization was the amount of DBCO-agarose beads to use for enrichment. Using too few beads could lead to bead saturation and loss of dynamic range, while using too many wastes reagent and lead to an increase of nonspecific binding. Aha, but not SILAC amino acids, were used to label newly synthesized proteins for 30 minutes, and lysates were prepared and processed as previously described. The lysate was split into 3x300 μg aliquots in 1 mL final volume. The samples were applied to 10, 30 and 50 μL of DBCO-agarose resin. Following overnight click enrichment, the supernatant was recovered and a 12.5 μL aliquot of each supernatant and input was used for click conjugation of biotin and western blotting analysis. A depletion was observed from all supernatants compared to the input, but there appeared to be some Aha labeled proteins that did not get depleted in the 10 μL sample compared to the 30 and 50 μL samples (Figure 2-21). Therefore, it was estimated that using DBCO-agarose beads at a ratio of 30μL beads per 300 μg of total protein when labeling for 30 minutes with 3 mM Aha was sufficient to efficiently captures Aha-labeled proteins.
Figure 2-21 – Titrating the amount of beads used for a given sample revealed that 30 μL DBCO-agarose beads maximizes depletion of Aha-labeled proteins from 300 μg sample labeled with 3 mM Aha for 30 minutes.20

2.3.8 TMT Quantitation of Aha Time Course

To assess the robustness of this quantitative approach, an Aha labeling time course was performed (Figure 2-22, top). Using the approach described in section 2.2.2, 3 mM Aha was added to the cells for 15, 30, 60, or 120 minutes. As negative controls Met was added for 120 minutes, and Aha was added for 120 minutes to cells that had been pretreated with CHX. After the appropriate labeling period, cells were lysed, precipitated, resuspended, and newly synthesized proteins were enriched with 30 μL DBCO-agarose beads per condition as previously described. Aliquots were removed for Western blotting (Figure 2-22, middle). Following an overnight incubation, the digest was carefully transferred to a new tube. The beads were washed 2x with 150 μL MeCN and pooled with the digest. The sample was placed in a vacuum centrifuge to reduce the volume to below 200 μL, and the samples were subsequently snap frozen and lyophilized.

Peptides were resuspended in 70 μL ethanol + 30 μL 0.5 M TEAB. Each aliquot of a TMT 6-plex set was resuspended in 30 μL MeCN and added to the samples. The
reaction was incubated for 1 hour at room temperature to allow complete TMT labeling of peptides. Following labeling, the reaction was quenched with the addition of 15 μL of 1 M Tris pH 7.4 and the samples were placed in a vacuum centrifuge for 30 minutes to reduce the volume to roughly 50 μL. The samples were then pooled into a single tube, with each tube being rinsed 3x with 40% MeCN + 0.1% AcOH and pooled with the samples. The labeled peptides were then vacuum centrifuged to dryness. The pellet was fully resuspended in 0.1% AcOH + 10% MeCN and loaded onto a C18 trapping column at 400 psi. The column was washed for 20 min with 0.1% AcOH at 400 psi prior to being placed in line with an Agilent 1260 Infinity HPLC for MS/MS analysis. The analysis was performed using the same settings as described in section 2.3.9, except the NCE was increased to 33 to ensure fragmentation of the TMT reporter ions.

The LC-MS/MS raw data files were searched using MASCOT version 2.4 with the same parameters and modifications described in section 2.3.9, except the following changes: fixed addition of TMT 6-plex to N-termini (+229.163 Da), fixed addition of TMT to lysine residues (+229.163 Da), and variable addition of TMT 6-plex to SILAC K8 lysine residues (+237.177 Da) replacing unmodified SILAC K8.

While the enrichment of newly translated proteins was successful (618 SILAC labeled proteins, 186 without SILAC), there were still issues with the quantitation that needed to be fixed. For each doubling in Aha labeling time, I would expect roughly a doubling in enrichment of newly synthesized proteins. However, large deviations were observed from that expected value, with abnormally high enrichment in the 30 minute sample and depletion in the 60 minute channel resulting in a poor linear fit (Figure 2-22, bottom left). These deviations most likely occurred due to technical error in sample
handling, specifically in the removal of the digest from the beads and transfer to a new tube for drying prior to TMT labeling. In some samples, beads were inadvertently aspirated and transferred to the new tube, and in others, the sample may not have been completely transferred. The variations that arose from this step may have been the key contributors to the deviations observed in the quantitation.

The second major issue with the quantitation was a strong correlation between the quantitation in SILAC-labeled proteins (newly translated proteins) and the quantitation in the proteins that lack SILAC (nonspecific interactors) (Figure 2-22, bottom right). I did not expect the non-specific interactors to show the same quantitation as true newly synthesized proteins because they should represent the existing proteome, which should not vary significantly between the samples. This correlation was most likely coming from isolation interference between SILAC and non-SILAC labeled samples. In complex mixtures, contaminant species almost invariably fall within the isolation window around a targeted precursor. TMT quantitation represents the sum of all the ions that fall within the isolation window, and thus isolation interference can lead to suppression of quantitative dynamic range. While nonspecific, non-SILAC labeled proteins may not actually exhibit the predicted quantitation based on our time course, if SILAC-labeled contaminant peptides were isolated along with the targeted non-SILAC peptide, the contaminating ions would have skewed the quantitation towards that of the SILAC-labeled peptide. The converse is true as well: if non-SILAC labeled contaminants fell within the isolation window of a SILAC labeled peptide, then the dynamic range would be suppressed by these contaminants.
Figure 2-22 – Quantitative analysis was done by TMT 6-plex labeling of an Aha-labeling time course (top). We observed a time dependent increase of biotin incorporation of Aha into newly-translated proteins, and excellent depletion of Aha-labeled proteins from the supernatant following enrichment (middle). However, the quantitation was inconsistent, with a poor linear fit (bottom left) and a strong correlation between SILAC and non-SILAC labeled peptides (bottom right).
To overcome these challenges, two modifications were made to the protocol. First, the digest buffer was changed from 100 mM ammonium acetate pH 8.9 to 200 mM TEAB + 10% MeCN. The key difference between ammonium acetate and TEAB is that ammonium acetate has primary amines and TEAB does not. This difference is important because the TMT reagent is amine reactive and will be completely quenched in amine-based buffers. By changing the digest to an amine-free buffer, TMT labeling could be performed in the same tube as the digest, removing the transfer step that may be leading to technical variation.

The second key modification was the introduction of a high pH reverse phase fractionation step following TMT labeling. The typical HPLC setup for MS analysis used either acetic acid or formic acid as the aqueous mobile phase, resulting in low pH solvents. Under acidic conditions, most acidic and basic groups are protonated as long as their pKa is greater than the pH. Under basic conditions where the pH of the solvent is greater than the pKa of acidic and basic groups, these groups are deprotonated. The difference in hydrophobicity between the protonated and deprotonated state of peptides is sufficient to make high pH and low pH reverse phase HPLC orthogonal methods of separation.\(^\text{12}\).

To test if these changes improved the robustness and dynamic range of quantitation, the time course experiment was repeated with these changes included. The samples were prepared, enriched, reduced, alkylated, washed, and digested as previously described, replacing the ammonium acetate buffer with TEAB. Following the overnight digest, an aliquot of TMT dissolved in 30 \(\mu\)L anhydrous MeCN was added directly to the tube (beads included). TMT labeling proceeded for 1 hour at room
temperature, after which the reaction was quenched with the addition of 15 μL 1 M Tris pH 7.4. The volumes were reduced to about 50 μL in a vacuum centrifuge. All samples (including beads) were combined into a single Eppendorf tube. The individual tubes were rinsed 3x with 40 μL 50% MeCN + 0.1% AcOH, with the rinses being combined with the pooled sample. The sample was completely dried in a vacuum centrifuge.

Following drying, the sample (beads included) was resuspended in 500 μL 10 mM TEAB pH 8. The fritted end of a 200 μm i.d. capillary was placed in the bead pack, and the sample was loaded onto a ZORBAX Extend 300 C18 column (Agilent #770995-902) at 750 psi. The C18 column was placed in line with an HPLC, and the following gradient was run at a flow rate of 1 mL/min. (A = 10mM TEAB pH 8, B = 99% MeCN, 10mM TEAB).

<table>
<thead>
<tr>
<th>Time</th>
<th>Percent B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 min</td>
<td>0% B</td>
</tr>
<tr>
<td>1 min</td>
<td>1% B</td>
</tr>
<tr>
<td>5 min</td>
<td>5% B</td>
</tr>
<tr>
<td>50min</td>
<td>40% B</td>
</tr>
<tr>
<td>59min</td>
<td>70% B</td>
</tr>
<tr>
<td>64min</td>
<td>70% B</td>
</tr>
<tr>
<td>65min</td>
<td>1% B</td>
</tr>
</tbody>
</table>

Fractions were collected every minute between 5 min and 65 min. Every 12th fraction was concatenated together to give 12 total samples (5 fractions per sample). Samples were placed into a vacuum centrifuge overnight or until the sample reached dryness.

Each sample was resuspended in 50 μL 0.1% FA, transferred to an autosampler vial, and loaded into a Thermo Fisher Easy nLC 1000 autosampler. The MS settings were the same as previously described, but the gradient was changed to the following (A = 0.1% FA, B = 80% MeCN in 0.1% FA):
<table>
<thead>
<tr>
<th>Time</th>
<th>Percent B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 min</td>
<td>0% B</td>
</tr>
<tr>
<td>4 min</td>
<td>13% B</td>
</tr>
<tr>
<td>50 min</td>
<td>42% B</td>
</tr>
<tr>
<td>57 min</td>
<td>60% B</td>
</tr>
<tr>
<td>60 min</td>
<td>100% B</td>
</tr>
<tr>
<td>68 min</td>
<td>100% B</td>
</tr>
<tr>
<td>69 min</td>
<td>0% B</td>
</tr>
<tr>
<td>75 min</td>
<td>0% B</td>
</tr>
</tbody>
</table>

Each fraction was run consecutively, and 12 runs were combined into a single search using the same parameters listed previously.

Using this protocol, 2802 unique SILAC labeled proteins were detected with nearly 70% specificity. Furthermore, the dynamic range of quantitation was excellent, with a near doubling of protein abundance for each doubling in Aha labeling time, and far less protein in the Met and CHX negative control (Figure 2-23, left). Comparing the SILAC to non-SILAC labeling quantitation, the two groups were still correlated, but the slope of the line decreased to 0.584 from 0.877 (Figure 2-23, center). Furthermore, a line fitted to the Aha-labelled time points had a slope 0.87, which was slightly less than an expected value of 1.00 for perfect quantitation (Figure 2-23, right). This result indicates there still was dynamic range suppression to some degree, but the quantitation was sufficient to be used for practical purposes going forward. Further fractionation may increase the fitted slope closer to 1.00, but at the expense of more instrument time and longer experiments.

The degree of correlation between the SILAC and non-SILAC labeled proteins may also be explained by the fact that every Aha labeled protein may not contain a SILAC label at every arginine and lysine. Incorporation of Aha, arginine, and lysine are independent stochastic events, and although intracellular stores are depleted with the initial KRM-free media starvation, there remains a residual pool of arginine and lysine.
Even if a protein incorporates an Aha and is enriched, if the observed tryptic peptides do not have a SILAC amino acid, they will appear as non-specific. This hypothesis is supported by observations that the ratio of spectral counts of peptides containing a non-SILAC arginine to peptides containing a non-SILAC lysine was about 60:40 repeated across four replicates, which matches the ratio of arginine to lysine in DMEM:F12 media. On the other hand, the ratio of spectral counts of peptides containing R10 to peptides containing K8 was 50:50 across these replicates, matching the ratio of K8 and R10 in the labeling media. Therefore, peptides that do not contain a SILAC amino acid may have been a combination of enriched nascent proteins and nonspecific binders, resulting in a degree of correlation with specific SILAC-labeled peptides. This labeling could potentially be improved upon by further optimizing the concentration of SILAC amino acids used during metabolic labeling, but for my purposes, the current protocol was satisfactory. A complete protocol can be found in appendix 2.6.
With the modified protocol, Aha labeling increased quantitatively with a near doubling of protein enrichment for each doubling in labeling time (top left). A linear fit to the Aha-labeled time points yielded a slope of 0.87, which was slightly suppressed from the ideal slope of 1, but with an excellent fit with $R^2 = 0.98$ (top right). An exemplar spectra shows the quantitative increase in reporter ions (bottom left). The slope of the line fitting the quantitation from SILAC labeled proteins versus non-SILAC labeled proteins decreased from 0.87 to 0.58, demonstrating less interference between nonspecific and specific peptides (bottom right).
2.4 Conclusions

In this section, I have described the various tools available for the enrichment and detection of newly synthesized proteins, both for MS analysis and visualization via Western blotting. Ultimately, for the most quantitative approach, I combined SILAC labeling (for specificity) along with TMT labeling (for quantitation), and used commercially available DBCO-agarose beads for enrichment. After several modifications to the protocol, I was able to generate a robust, quantitative analysis of an Aha-labeling time course.

While the protocol as described here is satisfactory to our needs, several further optimization steps can be done for a more complete analysis. The concentration of K8 and R10 SILAC amino acids can be further adjusted to optimize the overlap between Aha-incorporation and SILAC labeling. In addition, to increase sensitivity and quantitative dynamic range, more individual fractions can be analyzed rather than pooling every 5th fraction following high pH reverse phase fractionation.

In the following chapters, this quantitative BONCAT analysis will be applied to various applications to examine the nascent proteome in a time-dependent manner, as well as across multiple drug treatment conditions.
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2.6 Complete Quantitative BONCAT Protocol

1. Remove media from cells and replace with 5mL methionine/arginine/lysine free media for 30 minutes to deplete intracellular stores.

2. Spike in treatment of choice along with Aha to 3mM (30uL of 300mM in PBS), K8 and R10 to 0.5mM (50uL each of 5mM stock in PBS) and incubate for desired amount of time for incorporation into newly translated proteins. Aha/K8/R10 labeling can also be offset from treatment to measure delayed effects of treatment.

3. After incubation period, aspirate off media and replace with 5mL ice cold PBS supplemented with 300ug/mL cycloheximide to halt translation.

4. Aspirate off PBS (remove as much as possible) and add 250uL 1% SDS in PBS supplemented with 300ug/mL cycloheximide, 50mM NEM, and 1:1000 benzonase (added immediately before lysis).

5. Transfer lysate to 2mL Eppendorf tube. Add 1500uL of -20C acetone to precipitate proteins. Vortex well and incubate at -20C for at least one hour, and overnight if desired.

6. Pellet proteins by centrifuging at maximum speed (>13,000 rpm) for 15 minutes.

7. Aspirate or decant off acetone, careful not to disrupt protein pellet. Allow pellet to air dry for 15 minutes, but not longer to prevent over-drying.

8. Resuspend pellet in 250uL 1% SDS in PBS supplemented with 50mM NEM. Use a clean metal spatula or homogenizing beads to mechanically break apart pellet if necessary. Vortex and spin down at maximum speed for 1 minute. Repeat as necessary until pellet is fully resuspended.

9. Perform BCA on lysate to determine protein concentration. Normalize concentration to 100ug-500ug protein in 500uL 1% SDS in PBS. Add 500uL 8M urea + 850mM NaCl to bring final volume to 1mL.

10. (Optional): Remove 12.5uL aliquot for western blot analysis.

11. Aliquot 30uL DBCO-Agarose beads per sample. Wash 3x1mL 0.8% SDS in PBS. Split into equal aliquots during third wash.

12. Apply sample to DBCO-Agarose resin and incubate overnight at room temperature on rotor (at least 16 hours).

13. Transfer pulldown to 1mL spin column (Bio-Rad catalog #7326204). Allow supernatant to drain into fresh Eppendorf tube if desired or into waste container.
14. Add 1mL MilliQ water to the sample and allow to drain.

15. Add 500μL 10mM DTT in 0.8% SDS in PBS. Cap the column and incubate for 30 minutes on rotor at 50°C. Drain the column after incubation.

16. Add 0.5mL 50mM NEM in 0.8% SDS in PBS. Cap the column and incubate for 30 minutes on rotor at RT. Drain the column after incubation.

17. Wash each column 8x1mL 0.8% SDS in PBS. After 2nd wash, cap column and incubate for 10 minutes.

18. Wash each column 8x1mL 8M urea. After 2nd wash, cap column and incubate for 10 minutes.

19. Wash each column 8x1mL 20% MeCN. After 2nd wash, cap column and incubate for 10 minutes.

For unlabeled MS analysis:

20. Transfer resin to a fresh Eppendorf tube in 300μL 100mM NH₄CH₃CO₂ + 10% MeCN. Rinse column with 2x300μL 100mM NH₄CH₃CO₂ + 10% MeCN, pooling each rinse with sample. Centrifuge for 5 minutes at 5000x g to pellet.

21. Remove all liquid using gel loading pipette tip. Resuspend in 100μL 100mM NH₄CH₃CO₂ + 10% MeCN + 100ng trypsin. Digest overnight at RT.

22. Acidify digest with 10% AcOH.

23. Either load directly onto C18 precolumn, or filter out beads by flowing sample through fritted 200um column directly into an autosampler vial.

For TMT labeled MS analysis:

20. Transfer resin to a fresh Eppendorf tube in 300μL 200mM TEAB + 10% MeCN. Rinse column with 2x300μL 200mM TEAB+10% MeCN, pooling each rinse with sample. Centrifuge for 5 minutes at 5000x g to pellet.

21. Remove supernatant carefully using gel loading pipette tip. Resuspend in 100μL 200mM TEAB + 10% MeCN + 100ng trypsin. Digest overnight at RT.

22. Resuspend TMT aliquots in 30μL anhydrous MeCN, vortex and spin down. Add aliquot directly to digest. Label for 1hr at RT.

23. Reduce volume to ~40μL in vacuum centrifuge (30min). Combine samples in a fresh tube, washing each individual tube 3x with 50% MeCN.
24. Vacuum centrifuge to dryness


26. Insert fritted end of 200um capillary into bead pack, and attach other end to input of a ZORBAX Extend 300 C18 column (Agilent catalog #770995-902). Load supernatant onto column at 500-1000 PSI.

27. Transfer C18 column to HPLC for high pH fractionation. Solvent A = 10mM TEAB pH 8; Solvent B = 99% MeCN, 10mM TEAB. Flow Rate = 1mL/min. Gradient:

<table>
<thead>
<tr>
<th>Time</th>
<th>Solvent B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 min</td>
<td>0% B</td>
</tr>
<tr>
<td>1 min</td>
<td>1% B</td>
</tr>
<tr>
<td>5 min</td>
<td>5% B</td>
</tr>
<tr>
<td>50 min</td>
<td>40% B</td>
</tr>
<tr>
<td>59 min</td>
<td>70% B</td>
</tr>
<tr>
<td>64 min</td>
<td>70% B</td>
</tr>
<tr>
<td>65 min</td>
<td>1% B</td>
</tr>
</tbody>
</table>

Collect fractions every minute (1mL/fraction) from 5min to 65min.

28. Concatenate every 12th fraction down to 12 samples (5 fractions per sample). Vacuum centrifuge samples to dryness overnight.

29. Resuspend pellets in 40uL 0.1% formic acid. Transfer to autosampler vial and load into autosampler.

30. Analyze samples via LC-MS/MS. We used a Thermo EASY-nLC 1000 coupled to a Thermo QExactive mass spectrometer. For HPLC separation, we used low pH solvents. Solvent A = 0.1% formic acid; Solvent B = 80% MeCN, 0.1% formic acid. Flow Rate = 200nL/min. Gradient:

<table>
<thead>
<tr>
<th>Time</th>
<th>Solvent B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 min</td>
<td>0% B</td>
</tr>
<tr>
<td>4 min</td>
<td>13% B</td>
</tr>
<tr>
<td>50 min</td>
<td>42% B</td>
</tr>
<tr>
<td>57 min</td>
<td>60% B</td>
</tr>
<tr>
<td>60 min</td>
<td>100% B</td>
</tr>
<tr>
<td>68 min</td>
<td>100% B</td>
</tr>
<tr>
<td>69 min</td>
<td>0% B</td>
</tr>
<tr>
<td>75 min</td>
<td>0% B</td>
</tr>
</tbody>
</table>
Chapter III

Validation of Multiplexed BONCAT with the Unfolded Protein Response

Daniel Rothenberg
3.1 Introduction

Following the development of a quantitative method for measuring newly translated proteins in Chapter 2, I sought to validate the robustness of this method in a biological context. The selected application should have a well-characterized response and demonstrate regulation on the level of translation. One application that fits both of these requirements is the unfolded protein response (UPR).

When a cell detects an accumulation of unfolded or misfolded proteins in the endoplasmic reticulum (ER), it triggers the UPR stress response in an attempt to return the cell to homeostasis. The UPR seeks to achieve three goals: 1) the inhibition of protein translation to prevent further misfolding, 2) the degradation of misfolded or unfolded proteins, and 3) the upregulation of protein folding chaperones to aid in the correction of misfolded proteins. These responses result from the integration of three distinct axes of the UPR\(^1\).

The first axis is the inositol-requiring transmembrane kinase/endonuclease-1 (IRE1\(\alpha\)) arm of the UPR. Under normal conditions, IRE1\(\alpha\) is bound by BIP (also known as HSPA5 or GRP78) in an inhibited state. In the presence of ER stress, BIP dissociates from IRE1\(\alpha\) and binds to the misfolded proteins. The dissociation of BIP from IRE1\(\alpha\) also activates IRE1\(\alpha\), allowing it to dimerize and form an active endonuclease\(^2\). The endonuclease mediates a non-canonical splicing event, removing an intron from cytoplasmic unspliced XBP1 mRNAs, resulting in a transcriptionally active spliced XBP1 transcript\(^3\). The product of unspliced XBP1 (XBP1\(u\)) is highly unstable and rapidly degraded by the proteasome. The translated spliced XBP1 (XBP1\(s\)) codes for an active...
transcription factor that is more stable than XBP1u and upregulates other protein-folding chaperones, disulfide isomerases, and genes involved in glycosylation.

The second axis of the UPR is the activating transcription factor 6 (ATF6) pathway. Under normal conditions, ATF6 exists as a transmembrane protein spanning the ER. Upon ER stress, ATF6 is translocated to the Golgi where it gets cleaved, releasing a fragment (ATF6f) that acts as a transcription factor. ATF6f upregulates proteins associated with the ER-associated degradation (ERAD) pathway that mediates degradation of misfolded proteins in the ER.

The third and final axis of the UPR is via PKR-like ER kinase (PERK). PERK is a transmembrane kinase, with the kinase domain in the cytoplasm, and the luminal domain bound to BIP. In response to ER stress, BIP dissociates from PERK, and PERK dimerizes and undergoes phosphorylation, becoming an active kinase. The kinase directly phosphorylates elf2α on serine 51, resulting in inhibition of translation through a mechanism described in section 1.2.1. It has been shown that this process is very rapid, allowing for a decrease in global translation within 30 minutes following ER stress. Phosphorylation of elf2α also results in the upregulation of ATF4, another transcription factor that targets genes involved in amino acid transport and metabolism as well as resistance to oxidative stress. ATF4 is paradoxically upregulated in response to elf2α because it contains multiple uORFs (described in section 1.2.3), one of which overlaps with the canonical ORF. By reducing overall translation, ribosomes bypass these uORFs, and instead translate the ORF coding for ATF4, increasing overall expression of ATF4.

Ultimately, the hallmark of the UPR is the upregulation of key proteins associated with protein folding and degradation in the background of global translation repression.
By looking for this characteristic translational response, I can validate the robustness of our multiplexed quantitative BONCAT method.

3.2 Methods

3.2.1 Cell Culture

MCF10a cells were cultured in DMEM:F12 media supplemented with 5% horse serum, 20 ng/mL EGF, 500 µg/mL hydrocortisone, 100 ng/mL cholera toxin, 10 µg/mL insulin, 1% penicillin/streptomycin, and 2 mM glutamine. Cells were passaged every third day at a 1:4 ratio, and all experiments were performed on the third day following passaging.

3.2.2 Drug Treatment and Metabolic Labeling

30 minutes prior to tunicamycin treatment, growth media was removed and replaced with lysine/arginine/methionine (KRM)-free DMEM:F12 media. Tunicamycin was added to 10 µg/mL or an equivalent volume of DMSO was added as a control. At the appropriate time points following treatment, Aha was added to 3 mM, and \(^{15}\)N\(^{4}\)\(^{13}\)C\(_6\) arginine (R10) and \(^{15}\)N\(^{2}\)\(^{13}\)C\(_6\) lysine (K8) were added to 0.5 mM. After 30 minutes of Aha/K8/R10 labeling, the media was aspirated, and the cells were washed in ice cold PBS supplemented with 300 µg/mL cycloheximide (CHX). Cells were lysed in 1% SDS in PBS supplemented with 50 mM N-ethylmaleimide (NEM) and 300 µg/mL CHX. 1.5 mL of -20°C acetone was added to each tube immediately following lysis to precipitate proteins. Proteins were precipitated at -20°C for at least an hour.
3.2.3 Western Blots

Western blotting was performed as described in section 2.2.3. In addition to the reagents outlined previously, the following primary antibodies were used: RPL13a 1:1000 (Cell Signaling #2765) and GRP78 1:1000 (Cell Signaling #3177).

3.2.4 RNA Sequencing

Cells were subjected to identical KRM-free media pretreatment, Aha/K/R labeling, and PBS+CHX washing conditions described previously to account for any effects that may be caused by these treatments. Cells were lysed in 250 µL TRIzol reagent (ThermoFisher #15596018) supplemented with 300 µg/mL CHX. 50 µL chloroform was added to each lysate, vortexed, and centrifuged for 20 minutes at maximum speed (~13000 x g) for 20 minutes at 4°C. The top aqueous layer was transferred to a new tube. Total RNA was purified using the QIAGen RNEasy Mini kit (QIAgen #74104) according to the manufacturer’s protocol and including a DNase digest. Samples were submitted to the MIT BioMicroCenter facility for library preparation and sequencing. The library was prepared using Illumina NeoPrep System and sequenced on an Illumina MiSeq2000 instrument with 40 nt single-end sequencing and 6 nt barcodes. A single replicate of RNA-Seq was performed for this application.

3.2.5 Sample Preparation and MS Analysis

Samples were processed, enriched, washed, digested, TMT labeled, and fractionated as described in the protocol in appendix 2.6. The pooled fractions were placed in a ThermoFisher Easy nLC 1000 autosampler and analyzed on a ThermoFisher
QExactive Plus mass spectrometer. The instrument was operated in data dependent acquisition mode, with the top 15 most abundant precursors with charge of +2 or greater selected for fragmentation and dynamic exclusion set to 15 s. Precursors were isolated with a window of 0.4 m/z and fragmented via HCD at 33 NCE.

The Thermo .raw files were searched on MASCOT version 2.4 with fixed modifications for NEM alkylation on cysteines (+125.047 Da), addition of TMT 6-plex to N-termini and lysine residues (+229.163 Da). Variable modifications were SILAC R10 on arginine residues (+10.008 Da), SILAC K8 on lysine residues (+8.014 Da), addition of TMT 6-plex to SILAC K8 lysine residues (+237.177 Da), Aha substitution for methionine residues (-4.986 Da), diaminobutyrate (reduced Aha) substitution for methionine residues (-30.976 Da), oxidation of methionine residues (+15.995 Da) and phosphorylation on tyrosine, threonine, and serine residues (+79.966 Da). Precursor tolerance was 10 ppm, fragment tolerance was 15 mmu, two missed cleavages were allowed, and the enzyme was set to trypsin. Peptides were considered to be positively identified if they had a score of at least 25 and newly translated if they contained a SILAC or Aha residue. For analysis, all counts were normalized to the DMSO 30 minute channel and log2 transformed.

3.2.6 Clustering with Self-Organizing Maps

A self-organizing map (SOM) was used to cluster proteins that exhibited similar protein synthesis dynamics following tunicamycin treatment. Analysis was performed using the SOM Toolbox Matlab package (http://www.cis.hut.fi/projects/somtoolbox). A 5-by-5 neural network was initiated with hexagonal lattice structure. The input was the log2 fold-change in protein synthesis following tunicamycin treatment relative to DMSO.
controls for each time point. The network was randomly initiated and used Euclidean distance as the metric for classifying proteins to specific neurons. The SOM algorithm was repeated 1000 times, and a co-clustering map was generated indicating the frequency with which any two proteins clustered in the same neuron. This co-clustering map was then subjected to hierarchical clustering using Euclidean distance as the metric for clustering proteins.

3.2.7 Gene Ontology (GO) Term Enrichment Analysis

GO term enrichment was performed using the PANTHER classification system version 12.0\textsuperscript{9}. Cluster members were queried against the background of all proteins included in the clustering analysis. P-values were generated from PANTHER.

3.3 Results

Following tunicamycin treatment, Aha/K8/R10 was applied to the cells at 0, 60, 120, 180, and 240 minutes for a duration of 30 minutes prior to lysis (Figure 3-1, top). In order to account for the effects of the KRM-free media starvation and Aha labeling (Figure 3-121 – Following a 30 minute M/K/R starvation, cells were treated with 10 μg/mL tunicamycin and incubated with Aha and SILAC amino acids in 30 minute intervals to label newly synthesized proteins.
3-1, bottom), matched DMSO controls were also collected at the same time points. By labeling in sequential 30 minute windows rather than one long 4.5 hour window, the temporal resolution of protein synthesis measurements is greatly increased, enabling differentiation between proteins synthesized in the first 30 minutes from those synthesized at later time points.

Following processing and MS analysis, 3178 unique SILAC labeled proteins were observed across all three replicates, with 2007 unique proteins appearing in at least two of the three replicates. Only proteins appearing in at least two replicates were retained for subsequent analyses. When comparing the log2 transformed medians, a global decrease in protein synthesis was observed following tunicamycin compared to DMSO controls starting between 30 and 90 minutes (Figure 3-2). This observation was consistent with reports that global translation decreases due to phosphorylation of eIF2α around 30 minutes following ER stress\textsuperscript{6}.

![Median Translation Rate](image)

**Figure 3-2** – The median translation rate decreased around 90 minutes following tunicamycin treatment (\( * = p < 0.05 \)).
To determine whether particular sets of proteins exhibited temporally distinct behaviors, all proteins were subjected to clustering via SOMs as described in section 3.2.6. Because SOMs use a random initial seed, SOM analysis was repeated 1000 times and used to generate a co-clustering frequency map. The co-clustering map was subjected to hierarchical clustering in order to group proteins that most often cluster together. Following this analysis, two distinct clusters were observed: one characterized by protein synthesis downregulated below the median (cluster A), and one characterized by protein synthesis upregulated above the median (cluster B) (Figure 3-3).

Figure 3-3 – SOM clustering revealed two distinct groups of proteins that exhibit similar behaviors (right). Cluster A represents proteins that are downregulated below the median starting at 90 minutes after tunicamycin treatment, and cluster B represents proteins that are upregulated in the background of global downregulation (top left and bottom left).
Gene ontology (GO) term analysis revealed that downregulated cluster A is highly enriched for the terms protein targeting to the ER \((p = 2.87e-20)\), translational initiation \((p = 2.80e-19)\), and ribosome biogenesis \((p = 7.15e-10)\). The downregulation of proteins involved in translation such as ribosomal proteins, translation initiation factors, and translation elongation factors (Figure 3-4, top) may be another mechanism by which cells undergoing the UPR suppress protein synthesis.

Figure 3-423 – Cluster A is enriched for proteins involved in translation, such as ribosomal proteins, initiation factors, and elongation factors (top). Cluster A is also enriched for proteins involved in glycolysis (bottom), suggesting downregulation of metabolic flux in response to ER stress.
GO enrichment analysis also showed a statistically significant enrichment for the terms *canonical glycolysis* \((p = 8.54\times10^{-3})\), *cellular metabolic process* \((p = 3.29\times10^{-3})\), and *ATP biosynthesis process* \((p = 6.16\times10^{-3})\). The downregulation of proteins involved in glycolysis – including \(\text{GAPDH, ENO1, TPI1, PKM, and ALDOA}\) (Figure 3-4, bottom) – suggests that metabolic flux through the glycolytic pathway may be reduced during the UPR. It has been previously reported that tunicamycin treatment reduces glucose uptake, lactate production, and ATP levels\(^{10}\), consistent with the observed downregulation of proteins associated with these pathways. The mechanism behind the specific downregulation of these proteins is not known, but many of these proteins are classified as housekeeping genes that are expressed at high levels across tissue types\(^{11}\). Perhaps because these proteins were expressed at such high levels, global inhibition of translation resulted in a greater degree of downregulation of these proteins compared to other more highly regulated proteins.

Cluster B contained proteins that are downregulated to a lesser extent, and also included proteins that are even upregulated in the background of global translation repression. GO term analysis shows that this cluster was enriched for the terms *endoplasmic reticulum unfolded protein response* \((p = 5.82\times10^{-4})\), *response to endoplasmic reticulum stress* \((p = 7.09\times10^{-3})\), and *cellular response to unfolded protein* \((p = 5.82\times10^{-4})\). One of the most highly upregulated proteins in this cluster was BIP, which is the canonical ER stress response chaperone. Another protein that exhibited a large increase is HERPUD1, which is involved in targeting proteins for degradation via the ERAD pathway. This cluster also included proteins involved in protein folding (HSP90B/Endoplasmin), disulfide bridge formation (PDIA4), and survival (HYOU1) (Figure 3-5). Interestingly, I
also observed translation initiation factors eIF5 and DAP5 (also known as eIF4G2) in this upregulated cluster as well. eIF5 is the GTPase that hydrolyzes eIF2-bound GTP to GDP, resulting in the release of eIF2 from the preinitiation complex. eIF5 has also been shown to be induced in response to genotoxic stress\textsuperscript{12}. DAP5 shares homology to eIF4G and binds the 5’-cap of mRNA transcripts, but unlike eIF4G, DAP5 acts as a translational repressor by forming complexes that are not translationally active\textsuperscript{13}. Furthermore, DAP5 has been shown to be upregulated in response to Tunicamycin treatment via an IRES in its 5’-UTR, allowing for selective translation during stress-induced repression of cap-dependent translation\textsuperscript{14}.

Proteins that did not fall into either of these clusters still showed a decrease in protein synthesis consistent with the global median, but varied in times of downregulation (Figure 3-3). Interestingly, members of the tricarboxylic acid (TCA) cycle fell within this
group, indicating that large decreases in metabolic protein synthesis was limited to those involved in glycolysis. However, studies examining metabolic flux 48 hours after tunicamycin treatment reveal a decrease in both glycolysis and the TCA cycle\textsuperscript{10}. These conflicting reports may be reconciled if TCA cycle downregulation occurred at later time points not assayed in this experiment.

Unique peptides from the same protein should show similar quantitation because they are typically present in equimolar ratios. However, sometimes peptides from a single protein are observed to have divergent behaviors. This divergence can occur via multiple mechanisms, including when one peptide contains a posttranslational modification. If a protein is phosphorylated in addition to being upregulated, then the quantification of most unmodified peptides would reflect this upregulation. However, peptides that contain the residue where phosphorylation occurs may not have a quantitation consistent with the others because in addition to upregulation, a proportion the peptide would be chemically modified and therefore a different chemical species. Other potential reasons for discrepancies between two peptides from the same protein may be alternative splicing and multiple isoforms of the same protein.

In this dataset, two unique peptides of XBP1 were observed that show different dynamics. Across two different replicates, one peptide (VVVAAPNPADGTPK) showed robust upregulation in response to tunicamycin treatment, consistent with reported upregulation through IRE1\textalpha-mediated splicing of XBP1 mRNA\textsuperscript{3}. However, a second peptide (GASPEAASGGLPQAR) did not show the same upregulation (Figure 3-6). Both peptides can reside on either XBP1s or XBP1u; they are not in the intron of XBP1u that
is spliced out by IRE1α. PhosphositePlus (www.phosphosite.org) indicates that serine 47 of XBP1 residing on this peptide (bolded above) can be phosphorylated, but the function of this modification is unknown. This phosphorylation may explain the divergent behavior between these two peptides from XBP1. Divergences between multiple peptides from the same peptide may be used to identify novel post-translational modifications, splice variants, and isoforms of a protein.

One of the advantages of BONCAT is the ability to observe changes in protein synthesis regardless of the amount of the given protein present in the cell (e.g., the size of the existing protein pool). Traditional housekeeping proteins such as GAPDH and ribosomal proteins are usually present in high quantities, buffering their levels to changes in synthesis and degradation. Indeed, Western blots against GAPDH and RPL13a did not demonstrate a change in total protein levels despite the large decrease in synthesis observed following Tunicamycin treatment. This lack of detectable change suggests that the degradation rate of these proteins (which was not measured) was small compared to the existing pool. This observation was in contrast to a blot of BIP which shows a marked
Figure 3-7 - Changes measured by BONCAT may not be observable by measuring total protein amount. For proteins with large pools of existing protein, changes in synthesis may not be reflected in the total protein abundance (GAPDH, RPL13a). Proteins with smaller existing pools showed changes in response to changes in synthesis (GRP78).

increase in protein levels following tunicamycin treatment (Figure 3-7). Because the increase in synthesis rate of BIP was large compared to the existing pool of BIP, the change in total BIP levels was observable by measuring the total protein pool. Increases in protein levels could also be bolstered by decreases in protein degradation, a process not measured by this technique.

The downregulation of protein synthesis during the UPR is mediated by phosphorylation of eIF2α by PERK, resulting in regulation at the level of translation. To investigate whether mRNA levels correlated with observed changes in protein synthesis, RNA-Seq was performed to quantify mRNA expression in response to tunicamycin treatment. At the global scale, mRNA abundance decreased modestly between 0 and 90 minutes following tunicamycin treatment, and then increased back to initial levels by 150
Despite a robust downregulation of protein synthesis following Tunicamycin treatment, there was not a downregulation of mRNAs on the level of transcription, demonstrating repression on the level of translation (top). Proteins that were upregulated from cluster B show a matched increase in RNA abundance, but the same behavior was not observed by proteins outside the cluster, exemplified by GAPDH (bottom).

By comparison, total protein synthesis was downregulated by 90 minutes, and continued to be repressed for the duration of the time course (Figure 3-8, top). Notably, mRNA abundance for the upregulated proteins in cluster B was also increased, suggesting that these proteins were regulated on the level of transcription (Figure 3-8, bottom). On a global level, the difference between transcription and protein synthesis supports a model of regulation at the level of translation in response to ER stress.

3.4 Conclusion

The unfolded protein response is a well-studied phenomenon characterized by the global downregulation of protein translation and the upregulation of key stress response proteins, making it an excellent system to test my multiplexed quantitative BONCAT
protocol. Newly synthesized proteins were sampled for 30 minutes every hour following UPR induction via tunicamycin treatment. Indeed, global downregulation of protein synthesis was observed that was not measurable via RNA-Seq, which is the current standard for the high throughput measurement of changes in gene expression. Clustering of the temporal response of protein synthesis to tunicamycin treatment reveals two major clusters: one downregulated far below the median, and one upregulated compared to the median. The downregulated cluster contained proteins involved in the translational machinery and glycolysis, consistent with the downregulation of translation and metabolic flux associated with a stress response. These proteins largely consisted of traditional housekeeping proteins (e.g. ribosomal and metabolic proteins) that are expressed constitutively at high levels. Therefore, global inhibition of translation may have caused synthesis of these proteins to decrease further than others. Interestingly, members of the TCA cycle did not fall within this cluster, indicating that metabolic flux is rapidly regulated in response to ER stress by a decrease in glycolysis. Furthermore, I was able to measure an increase in expression of key protein folding chaperones and stress response proteins present in the upregulated cluster. Altogether, these data demonstrate the reliability of this new protocol for quantifying changes in protein synthesis rates in a complex biological system.
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Investigating Translation Dynamics Following EGF Stimulation
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4.1 Introduction

Cells respond to their environments by detecting extracellular cues, transmitting information through signaling pathways, and integrating these signals into a response that induces phenotypic changes to ensure their survival. Receptor tyrosine kinases (RTKs) play an important role in initiating such responses through binding external ligands and triggering phosphorylation cascades\(^1\). Epidermal growth factor (EGF) is an example of an RTK-binding extracellular ligand that is important in cell growth and proliferation\(^2\). The binding of EGF to its RTK (EGFR) causes the dimerization of the receptor and transactivation of the intracellular kinase domains\(^3\). The kinase domains of EGFR undergo autophosphorylation on tyrosine residues within the C-terminal tails, creating docking sites for adaptor proteins and SOS, the GEF for the GTPase RAS. Upon docking with the EGFR-bound complex, SOS facilitates the release of GDP from RAS so that it can be replaced with a GTP, resulting in activated RAS and signaling through the RAF/MEK/ERK or PI3K/AKT pathways\(^4\). Both of these pathways promote cell growth, proliferation, and survival, and are frequently hyper-activated in different types of cancer\(^5,6\).

Because EGFR is one of the RTKs that sits atop key signaling pathways involved in cancer development, many cancers arise through increased expression or mutations of EGFR\(^7\). There have been many studies analyzing the effects of EGFR activation, examining both the relatively short-term signaling effects as well as the longer-term changes in gene expression. Studies analyzing signaling downstream of EGFR activation have examined phosphotyrosine modifications of adaptor proteins, kinases, and other downstream effectors within hours, minutes, and even seconds following EGF treatment\(^8\)-
Other studies have sought to determine the result of these signaling cascades and characterize which genes are expressed following EGFR activation. Unlike signaling activation, in which entire pathways can be activated on the order of seconds to minutes, gene expression is thought to be a slower process with many regulated steps. Signals must be transduced and integrated by transcription factors. Transcription initiation complexes must be assembled, and the mRNA transcript must be transcribed, processed, and spliced. The translation preinitiation complex must be assembled, and the ribosome must translate the mRNA into a protein. Altogether, gene expression is usually measured on the order of minutes to hours following a perturbation.

Prior studies profiled gene expression in response to EGFR activation using RNA-Seq and protein abundance as readouts. RNA-Seq analysis following EGFR activation revealed temporally distinct waves of transcription. Immediate early genes (IEGs) showed upregulated transcripts as early as 45 minutes following EGF stimulation. IEGs consist of pro-growth transcription factors including EGR1, MYC, FOS, and JUN. Following IEG activation, delayed early genes (DEGs) are upregulated between 90 and 120 minutes and serve as negative feedback regulators for IEGs, resulting in a sharp attenuation of IEG transcription. Examples of DEGs include DUSP1, a phosphatase targeting ERK, and ZFP36, which recruits mRNA-degrading enzymes to IEG transcripts. Finally, DEGs also activate late response genes (LRGs), which are upregulated 2 to 4 hours after stimulation. LRGs are responsible for modulating cell phenotypes, and include proteins that interact with the cytoskeleton and proteins involved in the epithelial to mesenchymal transition (EMT). IEGs and DEGs are characterized by not requiring the synthesis of new proteins to induce their expression, whereas LRGs
(also known as secondary response genes), require an intermediate protein to be synthesized in order to be upregulated\textsuperscript{18}.

As discussed in chapter 1, RNA-Seq analysis does not account for many of the regulatory steps between transcription and translation of a new protein. Furthermore, ribosome footprinting also may not completely capture the spectrum and timing of new protein synthesis\textsuperscript{19}. In this chapter, multiplexed quantitative BONCAT will be applied to EGFR activation to characterize protein synthesis following activation pro-growth pathways. Furthermore, I will directly compare protein synthesis as measured by BONCAT to RNA-Seq and ribosome footprinting data to look for novel insights gained through the BONCAT approach.

4.2 Methods

4.2.1 Cell Culture

HeLa cells were cultured in DMEM supplemented with 10\% fetal bovine serum (FBS), 1\% penicillin/streptomycin, and 2 mM glutamine. Cells were passaged every 3 days and split between 1:4 and 1:6 ratio.

4.2.2 EGF Stimulation and Metabolic Labeling

All experiments were performed following a 24 hour serum starvation (same media as above sans FBS) initiated 2 days following passaging. 30 minutes prior to EGF stimulation, growth media was removed and replaced with lysine/arginine/methionine (KRM)-free DMEM:F12 media. EGF was added to 20 nM or an equivalent volume of PBS was added as a control. At the appropriate time points following treatment, Aha was
added to 3 mM, and $^{15}$N$_4^{13}$C$_6$ arginine (R10) and $^{15}$N$_2^{13}$C$_6$ lysine (K8) were added to 0.5 mM. After 30 minutes of Aha/K8/R10 labeling, the media was aspirated, and the cells were washed in ice cold PBS supplemented with 300 μg/mL cycloheximide (CHX). Cells were lysed in 1% SDS in PBS supplemented with 50 mM N-ethylmaleimide (NEM) and 300 μg/mL CHX. 1.5 mL of -20°C acetone was added to each tube immediately following lysis to precipitate proteins. Proteins were precipitated at -20°C for at least an hour.

4.2.3 Ribosome Footprinting and RNA Sequencing

Cells were subjected to identical KRM-free media pretreatment, Aha/K/R labeling, and PBS+CHX washing conditions as described previously to account for any effects that may be caused by these treatments. Cells were lysed and processed using the Illumina TruSeq Ribo Profile kit (Illumina #RPHMR12126) according to the manufacturer’s protocol. RFP samples were sequenced on an Illumina NextSeq instrument with 50 nt single-end reads and 6 nt barcodes with 6 samples per lane. Adapter sequences were removed from the 3' end using Cutadapt. Reads were then mapped to hg38 rRNA sequences using STAR. Reads that aligned to rRNA sequences were removed. The remaining reads were then mapped to an hg38 annotation (Gencode release 26). Reads that uniquely map to this annotation were then quantified using Salmon and a FASTA file containing all hg38 cDNA sequences to generate transcripts per million (TPM) values and counts. A library for total RNA was prepared using the Illumina NeoPrep System and sequenced on an Illumina NextSeq instrument with 40 nt paired-end reads and 6 nt barcodes with 12 samples per lane. For analyses requiring alignment, these reads were mapped to the same hg38 (Gencode release 26) annotation. Quantification was done
using Salmon and a FASTA file containing all hg38 cDNA sequences to generate TPM and count values. Ribosome profiling TE changes and associated p-values were calculated using the Salmon-derived count data and the Xtail package\textsuperscript{20}.

### 4.2.4 Analysis of tRNA Modifications

Purification of tRNA from total RNA was carried out on a 1200 Agilent HPLC system fitted with an Agilent size-exclusion SEC3 column (7.8 x 300 mm, 3.0 μm particle size, 300 Å pore size). The tRNA was eluted under isocratic conditions at 60 °C with 100 mM ammonium acetate and a flow rate of 0.5 mL/min. The collected tRNA fractions were concentrated to about 200 μL by vacuum centrifugation. After addition of 0.1 volumes of 3M sodium acetate and 2.5 volumes ethanol, tRNA was precipitated overnight at -20 °C. The tRNA was pelleted at 12,000 x g for 30 min at 4 °C, washed with 75% ethanol, air-dried and resuspended in water. A total of 6 μg of tRNA per sample was digested using the following master mix: 2.5 μL 100 mM MgCl₂, 5 μL 1M Tris pH 8, 0.5 μL 0.1 mg/mL Coformycin, 0.75 μL 100 mM Deferoxamine, 0.15 μL 100 mM butylated hydroxytoluene, 5 μL 1 μM \textsuperscript{15}NdA, 0.85 μL water, 2.25 μL 5 U/μL Benzonase, 1.5 μL 17 U/μL calf intestinal alkaline phosphatase, 1.5 μL 0.1 U/μL phosphodiesterase I. Aqueous solutions of tRNA (6 μg in 30 μL water) were mixed with digestion enzyme master mix (20 μL) and incubated at 37 °C for 3 h. The nucleoside mixture was subsequently cleaned-up by filtration over 10 kDa MWCO spin columns. Ribonucleosides were resolved with a Phenomenex Synergi Fusion-reverse phase column (100 x 2 mm, 2.5 μm particle size, 100 Å pore size) eluted with the following gradient of acetonitrile in 5mM ammonium acetate (pH 5.3) at a flow rate of 0.35 ml/min and 35 °C: 0-1 min, 0%; 1-10 min, 0-10%, 10-14 min, 10-40%,
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The HPLC column was coupled to an Agilent 6430 Triple Quadrupole LC/MS spectrometer with an electrospray ionization source operated in positive ion mode with the following parameters for voltages and source gas: gas temperature, 350 °C; gas flow, 10 L/min; nebulizer, 45 psi; and capillary voltage, 3500 V. The first and third quadrupoles (Q1 and Q3) were fixed to unit resolution and the modifications were quantified by pre-determined molecular transitions. The dwell time for each ribonucleoside was 500 ms. The retention time, m/z of the transmitted parent ion, m/z of the monitored product ion, fragmentor voltage, and collision energy of each modified nucleoside are as follows: ac4C, 6.5 min, m/z 286 → 154, 80 V, 6 V; acp3U, 1.7 min, m/z 346 → 214, 80 V, 10 V; Am, 8.5 min, m/z 282 → 136, 100 V, 15 V; Cm, 4.2 min, m/z 258 → 112, 80 V, 8 V; D, 1.5 min, m/z 247 → 115, 80 V, 5 V; Gm, 6.2 min, m/z 298 → 152, 80 V, 7 V; I, 4.4 min, m/z 269 → 137, 80 V, 10 V; i6A, 14 min, m/z 336 → 204, 100 V, 17 V; m1A, 3.6 min, m/z 282 → 150, 100 V, 16 V; m1G, 6.1 min, m/z 298 → 166, 90 V, 10 V; m1l, 5.9 min, m/z 283 → 151, 80 V, 10 V; m22G, 7.8 min, m/z 312 → 180, 100 V, 8 V; m2A, 8.7 min, m/z 282 → 150, 100 V, 16 V; m2G, 6.5 min, m/z 298 → 166, 90 V, 10 V; m2s2i6A, 15.4 min, m/z 382 → 250, 100 V, 17 V; m3C, 2.6 min, m/z 258 → 126, 80 V, 8 V; m3U, 5.5 min, m/z 259 → 127, 80 V, 7 V; m5C, 3.7 min, m/z 258 → 126, 80 V, 7 V; m5s2U, 7.6 min, m/z 275 → 143, 80 V, 5 V; m5U, 4.8 min, m/z 259 → 127, 80 V, 7 V; m5Um, 7.3 min, m/z 273 → 127, 100 V, 10 V; m6A, 9.3 min, m/z 282 → 150, 100 V, 16 V; m6t6A, 9.8 min, m/z 427 → 295, 80 V, 10 V; m7G, 3.9 min, m/z 298 → 166, 90 V, 10 V; mc5s2U, 8.7 min, m/z 333 → 201, 100 V, 10 V; mc5U, 6.2 min, m/z 317 → 185, 90 V, 8 V; mc5Um, 9 min, m/z 331 → 185, 90 V, 8 V; ms2t6A, 10.8 min, m/z 459 → 327, 100 V, 8 V; OHyW, 12.5 min, m/z 525 → 393,
Modified ribonucleosides were identified using commercially available nucleoside standards or by HPLC retention time and collision-induced dissociation (CID) fragmentation patterns. Quantitative comparisons between biological replicates from various time points were made possible by correcting for biological variation in tRNA quantities by dividing raw peak area for each ribonucleoside by the ultraviolet absorbance peak areas for the four canonical ribonucleosides. Fold changes in the levels of ribonucleosides were calculated for each time point by dividing the normalized peak areas for EGF-exposed samples by their corresponding PBS control. Significant changes were determined Student's t-test (p ≤ 0.05).

4.2.5 Sample Preparation and MS Analysis

Samples were processed, enriched, washed, digested, TMT labeled, and fractionated as described in the protocol in appendix 2.6. Due to limitations on amount of material, 100-300 µg of total protein were used in each channel depending on the replicate. The pooled fractions were placed in a ThermoFisher Easy nLC 1000 autosampler and analyzed on a ThermoFisher QExactive Plus mass spectrometer. The instrument was operated in data dependent acquisition mode, with the top 15 most abundant precursors with charge of +2 or greater selected for fragmentation and dynamic exclusion set to 15 s. Precursors were isolated with a window of 0.4 m/z and fragmented via HCD at 33 NCE.
The Thermo .raw files were searched on MASCOT version 2.4 with fixed modifications for NEM alkylation on cysteines (+125.047 Da), addition of TMT 6-plex to N-termini and lysine residues (+229.163 Da). Variable modifications were SILAC R10 on arginine residues (+10.008 Da), SILAC K8 on lysine residues (+8.014 Da), addition of TMT 6-plex to SILAC K8 lysine residues (+237.177 Da), Aha substitution for methionine residues (-4.986 Da), diaminobutyrate (reduced Aha) substitution for methionine residues (-30.976 Da), oxidation of methionine residues (+15.995 Da) and phosphorylation on tyrosine, threonine, and serine residues (+79.966 Da). Precursor tolerance was 10 ppm, fragment tolerance was 15 mmu, two missed cleavages were allowed, and the enzyme was set to trypsin. Peptides were considered to be positively identified if they had a score of at least 25 and newly translated if they contained a SILAC or Aha residue.

4.2.6 K-Means Clustering

K-means clustering was used to group proteins into clusters with distinct temporal responses. Data was filtered by removing proteins that appeared in less than two out of four replicates, as well as removing proteins that did not show a statistically significant change (according to Student’s T test) in synthesis between EGF and PBS controls in at least one time point. After optimizing to reduce within-cluster distance, 6 clusters were used for analysis. Cluster centroids were initialized randomly, and Pearson correlation was used as the distance metric. K-means clustering was repeated 10000 times, and a co-clustering map was generated indicating the frequency with which any two proteins shared the same cluster. This co-clustering map was then subjected to hierarchical clustering using Euclidean distance as the metric for clustering proteins.
4.3 Results

4.3.1 Analysis of EGF-Induced Protein Synthesis

Aha/K8/R10 was applied to the cells at 0, 30, 60, 90, and 120 minutes after EGF stimulation for a duration of 30 minutes (Figure 4-1, top). In order to account for the effects of the KRM-free media starvation and Aha labeling (Figure 4-1, bottom), matched PBS controls were also collected at the same time points. In all subsequent analyses, the samples were referred to by the time at which they were lysed.

Following processing and analysis, 1749 unique proteins were identified across four replicates, with 1007 observed in at least two replicates. Only proteins identified in two or more replicates were retained for subsequent analysis. Unlike the response to tunicamycin treatment (see chapter 3), there was no statistically significant change in global protein synthesis following EGF stimulation. Therefore, to control for technical variations between channels, all values were normalized to the median of each channel within each replicate.

![Figure 4-1](image_url) - Following a 24 hour serum starvation, cells were transitioned to KRM-free media for 30 minutes prior to stimulation with 20 nM EGF (or PBS control). Cells were labeled with Aha and SILAC amino acids in consecutive 30 minute intervals prior to lysis.
In order to group proteins into temporally distinct clusters, k-means clustering analysis was performed using 6 clusters and Pearson correlation as the distance metric. Pearson correlation was selected because proteins should be clustered based on their temporal response independent of the magnitude of their change. This analysis revealed four distinct clusters, each with a unique temporal profile (Figure 4-2, top left and bottom left).

**Figure 4-2** – Grouping proteins into temporally distinct profiles by k-means clustering revealed four distinct behaviors. Cluster A was upregulated as early as 30 minutes and reaches a maximum at 60 minutes before returning to baseline synthesis levels. Cluster B reached a maximum at 90 minutes. Cluster C began to be upregulated around 90 minutes and increases at later time points. Cluster D was upregulated at all time points.
Cluster A was characterized by increased protein synthesis as early as 30 minutes following EGF stimulation, and peaking at 60 minutes before returning to baseline levels by 150 minutes. This cluster contained many of the canonical IEGs, including EGR1, JUN, CYR61, and IER2, consistent with a model of rapid upregulation of these genes within the first hour following stimulus. However, this cluster also contained many of the canonical DEGs, such as DUSP1, ATF3, and ZFP36L1. This rapid upregulation of DEGs was in contrast to established literature that shows DEG transcripts being upregulated between 1 and 2 hours following EGF stimulation\textsuperscript{16,17}. One notable IEG absent from the dataset was MYC, which has previously been shown to be upregulated on the transcript level in response to EGF stimulation\textsuperscript{12}. MYC was modestly upregulated between 30 and 90 minutes (not shown), but not to an extent that was statistically significant in this analysis. This observation suggests that previously observed increases in MYC protein levels may be through increased stability rather than synthesis.

Figure 4-3 – Cluster A was characterized by increased synthesis as early as 30 minutes after EGF stimulation, with synthesis peaking around 60 minutes, and returning to basal levels by 150 minutes. This cluster contained canonical IEGs (e.g. EGR21 and JUN, top right) and DEGs (e.g. DUSP1, JUN-B, bottom right). * = p < 0.05
Cluster B was smaller, containing only 6 proteins, but had similar synthesis dynamics as cluster A. Proteins in cluster B began to be expressed by 60 minutes, and peak their levels at 90 minutes. Like cluster A, cluster B contained both IEGs (NR4A1 and NR4A3) and DEGs (KLF10) (Figure 4-4). The NR4A proteins are nuclear orphan receptors that have been shown to be upregulated in response to a wide variety of stimuli, including growth factor stimulation\textsuperscript{21,22}. KLF10 is a tumor suppressor canonically upregulated in response to TGF-\(\beta\) treatment, but EGF treatment has also been shown to modestly increase KLF10 expression\textsuperscript{23}.

Within clusters A and B, synthesis of both IEGs and DEGs were observed between 30 and 90 minutes following EGF stimulation. Rather than a wave of IEGs followed by a wave of DEGs, IEGs and DEGs appeared to be collectively expressed within the same time frame with maximal synthesis occurring between 60 and 90 minutes following EGFR activation.

\textbf{Figure 4-4} – Cluster B was characterized by increased synthesis by 60 minutes, with a peak at 90 minutes. This cluster included the IEGs NR4A1 and NR4A3 as well as the DEG KLF10. \(* = p < 0.05\)
Cluster C was characterized by a delayed response to EGFR activation, with synthesis beginning at around 90 minutes and increasing through 150 minutes after stimulation. This cluster contained several LRGs involved in cytoskeletal dynamics and cell motility, such as CTEN, VASP, EZR, and EPPK1 (Figure 4-5).

EZR is a membrane-associated protein that also interacts with the actin cytoskeleton, allowing for dynamic changes in cell morphology. It has been demonstrated that the AP-1 transcription factor (a heterodimer consisting of IEGs including JUN, ATF, and FOS) can activate EZR, resulting in an invasive phenotype\textsuperscript{24}. EPPK1 has been shown to crosslink intermediate filaments of the cytoskeleton, suggesting a role in cell structure\textsuperscript{25}. VASP is a protein that associates with the barbed ends of the actin cytoskeleton and prevents binding of capping proteins. Increased expression of VASP is consistent with processes associated with cytoskeleton dynamics, including changes in cell morphology, migration, and invasion\textsuperscript{26}.

**Figure 4-5** - Cluster C was characterized by increased synthesis by 90 minutes that continued through 150 minutes. This cluster included the LRGs that control cytoskeleton dynamics such as CTEN, EZR, VASP, and EPPK1. * \( p < 0.05 \).
CTEN is a member of the Tensin family of proteins that couple focal adhesions to the actin cytoskeleton. However, unlike other Tensins, CTEN lacks an actin binding domain. As a result, CTEN migration to focal adhesions uncouples the plasma membrane from the cytoskeleton, resulting in increased cell motility. In response to EGFR activation, CTEN has been shown to migrate to focal adhesions and bind to the cytoplasmic tails of integrin β1, displacing TNS3 which crosslinks focal adhesions to the cytoskeleton. Furthermore, it has been observed that CTEN transcripts are upregulated following EGFR activation concurrent with TNS3 transcript downregulation. Indeed, CTEN synthesis was upregulated starting around 90 minutes after EGF treatment. Furthermore, a modest decrease in TNS3 synthesis was observed starting around 120 minutes and continuing through 150 minutes (not shown). Although this TNS3 downregulation was not statistically significant during the assayed time points, continued observation of protein synthesis rates may demonstrate a further downregulation of TNS3 at later time points.

Another notable member of this cluster was methionine adenosyltransferase 2A (MAT2A), an enzyme important for S-adenosylmethionine (SAM) synthesis. SAM is the primary methyl group donor for a wide variety of cellular processes, and plays an important role in cell homeostasis. An upregulation of MAT2A was observed following EGFR activation and continued through 150 minutes (Figure 4-6). It has been demonstrated that EGF treatment can induce MAT2A expression, but an induction of MAT2A synthesis was observed in the PBS control as well. The procedure for labeling newly synthesized proteins with Aha included a transfer to methionine-free media (Figure
4-1), and previous work has shown that methionine depletion can induce expression of MAT2A\textsuperscript{29}. Similar changes were also observed in the PBS controls of EGR1, and CTGF (Figure 4-6). These observations highlight the importance of including matched negative controls for every time point in this analysis.

![Graphs showing expression of MAT2A, EGR1, CTGF, and DUSP1 over time](image)

**Figure 4-6** — Some proteins showed time-dependent changes in protein synthesis even in PBS controls (MAT2A, EGR1, CTGF). These changes may be induced by the transfer of cells to KRM- free media prior to labeling with Aha. DUSP1 is an example of a protein that did not show changes in the PBS control.

Finally, cluster D was characterized by an increase in synthesis beginning around 30 minutes and remaining elevated across all time points. This cluster almost exclusively contained proteins associated with translational machinery including ribosomal proteins, translation initiation factors, and translation elongation factors (Figure 4-7).
Cluster D was characterized by increased synthesis beginning at 30 minutes and elevated synthesis at all time points of the experiment. This cluster consisted of almost exclusively ribosomal proteins and associated translation factors. * = $p < 0.05$ for eIF4B graph.

The phenotypic changes in response to pro-growth cues including EGF stimulation require the synthesis of new proteins. To accommodate this increase in protein synthesis, cells also appeared to increase their translational capacity by synthesizing more ribosomal proteins and associated translation factors. This observed increase in ribosomal protein synthesis is consistent with the observation that ribosomal RNAs (rRNAs) also show an increase in transcription within 30 minutes following EGFR activation\textsuperscript{30}.

This pro-growth response contrasts with ribosomal protein synthesis in the context of cellular stress when cells are conserving energy by globally repressing translation. Under stress conditions, ribosomal proteins and associated translation factors are sharply downregulated (see chapter 3).
4.3.2 Increasing Temporal Resolution

The temporal resolution of analyzing newly translated proteins can be increased by reducing the Aha/K8/R10 labeling periods and thus increasing the sampling frequency. Increased sampling is desirable to better characterize the temporal response to EGF, especially for proteins that are transiently expressed such as those in the above defined clusters A and B. However, decreasing the labeling times also reduces the amount of proteins that incorporate an Aha handle for enrichment, effectively reducing the amount of protein available for pulldown and subsequent analysis.

To better characterize the temporal responses of proteins expressed within the first hour after EGFR activation, Aha/K8/R10 labeling times were reduced from 30 minutes to 15 minutes. Samples were collected at 15, 30, 45, 60, and 75 minutes following EGF treatment with matched negative controls as described previously. After processing three replicates, 1860 unique proteins were identified, with 1136 present in more than one replicate. It was surprising that marginally more total proteins are observed in this 15 minute analysis than in the 30 minute labeling experiments given that the total amount of Aha-labeled protein available for enrichment should be decreased by a factor of two. One possible explanation for this observation is that the samples may be so complex that the number of positive identifications was limited not by instrument sensitivity, but rather by instrument cycle time. Under this assumption, more newly synthesized proteins may be identified by increasing the number of fractions analyzed separately.

To determine if increasing temporal resolution to 15 minutes further stratifies newly translated proteins into unique clusters not accessible at 30 minute resolution, k-means
clustering using Pearson correlation was performed on each dataset independently. Proteins were filtered to include only those in both datasets, those present in more than one replicate, and those with a statistically significant change between PBS and EGF samples in at least one time point of the 30 minute dataset. 74 proteins passed these requirements.

The clustering patterns between the two datasets were very similar. For instance, the clustering of IEGs and DEGs from cluster A that were rapidly upregulated was retained in the 15 minute dataset, as was the clustering of IEGs and DEGs from cluster B that are upregulated slightly later. Because the time course ended at 75 minutes -- before both the cluster B proteins and LRGs in cluster C reach their maximum -- both LRGs and late IEG/DEGs were clustered together. Finally, the ribosomal proteins and translation factors from cluster D remained clustered. However, there appeared to be a bifurcation between those that began upregulation at 15 minutes and those that began at 30 minutes (Figure 4-8, right and center).

**Figure 4-8** - Clustering the 15 minute resolution dataset yielded similar results as clustering with the 30 minute resolution dataset. The main differences were the grouping of IEGs/DEGs that peak at 90 minutes and LRGs into the same cluster (cluster B/C). The large ribosomal cluster D also showed further subgrouping depending on the extent of upregulation at the 15 minute time point (cluster D/D* and center heatmap).
Despite the relatively small changes in clustering, increasing the temporal resolution did yield interesting insights at specific time points. One notable change in clustering was the removal of ATF3 from cluster A into its own cluster. This change appeared to be driven by the 15 minute time point, where ATF3 synthesis was decreased below basal levels, before increasing and peaking by 45 minutes. This decrease of expression within 15 minutes, followed by a rapid increase over the next 30 minutes and subsequent return towards basal levels demonstrated the rapid dynamics of protein synthesis over short time periods. Other proteins were observed to be rapidly upregulated within the first 15 minutes including DUSP1, JUN, and several ribosomal proteins (Figure 4-9, black arrowheads). DUSP1 was one of the fastest responders, with expression increasing nearly 60% within the first 15 minutes. This rapid upregulation of a DEG even before most IEGs had not been previously observed and stands in contrast to the classical model of DEGs being upregulation following the activation of IEGs.

**Figure 4-9** – Increasing temporal resolution revealed changes in protein synthesis within the first 15 minutes after EGF stimulation (black arrowheads), as well as improved estimation of peak protein synthesis at times inaccessible by sampling every 30 minutes (green arrowheads).
Increasing temporal resolution also allowed for improved characterization of when transient IEGs and DEGs reach their peak synthesis rates. For example, proteins such as EGR1, JUN, and IER2 appeared to reach peak synthesis around 45 minutes, a time point not assayed when sampling every 30 minutes. Based on the equal intensities of adjacent time points, it can be estimated that DUSP1 peaked between 30 and 45 minutes, and that ATF3 peaked between 45 and 60 minutes (Figure 4-9, green arrowheads).

Finally, increased temporal resolution allowed for better determination of when LRGs become initially upregulated. Measuring protein synthesis every 30 minutes suggests that LRGs become upregulated starting 90 minutes following EGFR activation. However, increasing the sampling resolution to every 15 minutes shows that LRGs such as EZR and VASP may be upregulated as early as 60 or 75 minutes after EGF treatment (Figure 4-10, black arrowheads).

Given that Aha/K8/R10 labeling duration was decreased from 30 minutes to 15 minutes without a significant loss of sensitivity, I sought to determine whether increasing the sampling frequency to 5 minute intervals would be feasible. To capture the dynamic changes in protein synthesis that occur between 30-60 minutes, cells were treated with 20 nM EGF and Aha/K8/R10 was applied to the cells for 5 minutes at 25, 30, 35, 40, and

![Graphs showing protein synthesis changes over time](image-url)
45 minutes after stimulation. Samples were lysed and processed as described previously. Over 3 replicates, only 319 unique proteins were identified, with only 11 appearing in more than one replicate. Furthermore, non-specific interactions (as measured by non-SILAC labeled proteins) increased significantly in these samples, with only 4-12% of identified protein containing a SILAC label. As labeling times decreased, the amount of protein containing an Aha residue decreased as well, and the ratio of unlabeled proteins to labeled proteins increased, increasing the opportunity for nonspecific binding to the beads. Increasing the amount of input material may result in better sensitivity and specificity.

Despite the poor sensitivity of this analysis, the IEGs CTGF and CYR61 were observed in multiple replicates. While upregulation was observed at all time points between 30-50 minutes, the amount variation between replicates compared to the magnitude of the changes between time points confounded drawing conclusions regarding peak synthesis time. Because so little material was enriched and analyzed in these analyses, small variations that were introduced during processing were magnified. Further improvements in sample handling, perhaps through automation, may improve the quality and consistency of the data.

![Graphs showing changes in CYR61 and CTGF levels over time](image)

*Figure 4-11 – Data from sampling every 5 minutes was largely consistent with previously acquired data, but the variations between replicates made drawing conclusions over short time scales challenging.*
4.3.3 Comparison to RNA Sequencing and Ribosome Footprints

As discussed in section 1.5, a wide variety of technologies are available to measure changes in protein expression. Two of the most commonly used ones are RNA sequencing (RNA-Seq) and ribosome footprint (RFP) analysis. These methods are discussed in detail in sections 1.5.1 and 1.5.3, respectively. To briefly summarize, RNA-Seq uses Next Generation Sequencing technologies to sequence and count the number of times an mRNA transcript was read in transcripts per million reads (TPMs). This approach to analyze changes in protein expression assumes that regulation occurs on the level of transcription and does not account for variations in translational regulation. In contrast, RFPs map where ribosomes are bound on an mRNA transcript by including a ribonuclease digest that degrades all RNA except for portions shielded by bound ribosomes. By sequencing these short protected fragments, they can be counted (also in units of TPM) and mapped back to the genome to determine which transcripts are bound by ribosomes.

RNA-Seq and RFP samples were prepared, sequenced, and analyzed as described in section 4.2.3. Due to the limited capacity of the Illumina kits used, only the first three time points were assayed for RNA-Seq and RFP analysis. However, these time points included the most dynamic changes in protein translation. The data was filtered to only include proteins observed in two or more replicates of BONCAT experiments, proteins that showed a 25% increase or decrease in synthesis in at least one time point, and transcripts that were present in both the RFP and RNA-Seq analysis. Translational efficiency (TE) was calculated using the Xtail algorithm, and is roughly equivalent to ribosomes per mRNA transcript. The data were clustered by concatenating all four
Figure 4-12 - Direct comparison between protein synthesis, RNA abundance (from RNA-Seq), and translational efficiency (from RFPs) showed distinct control mechanisms over different sets of genes. One set of proteins were controlled at the level of transcription, with RNA abundance correlating with protein synthesis (blue bar). Another set of proteins was controlled at the level of translation, with variations in translation efficiency correlating with protein synthesis with little change in RNA abundance (green bar). Statistically significant changes compared to PBS controls are marked by red boxes in the bottom diagram.
datasets (synthesis, RNA-Seq, RFP, and TE) and performing hierarchical clustering with Pearson correlation distance metric.

Comparing protein synthesis to RNA abundance and TE measurements, two distinct groups of genes emerged. In the first group, changes in protein synthesis correlated strongly with changes in RNA abundance (Figure 4-12, blue bar and Figure 4-13), suggesting control predominantly at the level of transcription. In the second group, changes in protein synthesis correlated with variations in TE, with little change in RNA abundance (Figure 4-12, green bar and Figure 4-14), suggesting regulation on the level of translation. Furthermore, statistically significant changes in RNA abundance were equally likely to occur across all three time points assayed, whereas changes in TE occurred primarily within the first 30 minutes. This observation may suggest that translational regulation may be a mechanism to control rapid changes in protein synthesis.

Proteins in the transcriptionally controlled cluster were the IEGs and DEGs that increased in the first 30-90 minutes after EGFR activation (Figure 4-13). Previous reports have characterized IEGs and DEGs based on their transcription profiles, so the correlation of their RNA abundance and protein synthesis was not unexpected. One notable observation was the decrease in TE of ATF3 within the first 30 minutes. This rapid translational downregulation of ATF3 was also observed in the 15 minute resolution BONCAT dataset (Figure 4-9, top left). The mechanism and consequence of this rapid fluctuation in ATF3 protein synthesis is unknown, but appears to be driven by a rapid decrease in translation followed by an upregulation of transcription.
Figure 4-13 – This cluster shows a strong correlation between protein synthesis and RNA abundance, suggesting that regulation of protein expression was primarily on the level of transcription.

Figure 4-14 – This cluster shows a strong correlation between protein synthesis and translational efficiency, suggesting that regulation of protein expression was primarily on the level of translation.
The second cluster was defined by changes in protein synthesis correlating with changes in TE, suggesting regulation on the level of translation. This cluster was highly enriched for ribosomal proteins and several translation initiation and elongation factors. These proteins were rapidly upregulated and sustained throughout the duration of the analysis, albeit to a lesser magnitude than the IEGs, DEGs, and LRGs. In the 15 minute resolution BONCAT experiments, several of these ribosomal proteins showed increased synthesis within the first 15 minutes after EGF stimulation (Figures 4-8 and 4-9). Increases in translation without the need for increased transcription may be a mechanism to control the quick upregulation of these ribosomal proteins.

Another notable difference between the two clusters was the magnitude of the change in protein synthesis. In the transcriptionally-driven cluster, protein synthesis increased as high as 7-fold, whereas the most highly upregulated protein in the translationally-driven cluster experienced a 2-fold change in synthesis. Upregulation solely through increased translation may be limited by the maximum rate at which ribosomes can bind and translate a transcript. Larger changes in protein expression may require increases the number of mRNA transcripts available to be translated. This observation highlights a potential tradeoff between fast, but limited upregulation through translational control, and slower, but more potent upregulation through transcriptional control.

Generating time course data for ribosome binding (via RFPs) and protein synthesis (via BONCAT) offered the unique opportunity to characterize the temporal relationships between these two processes. Previous studies have modeled the delay between mRNA and protein abundances in the context of EGFR activation\textsuperscript{11}. However, the latency
between ribosome binding and protein synthesis has not been previously studied. Because RFP analysis and protein synthesis occur on scales of different magnitudes, all data were log2-mean centered and normalized to the standard deviation for each individual protein. Because the protein synthesis data contain 5 time points and the RNA-Seq and RFP data contain 3 time points, the synthesis data were standardized using the mean and standard deviation of the first three time points.

To compare the dynamics of ribosome binding and protein synthesis, proteins were filtered to only include those that appeared in at least 3 replicates and had at least one statistically significant time point in each of the RFP and protein synthesis datasets. Manual inspection of the 27 genes that fit the criteria resulted in three groups: 10 genes demonstrate overlapping ribosome binding and protein synthesis, 17 genes demonstrate a delay between ribosome binding and protein synthesis, and 3 genes appear to have no relationship between the two datasets (Figure 4-15 and Table 4-1).

![Figure 4-15](image)

**Figure 4-15** – Comparing ribosome binding to protein translation reveals a class of proteins that exhibits synthesis delayed from ribosome binding (left), while others demonstrate overlapping ribosome binding and protein synthesis (right).
Table 4-1 - Classification of proteins based on temporal relationship between ribosome binding and protein synthesis

<table>
<thead>
<tr>
<th>Delayed</th>
<th>Concurrent</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATF3</td>
<td>GDF15</td>
</tr>
<tr>
<td>EGR1</td>
<td>RPL31</td>
</tr>
<tr>
<td>JUNB</td>
<td>MCL1</td>
</tr>
<tr>
<td>RPL11</td>
<td>RPS25</td>
</tr>
<tr>
<td>DUSP1</td>
<td>CTGF</td>
</tr>
<tr>
<td>EIF4B</td>
<td>IER2</td>
</tr>
<tr>
<td>KL10</td>
<td>NR4A1</td>
</tr>
<tr>
<td>RPL7A</td>
<td>TOB1</td>
</tr>
<tr>
<td>RPL7A</td>
<td>NR4A3</td>
</tr>
<tr>
<td>MCL1</td>
<td>PABPC1</td>
</tr>
<tr>
<td>RPS25</td>
<td>SERPINE1</td>
</tr>
<tr>
<td>CYR61</td>
<td>JUN</td>
</tr>
<tr>
<td>JUNB</td>
<td>RHOB</td>
</tr>
<tr>
<td>ZFP36L1</td>
<td>BHLHE40</td>
</tr>
</tbody>
</table>

4.3.4 Analysis of Codon Bias

Codon bias refers to the preference of one particular codon for a given amino acid to be used more frequently in the genomic sequence of a protein or group of proteins than others. This phenomenon and its potential for regulating gene expression is discussed in detail in section 1.2.4. In Figure 4-15, two different behaviors were observed when comparing ribosome binding, and translation. One factor that may account for these differences is codon bias.

To investigate whether codon bias may be playing a role in the observed differences between the “delayed” and “immediate” translation groups, the average frequency of each codon was compared within the two groups to the average codon frequency in the human genome. To determine whether bias within a particular group was statistically significant, randomized groups of the same size were generated, and the average frequency was compared to the genome average. This process was repeated 1 million times, and a p-value was generated by counting how many randomly generated groups showed a frequency deviation from the genome greater than that of the queried group. Reported p-values were statistically significant if they were less than the Bonferroni corrected $\alpha = 7.81\times 10^{-4}$ (accounting for 64 different codons).

Proteins that demonstrate an overlap between ribosome binding and protein synthesis do not appear to have any statistically significant codon bias compared to the
genome average. However, proteins that exhibit a delay between ribosome binding and protein synthesis have a codon bias associated with 9 different amino acids (Figure 4-16, left). To determine if these codon bias profiles were unique to these classes, 500 different sets of 17 proteins were selected at random, and their codon usage frequency was compared to that of the human genome. After this analysis, 469 sets demonstrated no significant codon bias and none had a bias in more than 4 amino acids (Figure 4-16, center and right), demonstrating that this codon bias is unique to the “delayed” translation set of proteins. While the effect of this codon bias and temporal delay are not known, it could potentially play a role in fine-tuning the timing of protein expression following EGF stimulation. The relative availability of tRNA isoacceptors is not static, but rather subject to changes in tRNA transcription, localization\(^3\) and post-transcriptional modifications\(^3\). Therefore, the relationship between tRNA isoacceptor availability and codon usage rates in mRNA transcripts proteins may be another mechanism of control over protein expression.

To assess global changes in codon usage following EGFR activation, the deviation of codon frequency from the genome average was weighted by the log2-fold change compared to the PBS control and summed over all the proteins in our dataset that
appeared in 3 or more replicates. This value was calculated for each codon at each time point and was termed the weighted relative codon bias (WRCB):

\[ WRCB_{\text{codon},t} = \sum_{i=\text{proteins}} (f_{\text{codon},i,t} - f_{\text{codon},i,\text{genome}}) \times \log_2 \left( \frac{E_{\text{EGF},i,t}}{P_{\text{S},i,t}} \right) \]

WRCB represents the global change in codon usage compared to the genome average. It was found that codon bias across all proteins in our dataset was dynamic, with changes in preferred codon usage changing with respect to time (Figure 4-17, left). Asparagine was an example of an amino acid with a particularly dynamic codon bias. At 30 minutes, both codons were used with roughly equal frequency, but AsnAAC was preferred between 60 and 90 minutes, before switching to AsnAAT by 150 minutes (Figure 4-17, right). This dynamic changing of codon usage frequency in synthesized proteins may be another point of regulation in protein expression.

In recent years, a new stress-induced translational control mechanism was discovered. In this mechanism, toxicant-exposure leads to the reprogramming of dozens of

**Figure 4-17** – Changes in relative codon frequency weighted by protein synthesis was analyzed over all time points. Changes in codon usage over time suggest that codon bias may be another mechanism of regulation during the process of protein expression.
of modified ribonucleosides in tRNA that regulate the selective translation of codon-biased mRNAs for critical proteins to respond to that specific stress\textsuperscript{33,34}. Modified nucleotides in tRNAs can extend the range of recognized synonymous codons by enabling these tRNAs to form wobble base pairs. To determine whether this mechanism also played a role in the response to EGF stimulation, tRNA modification changes were quantified in EGF-stimulated cells using an established bio-analytical platform\textsuperscript{35}. In brief, after total RNA isolation, tRNA species were purified by size-exclusion HPLC and subjected to enzymatic hydrolysis. The resulting ribonucleosides were then resolved by HPLC and identified and quantified on a triple quadrupole mass spectrometer. Details on the structure and functions of particular modifications have been discussed in other studies\textsuperscript{36,37}.

EGF treatment did indeed appear to result in differential enzymatic modification of tRNAs in a time-dependent manner (Figure 4-18). Interestingly, many of the significantly altered modifications are predicted to be wobble modifications or situated close to the anticodon loop and thus have the potential to reprogram codon reading of tRNAs. For example, the modifications I, Gm, Cm, m5C, Y, mcm5U, and mcm5s2U all occurred at position 34 of tRNAs, corresponding to the wobble base of the anticodon. These modifications can affect which codon is read preferentially by modulating the reading of the codon wobble position\textsuperscript{38}. The modifications m1l, m1G, t6A, and i6A occurred at position 37 adjacent to the anticodon, and have been shown to enhance ribosome-binding affinity, reduce misreading, and modulate frame shifting\textsuperscript{39}.

Future work aims at unveiling a molecular link between the observed tRNA modification changes (Figure 4-18) in response to EGF treatment and the identified codon
biases in different protein classes (Figure 4-16). For this study, significantly altered RNA modifications will be mapped to specific tRNAs by LC-MS/MS analysis of RNase-generated oligonucleotides. RNase-specific digestion products, containing a modified ribonucleoside, will be defined based on the genome sequences of the complete set of expressed tRNAs and published tRNA modification maps\textsuperscript{36,37}. Sequence-unique 4- to 5-mer oligoribonucleotides will then be targeted during MS analysis, and their unique fragmentation patterns will be used for sequence confirmation and localization of the modification. Anticodons associated with the modification-mapped tRNAs will then be used to compare to codons identified as over- and underrepresented in the BONCAT proteomics analysis.

Figure 4-18 – Quantitative LC-MS/MS analysis of tRNA nucleosides revealed many dynamic changes in modifications in or adjacent to the tRNA anticodon loop that have the potential to modulate translation. Further analysis is needed to map specific modifications to specific tRNA isoacceptors. Right heatmap shows statistically significant changes in enzymatic modification of tRNAs as calculated by Student’s T-test.
4.4 Conclusions

The transcriptional response to EGF stimulation has been well characterized, with a rapid upregulation of IEGs within the first hour, followed by the rise of DEGs which exert negative feedback on the IEGs to attenuate their expression. DEGs also control the expression of LRGs which result in changes in cell phenotype and play a role in determining cell fate\textsuperscript{12,16}. Models have been built that characterize the relationship between transcription and protein abundance in the context of EGFR activation\textsuperscript{11}, but these models fall short of characterizing how translation affects protein synthesis.

In this chapter, quantitative multiplexed BONCAT was applied to directly analyze protein synthesis following EGFR activation. The proteins were clustered based on their temporal synthesis behaviors. Contrary to traditional transcription models, IEGs and DEGs showed overlapping protein synthesis, peaking between 60 minutes and 90 minutes after EGF stimulation. LRGs began to be synthesized starting around 90 minutes, with the rate of synthesis increasing through 150 minutes. Proteins involved in translation showed upregulation starting at 30 minutes, and continued to be synthesized for the duration of the time course.

Increasing the sampling frequency of newly synthesized proteins yielded further insights into patterns in protein synthesis. While the overall pattern of clustering remained largely unchanged, some proteins were observed to be upregulated within the first 15 minutes after stimulation. Furthermore, the times of peak synthesis of IEGs and DEGs as well as times of initial LRG upregulation were better characterized by decreasing labeling times to 15 minutes.
Protein synthesis as measured by BONCAT was also compared to transcription (via RNA-Seq) and ribosome binding (via RFP). This comparison revealed two distinct groups of genes: those regulated by changes in transcription and those regulated by changes in translation. Genes regulated by transcription showed increases in protein synthesis that correlate with changes in RNA abundance. Proteins in this group were the IEGs and DEGs that show the largest changes in protein synthesis. Genes regulated by translation showed increases in protein synthesis correlating with changes in ribosome binding, but in the absence of changes in RNA abundance. This group consisted primarily of ribosomal proteins, translation initiation factors, and translation elongation factors. Many of these proteins showed changes in synthesis as early as 15 minutes, suggesting that translational control can result in rapid changes in protein synthesis. However, the magnitude of this upregulation was limited compared to proteins in the transcriptionally-driven group, suggesting that large changes in expression may require increases in transcription.

Comparing the temporal relationship of ribosome binding and protein synthesis also resulted in two distinct behaviors. “Immediately” translated proteins showed an overlap between ribosome binding and protein synthesis, whereas “delayed” translation showed a delay between ribosome binding and protein synthesis. An analysis of codon usage frequencies showed a unique bias in the “delayed” translation groups that was not present in other randomly selected groups of proteins, opening the possibility for regulation based on tRNA modifications and tRNA copy numbers. There was no significant codon bias in the “immediately” translated group compared to the genome average which may explain the efficient translation of these proteins. Furthermore, EGFR
activation resulted in dynamic changes in global codon usage as well as chemical modifications of tRNAs within the first 150 minutes. While this analysis did not assign modifications to specific tRNA isoacceptors, future work can examine isoacceptor-specific oligoribonucleotides to map modifications to tRNA isoacceptors. Anticodons associated with the modification-mapped tRNAs can then be used to compare to codons identified as over- and underrepresented in the BONCAT proteomics analysis. By measuring many of the regulatory steps involved in protein expression (transcription, ribosome binding, tRNA modification, codon usage frequency) and comparing them to the magnitude of protein synthesis, a comprehensive model of protein expression can be developed.
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Chapter V

Examining Potential Resistance Mechanisms in NRAS Mutant Melanoma

Daniel Rothenberg
5.1 Introduction

Each year, nearly 132,000 new patients are diagnosed with melanoma, and 48,000 patients die of the disease worldwide\(^1\). When detected at an early stage, surgical excision of melanoma lesions results in a 90% 5 year survival rate\(^2\). However, if not detected at an early stage, malignant melanoma can invade deeper into tissues and metastasize to other organs. When malignant melanoma develops, the median survival is less than one year, and the 5 year survival rate falls to less than 10%.

Melanoma is typically characterized by the mutation status of proteins in the MAP kinase pathway. 50% of melanomas harbor a BRAF mutation, the most common of which is V600E\(^3\). NRAS mutations occur in 30% of malignant melanomas\(^4\), with the other 20% driven by mutations outside the MAPK pathway. With the introduction of BRAF inhibitors (BRAFi), prognosis for BRAF mutant melanomas have significantly improved. A phase 3 clinical trial comparing the BRAFi vemurafenib to dacarbazine, a DNA methylating chemotherapeutic, showed that vemurafenib treatment resulted in a 6.9 month progression-free survival (PFS) compared to 1.6 months with dacarbazine\(^5\). However, acquired resistance is nearly certain, with most patients developing BRAFi-resistant melanoma within a year after starting treatment\(^6,7\). Another approach to treating BRAF mutant melanoma is to target downstream components of the MAPK pathway, particularly MEK. Clinical trials using the MEK inhibitor (MEKi) binimetinib resulted in a partial response, but only increased PFS to 3.7 months\(^8\). However, the combination of a BRAFi and MEKi improved the rate of PFS compared to treating with either alone\(^9\). Co-treatment with a MEKi and BRAFi is the current standard of care for BRAF mutant melanomas. Immunotherapies using checkpoint blockade inhibitors, such as nivolumab or ipilimumab
have also proven successful, with a combination of the two inhibitors increasing PFS to 11.5 months\textsuperscript{10}.

NRAS mutant melanomas require a different treatment strategy. BRAF inhibitors result in paradoxical activation of CRAF, due to the stabilization of BRAF-CRAF dimers in the presence of activated NRAS\textsuperscript{11}, and therefore are not a suitable option. Immunotherapy is the current first line treatment for NRAS mutant melanomas, but only 30\% of patients show progression-free disease 12 months after treatment\textsuperscript{12}. For patients that don't respond to immunotherapy, a MEKi is usually employed as the second line treatment. However, a clinical trial showed binimetinib marginally increased PFS to 2.8 months compared to 1.5 months in the dacarbazine treated group, and only 41\% of patients responded to binimetinib treatment\textsuperscript{13}. Due to the poor response, binimetinib was withdrawn for use in NRAS mutant melanomas. There are currently no approved targeted therapies for NRAS mutant melanomas. The increase in PFS compared to dacarbazine treatment suggests that the treatment initially works but is quickly followed by the emergence of an adaptive resistance mechanism. Understanding the mechanism of how this adaptive resistance arises may lead to the identification of drug targets that can be co-targeted to suppress resistance.

One of the most commonly used unbiased screens for resistance mechanisms is analysis of the transcriptome using RNA-Seq. RNA-Seq allows for the detection of sub-populations harboring mutations (selected resistance) as well as the upregulation or downregulation of genes that may lead to resistance (adaptive resistance)\textsuperscript{14}. However, there are examples of resistance mechanisms that arise through increased translation\textsuperscript{15}. 
or that are only observable through analysis of translation\textsuperscript{16}, and these targets would be missed in a screen looking for changes in the transcriptome.

In this chapter, BONCAT was used to screen for potential drivers of resistance to binimetinib. Two NRAS mutant melanoma cell lines showing different degrees of sensitivity to binimetinib were treated with two concentrations of the drug, and changes in protein synthesis were assayed at 24 hours after initial treatment. Because binimetinib-induced cell death does not occur until around 48 hours after treatment, profiling the translatome at an early time point may yield markers that indicate the rise of adaptive resistance.

5.2 Methods

5.2.1 Cell Culture

MelJuso cells were cultured in RPMI 1640 Glutamax supplemented with 10\% FBS and 1\% penicillin/streptomycin. MM415 cells were cultured in RPMI 1640 Glutamate supplemented with 10\% FBS, 1\% pencillin/streptomycin, and 250 mM HEPES. Cells were passaged roughly every 3 days, with MelJuso cells split 1:6-8, and MM415 cells split 1:4.

5.2.2 Binimetinib Treatment and Metabolic Labeling

All experiments were performed starting on the second day following passage. Cells were treated with the appropriate concentration of binimetinib or an equal volume of DMSO added directly to the growth media. 24 hours after treatment, growth media was removed and replaced with lysine/arginine/methionine (KRM)-free DMEM:F12
media. After 30 minutes, Aha was added to 3 mM, and $^{15}$N$_4^{13}$C$_6$ arginine (R10) and $^{15}$N$_2^{13}$C$_6$ lysine (K8) were added to 0.5 mM. After 30 minutes of Aha/K8/R10 labeling, the media was aspirated, and the cells were washed in ice cold PBS supplemented with 300 µg/mL CHX. Cells were lysed in 1% SDS in PBS supplemented with 50 mM N-ethylmaleimide (NEM) and 300 µg/mL CHX. 1.5 mL of -20°C acetone was added to each tube immediately following lysis to precipitate proteins. Proteins were precipitated at -20°C for at least an hour.

5.2.3 Western Blots

Western blotting was performed as described in section 2.2.3. In addition to the reagents outlined previously, the following antibodies were used: Erk1/2 1:5000 (Cell Signaling #9107), Erk1/2 pT202/pY204 1:1000 (Cell Signaling #4370), E-Cadherin 1:1000 (Cell Signaling #3195), N-Cadherin 1:1000 (BD Biosciences #610920), Vimentin 1:1000 (Cell Signaling #3932), MITF 1:1000 (Cell Signaling #12590), Zeb1 1:1000 (Cell Signaling #3396), NFκB 1:1000 (Cell Signaling #8242).

5.2.4 Cell Viability Assays

Cells were plated at a density of 10,000 cells in 90 µL per well of a 96 well plate. To control for edge effects, only the interior 60 wells were used, with the 36 outer wells filled with PBS. 24 hours after plating, the drugs to be applied were prepared at 10x concentration in the appropriate growth media. 10 µL of the 10x mixture was added to each well of the 96 well plate. After 72 hours of drug treatment, the plates were removed from the incubator and allowed to equilibrate to room temperature for 10 minutes prior to
the addition of 100 µL of CellTiter Glo reagent (Promega #G7570). Immediately following the addition of CellTiter Glo reagent, plates were placed in a Tecan plate reader and agitated for 120 seconds to lyse the cells, followed by a 10 minute incubation to allow luminescence to develop. Luminescence was measured in each well with 1000 ms integration time. Each drug concentration was measured in duplicate for each experiment. Normalized viability was measured by dividing all luminescence values by the average of DMSO controls.

5.2.5 Sample Preparation and MS Analysis

Samples were processed, enriched, washed, digested, TMT labeled, and fractionated as described in the protocol in appendix 2.6. Due to limitations on amount of material, 100-300 µg of total protein were used in each channel depending on the replicate. The pooled fractions were placed in a ThermoFisher Easy nLC 1000 autosampler and analyzed on a ThermoFisher QExactive Plus mass spectrometer. The instrument was operated in data dependent acquisition mode, with the top 15 most abundant precursors with charge of +2 or greater selected for fragmentation and dynamic exclusion set to 15 s. Precursors were isolated with a window of 0.4 m/z and fragmented via HCD at 33 NCE.

The Thermo .raw files were searched on MASCOT version 2.4 with fixed modifications for NEM alkylation on cysteines (+125.047 Da), addition of TMT 6-plex to N-termini and lysine residues (+229.163 Da). Variable modifications were SILAC R10 on arginine residues (+10.008 Da), SILAC K8 on lysine residues (+8.014 Da), addition of TMT 6-plex to SILAC K8 lysine residues (+237.177 Da), Aha substitution for methionine
residues (-4.986 Da), diaminobutyrate (reduced Aha) substitution for methionine residues (-30.976 Da), oxidation of methionine residues (+15.995 Da) and phosphorylation on tyrosine, threonine, and serine residues (+79.966 Da). Precursor tolerance was 10 ppm, fragment tolerance was 15 mmu, two missed cleavages were allowed, and the enzyme was set to trypsin. Peptides were considered to be positively identified if they had a score of at least 25 and newly translated if they contained a SILAC or Aha residue. For analysis, all counts were normalized to DMSO controls and log2 transformed.

5.2.6 Gene Set Enrichment Analysis (GSEA)

GSEA was performed using the GSEA v2.0 desktop from the Broad Institute\textsuperscript{17} using the Hallmarks Molecular Signature Database (MSigDB)\textsuperscript{18} and a procured list of MITF targets\textsuperscript{19}. The input into the algorithm was the Log2([MelJuso 1 \textmu M]/[MM415 1 \textmu M]) sorted from largest to smallest.

5.2.7 Partial Least Squares Regression (PLSR)

Log2 DMSO-normalized synthesis values were z-scored and used as the X-block of predictors. Normalized viability values from corresponding binimetinib concentrations (10 nM and 1 \textmu M) were also z-scored and used as the Y-block of responses. PLSR modeling was performed using the MATLAB \textit{plsregress} function with 2 principal components.
5.2.8 siRNA Knockdown

Small interfering RNA (siRNA) knockdown of MITF was performed using Silencer Select Validated siRNA CCGUGGACUAUAUCCGAAATT (ThermoFisher #s8790). Silencer Select Negative Control No. 1 siRNA (ThermoFisher #4390843) was used as a negative control. Media was changed on the cells 1 hour prior to transfection (2 mL media for 6 well plate). For each well, 150 μL OptiMEM (ThermoFisher #11058021) was combined with 18 μL Lipofectamine RNAiMax (ThermoFisher #13778030). In a separate tube, 150 μL OptiMEM was combined with 50 pmol total siRNA (desired combination of scramble and siMITF). The two tubes were combined, vortexed, and incubated for 5 minutes prior to application to cells. After 72 hours of growth in the presence of siRNA, cells were lysed in RIPA buffer supplemented with 1x HALT protease cocktail (ThermoFisher #87786) and prepared for analysis via Western blot.

5.3 Results

5.3.1 Characterizing Resistance to Binimetinib

Two NRAS mutant melanoma cell lines were acquired that demonstrate different responses to binimetinib. The MelJuso cell line is characterized to be resistant to binimetinib-induced cell death, whereas the MM415 cell line has been shown to be sensitive to the drug. To quantify their sensitivities, a viability assay was performed to measure cell death at 1 nM, 10 nM, 100 nM, 1 μM, and 10 μM at 72 hours after treatment. MelJuso cells were indeed more resistant to binimetinib, with an estimated IC₅₀ of 120 nM compared to the MM415 cells which had an estimated IC₅₀ of about 2.6 nM (Figure 5-1). The relative viabilities for 10 nM and 1 μM concentrations were 86% and 56%,
respectively, for the MelJuso cells, and 25% and 3%, respectively, for the MM415 cells. These values were used in the response matrix in the PLSR model.

5.3.2 Comparing Binimetinib-Induced Changes in Protein Synthesis

We next sought to determine potential mechanisms of resistance by comparing binimetinib induced protein synthesis between the resistant and sensitive cell lines. Two different concentrations, 10 nM and 1 μM, were applied to each cell line for 24 hours. After 24 hours, cells were labeled with Aha/K8/R10 for 30 minutes and lysed as described above. Across 3 replicates, a total of 2606 unique proteins were identified, with 1633 identified in 2 or more replicates. To account for differences in baseline protein synthesis in each cell line, all values were normalized to the respective DMSO controls for each cell line and log2 transformed.

After hierarchical clustering, the samples grouped by binimetinib concentration rather than by cell line, showing that in most cases, the response in protein synthesis was largely in the same direction in the two cell lines (Figure 5-2, left). When comparing the difference in magnitude of change between the two cell lines, there was a clear difference
in degree of upregulation or downregulation of protein synthesis between the two cell lines (Figure 5-2, right). This ranked list of the difference in protein synthesis between the two cell lines were the input into subsequent GSEA analyses.

5.3.3 Identification of Drug Target Candidates via GSEA

To identify pathways that might be differentially regulated between the two cell lines, GSEA was used to search for enrichment of gene set members in the ranked list of differential responses between the two cell lines shown in Figure 5-2. The Hallmarks MSigDB\textsuperscript{18} was used because of its inclusion of gene sets from diverse biological pathways and processes. The 1 \( \mu \)M concentration was used for GSEA due to the larger changes in protein synthesis compared to the 10 nM concentrations.
Components of the cell cycle G2/M checkpoint were strongly enriched in the MM415 cells compared to the MelJuso cells following binimetinib treatment (Figure 5-3, top), suggesting that this checkpoint may be downregulated in the MelJuso cells. This observation is consistent with the observation that MelJuso cells proliferate at a faster rate than the MM415 cells (data not shown). The G2/M checkpoint is responsible for ensuring DNA damage is repaired before cells undergo mitosis. Cell division in the presence of extensive DNA damage may result in mitotic catastrophe, leading to cell death.

Platinum-based chemotherapeutics form DNA adducts and crosslink DNA molecules. In rapidly proliferating cells, such as cancer cells, the G2/M checkpoint is often dysfunctional, resulting in progression through mitosis in the presence of DNA adducts leading mitotic catastrophe and cell death. To test if the binimetinib-resistant MelJuso cells are susceptible to DNA crosslinking following binimetinib treatment, cells were challenged with cisplatin during binimetinib treatment. Cisplatin and binimetinib were co-administered over a large range of concentrations (1 nM to 10 μM for cisplatin, 1 nM to 1 μM for binimetinib). Cisplatin was freshly dissolved to 10 mM in DMF, diluted to 1 mM in PBS, and subsequent serial dilutions were performed in DMF. Binimetinib was prepared from a 1 mM stock solution and serially diluted in DMSO. After 72 hours of exposure to a wide range of combinations of cisplatin and binimetinib, cisplatin did not appear to have a synergistic effect with binimetinib specific to the MelJuso cells (Figure 5-3, bottom).

GSEA analysis also revealed that proteins associated with the epithelial-to-mesenchymal transition (EMT) may be upregulated in MelJuso cells following binimetinib
Figure 5-3 - GSEA analysis suggests that the cell cycle G2/M checkpoint may be suppressed in MelJuso cells following binimetinib treatment, resulting in a vulnerability to DNA crosslinking chemotherapeutics. However, co-treatment with cisplatin did not appear to result in synergistic cell death in MelJuso cells.
Cells undergoing EMT often acquire resistance to targeted therapeutics\textsuperscript{22}, so it may be feasible that binimetinib treatment pushed MelJuso cells to undergo an EMT-like transition to acquire resistance. Oftentimes, EMT is mediated by signaling through TGF\(\beta\)\textsuperscript{23}, and inhibiting TGF\(\beta\) signaling pathways can block EMT and metastasis\textsuperscript{24}. 

\begin{figure}
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\caption{GSEA analysis suggests that MelJuso cells may have been undergoing an EMT-like transition in response to binimetinib treatment. However, attempts to block EMT by inhibiting TGF\(\beta\) signaling had no effect on either cell line.}
\end{figure}
To test if MelJuso cells could be sensitized by blocking EMT, cells were treated with a combination of binimetinib and galunisertib, an inhibitor of TGFβRI. Binimetinib was tested from 1 nM to 10 μM, and galunisertib was tested from 1 nM to 1 μM. After 72 hours, galunisertib did not appear to have any effect on cell viability regardless of cell type or binimetinib concentration (Figure 5-4, bottom).

To further investigate whether MelJuso cells were indeed undergoing an EMT in response to binimetinib treatment, Western blotting was performed against markers of EMT including E-Cadherin, N-Cadherin, Vimentin, and Zeb1 24 hours after binimetinib treatment at 10 nM and 1 μM. Surprisingly, MelJuso cells appeared to already be in a mesenchymal-like state with elevated N-Cadherin (and undetectable E-cadherin), Zeb1, and Vimentin. This state was in contrast to the epithelial-like state of MM415 cells, which had elevated E-cadherin, and undetectable N-Cadherin and Zeb1. However, MM415 cells did express Vimentin (Figure 5-5). The total amount of these proteins did not appear to change in response to binimetinib treatment, with the exception of Zeb1, which decreased in a dose-dependent manner. This decrease was consistent with previous observations that MEK inhibition can result in loss of Zeb1 expression (unpublished).

Figure 5-5 - MelJuso cells appeared to be in a mesenchymal-like state with elevated expression of Zeb1, N-Cadherin, and Vimentin. On the other hand, MM415 cells appeared to be more epithelial like, although with elevated expression of Vimentin.
Given that mesenchymal-like cells often acquire drug resistance, and given that the binimetinib-resistant MelJuso cells exhibit a mesenchymal-like phenotype, perhaps attempts to convert MelJuso cells into a more epithelial-like state may result in sensitivity to binimetinib. Reports have indicated that metformin is capable of reversing EMT and multidrug resistance associated with a mesenchymal state. To test if metformin can reverse EMT and sensitize MelJuso cells to binimetinib, the combinations of metformin (ranging from 1 μM to 10 mM) and binimetinib (1 nM to 1 μM) were applied to MelJuso and MM415 cells for 72 hours before measuring viability. However, metformin appeared to have no synergistic effect with binimetinib in the range of concentrations tested, and the toxicity profiles on both cell lines appear to be identical.

**Figure 5-6** – To determine if metformin can induce binimetinib sensitivity in MelJuso cells by reversing EMT, viability was measured after treating with combinations of metformin and binimetinib. Metformin appeared to have no synergistic effect with binimetinib and appeared to have the same toxicity on both cell lines.
5.3.4 Identification of Drug Target Candidates via PLSR

Efforts to identify and overcome potential resistance mechanisms via GSEA thus far had not yielded any treatment combinations that effectively overcome binimetinib resistance in the MelJuso cell line. GSEA is useful for identifying pathways that are enriched in the top or bottom of ranked lists, but makes no relation to the degree of resistance shown in these cells. In GSEA, associating a particular gene set with resistance or sensitivity depends on whether that gene set is enriched towards the top or bottom of the list. However, resistance is not a binary response, but rather graded behavior that can vary depending on cell line and drug concentration. PLSR models are better suited for such applications by correlating changes in a set of predictors (protein synthesis) to changes in a response (viability). Therefore, a PLSR model was employed in an effort to better relate changes in protein synthesis to binimetinib resistance (Figure 5-7, left). Details on the parameters of the model are described in section 5.2.7.

**Figure 5-7** – PLSR modeling revealed an anti-correlation between resistance to binimetinib and synthesis of MITF targets, as well as synthesis of MITF itself. These findings were corroborated by GSEA against a list of MITF targets, showing an enrichment of these targets in the MM415 cells (as a depletion of the MelJuso:MM415 ratio).
One of the most notable features of the PLSR model was the anti-correlation between the microphthalmia-associated transcription factor (MITF) and associated targets (e.g. HPGD, DCT, TYRP1) with cell viability (Figure 5-7, left). This finding was further supported by GSEA using a gene set of known MITF targets (Figure 5-7, right). MITF is a master regulator of pigment production and differentiation in melanocytes, and has also been shown to play a role in the development of malignant melanoma. The role of MITF as an oncogene appears to be contrary to observations that increased MITF expression is a predictor of binimetinib sensitivity. However, another study in BRAF mutant melanoma demonstrated that a MITF low/NFκB high transcription state predicted resistance to MAPK pathway inhibitors, and that a MITF high/NFκB low state predicted sensitivity. Furthermore, this study demonstrated that induction of NFκB with TNFα in the resistant MITF high/NFκB low cells was sufficient to suppress MITF and upregulate resistance markers such as AXL, demonstrating that NFκB induction is driver of this state.

**Figure 5-8** – Changes in protein synthesis of NFκB, MITF, and MITF targets show contrasting behaviors between the two cell lines in response to binimetinib. While MITF levels increased in the MM415 cells following binimetinib treatment, there did not appear to be any change in NFκB protein levels despite modest changes in synthesis.
Consistent with this finding, NFκB1 and NFκB2 appeared to become upregulated in the resistant MelJuso cells and downregulated in the sensitive MM415 cells, although only in a single replicate (Figure 5-8, left). However, examining the total protein pool by Western blotting showed that NFκB levels appear equal between cell lines and remain unchanged 24 hours after binimetinib treatment. Interestingly, MITF levels appeared elevated in MM415 cells compared to MelJuso cells at basal state, and appeared to increase following binimetinib treatment in MM415 cells (Figure 5-8, right).

To test if the MelJuso cells exhibited a MITF low/NFKB high state, and if this state was driving resistance to binimetinib, cells were co-treated with the NFκB inhibitor SC75741 (1 nM to 10 μM) and binimetinib (1 nM to 1 μM). Interestingly, SC75741 appeared to cause greater cell death in MelJuso cells regardless of binimetinib concentration. Furthermore, SC75741 appeared to induce resistance to binimetinib in the MM415 cells at concentration of 1 μM and above (Figure 5-9). The mechanism behind

![Figure 5-9](image-url)

**Figure 5-9** – In an attempt to shift cells from a potential MITF low/NFKB high state associated with resistance against MAPK pathway inhibitors, cells were co-treated with NFκB inhibitor SC75741 and binimetinib. Interestingly, NFκB inhibition appeared to promote resistance to binimetinib in MM415 cells.
this behavior is not understood. However, SC75741 did not sensitize MelJuso cells to binimetinib.

If MITF is in fact the driver behind MM415 sensitivity to binimetinib, then blocking the activity of MITF should result in resistance in MM415 cells. One study performed a small molecule screen to find an MITF inhibitor. This screen yielded a compound, ML329, capable of reducing the transcription of MITF target genes and exhibited toxicity only in cell lines dependent on MITF. Due to the ease of using a small molecule inhibitor compared to an siRNA knockdown, ML329 was used as an initial screen to see if MITF inhibition can induce resistance in MM415 cells.

Interestingly, ML329 resulted in increased cell proliferation in the absence of binimetinib in the MM415, but not MelJuso cells. This effect was observed at concentrations up to 100 nM, but toxicity was observed at higher concentrations in both cell lines. Furthermore, at higher concentrations of binimetinib (100 nM and higher), 100

---

**Figure 5-10** - MITF inhibitor ML329 appeared to increase cell proliferation in MM415, but not MelJuso cells. Furthermore, ML329 at concentrations around 100 nM may have resulted in a protective effect against binimetinib treatment.
nM ML329 appeared to have a slightly protective effect in MM415 cells (Figure 5-10). These preliminary results suggest that MITF may be a driver of binimetinib sensitivity in MM415 cells.

The mechanism of action of ML329 to inhibit MITF activity is not known, and the off-target effects of ML329 have not been characterized. The screening process for identifying ML329 involved selecting for its action against MITF, but the specificity of the compound was not tested. Therefore, to truly validate that MITF plays a role in sensitizing MM415 cells to binimetinib, siRNA knockdown of MITF was performed. MITF siRNA was tested at 0, 5, 10, 25, and 50 pmol per well of a 6 well plate with a complementary amount of scramble siRNA used as a control (at 50, 45, 10, 25, and 0 pmol, respectively). After 72 hours of incubation in the presence of siRNA, cells were lysed, and a Western blot was performed to examine MITF protein levels. While robust knockdown was observed in the MelJuso cells with as little as 5 pmol siRNA, knockdown was not observed in the MM415 cells (Figure 5-11). The lack of efficient knockdown in MM415 cells may be due to the rapid turnover of MITF proteins, or perhaps MM415 cell

<table>
<thead>
<tr>
<th>Scramble (pmol)</th>
<th>Mel Juso</th>
<th>MM415</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0 45 40 25 0</td>
<td>50 45 40 25 0</td>
</tr>
<tr>
<td>siMITF (pmol)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>5 10 25 50</td>
<td>0 5 10 25 50</td>
</tr>
</tbody>
</table>

Figure 5-11 – While robust MITF knockdown was observed in MelJuso cells, MM415 cells were resistant to MITF knockdown by siRNA at levels as high as 50 pmol per well.
are dependent upon MITF and therefore counteract siRNA knockdown by some other mechanism.

Because siRNA-mediated knockdown of MITF failed specifically in MM415 cells, confirmation of MITF as the mediator of sensitivity in MM415 cells was not possible. ML329-induced proliferation and protection against binimetinib suggests that MITF plays a key role in mediating binimetinib sensitivity, but further tools to inhibit MITF must be developed before this hypothesis can be validated. Future work investigating MITF could use CRISPR to generate MITF knockout MM415 and MelJuso cell lines. However, if MM415 cells are dependent upon MITF, then MITF knockout may result in cell death. Another avenue for future studies could involve overexpression of MITF in MelJuso cell lines in an attempt to induce sensitivity to binimetinib. While this approach may not be feasible in a therapeutic context, it may yield further insight into the mechanism of drug resistance in these cell lines.

5.5 Conclusions

In this chapter, I investigated the utility of BONCAT to characterize potential mechanisms of binimetinib resistance by comparing protein synthesis between a sensitive and resistant NRAS mutant melanoma cell line. Protein synthesis was assayed at 24 hours after binimetinib treatment, which is 48 hours before most previous phenotypic measurements have been examined. By profiling protein synthesis at this early time point, I sought to observe changes that may indicate the rise of an adaptive resistance mechanism.
Indeed, binimetinib-induced changes in protein expression were observed at 24 hours after treatment. Furthermore, some proteins showed divergent responses between the sensitive MM415 cell line and MelJuso cell line, indicating that they may play a role in resistance to binimetinib. Using a ranked list of the differential response in protein expression between the two cell lines, GSEA was employed to identify several pathways to may be targeted in binimetinib resistant cell lines. However, targeting these pathways did not appear to result in cytotoxicity in the resistant MelJuso cells. Using PLSR to correlate quantitative measurements of binimetinib resistance to changes in protein synthesis, the expression of MITF and MITF targets were observed to be anti-correlated with binimetinib resistance. Inhibition of MITF using a novel but poorly-characterized inhibitor appeared to reduce the toxicity of binimetinib to some degree in MM415 cells, but further studies with more established tools are required to validate this result. Knockdown of MITF was attempted using siRNA, but MM415 cells appeared to be resistant to siRNA-mediated MITF knockdown. Future studies investigating the role of MITF in mediating binimetinib resistance could use CRISPR knockout cell lines or inducible MITF overexpression constructs.

While MITF was identified as a potential mediator of binimetinib sensitivity, the search for a *bona fide* mechanism of resistance was largely unsuccessful. Analysis of changes in protein expression between the two cell lines yielded useful insights into how these cells differ in their response to binimetinib. However, protein expression is merely one dimension of a complex cellular response. Binimetinib targets MEK, a kinase involved in the MAPK signaling pathway that transmits information via the phosphorylation and dephosphorylation of proteins. Solely examining changes in protein
synthesis ignores any potential differences in signaling between these two cell lines. If resistance arises due to the rewiring of signaling networks, then the analysis of protein expression would not be expected to identify that mechanism. Future studies profiling protein synthesis by BONCAT can be paired with phosphoproteomics and other systems biology approaches to more comprehensively characterize changes in cell biology that can lead to drug resistance and other pathologies.
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Chapter VI

Conclusions and Perspectives

Daniel Rothenberg
6.1 Summary and Conclusions

Cell biology is not the observation of a static state, but rather the study of a dynamic system that is constantly reading a myriad of environmental cues, integrating them through a complex signaling cascade, and responding through the modulation of gene expression to adapt to those inputs. Recent advances in biotechnology have developed platforms for robust, comprehensive analysis of many dimensions of cell biology, ranging from genomics and transcriptomics to proteomics and metabolomics. In the context of measuring changes in protein production, transcriptomics measures changes in mRNA profiles as a proxy for the proteins that are being produced at that moment. However, the correlation between RNA abundance and protein synthesis varies depending on cellular context. A more specialized method of ribosome footprinting reads and measures the mRNA sequences that are bound as ribosomes, but even this approach isn’t a perfect reflection of protein synthesis. On the proteomics side, shotgun proteomics can measure changes in protein abundance between two conditions, but requires exquisite sensitivity to detect changes in the background of the existing proteome. Metabolic labeling schemes such as pSILAC can measure protein turnover and compare protein synthesis between two conditions, but again requires sifting through the existing proteome to make these measurements.

When it comes to directly and accurately measuring newly synthesized proteins, BONCAT is the current state of the art. By incorporating a chemical handle and enriching newly synthesized proteins from the background of the entire proteome, the nascent proteome can be profiled with a high degree of sensitivity. However, the nature of metabolic labeling requires a trade-off between temporal resolution and coverage. The
longer cells are allowed to incorporate Aha into proteins, the more material there is available for enrichment, and the greater the coverage of the nascent proteome. However, gene expression is dynamic, and long labeling times may result in missing rapid changes in synthesis that get averaged out over the course of labeling. Furthermore, current quantification methods for comparing multiple conditions rely on label-free quantitation\textsuperscript{5,6}, which is not particularly robust, or unique SILAC channels (as in QuanCAT\textsuperscript{7}, BONLAC\textsuperscript{8}, or HILAQ\textsuperscript{9}), limiting multiplexing to two or three conditions.

In this thesis, I adapted the BONCAT protocol for a high degree of multiplexing using isobaric mass tagging. Furthermore, I improved the sensitivity to allow for analysis of samples labeled for durations as short as 15 minutes. By pairing this improved sensitivity and temporal resolution with highly multiplexed quantitation, I was able to apply BONCAT to time course analyses in response to a number of different perturbations. Furthermore, I was able to directly compare protein synthesis across multiple conditions and cell lines in an effort to gain insight into drug resistance mechanisms.

The robustness of the method was validated in the context of the unfolded protein response (UPR). The UPR was an attractive application for validation because of its well-characterized response and regulation of protein translation. In response to ER stress, cells downregulate protein synthesis at the level of translation, but upregulate several key stress response proteins. Indeed, I observed global downregulation of protein synthesis, even in the absence of downregulation of transcription, validating translational control. Furthermore, stress response proteins involved in protein folding, protein degradation, and survival were observed to be upregulated. Together, these observations
demonstrate the reliability of the multiplexed BONCAT protocol for quantifying changes in complex biological systems.

Previous studies analyzing the transcriptional response to EGFR activation have found genes cluster in temporally distinct waves. To compare the transcriptional and translational responses, BONCAT was used to measure protein synthesis in 30 minute intervals following EGF stimulation. We found that there are indeed temporally distinct waves of translation, but the members of each group differ between transcriptional and protein synthesis analyses. Increasing the resolution to 15 minute intervals did not appreciably change the clustering analysis. However, some proteins were observed to be upregulated as soon as 15 minutes after EGF stimulation. Furthermore, the increased temporal resolution allowed for better characterization of times of peak synthesis and upregulation of late response genes.

Direct comparisons to RNA abundance and ribosome footprints revealed two distinct modes of gene regulation. Proteins showing a transient response with large changes in expression correlated strongly with RNA abundance, suggesting control at the level of transcription. Translational machinery components more strongly correlated with increase ribosome binding, indicating control at the level of translation. Furthermore, analysis of the temporal relationship between ribosome binding and protein synthesis stratified proteins into two classes. One of the classes exhibited some delay between either RNA transcription and ribosome binding, or ribosome binding and protein translation. This class also showed significant bias in codon usage frequency, suggesting that codon bias may play a role in regulating expression of these genes. On the other hand, the other class was characterized by overlapping ribosome binding and translation,
and this class of transcripts did not have a statistically significant deviation in codon bias from the genome average. Furthermore, global codon usage was found to be dynamic over the times assayed, and this observation was matched with changes in chemical modifications of tRNA isoacceptors that could affect preferential codon usage.

Finally, BONCAT was applied to compare the translational responses to binimetinib between a resistant and sensitive NRAS mutant melanoma cell line. A comparison of protein synthesis between the two cell lines revealed changes in expression patterns unique to each cell line. Using a PLSR model to correlate resistance and protein synthesis, MITF was identified as a potential marker of sensitivity. While initial validation experiments with a novel small molecule inhibit of MITF yielded promising results, attempted siRNA knockdown of MITF failed in the sensitive cell line. Further tools need to be developed to robustly manipulate MITF expression and activity.

6.2 Perspectives and Future Work

Nucleic acid-based technologies are frequently used to measure changes in gene expression, but these assays oftentimes do not account for regulatory steps that occur throughout the process of transcription and translation. Proteomics based methods measure the output of gene expression, but lack the sensitivity to comprehensively measure new protein synthesis in the background of the genome. BONCAT enriches for newly translated proteins resulting in excellent sensitivity and coverage while integrating all the regulatory steps that may not be accounted for with sequencing-based methods. By robustly measuring the output of gene expression, future studies may be able to build a quantitative model of gene expression that incorporates variables such as regulation
through transcription, ribosome assembly and binding, codon bias, and tRNA isoacceptor availability.

While the method developed in chapter 2 was suitable for the purposes of this thesis, improvements can still be made to the protocol. Future work in protocol development can optimize the amount of SILAC amino acids to add to the media to maximize overlap between SILAC incorporation and Aha incorporation. Furthermore, even after fractioning the sample into less complex mixtures, coverage still seems to be limited by sample complexity rather than sensitivity, as evidenced from the lack of decrease in hits when changing from a 30 minute to 15 minute labeling window in chapter 4. Further optimizing fractionation -- whether it be through increasing the number of fractions, or selecting a more orthogonal fractionation scheme -- should increase the coverage of this method. Finally, there are steps in the protocol that can be further optimized to reduce technical variability between samples. Using an automated platform with liquid-handling robots would increase the throughput of this method while reducing the amount of technical error introduced to the analysis.

The unique ability to analyze the output of protein synthesis makes BONCAT especially useful for studying translationally regulated disease models. Pathologies involving signaling through mTOR regulate exert control of translation by regulating assembly of translation initiation factors at the 5’-cap of mRNA transcripts\textsuperscript{10}. For example, oncogenic signaling through mTOR has been demonstrated to specifically upregulate the translation of mRNA transcripts that result in increased invasion, metastasis, and metabolism in the context of prostate cancer\textsuperscript{11}. In another disease model, Fragile X Syndrome results in mental retardation due to the silencing of FMRP, an RNA-binding
protein that regulates the translation of mRNAs involved in neuronal development. The result of FMRP silencing is an upregulation of the translation of these transcripts, resulting in a mental retardation phenotype\textsuperscript{12}. BONCAT could be used to look for the upregulation of these transcripts in the absence of FMRP to better understand the mechanism that drives this mental retardation phenotype. This method could also be applied to studying changes in protein synthesis in infectious diseases. By pre-incubating either host cells or pathogen cells in Aha immediately prior to infection, changes in protein synthesis can be discerned between the host and the pathogen.

While BONCAT is an excellent method for measuring changes in gene expression and protein synthesis, but many diseases are driven by mechanisms other than changes in gene expression. By pairing BONCAT with complementary analytical methods such as phosphoproteomics or metabolomics, a more comprehensive portrait of cell state can be painted.
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