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Abstract

With the advent of combinatorial chemistry, the number of novel synthetic chemicals has
skyrocketed over the past three decades, bringing about tremendous advances in medicine and
material science. At the same time, the massive libraries of existing chemicals coupled with the
unprecedented rate of new chemical generation presents a unique and costly challenge to toxicity
testing in the 21 st century. In recent years, the United States has seen large coordinated efforts
across governmental agencies to shift from expensive and slow traditional in vivo tests to more
affordable and higher throughput in vitro methods.

For each human cell, about 100,000 DNA lesions occur every day. Unrepaired DNA
damage can lead to deleterious health consequences, including cancer and aging. Therefore, an
essential endpoint in cell-based chemical safety testing is the assessment of a compound's
genotoxic potential. In this work, we developed a CometChip platform that addresses two major
areas that are lacking in genotoxicity testing: 1. rapid and sensitive detection of bulky DNA
adducts, and 2. robust and physiologically relevant metabolism of test compounds. The assay uses
two DNA repair synthesis inhibitors, hydroxyurea and I-p-D-arabinofuranosyl cytosine, to cause
strand-break accumulation and HepaRGTM cells to provide high levels of liver-specific functions.
We also conducted extensive validation studies and a small chemical screen to demonstrate the
platform's applicability in genotoxicity testing.

One of the most important decisions of proliferating cells under stresses is to divide,
senesce, or die. Therefore, in vitro measurements of cell survival after a toxic exposure are among
the most fundamental and broadly used endpoints in biology. The gold standard for cell survival
testing is the colony forming assay, which is exquisitely sensitive but sees limited uses due its low-
throughput nature and requirement of large dishes. We have developed MicroColonyChip as a
high-throughput platform that can directly measure a cell's ability to divide and has the potential
to provide highly sensitive and rapid toxicity assessment of chemicals of interest. The technology
is based on the use of a microcolony array where the size distributions for different conditions
provide a direct measure of cell survival. We have results showing that MicroColonyChip is as
sensitive as the gold standard assay, reduces -80% incubation time, and requires -250x less
surface area for cell growth.

In addition to detecting genotoxic agents, it is also important to understand how an
individual responds to internal and external assaults to DNA as a necessary first step for assessment
of human health outcomes. There is a high variability in DNA repair capacity among people, and
more studies are needed to elucidate whether a causal relationship between DNA repair capacity
and clinical outcomes exists. We applied CometChip to study repair kinetics in human primary
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lymphocytes. In order to account for the extensive crosstalk and competition between different
repair pathways, repair of different types of DNA damage was measured. To test the assay's
sensitivity and reproducibility, a small population of 56 healthy volunteers were recruited to give
blood samples. Isolated lymphocytes from different individuals show significant differences in
repair kinetics of oxidative damage and a sevenfold variation in repair rates.

Taken together, the work described here represents significant technological advances in
addressing a number of major challenges in chemical toxicity testing as well as in the evaluation
of health outcome variability across populations. The technologies also open doors to exciting
opportunities in personalized strategies for disease prevention and intervention.

Thesis Supervisor: Bevin P. Engelward
Title: Professor of Biological Engineering

Thesis Supervisor: Leona D. Samson
Title: Professor of Biological Engineering and Biology
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Chapter 1

Background and Introduction

The large number of novel compounds produced every year and the vast reservoir of existing

chemicals pose an enormous public health challenge that traditional approaches for chemical safety testing

have failed to meet. Recent coordinated efforts from governmental programs recognize this challenge and

are working to change the way safety testing is conducted. More than ever, innovations that enable rapid

and reproducible analyses of large numbers of samples are needed. As a contribution to this effort, this

dissertation focuses on the development of two high-throughput platforms for assessment of genotoxicity

as well as cellular sensitivity to test compounds.

The effect on human health is the net result of the interactions between the chemicals and the

individual's molecular responses, which can vary widely across the population. In order to fully assess the

consequences of an exposure, it is therefore crucial to understand the differences in molecular responses

among individuals. DNA damage is a fundamental step toward a number of human diseases and aging, and

there is increasing evidence showing that the ability to repair DNA damage is one of the key determining

factors for health outcomes. This work demonstrates a potential use of CometChip, a high-throughput

platform for DNA damage detection, to assess the differences in individuals' repair capacity in response to

DNA damaging agents.

1.1. DNA DAMAGE AND HUMAN HEALTH

For each human cell, about 100,000 DNA lesions occur every day (1, 2), and the majority come

from three different sources. First, spontaneous chemical reactions, such as hydrolysis, can result in base

losses and deamination. Examples are the loss of purines due to hydrolysis of their N-glycosyl linkages

(depurination) and deamination of cytosine to uracil (3). Endogenous metabolism and inflammation are the

second and main source of DNA damage via reactive metabolites, such as reactive oxygen and nitrogen
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species (RONS), lipid peroxidation products, and reactive aldehydes (4, 5). The third source comes from

exogenous physical and chemical agents (5), such as ultraviolet light, pollutants, and ionizing radiation.

Paradoxically, a large number of cancer therapies kill tumor cells by inducing DNA damage, which can

result in secondary cancers.

Unrepaired DNA damage can lead to deleterious consequences (5). Damaged bases that mispair

during replication leave a permanent change in the genetic material (a mutation), which increases the risk

of cancer. DNA nicks and DNA lesions may stall replication, causing fork collapse that can lead to large

genomic changes (e.g. deletions/insertions, translocations, and amplifications) and increased cancer risk.

On the other hand, DNA damage that blocks replication may trigger either cell death or cell senescence,

contributing to aging (5).

To maintain genomic stability, the cells have evolved six major pathways for DNA repair (6, 7)

(Fig. 1-1). Some base modifications can be directly reversed by several proteins, such as the ALKBH family

and MGMT. Bases that mispair due to replication errors can be removed by mismatch repair (MMR). Base

excision repair (BER) or nucleotide excision repair (NER) are also involved in the removal of DNA lesions.

BER recognizes and removes bases with small adducts that minimally distort the double helix structure. In

addition, BER is involved in the repair of single-strand breaks (SSBs) and abasic sites. NER is capable of

removing bulky adducts that thermodynamically destabilize the DNA duplex. In addition to helix-distorting

lesions, a sub-pathway of NER, transcription-coupled repair (TC-NER), has also been implicated in the

repair of small lesions that block transcription (e.g. 3,N-ethenocytosine (8)). Double-strand breaks are

primarily repaired by non-homologous end-joining (NHEJ) and homologous recombination (HR) (9).

Although each major pathway is specialized to efficiently recognize and repair certain types of DNA

damage, there is extensive overlapping of substrates between the pathways.

Following are descriptions of some of the most common types of DNA damage, their molecular

and cellular consequences, the key repair pathways that act on them, and their effects on human health.
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Types of DNA damage

Single-strand breaks (SSBs)

SSBs are the most common type of DNA damage (10). The main source of SSBs is oxidative attack

by reactive oxygen species (ROS), such as superoxide, hydrogen peroxide, and hydroxyl radical. Heavily

regulated vital processes, such as transcription and translation, employ specialized enzymes (e.g. DNA

topoisomerases) to create SSBs. On the other hand, unregulated SSBs can form as intermediates in DNA

excision repair pathways or via direct breakage of the sugar-phosphate backbone due to oxidative attack.

Most SSBs are repaired by a global SSB repair process, which involves SSB detection, DNA end

processing, DNA gap filling, and DNA ligation steps. Many of the enzymes and processes involved in the

global SSB repair are shared with BER. Unrepaired SSBs can lead to devastating consequences to the cell

(10). In proliferating cells, SSBs can stall the replication fork, causing fork collapse, which results in

double-strand breaks (DSBs). DSBs can result in cell cycle arrest, which may trigger cell death or cellular

senescence. In non-proliferating cells, SSBs block RNA polymerases, triggering cell death (11-13).

Excessive SSBs can lead to cell death via hyperactivation of the protein poly(ADP-ribose) polymerase I

(PARP 1), which depletes cellular NAD+ and ATP and causes energetic failure (14, 15). This type of cell

death contributes to the pathology of conditions associated with oxidative stress, such as post-ischemic

brain or heart damage (10).

Double-strand breaks (DSBs)

DSBs are the most deleterious type of DNA damage (16), being highly cytotoxic and cytostatic (5).

In dividing cells, it is estimated that about 10 DSBs occur per cell per day (17-20). DSBs are introduced

mainly by oxidative attacks that result in breakage of the sugar-phosphate backbone (21). These attacks can

come from exogenous sources, such as ionizing radiation, or endogenous radicals generated during cellular

metabolism (17). DSBs also form as a consequence of replication fork collapse when it encounters SSBs

or unrepaired lesions (16, 17). During meiosis, DSBs are created to facilitate recombination (16, 17).
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Regulated rearrangements, such as V(D)J recombination and immunoglobulin class-switch recombination,

produce DSBs as intermediates (16, 17).

Chromosomal rearrangements that come from misrepair of DSBs lead to large genomic alterations,

such as deletions/insertions, translocations, loss of heterozygosity, and amplifications. Chromosomal

aberration is highly associated with increased risk of cancer. For example, the Philadelphia chromosome

(22) comes from a translocation between chromosomes 9 and 22 that results in a fusion between the BCR

and ABLJ genes. The fusion gene (BCR-ABLJ) codes for a tyrosine kinase that is constitutively active,

leading to unregulated cell division (22). The Philadelphia chromosome is associated with acute

lymphoblastic leukemia and chronic myeloid leukemia.

There are two main pathways that repair DSBs: NHEJ and HR. In recent years, two micro-

homology directed repair pathways have emerged to play important roles in DSB repair and associated

diseases: alternative end joining (alt-EJ) and single-strand annealing (SSA) (23). The molecular mechanism

for the pathway choice decision is not completely understood although recent studies have shed many

insights into the process (23). The initiation of 5'- 3' end resection commits the cell to HR and inhibits

repair by NHEJ. End resection proteins are tightly regulated by the cell cycle. As a consequence, the cell

cycle appears to play a crucial role in pathway choice. NHEJ is favored in non-proliferating cells and during

M/G1 phases while HR and the other two pathways are used primarily during S/G2 phases (24). In addition,

DSBs formed during meiosis are mainly resolved by HR (17).

DNA base damage

A large number of DNA damage involves chemical modifications of the nucleobases. Most DNA

damaging agents induce a spectrum of DNA lesions with diverse chemical structures and biological

consequences. Following is a discussion of a few groups of DNA base damage that are both prevalent and

important in the context of human health.

16



Base oxidation comes predominantly from ROS induced by oxidative stress. The main endogenous

sources of ROS are cellular metabolisms, including oxidative phosphorylation by mitochondria,

metabolism by cytochrome P450s, and inflammatory cell activation (25). ROS are also produced in

response to exogenous sources, such as ionizing radiation (IR), ultraviolet light, chlorinated compounds,

and metal ions (25). Dietary intakes have also been shown to modulate the level of ROS in the body and

subsequently the level of oxidative damage. For example, consumption of kiwifruit (26) and carotenoids

(27, 28) significantly reduces the level of 8-oxoguanine (8-oxoG), an established biomarker for oxidative

stress.

Examples of common oxidative base lesions are shown in Fig. 1-2 (29, 30) . High levels of 8-oxoG

and thymine glycol have been used as biomarkers of persistent oxidative stress, which is associated with

aging and human diseases, including chronic inflammation, neurodegenerative diseases, and cancer (31).

Unrepaired, these lesions are also highly mutagenic (31). For example, 8-oxoG can mispair with A, causing

G-to-T transversion mutations (30, 31). The majority of oxidative base lesions are corrected by base

excision repair (BER), which has six glycosylases dedicated to the recognition and removal of oxidative

base lesions in mammalian cells (32).

Another prevalent type of base modification is DNA alkylation damage, which is caused by the

transfer of alkyl groups from alkylating agents onto DNA nucleobases or the sugar phosphate backbone.

Alkylating agents are ubiquitous. Endogenous sources include lipid peroxidation (LPO) and cellular methyl

donors, such as S-adenosylmethionine (6). Major external sources of alkylating agents are contaminants in

air or drinking water (e.g. N-nitrosodimethylamine) and pollutants (e.g. polycyclic aromatic hydrocarbons)

(6). Importantly, alkylating agents are routinely used as anticancer drugs, such as temozolomide, bis-

chloroethylnitrosourea (BCNU) (6).

The ring nitrogen (N) and the extracyclic oxygen (0) atoms are particularly vulnerable to reactions

with alkylating agents via either SNI or SN2 nucleophilic substitutions (examples of lesions in Fig. 1-3A).

SN I agents react readily with both N and 0 positions while SN2 agents mainly target the ring nitrogen atoms.
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Examples of strong SNI agents are nitrosoureas, many of which are used in chemotherapy (6). Examples of

SN 2 are alkane sulfonates, such as methyl methanesulfonate (MMS) (33). In addition, alkylating agents can

be either monofunctional or bifunctional. Monofunctional agents have one reactive group while

bifunctional agents have two reactive groups that can form covalent bonds with two DNA bases, generating

intrastrand and interstrand crosslinks (6).

Alkylated lesions have significant biological effects. For example, about 10% of alkylated lesions

are N3-methyl adenine (3meA), which blocks most DNA polymerases, triggering cell death (6, 34, 35).

About 60-80% of lesions are N7-methyl guanine (7meG), which is neither mutagenic nor cytotoxic.

However, 7meG is prone to hydrolysis, generating AP sites that are both mutagenic and cytotoxic (6, 34,

35). SNI agents induce a small number of 0 6 -methyl guanine (O6meG) lesions (-5%), which can mispair

with thymine during replication and cause a G-to-A mutation (6, 34, 35). On the other hand, the O'meG:T

mismatch can activate MMR, which acts on the newly synthesized DNA strand and removes the mispaired

thymine. MMR then reinserts a thymine across O6meG, creating a futile cycle. During the next replication

cycle, the persistent strand break generated by the repeated base removal and insertion process causes fork

collapse, resulting in chromosome aberrations, cell cycle arrest, and cell death (6).

Attacks of RONS on lipids, especially polyunsaturated fatty acids, generate lipid peroxides as

primary products and reactive aldehydes as secondary products (36). These aldehydes are potent DNA

alkylating agents, some examples of which are 4-hydroxy-2-nonenal (4-HNE), malondialdehyde (MDA),

acrolein, and crotonaldehyde. Their reactions with DNA bases can generate mutagenic exocyclic DNA

lesions, such as etheno adducts (five-member ring) and propano adducts (six-member ring) (37). Etheno

adducts (Fig. 1-3B) are highly mutagenic and thought to underlie the carcinogenicity of vinyl chloride and

urethane (37). Bulky adducts that distort the DNA duplex such as those induced by LPO (Fig. 1-3C) block

replication and can also be mutagenic (36, 37).

Alkylated bases are repaired by a number of different pathways. Small N-alkyl lesions (eg. 3meA,

7meG) are removed by the alkyladenine DNA glycosylase (AAG, also known as MPG) in mammalian cells
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as part of BER (32). AP sites are also repaired by BER. O'meG can be directly reversed by the MGMT

alkyltransferase in mammalian cells (6). In fact, increased MGMT expression has been implicated as a

potential mechanism for resistance to alkylating agents in cancer treatment (38-41). Bulky lesions (HNE-

dG and M1dG) are repaired by NER (36, 37). ALKBH enzymes can directly remove the etheno group in

some adducts [e.g, 1,N6-ethenoadenine (FA) and 1,N2-ethenoguanine] (42, 43). EA can also be removed by

AAG (44, 45), and as mentioned above, TC-NER contributes to the repair of EC (8). DNA crosslinks are

removed by a combination of HR and NER components (46).

An important group of DNA damage is comprised of bulky adducts that significantly disrupt base-

pairing and thermodynamically destabilize the DNA duplex. Some alkylated bases, such as the propano

adducts induced by LPO, belong to this group. Bulky lesions underlie the carcinogenicity of many known

environmental carcinogens (Fig. 1-4). Common examples include UV-induced adducts, cyclobutane

pyrimidine dimers (CPDs) and pyrimidine-pyrimidone photoproducts (6-4PPs), which are both cytotoxic

and mutagenic. 6-4PPs are efficiently removed by NER with a half-life of~2-3 hours while it takes ~10-24

hours for NER to remove half of CPDs (47). People diagnosed with xeroderma pigmentosum (XP) disorder

were born with a defect in one of the seven NER proteins or in DNA polymerase ri (48). XP patients are

reported to have 10,000-fold increase in skin cancer under 20 years of age, and 25% of the patients also

develop progressive neurological degeneration (48).

Another important class of DNA modifications is DNA crosslinks, which can be between bases of

opposing strands (interstrand) or between adjacent bases on the same DNA strand (intrastrand). Interstrand

crosslinks (ICLs) are highly toxic DNA modifications because they prevent the separation of DNA strands

in the double helix. Strand separation is essential for many molecular processes, including DNA replication

and transcription, and the blockage of these processes by ICLs triggers cell death (46). Intrastrand crosslinks

are much less cytotoxic because they can be bypassed by translesion DNA synthesis (TLS) (46). However,

they can mispair during this process and result in point mutations. Endogenous sources of DNA crosslinks

come from byproducts of LPO, such as acrolein and crotonaldehyde (49). Consumption of alcohol and a
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high-fat diet is shown to increase LPO and subsequently the level of DNA crosslinks (50-52). Currently,

the most prevalent class of chemotherapeutics is ICL-based, and many are bifunctional alkylating agents.

Some examples are cyclophosphamide, BCNU, and cisplatin. DNA crosslinks induced by ICL-based

chemotherapeutics are mostly intrastrand (e.g. 80-90% by cisplatin), which are partially repaired by NER

or bypassed by TLS (46). In most cases, only a small number of ICLs are induced (e.g. ~5% by cisplatin),

and these are primarily repaired by the Fanconi anaemia (FA) complex, which coordinates components

from HR, NER, and TLS (46). FA disorder results from genetic defects in key components of the FA

complex (46).

Common assays for DNA damage detection

Immunoassays

Antibodies against number of biomarkers for DNA damage provide highly sensitive tools for DNA

damage assessment (53). Some important examples include antibodies against oxidative damage (e.g. 8-

oxoG), alkylation damage (e.g. O'meG, 7meG), bulky lesions (e.g. benzo[a]pyrene-DNA adducts, aflatoxin

Bi-DNA adducts), markers of DSBs [e.g. yH2AX, p53-binding protein 1 (53BP1) (54)], and DNA repair

proteins [e.g. X-ray repair cross complementing 1 (XRCC 1) (55)]. Different types of immunoassays have

been applied in numerous studies where levels of DNA adducts were monitored following specific

environmental or clinical exposures (53). Immunoassays can range from highly quantitative methods, such

as the enzyme-linked immunosorbent assay (ELISA), to mostly qualitative techniques, such as

immunohistochemistry. There are assays that measure the level of DNA damage markers from cell and

tissue lysates, such as immunoblotting and ELISA. On the other hands, methods have been developed to

perform detection and/or quantification directly for each cell, e.g. fluorescent microscopy, fluorescence-

activated cell sorting (FACS) (53). Following is a brief discussion of the most commonly used biomarker

for DNA damage and repair, yH2AX foci, for which many sensitive and robust immunoassays have been

established.
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yH2AX

The most common method for detection and quantification of DSBs is via immunostaining for

yH2AX (56). A crucial component in repair of DSBs is the histone protein H2AX, which becomes

phosphorylated on serine 139 by P13K-like kinases (e.g. ATM, ATR, DNA-PK) to form yH2AX at nascent

DSB sites (54). Within minutes after DSBs arise, a large number of H2AX molecules are phosphorylated

in the chromatin near the break site, covering a stretch of DNA as long as 30 Mbp (54). The amplification

of yH2AX signal serves as a focus to recruit chromatin remodeling and DNA repair proteins. Importantly,

the high concentration of yHA2X near the break site enables the detection of a single DSB using an antibody

for yH2AX.

There are generally two different approaches for quantification of yH2AX levels. The first approach

measures yH2AX levels in cell or tissue lysates. Common techniques for this approach include

immunoblotting and enzyme-linked immunosorbent assay (ELISA) (57, 58). ELISA is a much more

sensitive method, and several high-throughput assays have been adapted to use in genotoxicity screening

and clinical trials (57, 59). The second and most common approach in measuring yHA2X is via

immunofluorescence and based on assessment directly in cells and tissues. The number of yH2AX foci has

been shown to correlate well with the number of DSBs (54, 60, 61), and the fluorescent foci can be counted

for each cell, manually or with a software, via fluorescent microscopy. The total level of yH2AX in each

cell can also be quantified with flow cytometry. While flow cytometry is faster and more quantitative,

fluorescent microscopy provides structural information that is missed in flow cytometry. One important

example is the difference between distinct foci, which are indicative of DSBs, and pan-staining, which is a

characteristic of apoptotic cells (62).

Advantages. A large body of evidence shows that yH2AX is a highly sensitive and robust measure of DSBs.

yH2AX is also an established biomarker for DNA damage (62) and cellular sensitivity to toxic agents (63).

In addition, yH2AX holds powerful potential for use in cancer diagnostics, cancer progression and treatment
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monitoring (54), and clinical pharmacodynamic studies (59). High-throughput and sensitive assays tailored

for different applications have been developed, facilitating ease of use.

Disadvantages. The majority of DNA damaging agents do not directly cause DSBs. In many cases, DSBs

are an indirect consequence of fork collapse due to replication blockage by DNA lesions. In these situations,

the result from yH2AX assay may differ significantly between resting cells and proliferative cells. Another

major concern in using the assay is the interpretation of the foci. It is still unclear whether every yH2AX

focus represents a DSB (64). In fact, formation of yH2AX foci have been observed in cells undergoing

apoptosis (65) as well as cells exposed to UV light (66). Small yH2AX foci also appear in certain cell types

(67, 68) and may interfere with the quantification of DSB-associated yH2AX foci.

Comet assays

Developed in 1984 (69), the comet assay has since become a classic tool in a number of fields,

including environmental biomonitoring, DNA repair studies, and genotoxicity screening (70, 71). The

comet assay is based upon electrophoretic migration of nuclear DNA in the presence of strand breaks (SBs).

DNA from cells exists as supercoiled loops, and a single SB relaxes the supercoiling, enabling the

movement of the free ends under electrophoresis (70). The result is a comet-like shape, where different

parameters of the comet tail can be quantified as a measure of DNA damage level. There are two main basic

versions of the comet assay. The alkaline comet assay detects DNA SSBs and alkali-labile sites while the

neutral comet assay mainly detects DSBs (72). The underlying principle of the comet assay dictates that

detectable DNA lesions must be convertible to SBs chemically, enzymatically, or biologically. Chemical

conversion includes transforming alkali-labile sites to SBs under high pH conditions (pH >13) (72).

Enzymatically, incubation with lesion-specific enzymes to create nicks or generate alkali-labile abasic sites

at the damage positions is an efficient method to improve sensitivity and specificity (e.g. Fpg, Endo III,

hOGG1, T4 Endo V, DpnI, AlkA, UDG) (72). Biological conversion is based on cellular repair of DNA

damage, which often involves multiple steps, including incisions to remove the damage base or a nucleotide

22



fragment surrounding the damage site. Repair intermediates that contain DNA SBs are generated through

this process and can be detected by the comet assay (72).

The comet assay has been used with human primary samples to assess DNA damage levels of

people who have been exposed to genotoxic chemicals. The level of DNA damage has been demonstrated

as a sensitive biomarker for several types of exposure (73). For example, antioxidant diet reduces oxidative

damage (26-28) while tobacco smoke increases both oxidative damage (74, 75) and aromatic bulky DNA

lesions (76). In fact, many studies have found that smoking status is highly correlated with the level of

aromatic bulky adducts found in peripheral blood lymphocytes (PBLs), a high level of which is associated

with more than threefold increase in lung cancer risk (77, 78). In addition, concomitant exposure to AFB,

and Hepatitis B synergistically increases risk of liver cancer (79).

Potential clinical applications of the comet assay have been demonstrated in a number of studies.

Specifically, cancer incidence can be monitored using the comet assay to examine DNA damage levels in

PBLs. Supporting evidence for the feasibility of this application includes results showing that PBLs of

cancer patients (e.g. head and neck, breast, bladder, and so on) have elevated basal DNA damage compared

to control groups (80). In addition, high chromosome aberration frequency in PBLs has been established as

a reliable biomarker for cancer incidence (81), suggesting that it is feasible to monitor for cancer incidence

via measures of DNA damage in PBLs. Besides diagnostics, another potential clinical application of the

comet assay lies in early prediction of tumor response to a cancer treatment regimen. Because only a small

number of surviving tumor cells is sufficient for a treatment to fail, it is important to be able to predict early

the tumor response and design an effective treatment regimen accordingly. In fact, strong correlation has

been observed between DNA damage susceptibility measured by the alkaline comet assay and sensitivity

to y-radiation and several chemotherapeutics (e.g. cisplatin, mitomycin C) in cancer cell lines (80, 82).

Advantages. The key advantages of the comet assay include simple procedures, sensitivity to low levels of

DNA damage, affordability, use of a small number of cells, and small amounts of test compounds. In

addition, different versions of the comet assays have been developed tailored for detection of specific types
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of DNA damage. DNA repair synthesis inhibitors have also been used to enhance the sensitivity of strand

break detection.

Disadvantages. The disadvantages of the comet assay lie in its low-throughput nature, poor reproducibility,

and slow image processing and analysis methods. Problems with reproducibility stem from both technical

problems and human errors/bias. Recently, CometChip was invented in the Engelward laboratory to address

these challenges (83, 84). CometChip increases throughput by more than 5,000 fold and also significantly

improves reproducibility (85). Another disadvantage is the potential interference from cytotoxicity. SBs

can arise from cell death processes, such as apoptosis, and comet assays may overestimate the level of DNA

damage-induced SBs.

1.2. CELL SURVIVAL QUANTIFICATION

In vitro measurements of cell survival after a toxic exposure are among the most fundamental and

broadly used endpoints in biology (86, 87). As a basic research tool, cytotoxicity assays enable analysis of

molecular pathways and gene functions (88, 89). Viability assays are also a mainstay assay in the

pharmaceutical industry where they are used to predict adverse effects as well as establishing efficacy of

compounds designed to kill cells, such as chemotherapeutics (90). Furthermore, from the perspective of

environmental health, cytotoxicity assays are critical for identifying agents in our environment that are

potentially toxic. There is an acute need for faster and better cytotoxicity assays by environmental health

sciences given the challenge of the more than 2,000 new compounds that are introduced annually into our

environment by industry (91).

The gold standard for cell survival testing is the colony forming assay, wherein cells are exposed

to a cytotoxic agent and the ability of single cells to form colonies is quantified (92, 93). This assay was

developed decades ago, and is still performed in most laboratories using essentially the same approach

wherein surviving colonies are stained and counted by eye. The power of the colony forming assay is that

it provides a direct measure of the ability of cells to divide, and it has an impressive dynamic range,
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spanning over several orders of magnitude. Nevertheless, this assay is performed relatively infrequently

compared to other cytotoxicity assays (described below) because it is low-throughput (often requiring 10-

21 days of incubation), it is prone to bias, there is significant variation from laboratory to laboratory, and

large dishes with large volumes of media are generally required. Importantly, the requirement for large

plates renders the assay incompatible with high-throughput screening technologies that require a 96 or 384

well format, and also serves as a barrier for analysis of novel compounds wherein only small quantities are

available.

A popular class of viability assays rely upon membrane integrity and mitochondrial functions as

endpoints. Several assays, such as the trypan blue or propidium iodide exclusion assay, quantify the loss in

cell viability by measuring the proportion of cells that have lost membrane integrity. A drawback of this

approach is that membrane permeability does not always accurately reflect cell viability. For example, cells

going through early apoptosis would be counted as viable using this assay.

Another approach for estimating viability is to measure mitochondrial functions via metabolism-

based endpoints. For example, the MTT/XTT assays are based upon the underlying principle that a live cell

can reduce tetrazolium salts to formazan derivatives, accompanied by a change in color that can be

measured by absorbance. Analogously, the CellTiter-Glo@ (CTG®) assay (from Promega) is based on

quantification of intracellular ATP as a measure of viable cells (94). Although these assays are highly

prevalent in toxicity screening (eg. services offered by CROs, drug development in pharma), they have

significant shortcomings, such as artifacts as a result of changes in pH, factors that affect cellular

metabolism, and constituents in cell media (e.g. reducing agents) (86).

1.3. INTERINDIVIDUAL VARIATION IN DNA REPAIR CAPACITY

There is a high variability in how an individual responds to DNA damaging agents. This variation

manifests in several important contexts. First, the risk of cancer associated with environmental and

occupational exposures to genotoxic agents varies widely among individuals. For example, only 10% of

heavy smokers develop lung cancer (95). Second, cancer patients undergoing treatment suffer different
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degrees of side effects, which can be mild or severe. Third, tumor response to a treatment regimen is also

highly variable (96). Therefore, the ability to predict how an individual responds to a DNA damaging agent

may enable more accurate assessment of cancer risk and provide useful information to design tailored

treatment regimens in order to minimize side effects while maximizing treatment effectiveness.

Many lines of evidence point toward an association between aberrant DNA repair capacity and risk

of cancer as well as sensitivity to treatment. Xeroderma pigmentosum represents a classic example where

genetic defects in a major repair pathway, NER, lead to -2,000-fold increased risk of skin cancer (48).

Fanconi anaemia (FA) patients, who carry genetic defects in the FANC repair pathway, are hypersensitive

to chemotherapeutics that induce interstrand crosslinks (ICLs) (46). An example highlighting the role of

DNA repair in treatment efficacy is the case of breast and ovarian cancers, where BRCA 1/2-deficiency

confers sensitivity to PARPT inhibitors (97-99).

Over the past two decades, there is mounting evidence showing significant interindividual

variations in DNA repair capacity, which are associated with differences in disease risk and treatment

outcomes. The evidence has been contributed by methods that indirectly or directly measure DNA repair

capacity. Examples of major indirect methods include gene variant association and gene expression studies.

Important results from gene variant association studies include a large number of correlations between

common single nucleotide polymorphisms in genes in major DNA repair pathways and cancer risks (56).

There are also important examples from gene expression studies. Reduced expression levels of XPG or

CSB are associated with higher risk of lung cancer (100). In some cases, the expression level of a single

DNA repair gene can predict the outcomes for certain cancer treatments [e.g. MGMT (101), ERCCI (102)].

A major challenge with indirect methods of measurement is that they may fail to predict protein functions

due to the complexity of biological processes that govern the transition from a gene to a functional protein.

Direct or functional methods for measurements of DNA repair capacity include enzyme activity

assays performed on cell-free extracts, quantification of DNA damage (e.g. 32P-postlalebling, comet

assays), and quantification of repair efficiency of damaged reporter plasmid DNA [host-cell reactivation
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assays (HCR)]. Activity assays using cell lysates have revealed wide variations among important repair

enzymes. Examples include a tenfold variation in MGMT activity (103) and AAG activity (104) in cell-

free extracts prepared from human lymphocytes. The comet assays allow detection and quantification of

overall DNA damage levels or specific DNA lesions, enabling direct monitoring of DNA damage

disappearance over time as a measure of DNA repair efficiency as well as repair kinetics. A number of

studies using comet assays demonstrate a wide range of variation in repair among people and associated

cancer risks (105-107). Results from studies using HCR assays show interindividual variations across most

of the major DNA repair pathways (108, 109) and provide further evidence of the association between DNA

repair capacity and cancer risks (110-113).

Despite the significance of interindividual variation in DNA repair capacity and the importance of

functional methods, clinical applications have been limited. Specifically, clinical applications of DNA

repair capacity have been realized mostly in genetic testing of known mutations for genes associated with

DNA repair defects and diseases (114). There are only infrequent uses of certain cell-based assays, such as

chromosomal aberration and UV-induced unscheduled DNA synthesis, for diagnostics in the clinics (115,

116). Furthermore, although genetic defects in DNA repair proteins have been exploited to improve cancer

treatment outcomes (102, 117), interindividual variation in DNA repair capacity has not been considered

in cohort selection for clinical trials or in designing treatment regimens.

It is evident that more studies are needed to further elucidate the relationship between DNA repair

capacity and clinical outcomes. Larger and more prospective studies are especially crucial since it is unclear

whether the altered DNA repair capacity associated with cancer risk and response to treatment is the cause

or the effect. The extensive crosstalk and competition between the major DNA repair pathways also needs

to be taken into account in these studies. To these ends, high-throughput assays capable of measuring

multiple repair pathways in parallel, such as CometChip (83, 84) and a multiplexed fluorescence-based

flow cytometric HCR assay (FM-HCR) (109, 118), have been developed. Efforts to demonstrate their

applications in large-scale population studies are under way.
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1.4. OBJECTIVE AND SPECIFIC AIMS

The objective of this dissertation is to establish and validate cell-based platforms for HT evaluation

of chemical toxicity. To that end, the following specific aims are pursued, and the next chapters are devoted

to comprehensive descriptions and in-depth discussions of the experimental results.

Aim 1. Development of a CometChip platform for detection of DNA adducts induced by

metabolic activation. The work detailed in chapter 2 addresses two major areas that are lacking in

genotoxicity testing: 1. rapid and sensitive detection of bulky DNA adducts, and 2. robust and

physiologically relevant metabolism of test compounds. With the advent of the CometChip platform (83,

84), it becomes possible to measure DNA damage in a high-throughput and reproducible fashion (85). To

overcome the first challenge, a technique commonly used to enhance SB persistence in the alkaline sucrose

sedimentation assay is adopted into a CometChip procedure. Bulky DNA adducts are primarily repaired by

the NER pathway, which generates transient SB intermediates (Fig. 1-5). Two DNA repair synthesis

inhibitors, hydroxyurea (HU) and I -p-D-arabinofuranosyl cytosine (ara-C), are used to inhibit the gap

filling step of NER, causing accumulation of SBs easily detectable by the alkaline comet assay. The use of

HepaRGTM, a unique human hepatocyte cell line that maintains high levels of liver-specific functions,

provides a possible solution to the second challenge. Extensive validation studies and results from a small

chemical screen to demonstrate the platform's applicability in genotoxicity testing are also described in

details.

Aim 2. Development of a microarray colony formation platform, MicroColonyChip, for high-

throughput cell survival quantification. Chapter 3 showcases the establishment of a cell survival assay

that addresses major shortcomings of commonly used methods. The gold standard is the colony formation

assay, which is exquisitely sensitive but requires a long incubation and large amounts of valuable test

compounds. On the other hand, many popular assays that are fast and compatible with microtiter plates rely

on indirect biomarkers of cell viability, which can result in lack of sensitivity in addition to viability-

independent interferences. The MicroColonyChip exploits the microarray platform originally developed
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for CometChip to grow non-overlapping colonies that are evenly spaced from one another, substantially

reducing the surface area required for colony formation. The assay also relies on automated analysis of

colony size distributions to measure relative cell survival, achieving similar sensitivity as the gold standard

assay within a few days instead of weeks. This chapter describes how MicroColonyChip works, how it

compares to commonly used assays, and potential applications for toxicity testing.

Aim 3. Application of CometChip in human lymphocytes to study interindividual variation

in DNA repair capacity. Chapter 4 describes the initial efforts to apply CometChip for population studies.

The chapter begins with the work to optimize CometChip assays for measuring DNA repair kinetics in

response to different types of DNA damage, including oxidative damage, alkylation damage, bulky adducts,

and DSBs, in human primary lymphocytes. Next, a small pilot study of ten volunteers comparing

intraindividual and interindividual variations in repair of oxidative damage is described. The chapter ends

with results obtained from lymphocytes isolated from 46 healthy volunteers and preliminary analyses

showing a sevenfold variation in repair rates of oxidative damage.

Chapter 5 offers a discussion of the experimental achievements, the limitations, and future work to

further establish the methods for chemical safety testing and population studies.
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Figure 1-1. Major types of DNA damage and DNA repair mechanisms (adapted from (7)). SSB = single-
strand break, DSB = double-strand break, BER = base excision repair, DR = direct reversal, HR =
homologous recombination, NHEJ = non-homologous end joining, NER = nucleotide excision repair,
MMR = mismatch repair.
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Figure 1-2. Examples of common oxidative nucleobase lesions.
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Figure 1-4. Examples of bulky lesions induced by environmental carcinogens: A. Mycotoxin aflatoxin B,

(AFB1); B. Benzo[a]pyrene (B[a]P), a polycyclic aromatic hydrocarbon; C. 2-Acetylaminofluorene (2-

AAF), previously used in insecticides; D. Ultraviolet radiation; E. 2-Amino-i -methyl-6-

phenylimidazo[4,5-b]pyridine (PhIP) and F. 2-amino-3-methylimidazo[4,5-]quinoline (IQ), major

heterocyclic amines in cooked meat; G and H. 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK), a

N-nitrosamine from tobacco smoke.
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Figure 1-5. Nucleotide excision repair (adapted from (119) by permission from RightsLink Permissions
Springer Customer Service Centre GmbH: Springer Nature, Nature Reviews Molecular Cell Biology).
There are two separate NER subpathways, global-genomic (GG-NER) and transcription-coupled (TC-
NER). The two subpathways differ in the initial damage recognition (steps 1, 2, and 3). GG-NER relies on
the damage sensor XPC in complex with RAD23 and CETN2 to constantly probe for disrupted base-
pairing. Once detected, the XPC complex binds to the DNA strand opposite the lesion. The diversity of
NER substrates is partially due to the fact that the XPC complex does not depend on direct contact with the
lesion for damage recognition. In TC-NER, a damage site is indirectly recognized when transcription is
blocked. The Cockayne syndrome protein CSB transiently interacts with RNA polymerase II during
transcription elongation and binds the stalled RNA polymerase II with a higher affinity. The CSA protein
is recruited to form the CSA-CSB complex, which potentially facilitates the backtracking of the stalled
RNA polymerase II, making the lesion accessible for repair. After damage recognition, the two NER
subpathways converge. The transcriptional initiation factor II helicase (TFIIH) complex is recruited to the
damage site by XPC (step 4). Upon binding, the CAK module dissociates from the TFIIH complex, leaving
behind a seven-subunit core (Core7). In a recent study, the CAK module has been shown to inhibit DNA
binding by TFIIH, thereby enhancing the specificity of XPC-dependent recruitment (120). Core7 includes
two ATP-dependent helicases, XPB and XPD, which are essential in unwinding the DNA around the lesion
to form a DNA bubble. Furthermore, a recent finding shows that XPB and XPD potentially provide an
additional damage verification step since the presence of bulky lesions inhibits their helicase activity (120).
While the same study also finds that AP sites do not inhibit the helicase activity, it is unclear whether this
result applies to other small base lesions. The damage verification step is believed to be further aided by
the XPA protein, which preferentially binds to single-stranded, modified nucleotides (119). TFIIH also
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mediates the recruitment of a structure-specific endonuclease, XPG, to the NER preincision complex (121).
Once the lesion is verified, XPA recruits the structure-specific endonuclease complex, XPF-ERCC 1, which
makes a 5' incision to the damage site (step 5). Gap filling DNA synthesis by DNA polymerases 6, K, and
F can happen immediately after this step. XPG is activated, potentially by the conformational change in the
NER complex (122), and cleaves the DNA strand 3' to the lesion site (step 6). Consequently, the lesion is
excised along with a DNA single strand of 22-30 nucleotides. DNA polymerases continue to fill in the gap
(step 7), and the final nick is sealed by DNA ligase 1 or 3 (step 8).

47



Chapter 2

High-Throughput Platform for Detection of DNA Adducts Induced by

Metabolic Activation of Xenobiotics

2.1. ABSTRACT

The comet assay is a well-known sensitive method used for measuring DNA damage that can lead

to or can be converted into strand breaks in DNA. One blind spot of the comet assay is its poor sensitivity

to detect bulky DNA adducts induced by the metabolism of xenobiotics, such as benzo[a]pyrene (B[a]P)

and aflatoxin B 1 (AFB1 ). CometChip, a high-throughput comet platform recently invented in the Engelward

laboratory, increases throughput by more than 5,000 fold and also increases reproducibility. The advantages

provided by CometChip enable our work aimed at optimizing conditions for high-throughput detection of

bulky DNA damage. We optimized CometChip conditions using DNA repair synthesis inhibitors

[hydroxyurea (HU) and 1 -p-D-arabinofuranosyl cytosine (ara-C)] to prevent completion of nucleotide

excision repair (NER) of bulky DNA adducts (the HU/ara-C approach). We also leveraged the metabolic

capacity of the HepaRGTM cell line for genotoxic assessment that is relevant in a human context. Here, we

demonstrated the use of our approach for detection of bulky DNA adducts induced by bioactivation in

HepaRGTM cells. We used B[a]P and AFBI as model DNA damaging agents that require bioactivation to

be reactive with DNA. Using specific CYP450 inhibitors, we validated that DNA damage detected is

dependent upon bioactivation of B[a]P and AFB 1. Importantly, inhibiting NER initiation resulted in a

reduction in the detected signal, confirming the mechanism of DNA damage detection in the HU/ara-C

approach is via NER-induced strand-break (SB) intermediates. Taken together, this approach provides a

rapid and sensitive method for genotoxicity assessment of chemicals in human-relevant metabolic

conditions.
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2.2. INTRODUCTION

Injuries to genetic material can lead to debilitating heritable diseases, cancers, and aging (1-4). It

is required that all pharmaceuticals are comprehensively tested for their genotoxic potential (5). On the

other hand, people are exposed to an unknown number of chemicals every day, most of which have not

been tested for safety. Current genotoxicity tests recognized by the regulatory authorities (e.g. Ames test,

chromosome aberration test, in vitro mouse lymphoma thymidine kinase mutation assay) are slow,

laborious, and often require large quantities of expensive test compounds (6). Significantly, there are about

100,000 synthetic chemicals in consumer products (7), and more than 2,000 new chemicals are released

every year (8), increasing the urgent need for testing methods that are not only reliable and sensitive but

also adaptable for high-throughput (HT) screens.

Although there have been many advances in the ability to screen for genotoxicity (6), many HT

technologies depend on indirect measures of DNA damage, such as yH2AX formation (9) or p53 activation

(10). To identify genotoxic agents, a number of methods are used for detecting DNA damage, including the

unscheduled DNA synthesis assay, alkaline elution method, and the single-cell gel electrophoresis assay

(comet assay). Developed in 1984 (11), the comet assay has since become a classic tool in a number of

fields, including environmental biomonitoring, DNA repair mechanisms, and genotoxicity (12, 13). The

key advantages of the comet assay include simple procedures, sensitivity to low levels of DNA damage,

affordability, use of a small number of cells, and small amounts of test compounds. The disadvantages of

the comet assay lie in its low-throughput nature, poor reproducibility, and slow image processing and

analysis methods. Problems with reproducibility stem from both technical problems and human errors/bias.

Recently, CometChip was invented in the Engelward laboratory to address these challenges of the

conventional comet assay (14, 15). CometChip increases throughput by more than 5,000 fold and also

significantly improves reproducibility (16).

The comet assay is based upon electrophoretic migration of nuclear DNA in the presence of SBs.

DNA from cells exists as supercoiled loops, and a single SB relaxes the supercoiling, enabling the
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movement of the free ends under electrophoresis (12). The result is a comet-like shape, where different

parameters of the comet tail can be quantified as a measure of DNA damage level. There are two main basic

versions of the comet assay. In the context of genotoxicity testing, the most relevant version is the alkaline

assay (pH >13) due to its sensitivity to a broader range of DNA damage than the neutral comet assay (13).

The alkaline comet assay detects DNA strand breaks and alkali-labile sites, such as abasic sites. Abasic

sites are the result of spontaneous loss of a damage base (most often alkylated purines) or are intermediates

in the base excision repair pathway (BER) (17). For this study, we opted to use the alkaline comet version

to maximize our platform's sensitivity.

The underlying principle of the comet assay dictates that detectable DNA lesions must be

convertible to SBs chemically, enzymatically, or biologically. Chemical conversion includes converting

alkali-labile sites to SBs under high pH conditions (pH >13) (17). Enzymatically, incubation with lesion-

specific enzymes creates nicks or generates alkali-labile abasic sites at the damage positions, which is an

efficient method to improve sensitivity and specificity (e.g. oxidized bases or alkylated bases) (17).

Biological conversion is based on cellular repair of DNA damage, which often involves multiple steps,

including incisions to remove the damage base or a nucleotide fragment surrounding the damage site.

Repair intermediates that contain DNA SBs are generated through this process and can be detected by the

comet assay (17).

Many environmental carcinogens have been shown to cause bulky DNA adducts (3, 18, 19). DNA

adducts are considered "bulky" when the damage thermodynamically destabilizes the DNA double helix,

distorting the DNA structure (18, 19). Examples are ultraviolet radiation (UVR)-induced lesions, including

cyclobutane pyrimidine dimers (CPDs) and pyrimidine-pyrimidones (6-4PPs) (20), and adducts induced by

bioactivated polycyclic aromatic hydrocarbons (PAHs) (21). Unrepaired adducts can block replication and

transcription, which leads to cell-cycle arrest that can result in cell death (22), as well as promote

mutagenesis and carcinogenesis (23-27). In fact, high levels of bulky DNA adducts have been shown to
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correlate with an increased risk of cancer in humans (28, 29). Therefore, a method enabling sensitive and

rapid detection of bulky adducts has the potential to make a positive and significant impact on human health.

The conventional comet assay has relatively poor sensitivity bulky DNA lesions because these

lesions are difficult to convert to SBs. There are currently no robust methods using endonucleases to create

lesion-specific nicks. Therefore, these lesions are often indirectly detected via SB repair intermediates of

NER (17). Having the widest range of substrates among the repair pathways, NER is the main pathway that

recognizes and removes bulky DNA lesions (18-20). NER operates following an efficient "cut-patch-cut-

patch" model, minimizing the presence of SB intermediates (30). The incision 5' to the damage site made

by the ERCC 1 -XPF endonuclease is followed by DNA repair synthesis, which in turn activates 3' incision

by the XPG endonuclease. DNA repair synthesis continues to fill in the resulting gap, and the nick is sealed

by DNA ligases (31, 32).

Importantly, inhibition of DNA repair synthesis has been shown by a number of techniques to

enhance SB accumulation in cells treated with UV light and PAHs, including the alkaline sucrose

sedimentation assay (33, 34), alkaline unwinding (35), alkaline elution assay (36, 37), and the alkaline

comet assay (38-40). A combination of HU and ara-C is often employed. HU depletes the

deoxyribonucleotide triphosphate (dNTP) pool by inhibiting the activity of ribonucleotide reductase (41-

45). Ara-C is a deoxycytidine structural analog (46), which can be incorporated into DNA (47-50),

inhibiting DNA elongation by DNA polymerases and causing early chain termination (47, 51-54)

The HU/ara-C combination enhances the comet assay's sensitivity in detecting DNA damage and

has the potential to be used as an efficient tool in genotoxicity testing (38-40). However, little has been

done to validate the contribution of bulky adducts in the detected signals as well as develop conditions for

a HT approach. Here, we aimed to develop a HT platform based on CometChip for sensitive detection of

bulky DNA adducts by using HU and ara-C to amplify the level of SBs generated by NER.
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In the human body, foreign substances (xenobiotics) are extensively metabolized, mainly by

hepatocytes in the liver (55). Bioactivation is the metabolic process whereby a chemical is converted into

reactive or toxic metabolites. Therefore, in order for chemical toxicity assessment to be physiologically

relevant, it is essential to have a testing system that can provide appropriate levels of xenobiotic metabolism.

Many environmental procarcinogens are hydrophobic, allowing for passive diffusion through the

cell membrane (56). Kidney clearance of the parent chemicals requires that they are converted to a more

hydrophilic form to be soluble in aqueous urine (55). The biotransformation process of xenobiotics is

typically divided into two phases. Phase I includes oxidation/reduction of parent chemicals, increasing their

hydrophilicity by adding polar groups, such as hydroxyl or amine (55, 56). The cytochrome P450 enzymes

(CYP450s), or microsomal mixed-function mono-oxygenases, account for -75% of all phase I enzymes

(56) and are involved in -95% of oxidative biotransformation (55). Phase II further increases the polarity

of the metabolites from phase I (or chemicals containing moieties appropriate for conjugation reactions) by

adding hydrophilic groups (e.g. glucuronic acid, glutathione, and so on) (55). In many cases, the oxidation

products of CYP450s carry highly unstable and reactive moieties (e.g. epoxide) that readily react with

DNA, forming covalent adducts. Therefore, any assessment of chemical genotoxicity needs to take into

consideration the genotoxic potential of both the parent chemicals and their metabolites.

A major drawback of current in vitro genotoxicity assays is the lack of a standard system that can

provide consistent and human relevant levels of metabolic enzymes. In regulatory settings, rat liver S9

fraction is recommended in most in vitro toxicity tests to provide metabolic activation (5). The use of rat

S9 fraction has a few critical disadvantages, including the interspecies difference between rat and human

metabolisms, large batch-to-batch metabolic variability, and overrepresentation of CYP450s (57-61). For

these reasons, a system that uses a human cell model is preferable. Currently, primary human hepatocytes

are considered the gold standard (62). The drawbacks are high costs and low reproducibility due to inter-

individual variation in metabolic capacity (63). To circumvent these advantages, a number of cell lines have

been established, some of which were derived from human liver cancers (e.g. HepG2, Fa2N-4, BC2) while
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some were engineered to express metabolic enzymes (e.g. MCL-5). Human liver-derived cell lines tend to

express very low levels of metabolic enzymes (63). For example, the classic human hepatoblastoma-derived

HepG2 cell line, which was established nearly 40 years ago (64), has been widely used in a large number

of studies with references in more than 9,000 scientific articles (65). Although HepG2 cells retain many

liver specific functions, they exhibit very low basal and inducible levels of P450s, with the exception of

CYPI family. Engineered cell lines, on the other hand, often express a narrow set of CYP450s and do not

exhibit the regulation of gene expression in primary hepatocytes (63, 66).

In 2002, the hepatoma cell line HepaRG was established from a hepatocellular hepatoma as a cell

model for Hepatitis B infection studies (67). HepaRG cells can undergo extensive differentiation, exhibiting

hepatocyte-like morphology as well as displaying substantial liver-specific functions. Differentiated

HepaRG cells (commercialized as HepaRGTM) express broad-spectrum Phase I and Phase II enzymes, many

of which are maintained at levels within the normal range of human hepatocytes and are significantly higher

than in HepG2 cells. Since establishment, HepaRGTM cells have gained popularity as an in vitro model for

a number of drug metabolism and hepatototixicty studies (60, 68-78).

In this study, we developed an alkaline CometChip platform for genotoxicity HT screening by

incorporating the use of two DNA repair synthesis inhibitors, HU and ara-C, and HepaRGTM cells. We

describe here the use of this platform in detection of bulky DNA adducts induced by bioactivation. We used

B[a]P and AFB1 as model DNA damaging agents that require bioactivation to be reactive with DNA. Using

CYP450 inhibitors, we validated that DNA damage detected using our approach is dependent upon

metabolic activation of B[a]P and AFB1 . Importantly, we inhibited NER initiation, which results in a

reduction in SB levels, indicating the contribution of NER intermediates to detected SBs. Furthermore, we

demonstrated that the platform has superior sensitivity compared to the conventional alkaline comet

procedure using a small screen of nine known in vivo genotoxins.

Taken together, we have leveraged the HT advantage of CometChip, the enhanced sensitivity of

the HU/ara-C combination, and the metabolic capacity of HepaRGTM cells to develop a screening platform
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for DNA damage induced by the metabolism of xenobiotics. We believe this platform provides a rapid and

sensitive tool to help overcome an important public health challenge, which is HT genotoxicity assessment

in human-relevant metabolic conditions.

2.3. MATERIAL AND METHODS

Chemicals

Reduced L-glutathione (GSH, G6013), hydroxyurea (HU, H8627), and cytosine arabinoside (ara-

C, C 1768) were obtained from MilliporeSigma, St. Louis, MO. IX GSH solution (10 mM) was prepared

by dissolving GSH powder in warm culture medium and used immediately within 30 minutes of

preparation. 1,000X HU (1 M) and 1,000X ara-C (10 mM) stock solutions were prepared by dissolving

crystal HU and ara-C in cell culture grade water and stored in 30-50 pL aliquots at -20'C for no more than

one year.

30% w/w hydrogen peroxide (H 202 ) solution was obtained from MilliporeSigma, St. Louis, MO

(H1009) and was stored at 4'C, protected from light. H202 dilutions were freshly prepared from the 30%

stock immediately before use. 99% methyl methanesulfonate (MMS) solution was obtained from

MilliporeSigma, St. Louis, MO (129925) and was stored at room temperature. MMS dilutions were freshly

prepared from the 99% stock less than 15 minutes before use. 100% dimethyl sulfoxide (DMSO) was

obtained from MilliporeSigma, St. Louis, MO (D8418).

Other chemicals (Table 2-1) were purchased in powder form and dissolved to prepare stock

solutions, and their aliquots were stored at -20'C for up to one year. To use, an aliquot was slowly thawed

at room temperature.

Cell culture
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Dulbecco's phosphate-buffered saline (DPBS), high-glucose Dulbecco's Modified Eagle's

Medium (DMEM, high glucose, 11965092), RMPI-1640 with GlutaMAX TM (61870), 200 mM L-glutamine

(A2916801), 10,000 U/ml Pen-Strep (15140), lOOX GlutaMAX TM supplement (35050061), William's E

Medium (WEM, A1217601), HepaRGTM Thaw, Plate, & General Purpose Medium Supplement

(HPRG670), HepaRG TM Maintenance/Metabolism Medium Supplement (HPRG620), 0.25% Trypsin-

EDTA with phenol red (25200), and 96-well plate coated with collagen I (Al 142803) were purchased from

ThermoFisher Scientific, Waltham, MA. Fetal bovine serum was obtained from Atlanta Biologicals, Inc.,

Flowery Branch, GA.

All the cells were cultured in an incubator set at 370 C with 5% CO2 .

TK6 (79, 80), a human B-lymphoblastoid cell line, was a gift from W. Thilly. TK6 was cultured in

RPMI 1640 medium with GlutaMAX TM supplemented with 100 U/ml Pen-Strep. TK6 cell suspension was

directly obtained from the suspension culture.

The XPG cell lines were gifts from 0. Scharer. These include XPG-deficient, XPG/WT, and

XPG/E791 A. The XPG-deficient cell line was obtained from SV40-transformation of the primary human

skin fibroblasts from patient XPCS1RO (81). XPG/WT and XPG/E791A cells were obtained from the

stable transfection of the lentiviral vector containing XPG WT cDNA or XPG-E791 A cDNA in the XPG-

deficient cell line (30). The XPG cell lines were cultured in high-glucose DMEM supplemented with 10%

FBS, 2 mM L-glutamine, and 100 U/ml Pen-Strep.

HepG2 (ATCC® HB-8065 TM), an immortalized cell line derived from human hepatocellular

carcinoma, was obtained from the American Type Culture Collection (Manassas, VA). The cells were

cultured in high-glucose DMEM supplemented with 10% FBS, lX GlutaMAX TM, and 100 U/ml Pen-Strep.

For chemical exposures, exponentially growing cells were plated in a tissue cultured treated 96-well plate

two days before treatment. The seeding density was 50,000 cells/well.
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Cryopreserved HepaRGTM (HPRGC 10), a terminally differentiated hepatic cell line, was purchased

from ThermoFisher Scientific (Waltham, MA). HepaRGTM was thawed and cultured according to the

supplier's manual. Briefly, the general purpose working medium was WEM supplemented with IX

GlutaMAXTM and IX HepaRGTM Thaw, Plate, & General Purpose Medium Supplement. The metabolism

working medium was WEM supplemented with IX GlutaMAXTM and HepaRG TM

Maintenance/Metabolism Medium Supplement. HepaRGTM cells were thawed in the general purpose

working medium and plated in a 96-well plate coated with collagen I at 100,000 cells/well. For same-day

chemical treatments, the final volume per well after plating was 50 ptL. Cells were allowed to attach for 1-

1.5 hr. 50 piL of chemical solution in 2X concentration (prepared in the general purpose working medium)

was added to each well to obtain a final concentration of IX and a final volume of 100 ptL. For day-7

chemical treatments, the final volume per well after plating was 100 pL. One day after plating, the general

purpose working medium was changed to the metabolism working medium. The metabolism working

medium was renewed on day 4 and day 6 after plating. On day 7, the cells were treated with 100 pL of IX

test chemical prepared in the metabolism working medium.

To obtain cell suspension for the XP-G cell lines, HepG2, and HepaRG, the monolayer culture was

incubated with 0.25% Trypsin-EDTA at 370 C. For XPG cell lines, the incubation time was 1-2 minutes.

For HepG2 and HepaRG, the incubation time was 5-10 minutes. Detached cells were then suspended in

complete working media. Cell viability and cell number were analyzed using an automated Trypan Blue

exclusion system [Vi-CELLTM cell counter (Beckman Coulter Life Sciences, Brea, CA)].

CometChip fabrication

SylgarTM 184 silicone elastomer kit (102092-312) and bottomless 96-well plates (82050-714) were

purchased from VWR, Radnor, PA. GelBond® Film (53761) was obtained from Lonza, Portsmouth, NH.

UltraPure TM agarose (16500100) and UltraPureTM low melting point agarose (16520100) were purchased

from ThermoFisher Scientific, Waltham, MA.
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The microwells were fabricated as described previously (14-16, 82). Briefly, 1% w/v agarose

solution in DPBS was prepared. A polydimethylsiloxane (PDMS) stamp with an array of micropegs was

fabricated using the SylgarTM 184 kit as described previously (15). The stamp was pressed into the molten

agarose solution on top of the hydrophilic side of a sheet of GelBond® Film. The agarose was allowed to

gel at room temperature for ~15 minutes. The stamp was removed to reveal an array of microwells with

-40-50 tm in both diameter and depth. The microwells were spaced 240 pm apart. A bottomless 96-well

plate was pressed on top of the agarose chip to form 96 macrowells. The bottom of each macrowell was an

array of~-300 microwells.

To load cells into microwells, ~2,000 - 200,000 cells in suspension were placed into each

macrowell, and the chip was incubated at 37'C in the presence of 5% CO 2 for 15 minutes. This time is

sufficient for most cell types to have fully loaded into the microwells by gravity. Excess cells were then

washed off with DPBS by shear force. The chip was covered with a layer of overlay agarose (1% w/v low-

melting point agarose solution in DPBS, kept molten at 43'C until use). For complete solidification of the

overlay agarose, the chip was kept at room temperature for 2 minutes followed by 2 minutes at 4'C.

Alkaline comet assay

Sodium chloride (NaCl, 7581), disodium EDTA (Na2EDTA, 4931), and sodium hydroxide pellets

(NaOH, 7708) were purchased from VWR, Radnor, PA. Trizma@ base (T1503), Trizma@ HCl (T5941),

and Triton X-100 (X-100) were obtained from MilliporeSigma, St. Louis, MO. 10,OOOX SYBRTM Gold

nucleic acid gel stain was obtained from ThermoFisher Scientific, Waltham, MA.

The alkaline lysis buffer (pH ~ 10) was a solution of 2.5 M NaCl, 100 mM Na2EDTA, 10 mM

Trizma@ base, and 1% v/v Triton X-100 dissolved in de-ionized H20 (dI H 2 0). The alkaline unwinding

buffer (pH ~ 13.5) was prepared by diluting NaOH and Na 2EDTA stock solutions in dl H2 0 to final

concentrations of 0.3 M and 1 mM, respectively. The neutralization buffer (pH - 7.5) was prepared by

dissolving Trizma® HCl in distilled H20 to a final concentration of 0.4 M.
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Cells encapsulated in CometChip were lysed in the alkaline lysis buffer overnight at 4'C. The

nuclei were unwound in the alkaline unwinding buffer for 40 minutes at 41C, and the DNA was

electrophoresed in the same buffer at the same temperature for 30 minutes at 1 V/cm and ~300 mA. The

CometChip was then washed three times in the neutralization buffer by submerging for five minutes each

time.

Afterward, the DNA on ComeChip was stained for 15 minutes at room temperature with IX of

SYBRTM Gold diluted in DPBS, protected from light. Fluorescent images of the comets were captured at

40X magnification using an epifluorescence microscope (Nikon Eclipse 80i, Nikon Instruments, Inc.,

Melville, NY) with a 480 nm excitation filter. Image acquisition was achieved by automatic scanning using

a motorized XY stage. Comet images were automatically analyzed using Guicometanalyzer, a custom

software developed in MATLAB (The MathWorks Inc., Natick, MA) as previously described (15). Outputs

from Guicometanalyzer were processed and imported to a spreadsheet (Microsoft Excel, Microsoft Office

Suite 2016) using Comet2Excel, an in-house software developed in Python (Python Software Foundation,

Python version 2.7.10).

Liver perfusion and hepatocyte culture on CometChip

100X Gibco@ Antibiotic-Antimycotic (15240) was purchased from ThermoFisher Scientific,

Waltham, MA. Insulin-transferrin-sodium selenite supplement (ITS) (11074547001), aprotinin (A3428),

HEPES (H4034), dexamethasone (D4902), and Percoll® (P4937) were obtained from MilliporeSigma, St.

Louis, MO.

Isolation medium was WEM supplemented with IX GlutaMAX TM, lX Gibco@ Antibioti-

Antimycotic, 10 ptg/mL IST, 1 tg/mL aprotinin, 10 mM HEPES, 0.1 1iM dexamethasone, and 10% FBS.

Maintenance medium was isolation medium without 10% FBS.

Primary mouse hepatocytes were obtained from 10-14 week old C57B16 mice using a standard two-

step collagenase liver perfusion procedure with minor changes (83, 84). The isolated cells were suspended
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in the isolation medium and were enriched for viable hepatocytes by centrifugation using a 45% Percoll®

solution. Cell viability and cell number were analyzed using an automated Trypan Blue exclusion system

[Vi-CELLTM cell counter (Beckman Coulter Life Sciences, Brea, CA)]. The perfusion procedure yielded

-20-50 million cells per liver and ~80-90% cell viability.

Microwell array in agarose chip was fabricated as described in the Alkaline CometChip section

with some changes. Specifically, the 1% w/v agarose solution and the overlay agarose solution were

supplemented with 2X Gibco@ Antibiotic-Antimycotic. Hepatocytes in suspension were loaded into

microwells by incubating at 37'C for a maximum of 10 minutes. After the agarose overlay step, cells were

incubated in isolation medium (50 ptL/macrowell) at 37'C in the presence of 5% CO 2. After four hours,

isolation medium was exchanged for maintenance medium, and cells were incubated overnight at 37'C in

the presence of 5% CO2. After the overnight incubation, chemical treatments were performed by exposing

cells to IX solution of test compounds diluted in the maintenance medium (50 pL/macrowell).

Ultraviolet (UV) light exposure

Prior to UV irradiation, cells embedded in CometChip were incubated for 40 minutes at 37'C in

working medium supplemented with 10 mM GSH. Exposure to 254 nm UV light radiation (UVC) was

administered via a handheld UV lamp that had a dose-rate of 14 J/m 2 /s at a distance of 7.6 cm (UVP

95001614, ThermoFisher Scientific, Waltham, MA). The UV irradiation procedure was carried out in the

dark at 4'C.

To query the level of bulky adducts induced by UV exposure, we used a combination of 1 mM HU

and 10 pM ara-C to inhibit NER repair synthesis. Specifically, 50OX HU/ara-C solution was prepared by

combining one volume of I M HU and one volume of 10 mM ara-C. Before UV exposure, cells were

pretreated with IX HU/ara-C prepared in working medium supplemented with 10 mM GSH for 40 minutes

at 37'C. Following UV exposure, cells were incubated in working medium supplemented with 10 mM GSH
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and 1X HU/ara-C for one hour and four hours at 37'C. Cells were lysed in the alkaline lysis buffer and the

level of DNA strand breaks were analyzed following the alkaline comet assay described above.

To study NER efficiency, we examined the the repair rate of CPDs induced by UV irradiation. The

bacterial T4 endonuclease V (M0308S, New England BioLabs, Ipswich, MA) was used in combination

with the alkaline comet assay to query the level of CPDs (85) over 24 hours of repair. Briefly, UV-exposed

cells were incubated in working medium supplemented with 10 mM GSH for one hour, four hours, and 24

hours. Cells embedded in CometChip were lysed overnight in the alkaline lysis buffer. The CometChip was

then washed three times with the enzyme reaction buffer (1 mM EDTA, 100 mM NaCl, 25 mM Na2HPO 4 ,

100 ptg/mL BSA, pH 7.2) by submerging for 15 minutes each time. The enzyme reaction was performed by

incubating the CometChip with 50 U/mL T4 Endonuclease V in the enzyme reaction buffer for 15 minutes

at 37'C. Afterward, the CometChip was placed in the alkaline unwinding buffer and processed following

the remaining steps of the alkaline comet assay.

AFB1 and Bla]P treatments

For each dose of the test compound, a 200X solution was prepared by diluting the stock solution

(4 mM AFB1 or 20 mM B[a]P) in DMSO. The IX solution was prepared by diluting the 200X with cell

culture medium. A vehicle control condition was included by diluting DMSO in cell culture medium to get

a final concentration of 0.5%. Cells were incubated with the IX solution for 24 hours at 37'C in the presence

of 5% CO2. To reveal the level of DNA damage induced by the test compound, cells were also exposed to

IX HU/ara-C at the same time. After treatment, cells were analyzed with the alkaline comet assay.

Inhibition of AFBI or BjaJP bioactivation

5 pM KET or 25 ptM ANF was added to culture medium at the start of the AFB1 or B[a]P treatment

to inhibit AFB1 or B[a]P bioactivation, respectively. The maximum final concentration of DMSO was 0.6%.

The remaining steps were similar to the AFBI and B[a]P treatments.

Inhibition of NER initiation with spironolactone (SP)
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Cells were pretreated with 20 pM SP for 5 hours at 370 C. For UV-treatment, 20 piM was also added

to the 40-min incubated period prior to UV exposure and in the medium for repair following the irradiation.

The maximum concentration of DMSO was 0.1%, and the remaining steps were similar to the UV exposure

experiment. For AFB1 and B[a]P, 20 pM SP was also added to the culture medium during the treatment

period. The maximum final concentration of DMSO was 0.6%. The remaining steps were similar to the

AFBI and B[a]P treatments.

CellTiter-Glo® assay (CTG®) for cell viability

The CellTiter-Glo® luminescent cell viability assay kit (G7570) was obtained from Promega,

Madison, WI. Cell viability after 24 hours of chemical treatment was measured according to the

manufacturer's manual. Luminescent signals were recorded using a SpectraMax M2e microplate reader

(Molecular Devices, Sunnyvale, CA). Control wells with no cells were included to obtain background

luminescence, which was then subtracted from the signals measured in the sample wells.

P450-GloTM assays for CYP3A4 and CYP1A2 activity

The P450-GIOTM CYP3A4 assay with luciferin-IPA (V9001) and the P450-GIOT M CYPI A2 assay

with luciferin-1A2 (V8421) were purchased from Promega, Madison, Wi. The activity levels of CYP3A4

and CYP1A2 in cells were measured according to the manufacturer's protocol for non-lytic cell-based

assays. Luminescent signals were recorded using a SpectraMax M2e microplate reader (Molecular Devices,

Sunnyvale, CA). Control wells with no cells were included to obtain background luminescence. The net

signal for each sample was obtained by subtracting the background luminescence value.

CYP3A4 or CYP1A2 activity per cell can be obtained by normalizing P450-GIO TM values with cell

numbers. After a sample was analyzed for CYP3A4 or CYPlA2 activity, the CTG® assay was performed

to obtain an estimate of the number of viable cells in the sample. The result from P450-GloTM was then

divided by the CTG@ value to obtain CYP3A4 or CYPIA2 activity per cell.

Hydrogen peroxide (H20 2) treatment
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Doses of H202 were prepared immediately before use by diluting 30% stock solution (10 M) with

cold PBS. Suspension of TK6 cells was obtained directly from exponentially growing culture and loaded

onto CometChip (see "CometChip fabrication"). A new bottomless 96-well was placed on top of the

CometChip. 100 ptL of H202 solution was pipetted into each well, and the CometChip was incubated at 4'C

for 20 minutes, protected from light. Afterward, the H 202 solution was aspirated, and the bottomless plate

was taken off. The CometChip was rinsed by submerging in cold PBS. To analyzed DNA damage

immediately after treatment, the CometChip was placed in cold alkaline lysis buffer and processed

following the remaining steps of the alkaline comet assay. To study repair kinetics, the CometChip was cut

into -5 cm x 5 cm pieces using a pair of sterile surgical scissors and incubated in culture medium at 37'C

for up to two hours. At each time point, a piece of CometChip was removed and placed in cold alkaline

lysis buffer. The remaining steps followed the alkaline comet assay procedure.

Methylmethane sulfonate (MMS) treatment

Doses of MMS were prepared -15 minutes before use by diluting 99% stock solution (11.8 M)

with warm serum-free media (pre-warmed by incubation at 37C). Suspension of TK6 cells was obtained

directly from exponentially growing culture, and 1 mL of cell suspension was placed in a 15 mL conical

tube. The tube was centrifuged (200 x g, 5 minutes), and the supernatant was aspirated. The cell pellet in

each well was re-suspended in 1 mL of MMS solution, and the tube was incubated for 30 minutes or one

hour at 370 C. Next, the tube was again centrifuged (200 x g, 5 minutes), and MMS supernatant was

aspirated. Each cell pellet was washed three times by re-suspending in 1 mL PBS, spinning down (200 x g,

5 minutes), and aspirating the supernatant. After the last wash, each pellet was re-suspended in 1 mL culture

medium. To analyzed DNA damage immediately after treatment, 50 pL of cell suspension was transfer to

a macrowell on CometChip. After the cells loaded into the microwells (see "CometChip fabrication"), they

were immediately placed in cold alkaline lysis buffer and processed following the remaining steps of the

alkaline comet assay. To analyze repair kinetics, remaining cells in the tube were incubated at 37C for up
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to 24 hours. At each time point, 50 ptL of cell suspension was transfer to a macrowell on CometChip and

processed as above.

2.4. RESULTS

Modification of alkaline CometChip for sensitive detection of bulky DNA adducts (HU/ara-C

approach)

Many environmental carcinogens, such as ultraviolet light, aflatoxins, PAHs, and heterocyclic

amines, induce DNA lesions that are considered "bulky" (18, 19). Bulky adducts thermodynamically

destabilize the double helix, making them good substrates of NER (19). After the damage site is recognized

and verified, dual incisions are made to excise a 22-30 nucleotide fragment surrounding the damage site

(20). As a consequence, NER produces a number of SB intermediates as part of the repair pathway. These

intermediates are, in principle, detectable by the alkaline comet assay. However, it has been reported that

the frequency of SBs is relatively low in high UV doses (86), which suggests that NER SB intermediates

are transient and difficult to detect with the alkaline comet assay.

To improve throughput and reproducibility, in this study we performed the alkaline comet

procedure using CometChip as described previously (15, 16, 82) (Fig. 2-1, see Methods). In order to

investigate the sensitivity of the alkaline CometChip in detecting bulky DNA lesions, we exposed

immortalized human fibroblasts with UV-C, which is known to induce mostly CPDs and 6-4PPs (20), as

well as oxidative damage (87, 88). Both CPD and 6-4PP are known to destabilize the DNA duplex and are

substrates for NER (18-20). To minimize oxidative damage induced by UV radiation, the cells were pre-

treated with reduced glutathione (10 mM GSH). After exposure to UV-C, the cells were allowed to repair

for up to four hours in fresh medium supplemented with GSH. As shown in Fig. 2-2A, the level of DNA

SBs analyzed by the alkaline comet assay increases following UV exposure, reaching a maximum of~20%

tail DNA after one hour and slowly going down to ~15% at the 4-hour time point. Both of these numbers
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are only slightly above the basal damage level (-10% tail DNA) and well below the alkaline comet assay's

saturation level (-75% tail DNA), indicating that the assay is relatively insensitive to bulky adducts.

SB intermediates from DNA repair are transient, and the level of SBs is a function of both break

generation (incision) and gap filling (DNA repair synthesis and ligation). Therefore, slowing down or

inhibiting gap filling can theoretically enhance the level of SBs, thereby improving the assay's sensitivity.

To test this hypothesis, we irradiated XPG/E791A cells (30) with UV-C and measured the resulting SBs.

The E791A mutation renders the XPG enzyme catalytically inactive but still allows DNA binding (30, 89).

Because the 5' incision by ERCCI-XPF is not affected (30) XPG/E791A cells are able to generate NER

SB intermediates. However, XPG-E791A is not able to cleave 3' to the damage site, leading to a 5'

overhang and preventing ligation. In fact, we observed that SBs accumulate in XPG/E791A cells overtime

following UVR, exhibiting >2.5-fold the level of SBs in XPG/WT (Fig. 2-2B).

An implication from Fig. 2-2B is that NER's efficient gap filling contributes to the transient state

of the SB intermediates. As a consequence, the result suggests that it is possible to increase the assay's

sensitivity by inhibiting gap filling. In fact, classic SB detection methods, such as the alkaline sucrose

sedimentation technique (33, 34) and alkaline elution assay (36), employ the use of DNA repair synthesis

inhibitors to obtain more SBs for DNA repair studies of UV-induced damage. We adapted this technique

and employed a combination of the inhibitors HU and ara-C. In the presence of HU/ara-C (short for "a

mixture of 1 mM HU and 10 ptM ara-C"), the level of accumulated SBs reaches a steady state of -73-78%

tail DNA after one hour following UVR (Fig. 2-2C), which is -four times higher than the control condition

without HU/ara-C (Fig. 2-2A). Since 75% tail DNA is the alkaline comet assay's saturation limit, it is

possible that a higher number of SBs are generated but not reflected in the comet result.

HU/ara-C eliminates strand break formation by NER

To validate that the use of the HU and ara-C combination inhibits NER gap filling while allowing

NER incision, we compared the results from XPG-deficient and XPG/WT cells (see Methods). Cells
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defective in XPG are unable to initiate NER and generate SB intermediates in the presence of DNA lesions

(30). Here, we show that SB accumulation in XPG-deficient cells is significantly less than in XPG/WT in

both the absence and presence of HU and ara-C (Fig. 2-2D). The difference is revealed to be more than

three-fold in the presence of the repair synthesis inhibitors, showing that most of the detected SBs using

HU/ara-C are NER intermediates.

Dose-response to UV treatment using HU/ara-C approach

We also investigated the ability to study dose-response to a genotoxic agent using HU/ara-C. TK6

(human lymphoblastoid) and HepG2 (human hepatocyte cell line) were incubated in medium supplemented

with GSH, HU, and ara-C for ~40 minutes and irradiated with various doses of UV-C. The cells were

allowed to repair in the same medium for one hour after UV exposure to facilitate maximum SB

accumulation. The HU/ara-C combination displays a strong dose-response to UV-C treatment in both cell

lines, ranging from the basal level of~-10% to -75% tail DNA (Fig. 2-2E). In contrast, the control condition

without HU/ara-C shows significant increase in SBs only at the highest dose in HepG2 cells (-20% tail

DNA).

Application of the HU/ara-C method to detect damage induced by metabolic activation of AFB1 and

Bja]P

Many environmental carcinogens are metabolically activated upon entering the body, mainly by

hepatocytes in the liver (55). To study DNA damage in physiologically relevant metabolism conditions, we

aimed to optimize an alkaline CometChip procedure using the HU/ara-C method together with

metabolically competent human cell lines. We demonstrated the efficacy of the method by treating

HepaRGTM, HepG2, and primary mouse hepatocytes with the carcinogens aflatoxin Bi (AFB1 ) and

benzo[a]pyrene (B[a]P), both of which are known to become DNA reactive upon metabolic activation by

CYP450s. To control for bioactivation, we included a negative control cell line, TK6, which has been shown

to have no expression of CYP450s (90).
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Aflatoxin B1 treatment in cell lines

The mycotoxin AFBi is a potent environmental human carcinogen (91). It is produced by the molds

Aspergillus flavus and A. parasiticus, which are frequent contaminants in peanuts and maize in certain

regions of the world (92). Exposure to AFBI increases the risk of hepatocellular carcinoma (HCC) about

three times, and co-exposure with hepatitis B elevates the risk approximately 60-fold (23). AFBi requires

bioactivation to become reactive to DNA. Several CYP450 enzymes (93), such as CYP3A4 and CYP IA2,

are known to oxidize AFBI, producing a number of metabolites (94-97). The highly mutagenic metabolite,

AFBI-exo-8,9-epoxide, is very unstable, with a half-life of ~1 s in neutral pH at room temperature (98).

The metabolite readily reacts with the N7 position of guanine to form DNA adducts. The most ubiquitous

are AFBi-N7-dG and AFB 1-Fapy-dG, both of which can lead to G-to-T transversions (24, 25). AFBi-N7-

dG highly distorts the double helix and has been shown to be excised by NER (99). In addition, a recent

study shows that AFBi-Fapy-dG is partially repaired by BER (recognized and excised by the glycosylase

NEIL 1) in mammalian cells (100).

Because CYP3A4 and CYP IA2 are essential in bioactivation of AFB1 , we compared the activity

levels of these two enzymes in HepaRGTM and HepG2 cells using the P450-GloTM assay (see Methods).

As expected, HepaRG TM exhibits much higher activity levels for both of these P450s. Specifically,

HepaRG TM shows >100-fold higher CYP3A4 activity (Fig. 2-SI) and >10-folder higher CYP1A2 activity

compared to HepG2 cells (Fig. 2-S2). Consistent with the difference in P450 activity, HU/ara-C reveals a

strong dose-response relationship to AFBI treatment in HepaRGTM cells while HepG2 cells show relatively

little increase in SBs (Fig. 2-3A). The negative control cell line for bioactivation, TK6, has CYP3A4 and

CYP 1A2 activity levels below the detectable range of the P450-Glo assay and shows no response to AFB,

treatment in both the absence and presence of HU/ara-C, further supporting the role of metabolic activation

in SB formation. In addition, while HepG2 cells display a slight trend toward increased DNA damage with

higher doses of AFBI, no such trend is observed in TK6 cells (Fig. 2-3A). In the presence of HU/ara-C,
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there is -2-fold increase in background damage in TK6 cells, potentially due to either background NER

activity or because of the cells' sensitivity toward the repair inhibitors themselves.

Benzo[alpyrene treatment in cell lines

B[a]P, another human carcinogen (91), is the best known PAH. Many other PAHs are known

carcinogens (26, 27). PAHs naturally occur in coal, oil, and gasoline and are produced by incomplete

combustion of organic material. Common routes of exposure include breathing in fuel exhaust, cigarette

smoke, and burning wood smoke, or consuming charred meat or other types of charred food (27). B[a]P,

like other PAHs, is an inducer of the aryl hydrocarbon receptor (AHR), which is a transcription factor

regulating a number of phase I and phase 1I enzymes, including the CYPI family (CYPIA1, CYPIA2, and

CYP1Bl) (101). B[a]P is bioactivated by the CYPI family. The most genotoxic metabolite is the

diolepoxide (+)-anti-B[a]P-7,8-diol-9,lO-epoxide (BPDE), which is formed in a series of reactions: B[a]P

-> B[a]P-7,8-oxide (by CYPIs) -> B[a]P-7,8-diol (by epoxide hydrolase) -* B[a]P-7,8-diol-9,10-epoxide

(by CYP 1 s). BPDE covalently binds to the exocyclic N2 of guanine, forming DNA adducts that can lead to

G-to-T transversions (27).

In both HepaRGTM and HepG2 cells, HU/ara-C reveals dose-dependent increase of SBs with B[a]P

treatment (Fig. 2-3B). HepaRGTM cells display overall higher levels of strand breaks, consistent with higher

CYP 1A2 activity level (Fig. 2-S2). For example, exposure to 1 pM B[a]P induces -3 times more breaks in

HepaRG than in HepG2. On the other hand, B[a]P treatment does not induce additional strand breaks in

TK6 cells, which are consistent with the lack of an inducible CYP450 system in TK6 cells (90).

Application of HU/ara-C in primary mouse hepatocytes

Primary hepatocytes are the gold standard for metabolism studies. We wanted to show that HU/ara-

C works well with these cells. Mouse hepatocytes were isolated using a standard two-step collagenase liver

perfusion (see Methods). The cells were immediately loaded into CometChip microwells and allowed to

recover overnight before AFB1 or B[a]P treatment. HU/ara-C is able to show consistent dose-responses to
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both chemicals (Fig. 2-3C and 3D). AFBI appears to induce SBs that are detectable even in the absence of

HU and ara-C although the use of the repair inhibitors still improves the overall level of detected SBs. In

contrast, B[a]P shows a strong dose-response in the presence of HU and ara-C while displaying a minimal

increase in SBs in the absence of the inhibitors.

Bioactivation modulates the level of strand breaks detected using HU/ara-C approach

To further validate that strand breaks induced by AFB, and BaP using HU/ara-C in the alkaline

CometChip are due to bioactivation of the carcinogens, we exploited the use of P450 inhibitors. We

expected that inhibiting the key P450 enzyme responsible for the metabolism of each chemical would

reduce the level of DNA adducts, which in turn would suppress the formation of NER SBs.

To reduce metabolic activation of AFB1 , we treated cells with ketoconazole (KET), a potent

inhibitor of CYP3A4 (38, 102-105). At 5 pM KET, CYP3A4 activity level in HepaRG TM cells is reduced

by ~100-fold and HepG2 level is reduced by ~10-fold (Fig. 2-Si). By itself, 5 pM KET does not induce

detectable DNA damage in TK6, HepaRGTM , and HepG2 (Fig. 2-4A, 4B, and 4C). When HepaRG TM cells

are exposed to AFBI in the presence of KET, the level of SBs across all AFB1 doses is reduced to near the

background level (Fig. 2-4B). There is no apparent effect of KET in TK6 and HepG2 cells (Fig. 2-4A and

4C), which is most likely because the AFB 1 induces no damage in TK6 cells and minimal damage in HepG2

cells (Fig. 2-3A). The results show that HepaRGTM cells have the ability to metabolically activate AFB1

and that the vast majority of AFBi-induced damage is due to CYP3A4 activity.

To inhibit the metabolism of B[a]P, we used the small molecule a-naphthoflavone (ANF), a potent

antagonist of CYP1A2 (106, 107). In addition, ANF also binds to AHR and inhibits its activation, thereby

preventing the upregulation of AHR targets, including the CYPI family (101, 108, 109). B[a]P induces

CYP I A2 activity in a dose-dependent manner (Fig. 2-S2), consistent with activation of the AHR pathway

by PAHs. Interestingly, B[a]P increases CYP1A2 activity in HepG2 cells up to ~12 times above the

background level while the induction is only -three times in HepaRGTM cells. Treatment of the cells with
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25 tM ANF leads to -40% reduction in background CYPIA2 activity in HepaRG TM cells and no apparent

reduction in HepG2 cells. Furthermore, ANF completely suppresses the induction of CYP 1 A2 activity by

B[a]P in both cell lines (Fig. 2-S2). Significantly, we observed in parallel that the same dose of ANF reduces

the level of B[a]P-induced SBs to near the background level in both HepaRGTM and HepG2 (Fig. 2-4D, 4E,

and 4F). Taken together, these results show that both HepaRGTM and HepG2 cells are capable of inducible

metabolic activation of B[a]P and that CYP1A2 activity is essential for B[a]P's genotoxicity.

Contribution of NER to strand break formation

In the case of UV exposure, we have shown that the majority of SBs detected by HU/ara-C are

NER intermediates (Fig. 2-2D), indicating the repair synthesis inhibitors can be used to reveal bulky lesions.

Similarly, we wanted to investigate whether bulky lesions induced by AFB1 and B[a]P contribute to

detected SBs by HU/ara-C. To do this, we studied the contribution of NER SB intermediates following

exposure to AFB1 and B[a]P.

Our approach was to inhibit NER initiation and query whether SB formation is affected. Recently,

the small molecule pharmaceutical spironolactone (SP) has been shown to inhibit the repair of 6-4PP

induced by UV light via induction of XPB degradation (110). XPB is an essential component of the

transcription factor 2 helicase complex (TFlIH) (11). The TFIIH complex plays a key role in the damage

verification step of NER, which takes place prior to DNA incisions (18-20, 111). Consequently, we

expected a reduction in SBs generated by NER in cells treated with SP, which would result in an overall

reduction of SBs detected by HU/ara-C.

To investigate the effect of SP on SB generation by NER, we irradiated cells with UV-C to induce

bulky adducts. Prior to UV-C exposure, cells were treated for five hours with 20 ptM SP. Following UV-C

irradiation, cells were allowed to repair in the presence of 20 pM SP for one hour. The results show that

cells treated with SP exhibit more than three-fold reduction in SBs in both TK6 and HepG2 (Fig. 2-S3),

indicating that the number of NER incision events is significantly reduced. On the other hand, there are
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residual SBs revealed by HU/ara-C that are significantly higher than the basal levels in both cell types (Fig.

2-S3C and S3D). These results together show that SP partially inhibits NER initiation and can be used to

reveal the contribution of NER intermediates to detected SBs in the presence of HU/ara-C.

We employed SP to explore the role of NER in SBs induced by AFB1 and B[a]P. Similar to the UV

experiment described above, HepaRGTM, HepG2, and TK6 cells were pretreated with SP for five hours

before exposure to AFBI or B[a]P for 24 hours. To maintain inhibition of NER initiation, SP was also added

to the treatment solution.

In AFBI treatment, SP significantly reduces the level of SBs in HepaRGTM cells incubated with

HU/ara-C, revealing that ~25-50% of detected SBs are NER intermediates (Fig. 2-5B). This result is

potentially an underestimation of NER contribution since SP inhibition of NER is likely partial (Fig. 2-S3C

and S3D). Therefore, residual NER activity may account for the remaining SBs. In addition, since the DNA

damage spectrum of AFBI is complex and the mechanisms of HU and ara-C are not specific to NER, it is

likely that other repair pathways partially contribute to the detected SBs. Furthermore, SP appears to have

a relatively small, although not statistically significant, inhibitory effect on CYP3A4 activity in HepaRGTM

cells (Fig. 2-S4A), which may contribute to the observed reduction in SBs in Fig. 2-5B. Finally, because

the negative control cells, TK6 and HepG2, display no additional SB formation in response to AFB1 , SP

shows no inhibitory effect in these cells (Fig. 2-5A and 5C).

Results from B[a]P treatment show that SP displays no inhibition of B[a]P-induced SB formation

in HepaRGTM cells (Fig 2-5E) whereas SP reduces SBs to near the background level in HepG2 cells (Fig.

2-5F). The results in HepG2 indicate that the majority of strand breaks detected by HU/ara-C come from

NER of B[a]P-induced bulky adducts. There appears to be a relatively small but significant reduction of

CYP IA2 activity by SP in HepG2 cells (Fig. 2-S5B), which may partially account for the reduction in SB

formation. The dramatic difference in the effect of SP in HepaRGTM and HepG2 may be due to a difference

in the levels of NER suppression achieved by SP in the two cell lines. SP is known to be extensively

metabolized in the liver to produce metabolites that are active for treatment of hypertension and congestive
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heart failure (112). Although SP has been shown to induce XPB degradation (110), the effects of SP's

metabolites on NER machinery are unknown. Since HepaRGTM cells have a much higher metabolic

capacity than HepG2, it is possible that there is less available NER-inhibiting SP in HepaRGT M compared

to HepG2.

Altogether, the results from SP treatment suggest at least a partial contribution of NER to SBs

induced by AFBI and potentially B[a]P. To accurately quantify the contribution of NER SB intermediates,

we used an Xpa- mouse model to completely abolish NER (113). The XPA protein is an essential

component of the NER preincision complex, interacting with a number of NER proteins (e.g. TFIIH, RPA,

ERCCI-XPF, and PCNA) and facilitating the correct formation of the complex so that incision can occur

(19). Therefore, XPA deficiency results in a complete loss of NER. As a consequence, Xpa-'- mice are prone

to developing tumors upon UV exposure (113) and have been a popular mouse model for NER studies.

In order to provide the necessary metabolism, we used primary mouse hepatocytes for AFB, and

B[a]P treatments. For AFB, doses higher than 1 pIM, the SB level in WT hepatocytes is more than twice

the level in Xpa' cells in the presence of HU/ara-C (Fig. 2-6A). These results indicate that NER

intermediates contribute more than half of the SBs induced by AFBI, which is consistent with the results

obtained in HepaRG TM cells using SP (Fig. 2-5B). Significantly, the results also show that a significant

portion of SBs are NER-independent and therefore likely intermediates from other repair pathways.

Furthermore, a similar dose-response to AFB1 is observed in both WT and Xpa- in the absence of HU and

ara-C, which strengthens the argument that some of AFB i-induced damage is repaired by NER-independent

pathways. Our most likely candidate is BER with NEIL 1 as the glycosylase that can recognize and excise

a portion of AFBi-Fapy-dG adducts (100). Alkali-labile abasic sites formed by spontaneous hydrolysis of

AFB1 -Fapy-dG adducts may also contribute to detected strand breaks (114). In addition, the process of

AFB1 metabolic activation by CYP450s is also known to produce reactive oxygen species and induce lipid

peroxidation (115-117), which can result in a mixture of DNA lesions (117) that require the participation

of different DNA repair pathways.
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For B[a]P treatment, while WT hepatocytes show a dose-dependent increase in SBs, there is

virtually no SB formation in Xpa- - hepatocytes in the presence of HU/ara-C (Fig. 2-6B). These results are

consistent with the data obtained from HepG2 cells (Fig. 2-5F), further supporting that the majority of SBs

detected in the presence of HU/ara-C are NER intermediates and that the lack of SB reduction by SP

observed in HepaRGT M cells (Fig. 2-5E) may be due to insufficient reduction of NER activity.

HU/ara-C inhibits repair of oxidative and alkylation damage

We have demonstrated that the use of HU and ara-C is efficient at inhibiting the gap-filling step of

NER. However, the molecular mechanisms of HU and ara-C suggest that gap filling of BER, particularly

long-patch BER, may also be affected. Specifically, HU leads to a depletion of the dNTP pool (41-45),

which is likely to affect any DNA synthesis-dependent process. There is a body of evidence showing that

ara-C blocks DNA repair synthesis by Pol P (47, 51-53), which participates in BER (118). Therefore, we

postulated that the HU/ara-C combination can also be used to enhanced sensitivity for detection of oxidative

and alkylation damage, both of which are mainly repaired by BER in mammalian cells (118).

To investigate the effect of HU/ara-C on SBs induced by oxidative damage, we treated TK6 cells

with hydrogen peroxide (H 202 ) for 20 minutes at 4*C to minimize repair activity. Cells were then allowed

to repair for one hour. Immediately after the H202 challenge, TK6 cells show a dose-dependent increase in

SBs (Fig. 2-7A, left - gray line). Interestingly, immediately after H202 treatment, HU/ara-C leads to a small

but statistically significant increase in SBs for the top three H 20 2 doses (Fig. 2-7A, left - red line). The

most striking result is observed after one hour of repair following the H 20 2 challenge. In the absence of the

repair synthesis inhibitors, SBs are rapidly rejoined, and by one hour of repair, their level has reduced to

near the basal level across all doses (Fig. 2-7A, right - gray line). In contrast, cells incubated with HU and

ara-C maintain the same initial level of SBs, suggesting that oxidative damage repair is inhibited (Fig. 2-

7A, right - red line).
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To induce alkylation damage, we challenged TK6 cells with the chemotherapeutic methyl methane

sulfonate (MMS) for 30 minutes at 37'C. While a dose-response to MMS treatment is observed in the

absence of HU/ara-C, the presence of the repair inhibitors increases the SB level by -2-fold (Fig. 2-7B, left

- red line). A significant observation is that while 0.5 mM MMS does not appear genotoxic in the absence

of HU and ara-C, the addition of the repair synthesis inhibitors reveals a damage level more than twice the

background level. After one hour of repair following MMS treatment, the damage level is maintained in

both the absence and presence of HU/ara-C. In fact, the repair of MMS-induced damage in TK6 cells is

relatively slow, with a half-time of -6 hours, which is ~12 times slower than the repair of H202-induced

damage (half-time ~28 min) (Fig. 2-S6).

All in all, we conclude that the combination of the repair synthesis inhibitors HU and ara-C can be

used to improve the overall sensitivity of the alkaline comet assay for DNA damage detection by amplifying

the number of SBs induced by the repair of bulky DNA adducts, oxidative damage, and alkylation damage.

The implication is that not only a broader range of genotoxic agents can be uncovered but a wider range of

genotoxic doses can also be revealed.

HU/ara-C improves overall detection sensitivity for DNA damaging agents

For performance assessment of in vitro genotoxicity tests, the European Reference Laboratory for

Alternatives to Animal Testing (EURL ECVAM) published recommendations of chemicals that should

give either positive results or negative results in an in vitro test (119, 120). To assess the sensitivity of the

alkaline CometChip using HU/ara-C, we treated HepaRGTM cells with nine known in vivo genotoxins from

Group I of the ECVAM's recommendation (120) (Table 2-1, No. 5 - 13) and compared the results of the

alkaline CometChip assay in the absence and presence of HU/ara-C.

The identities of the test compounds were blinded until all data were collected and analyzed. Stock

solutions were prepared to be I OOX of the top doses recommended for in vitro genotoxic assessment (120).

The treatment time was 24 hours for all chemicals. In parallel, cell viability for each condition was also
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collected using CTG@ (see Methods). Remarkably, whereas only one chemical shows positive results for

DNA damage [N-nitrosodimethylamine (NDMA)] in the absence of HU/ara-C, the presence of the repair

inhibitors reveal significant DNA damage for seven (out of nine) compounds (Table 2-2, second and third

columns). In addition, four of the test compounds are known to be metabolically activated

[cyclophosphamide, B[a]P, NDMA, and 2,4-diaminotoluene (2,4-DAT) (120)], and all four are scored as

positives in the presence of HU/ara-C.

Hydroquinone (HQ) and chloramphenicol (CAM) induce high levels of cytotoxicity for doses that

show significant DNA damage in the presence of HU/ara-C. Specifically, the highest dose for HQ exhibits

significant increase in SBs but kills more than 50% of the cells (Fig. 2-S7F). Similarly, the two highest

doses for CAM (3.1 and 6.2 mM) induce high levels of cytotoxicity (-53% and -3% survival, respectively

- Fig. 2-S7H) as well as significant DNA damage. There is no formal threshold for cell viability in scoring

the comet assay. Nonetheless, cytotoxicity may contribute to DNA fragmentation, which can lead to

overestimation of genotoxicity (13). Therefore, cytotoxicity needs to be considered in assessing comet data.

In the cases of HQ and CAM, because there appear to be dose-response trends (although not all doses reach

statistical significance), we decided to score both chemicals as positives. However, if a 50% cell viability

threshold is applied, then HQ and the highest CAM dose will be excluded from the positive results.

The two compounds with definite negative results are para-chloroaniline (PCA) and cisplatin. PCA

is used in a number of industrial processes, such as dye production (121). It is extensively metabolized in

the body as part of the detoxification process, but it is unclear whether genotoxic metabolites are generated

(121). Although PCA is an in vivo genotoxin (119, 120), a rodent carcinogen (121), and a possible human

carcinogen (91) (Table 2-2), there are conflicting data about PCA's in vitro genotoxic potential (121, 122).

Notably, although the highest dose (5 mM) induces ~50% cell death, no significant increase in DNA

damage is detected (Fig. 2-S7D). The implication is that PCA induces cell death via a DNA damage-

independent pathway.
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Cisplatin is a commonly used platinum-based chemotherapeutic for different types of cancers,

including bladder cancer, ovarian cancer, head and neck cancer, and non-small-cell lung cancer (123-126).

Upon entering the cell, the chloride ligands hydrolyze, generating aquated cisplatin that can bind to the N7

atom of purine bases in DNA to form monoadducts and subsequent crosslinks (123). Notably, more than

85% of the adducts are intrastrand crosslinks, and about 4-5% are interstrand crosslinks (123, 124).

Although crosslinks can be repaired by NER, our results show no increase in DNA migration with cisplatin

treatment (Fig. 2-S71). These observations indicate that despite their small number, the interstrand

crosslinks are able to prevent migration of DNA ends generated by NER, possibly by holding the two DNA

strands of the double helix together (127).

In the absence of HU and ara-C, only N-nitrosodimethyl amine (NDMA) shows positive results for

DNA damage (Table 2-2). NDMA is bioactivated in the body mainly by CYP2E1 (128) to yield an a-

hydroxymethyl nitrosamine that forms a reactive methyl diazonium ion (129), which alkylates nucleobases

irreversibly via SNI nucleophilic substitution (130). Unlike MMS, which is an SN2 alkylator (131), NDMA

does not exhibit additional increase in SBs in the presence of HU/ara-C (Fig. 2-S7E).

In summary, the repair synthesis inhibitors HU and ara-C significantly improve the sensitivity of

the alkaline comet assay. In the context of chemical genotoxicity testing, we propose the use of the alkaline

CometChip with HepaRGTM cells in the presence of HU/ara-C as a screening platform to achieve high

throughput and low false positive rates. To further assess the platform, we will proceed to test its specificity

with non-genotoxic chemicals from the ECVAM's recommendations (chemicals from Group 2 and Group

3) (119, 120).

2.5. DISCUSSION

Although DNA damage can drive the initiation and progression of carcinogenesis and other

diseases (1-4), there have been relatively few advances in techniques for detection of DNA damage. There
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is currently no HT assay for detection of bulky DNA adducts, and metabolic activation of chemicals is still

routinely achieved through incubation with liver S9 fractions (5, 57). The most commonly used is the comet

assay, which relies on DNA strand breaks to measure the level of DNA damage. However, it is low-

throughput, has high laboratory variation, and is relatively insensitive toward bulky DNA lesions. To

overcome these challenges, we combined the HT nature of CometChip, the metabolic capacity of

HepaRGTM cells, and enhanced sensitivity for DNA damage using DNA repair synthesis inhibitors. We

demonstrated in this study a platform for genotoxicity screening that is significantly more sensitive and

>5,000 fold faster compared to the conventional comet assay.

With its broad spectrum metabolism and its high basal and inducible metabolic enzyme levels,

HepaRGTm has the potential to be the gold standard as a robust and reliable cell model for genotoxicity

testing. We compared HepaRG TM with HepG2, a classic human hepatocyte cell line, and found that

HepaRGTM exhibit orders of magnitude higher activity levels of CYP3A4 and CYPI A2, which is consistent

with the difference in gene expression levels found in other studies (70, 71, 76). We found that the higher

CYP3A4 and CYP IA2 activities in HepaRG TM cells translate to higher levels of DNA damage induced by

AFB1 and B[a]P compared to HepG2. Significantly, the difference in DNA damage between the two cell

lines is revealed only in the presence of the repair synthesis inhibitors HU and ara-C.

Using the alkaline CometChip, we showed here that the HU/ara-C combination enables superior

sensitivity to bulky DNA adducts induced by metabolic activation. Specifically, the HU/ara-C combination

elevates the level of SBs in cells upon exposure to UV, AFB1, and B[a]P. Using CYP450 inhibitors in

HepaRGTM and HepG2 cells, we verified that formation of SBs upon AFBI and B[a]P treatments is

dependent on specific CYP450 enzyme activity. Furthermore, we confirmed that the majority of SBs

induced by UV, AFB1 , and B[a]P treatment in the presence of HU/ara-C are intermediates of NER by

inhibiting NER incisions. These results indicate that HU/ara-C is sensitive for detection of NER substrates,

which include a wide range of DNA lesions (19).
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In addition, we demonstrated that the HU/ara-C combination can be applied to inhibit completion

of the repair of oxidative damage (H 202 treatment), resulting in sustained SB level after one hour of repair.

Because oxidative base lesions (e.g. 8-oxoG) are primarily repaired by the BER (132), it is likely that

HU/ara-C inhibits the gap filling step of BER. On the other hand, there is evidence that NER also

participates in removing oxidative "non-bulky" adducts, such as 8-oxoG and thymine glycol (133).

Furthermore, reactive oxygen species can initiate lipid peroxidation, which produces a number of

unsaturated aldehydes or enals (134). Some of these products (e.g. trans-4-hydroxynonenal,

crotonaldehyde, acetaldehyde (117, 134)) react with DNA to forr bulky adducts (e.g. 1,N2-propano-2'-

deoxyguanosine) (135), which can be repaired by NER (136). It is therefore possible that NER

intermediates also contribute to the observed SBs induced by H2 0 2 .

While we have not yet tested the level of DNA damage in MMS-treated cells after a sufficient

repair period in the presence of HU/ara-C (e.g. 24 hours), we were able to show that the inhibitors HU and

ara-C enhance the initial damage by a factor of-two. The reason is likely because during the 30 minutes of

MMS treatment, DNA repair by BER is active. The presence of HU/ara-C likely inhibits the gap filling step

of BER during this period, resulting in SB accumulation. On the other hand, while HU/ara-C leads to

additional MMS-induced SBs, the same effect is not observed in another alkylating agent, NDMA. Both

NDMA and MMS are alkylating agents, capable of methylating the ring nitrogen atoms in DNA bases

(130). On the other hand, as an SNI alkylator, NDMA is more likely to target both the extracyclic oxygen

groups in the DNA bases (130) and the oxygen atoms of the sugar-phosphate backbone (131, 137).

Therefore, the relationship between alklation damage repair and HU/ara-C is potentially complicated and

dependent on the types of alkalyted lesions.

Despite high variability in metabolic enzyme expressions in primary hepatocytes obtained from

different individuals, primary hepatocytes remain an essential tool in toxicity testing and metabolism

studies. We demonstrated here a procedure where primary mouse hepatocytes are loaded onto CometChip

immediately following isolation, exposed to genotoxins in the presence of HU/ara-C, and analyzed for SBs
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directly on chip. This procedure significantly simplifies cell handling and eliminates the need to detach the

cells from culturing vessels (usually via trypsinization), minimizing the stress on the cells. We demonstrated

here that the hepatocytes recovered on CometChip maintained their ability to bioactivate the carcinogens

AFBI and B[a]P, indicating that CometChip can potentially be used as a suitable culturing vessel for

primary hepatocytes. Further studies are needed to characterize the viability of the cells as well as

quantifying liver-specific protein levels over time. On the other hand, because CometChip is fabricated

with agarose, which provides a hydrophilic and neutrally charged surface, we expect that the effect is similar

to the ultra-low attachment plates (e.g. Corning® Ultra-Low Attachment Spheroid Microplates) that are

routinely used for hepatocyte spheroid formation and culture (138).

As demonstrated in the study with cisplatin, the platform developed here is potentially insensitive

to some DNA crosslinking agents. Although DNA crosslinks induced by cisplatin can be repaired by NER

(124), the results suggest that perhaps a small portion of unrepaired interstrand crosslinks (ICLs) holds the

DNA ends generated from NER in place, preventing electrophoretic migration. There is already an

established comet procedure to detect ICLs, where the reduction in DNA migration after treatment with a

SB-inducing agent, such as y-radiation, is a measure of the level of ICLs (127). We envision that this

approach can be easily incorporated into our platform as an additional step in the procedure to verify the

existence of the highly toxic ICLs.

The comet assay is a popular tool in human biomonitoring studies, where DNA damage can be

used as a biomarker for occupational and environmental exposures and dietary effects (139-145). The HT

nature of CometChip and the enhanced sensitivity for DNA damage using the HU/ara-C combination can

be a valuable tool for these types of studies. There is one caveat, which is that a difference in the level of

SBs across samples may reflect the inter-individual variation in both DNA damage level and NER or BER

incision activity. Therefore, to quantify the contribution of the variation in DNA repair capacity, we

recommend including an independent assay to monitor DNA repair capacity in parallel (e.g. fluorescence-

based multiplex host cell reactivation assay (146)).
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Because an understanding of the types of DNA lesions helps elucidate a chemical's mode of

actions, it can be useful to learn if bulky adducts are formed. The use of HU/ara-C is sensitive but not

specific to bulky adducts, so the technique itself is not capable of discerning whether a chemical induces

bulky adducts. However, as demonstrated in this work, it is possible to determine the presence of bulky

adducts by including a condition where NER incision is inhibited either by a small molecule (e.g. SP) or

by deleting key proteins of the preincision complex (e.g. XPA, XPG). The resulting reduction of strand

breaks indicates participation of NER and therefore supports the presence of bulky adducts.

Determining whether the metabolism of a compound results in genotoxic metabolites is important

in the contexts of both environmental exposures and drug development. We showed here that inhibitors for

specific CYP450s can be employed in our platform to investigate the role of the enzymes in producing the

genotoxic effect of test compounds. As a potential application, our platform can be used to screen a panel

of CYP450 inhibitors to differentiate between parent- and metabolite-based genotoxicity and to determine

the contribution of specific CYP450s for novel compounds with unknown metabolisms.

In conclusion, using a combination of the DNA repair synthesis inhibitors HU and ara-C and a

metabolically competent human cell line HepaRGTM, we developed a CometChip platform for HT

genotoxicity testing that has enhanced sensitivity to a broad range of DNA damaging agents. The platform

can be used as a powerful HT tool for screening of large chemical libraries, which finds applications in both

the pharmaceutical industry and the chemical industry. The use of HU/ara-C together with CometChip is

also a promising tool for clinical applications, where DNA damage level can be monitored as an early

surrogate endpoint for tumor response. In addition, CometChip is compatible with HT screening facilities,

enabling testing of thousands of treatment conditions at the same time in a matter of 2-3 days.
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Figure 2-1. CometChip for high-throughput assessment of DNA damage. A. CometChip fabrication. 1. A

PDMS stamp with an array of micropegs is pressed into molten agarose. Once the agarose cools down and

solidifies, the stamp is lifted to reveal an array of microwells (-40-50 im in both diameter and depth, spaced

240 ptm from each other). 2. Cells in suspension are loaded directly into microwells via gravity. 3. Excess

cells are washed off by shear force, revealing an array of micropatterned cells. 4. Low-melting point (LMP)

agarose kept molten at -37*C is placed on top of the micropatterned cells and allowed to solidify by a brief

incubation at 4*C (-two minutes). B. Macrowells are formed by clamping a bottomless 96-well plate on

top of a microwell array. The bottom surface of each macrowell contains up to 300 microwells. Macrowells

can be used both to load multiple cell types at the same time and to perform parallel treatments. C. Example

fluorescent images of comets on alkaline CometChip. Images were taken at 40X magnification (see

Methods). Each frame can capture -60 to more than 100 comet images. Left: untreated TK6 cells yield

comets with little to no tail. Right: comets from TK6 cells treated with a high dose of a DNA damaging

agent (50 pM H202 ) have visibly large tails.
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Figure 2-2. Analysis of strand breaks (SBs) by the alkaline CometChip as a measure of UV-induced lesions.

Cells were pre-incubated with 10 mM GSH for 40 minutes at 37*C before UV irradiation and kept in the

presence of 10 mM GSH for any subsequent incubation following UV exposure. A. Comparison of SB

levels in human skin fibroblast cell line (XPG/WT) between untreated cells (-UV) and cells irradiated with

5 J/m2 UV-C (+UV). B. SB levels in XPG/WT and XPG/E791A cells up to four hours following 5 J/m2

UV-C exposure. C. SBs in XPG/WT cells incubated with DNA repair synthesis inhibitors, HU and ara-C.

Cells were pre-incubated with 1 mM HU, and 10 pM ara-C for 40 minutes at 37*C, irradiated with 5 J/m 2

UV-C (dark red line), and then incubated with the same HU and ara-C concentrations for up to four hours

after exposure. Untreated control cells were kept in the same HU and ara-C conditions (light red line). D.

Contribution of NER SB intermediates to detected SBs. XPG/WT and XPG-deficient cells were exposed

to 5 J/m2 UV-C and allowed to repair for one hour following irradiation. Cells were either incubated with

the repair synthesis inhibitors (1 mM HU, 10 pM ara-C) for 40 minutes prior to UV irradiation and one

hour of repair after exposure (+) or were incubated in regular medium without the inhibitors (0). *p < 0.05,

Student's t-test, 2-tailed, paired (between the two cell lines for each inhibitor condition). E. HU/ara-C

approach reveals dose-response to UV exposure. TK6 and HepG2 cells were irradiated with different doses

of UV-C and analyzed for SBs one hour following exposure. Cells were either incubated with the repair

synthesis inhibitors (1 mM HU, 10 pM ara-C) for 40 minutes prior to UV irradiation and one hour of repair

after exposure (+) or were incubated in regular medium without the inhibitors (0). *p < 0.05, Student's t-

test, 2-tailed, paired (between each UV dose and the untreated control). All data represent the average of

> 3 independent experiments. Error bars are standard errors of the means.
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Figure 2-3. Application of HU/ara-C approach on alkaline CometChip to detect DNA damage induced by

bioactivation of AFBI and B[a]P. Cells were treated with either AFBI or B[a]P in the absence (0) or

presence (+) of 1 mM HU and 10 ptM ara-C for 24 hours at 37'C and analyzed with the alkaline CometChip.

A. Dose-response to AFBI in TK6, HepaRGTM (same-day treatment, see Methods), and HepG2. All three

cell lines were treated in parallel. B. Dose-response to B[a]P in TK6, HepaRG TM (day-7 treatment, see

Methods), and HepG2. HepaRGTM and HepG2 cells were treated on different days. TK6 was analyzed in

parallel as a control for each treatment. n 3. Error bars are standard errors of the means. C and D. Dose-

response to AFBI (C) and B[a]P (D) in primary mouse hepatocytes (see Methods). All data represent the

average of six mice (C57B16, 10-14 weeks old). Error bars are standard errors of the means. *p<0.05,
Student's t-test, 2-tailed, paired [between treated dose and vehicle control (0.5% DMSO)].

96

A

CU

.0
VF
(1
Cu

80

60

Z 40
0

0

mNoDMSO
w0.5% DMSO

AFB1 (pM)
01
E3

.5

E7
Ml0

w15

N*20

B

Ca
CU

Ct

Cu
-0

C
CA,

CU

.0

_j

nNo DMSO

m 0.5% DMSO

B[a]P (pM)
0.1

-0.5
NJ

E2
E3
.4

.5

.10
n50

.No DMSO

s 0.5% DMSO

B[a]P (pM)
2

.3
04

.5
m7

010

Z



A
80

60 0HU, 0 AraC
40

20

0 .: . . . .--
0 4 8 12 16 20

B
80

60 0 HU, 0 AraC
40

20

0
0 4 8 12 16 20

C
80

60 0 HU, 0 AraC
40

20

0
0 4 8 12 16 20

80

60 + HU, + AraC

40

20

0
0 4 8 12 16 20

80

60

40

20

0

+ HU, + AraC

0 4 8 1 6
0 4 8 12 16 20

Co

-D
CU

)

L..

80

60 +HU,+AraC

40

20 4

0 4 8 12 16 20

D
80

60

40

20

0

z

0 HU, 0 AraC

0 2 4 6 8 10

E
80

60
I 0 HU, 0 AraC

40 1
20

0 2 4 6 8 10

F
80

60

40 -0 HU, 0AraC
20

0
0 2 4 6 8 10

80 -

60 . + HU, + AraC
40 -

20

0
0 2 4 6 8 10

80 + HU, + AraC

60

40

20

0
0 2 4 6 8 10

80

60 + HU, + AraC

40

20

0 2
0 2 4 6 8 10

Aflatoxin B1 (pM) Benzo[a]pyrene (pM)

Figure 2-4. Role of metabolic activation in induction of SBs by AFBI and B[a]P. Cells were treated with

AFBi or B[a]P for 24 hours in the absence or presence of 1 mM HU and 10 pM ara-C and analyzed with

the alkaline CometChip. To inhibit AFB, metabolic activation, 5 pM KET was added to AFBI treatment

(blue lines in A, B, and C). To inhibit B[a]P bioactivaion, 25 pM ANF was added to B[a]P treatment (teal

lines in D, E, and F). Gray lines represent treatment conditions without KET and ANF. A and D. TK6 cells.

B. HepaRGTM cells (same-day treatment). E. HepaRGTM (day-7 treatment). C and F. HepG2 cells. n > 3.
Error bars are standard errors of the means. *p<0.05, Student's t-test, 2-tailed, paired.
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Figure 2-5. Using SP to study contribution of NER intermediates to SBs detected by HU/ara-C approach.

Cells were treated with AFB1 or B[a]P for 24 hours in the absence or presence of 1 mM HU and 10 pM
ara-C and analyzed with the alkaline CometChip. To inhibit NER initiation, cells were incubated with 20

pM SP for five hours are 37C prior to AFB1 and B[a]P challenge. 20 pM SP was also added during AFBI

and B[a]P treatment. Gray lines represent treatment conditions without SP. Purple lines represent treatment

conditions with 20 pM SP. A and D. TK6 cells. B. HepaRG TM cells (same-day treatment). E. HepaRG TM

(day-7 treatment). C and F. HepG2 cells. n > 3. Error bars are standard errors of the means. *p<0.05,
Student's t-test, 2-tailed, paired.
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Figure 2-6. Using Xpa-/- mouse hepatocytes to study contribution of NER intermediates to SBs detected by
HU/ara-C approach. Primary hepatocytes from six pairs of WT and Xpa"- mice (C57B16, 10-14 weeks old)
were isolated via two-step collagenase liver perfusion and incubated at 37*C overnight on CometChip (see
Methods). Cells were then treated with AFBI (A) or B[a]P (B) for 24 hours in the absence or presence of
1 mM HU and 10 p.M ara-C and analyzed with the alkaline CometChip. Gray lines represent the average
of six WT mice. Purple lines represent the average of six Xpa-l~ mice. Error bars are standard errors of the
means. *p<0. 05, Student's t-test, 2-tailed, paired.
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incubated with H2 02 for 20 minutes at 4*C, protected from light, in the absence or presence of 1 mM HU
and 10 pM ara-C. After treatment, H202 was rinsed off. Half of the cells were placed in regular culture
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Table 2-1. List of chemicals used in this study that were prepared from powder form.

No. Chemical Abbreviation Source Catalog StockSolvent
number concentration

I Aflatoxin B, AFBI MilliporeSigma, AFI0 4 mM DMSO
St. Louis, MO

2 Ketoconazole KET MilliporeSigma, K1003 20 mM DMSO
St. Louis, MO

3 a-naphthoflavone ANF MilliporeSigma, N5757 20 mM DMSO
St. Louis, MO

4 Spironolactone SP MilliporeSigma, S3378 20 mM DMSO
St. Louis, MO

5 Benzo[a]pyrene B[a]P MilliporeSigma, B1760 20 mM and DMSO5 Bezo~apyrne Ba]P St. Louis, MO BI76 mM

6 Etoposide MilliporeSigma, E 1383 1 mM DMSO
St. Louis, MO

7 2,4-Diaminotoluene 2,4-DAT TCI America, DO 123 1 M DMSO2,4-iamnotouen 2,4DAT Portland, OR

8 Cyclophosphanide CP MilliporeSigma, C0768 1 M DMSOnonohydrate St. Louis, MO

9 para-Chloroaniline PCA MilliporeSigma, C224 15 500 mM DMSO
St. Louis, MO

10 N- NDMA MilliporeSigma, 48552 1 M H20Nitrosodimethylamme St. Louis, MO

11 Hydroquinone HQ MilliporeSigma, 1117902 100 mM H2 0St. Louis, MO

12 Chloramphenicol CAM MilliporeSigma, C0378 200 mg/mI DMSO
St. Louis, MO (619 mM)

cis-
13 Diamineplatinum(II) cisplatin MilliporeSigma' 479306 1 mM H20

dichloride St. Louis, MO
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Table 2-2. Results of alkaline CometChip for genotoxicity screen of nine known in vivo genotoxins (120)
and summary of known information about these toxins. "-" means no statistically significant measure of
DNA damage. "+" means at least one dose shows statistically significant DNA damage. Numbers in
parentheses represent the range of doses that score "+".

Genotoxicity Carcinogenicity

In vivo Alkaline Alkaline IARC
genotoxins Ames CometChip CometChip classification

test Cet THepaRG T M  
(91)+ HU + ara-C

Etoposide + (147) - + (10 ptM) Group 1

2,4-DAT +(148) - + (10 mM) Group 2B

CP +(148) - + (5-10 mM) Group 1

PCA +(148) - Group 2B

NDMA + (148) + (2.5 - 20 mM) + (2.5 - 20 mM) Group 2A

HQ -(148) - + (0.33 mM) Group 3

B[a]P +(148) - + (5-10 pM) Group 1

CAM - (149) - + (3.1 mM) Group 2A

Cisplatin + (150) - Group 2A

IARC classification (91): Group 1:
possible human carcinogen, Group

human carcinogen, Group 2A: probably human carcinogen, Group 2B:
3: not classifiable as to its carcinogenicity to humans.
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Figure 2-SI. Effects of ketoconazole (KET) on CYP3A4 activity per cell measured by P450-GloTM assay

(see Methods). Cells were incubated with 5 ptM KET for 24 hours at 37*C in the absence or presence of 1
mM HU and 10 ptM ara-C. Gray bars: basal CYP3A4 activity levels for both untreated (No DMSO) and
vehicle control (0.5% DMSO). Blue bars: CYP3A4 activity levels in the presence of 5 piM KET. A.
HepaRGTM cells. B. HepG2 cells. rlu: relative light unit. All data represent the average of three independent
experiments. Error bars are standard errors of the means.
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Figure 2-S2. Effects of a-naphthoflavone (ANF) on CYP 1 A2 activity per cell measured by P450-GIOTM

assay (see Methods). Cells were incubated with B[a]P together with 25 ptM ANF for 24 hours at 37'C in
the absence or presence of 1 mM HU and 10 ptM ara-C. Gray bars: CYPIA2 activity levels corresponding

to untreated control (UT), vehicle control (0.5% DMSO), and B[a]P doses. Teal bars: CYPIA2 activity

levels in the presence of 25 pM ANF. A. HepaRG TM cells. B. HepG2 cells. rlu: relative light unit. All data

represent the average of three independent experiments. Error bars are standard errors of the means.
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Figure 2-S3. A and B. Effects of spironolactone (SP) on NER initiation. Cells were exposed to UV light
and allowed to repair for one hour at 37*C. SBs were analyzed using the alkaline CometChip. 1 mM HU
and 10 pM ara-C were either absent or present at all time in the experiment. Purple: 20 pM SP (see
Methods). Dark gray: vehicle control (0.1% DMSO). Light gray: untreated control (no DMSO). A. TK6
cells. B. HepG2 cells. All data represent the average of four independent experiments. Error bars are
standard errors of the means. *p<0.05, Student's t-test, 2-tailed, paired (between 20 pM SP and vehicle
control).

C and D. UV-induced SBs in the presence of 20 pM SP. C. TK6 cells. D. HepG2 cells. All data represent
the average of four independent experiments. Error bars are standard errors of the means. *p<0.05,
Student's t-test, 2-tailed, paired (between each UV dose and untreated control (0 J/m2 )).
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Figure 2-S4. Effects of spironolactone (SP) on CYP3A4 activity per cell measured by P450-Glo TM assay
(see Methods). Cells were incubated with 20 ptM SP for 24 hours at 37*C in the absence or presence of 1
mM HU and 10 ptM ara-C. Gray bars: basal CYP3A4 activity levels for both untreated (No DMSO) and
vehicle control (0.5% DMSO). Purple bars: CYP3A4 activity levels in the presence of 20 piM SP. A.
HepaRGTM cells. B. HepG2 cells. rlu: relative light unit. All data represent the average of three independent
experiments. Error bars are standard errors of the means.
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Figure 2-S5. Effects of SP on CYP1A2 activity per cell measured by P450-GbO TM assay (see Methods).

Cells were incubated with B[a]P together with 20 pM SP for 24 hours at 37*C in the absence or presence

of 1 mM HU and 10 pM ara-C. Gray bars: CYP I A2 activity levels corresponding to untreated control (UT),
vehicle control (0.5% DMSO), and B[a]P doses. Purple bars: CYP1A2 activity levels in the presence of 20

gM SP. A. HepaRGTM cells. B. HepG2 cells. rlu: relative light unit. All data represent the average of three

independent experiments. Error bars are standard errors of the means.
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Figure 2-S6. DNA repair kinetics of oxidative damage and alkylation damage in TK6 cells. A. TK6 cells

were loaded onto CometChip and exposed to 50 pM H2 02 for 20 min at 4*C, protected from light. After

treatment, cells were allowed to repair in culture medium at 37*C. Cells were analyzed for SB levels using

the alkaline CometChip for basal damage (UT), immediately after treatment (0 min), and at 15, 30, 60, and

120 min of repair. B. TK6 cells in suspension were treated with 0.5 mM MMS for one hour at 37*C. After

treatment and washing, cells in suspension were allowed to repair in culture medium at 37*C. Cells were

loaded onto CometChip and analyzed for background SB level (UT), SBs immediately after treatment (0
hour), and 1, 4, 6, and 24 hours of repair. All data represent the average of three independent experiments.

Error bars are standard errors of the means.
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Figure 2-S7. DNA damage in HepaRGTM cells induced by nine in vivo genotoxins, measured by the alkaline

CometChip using the repair synthesis inhibitors HU and ara-C. HepaRGTM cells were exposed to test

compounds for 24 hours at 370 C using the same-day treatment procedure (see Methods). 1 mM HU and

10 p.M ara-C were either absent (0) or present (+) in the same treatment. At the end of the exposure period,

half of the cells were analyzed for SB levels with the alkaline CometChip (left plot of each figure), and the

other half were analyzed for cell viability using the CTG® assay (see Methods) (right plot of each figure).

"UT" represents background damage. Vehicle controls are "1% DMSO" or "H 20". A. Etoposide. B. 2,4-

Diaminotoluene. C. Cyclophosphamide. D. para-Chloroaniline. E. N-Nitrosodimethylamine. F.
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Hydroquinone. G. Benzo[a]pyrene. H. Chloramphenicol. I. cis-Diamineplatinum (II) dichloride. rlu:
relative light unit. All data represent the average of three independent experiments. Error bars are standard
errors of the means. *p<0.05, Student's t-test, 2-tailed, paired (between a treatment dose and the
corresponding vehicle control).
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Chapter 3

Novel Microarray Colony Formation Platform for High-Throughput Cell

Survival Quantification

3.1. ABSTRACT

Quantification of cell survival is one of the most fundamental and broadly used endpoints in

biology. The gold standard for cell survival quantification is the colony formation assay. While the assay

has an impressive dynamic range over several orders of magnitude, it is relatively low-throughput (10-21

days), laborious, and consumes large amounts of test compounds. On the other hand, XTT and CellTiter-

Glo® (CTG@), two of the most popular high-throughput assays, use indirect measures of cell viability to

estimate the extent of cytotoxicity. The XTT assay suffers from low sensitivity and an inferior dynamic

range compared to the colony formation assay. In addition, because indirect markers do not always correlate

directly with viability, both XTT and CTG@ are susceptible to viability-independent interferences. To

overcome the major limitations of commonly used assays, we developed MicroColony Chip (pCC) to

measure directly a cell's ability to divide (similar to the colony formation assay) with the scale and speed

of microtiter assays. pCC is a miniaturized colony formation platform, wherein microcolonies grow in an

array and toxicity is calculated based on the change in the distribution of the microcolony sizes. We show

here that pCC achieves the same sensitivity as the colony formation assay with -250-fold reduction in

growth surface area and -80% reduction in incubation time. We also show that pCC is more sensitive than

the XTT assay and that it has comparable sensitivity to CellTiter-Glo@ while being more robust. Finally,

we show that the pCC can be used for studies of xenobiotics in metabolically relevant conditions.
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3.2. INTRODUCTION

Quantification of cell survival is one of the most fundamental and broadly used endpoints in

biology. Cell viability assays are a basic research tool enabling molecular pathway analysis and definition

of gene function. Cell survival assessment is also essential in chemical safety studies. There are more than

100,000 synthetic chemicals used in consumer products, many of which have not been tested for safety (1).

In addition, more than 2,000 new compounds are introduced each year (2), increasing the urgent need for

sensitive, reliable, and rapid methods for toxicity assessment. Viability assays are also a mainstay assay in

the pharmaceutical industry where they are used to predict adverse effects as well as establishing efficacy

of compounds designed to target cancer cells (3). In these contexts and others, accurate cell survival testing

has significant implications. For example, in terms of public health, a false negative for toxicity could mean

that hundreds of people are exposed to a hazardous chemical. For the pharmaceutical industry, a false

positive could mean that an effective drug does not make it to the market, while a false negative could mean

that patients get exposed to toxic pharmaceuticals.

The gold standard for cell survival quantification is the colony formation assay (4), wherein cells

are exposed to a toxic agent and the ability of single cells to form colonies is quantified (5, 6). About 2-3

weeks following exposure, the surviving cells form colonies that can be counted by eye when stained.

Comparison of the colony numbers between the treated and untreated cells yields the relative toxic.ity of

the treatment condition. While the assay has an impressive dynamic range over several orders of magnitude,

it is inconvenient and relatively low-throughput due to long incubations. In addition, to prevent colony

overlapping, cells are plated in large dishes, which require large amounts of media. High volumes of media

consume more test compounds. Small molecule libraries are generally limited in quantities, and therefore

the colony formation assay cannot be used. Further, manual colony counting is time consuming and can be

prone to bias (4).

Due to the significant limitations of the colony formation assay, viability assays that are compatible

with microtiter plates or have a rapid assay time of 1-4 days have become popular alternatives. Loss of
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membrane integrity has been the most common indicator of cell death for many viability assays, such as

the trypan blue and propidium iodide exclusion assays (3). Cells considered viable are those with intact

membrane and can exclude the stains. A drawback of this approach is that membrane integrity does not

always accurately reflect viability. Cells going through early stage programmed cell death may still have

intact plasma membrane (4, 6). On the other hand, severely damaged cells can disintegrate before the assay

is performed and will not be counted (7).

Another approach for estimating viability is to measure mitochondrial function via metabolism-

based endpoints. For example, tetrazolium assays (eg. MTT and XTT) are based upon the underlying

principle that a live cell can reduce tetrazolium salts to formazan derivatives, accompanied by a change in

color that can be measured by absorbance (8-11). Because of its relative ease of use and affordability,

tetrazolium assays are commonly used despite their low sensitivity (4, 9, 10). Importantly, artifacts can

arise from spontaneous reduction of the tetrazolium salts by reducing agents in cell media (4) or changes

in the absorbance spectrum of the formazan products induced by pH changes in the culture medium (12,

13). Analogously, intracellular ATP levels can be quantified as a measure of viable cells (14-18). The most

popular assay for this approach is the CellTiter-Glo® (CTG®) assay (Promega), which quantifies ATP

levels with luciferin-luciferase luminescence. CTG® is exquisitely sensitive and is able to measure ATP

levels in a single mammalian cell (6). However, ATP assays are affected by viability-independent

perturbations, such as nutrient depletion and pH changes (3, 13, 19), and can underestimate toxicity for

short incubation periods (6). Importantly, we have found in this work that CTG@ can yield highly different

results depending on initial cell density (described in detail below).

Here, we aimed to create an alternative approach to cell survival testing that combines the

advantages of existing assays. The result is "MicroColonyChip" (piCC), which requires ~250 times less

surface area than the colony formation assay and reduces -80% incubation time while achieving similar

sensitivity. ptCC is based upon the ability of microcolonies to grow in a microarray, enabling the

miniaturization of the traditional colony formation assay. Specifically, being able to grow cells in a

113



microarray suppresses colony overlap, making it possible to move from large dishes to a 96-well plate

format. Rather than manual counting of colonies, ptCC uses DNA fluorescent staining combined with an

in-house software to measure microcolony sizes, enabling a significant reduction of assay time. For most

cell types, it takes -2-3 weeks for colonies to be countable by eye. On the other hand, after -3-4 days we

have observed significant differences between the distributions of microcolony sizes in the untreated control

and in the exposed population. Based on this observation, we developed methods to extract key parameters

that reflect the portion of surviving cells. These variables form the basis of a highly sensitive toxicity test.

We demonstrate in this work that the pCC has sensitivity comparable to the gold standard colony

formation assay. Furthermore, we find that the tCC is significantly more sensitive than the XTT assay, and

that it has comparable sensitivity to CTG@, while being more robust against culturing conditions. Finally,

we show that the tCC can be applied for studies of xenobiotics in metabolically relevant conditions.

3.3. MATERIAL AND METHODS

Chemicals

1,3-Bis(2-chloroethyl)-l-nitrosourea (BCNU) was obtained from Sigma-Aldrich, St. Louis, MO

(C0400) and dissolved in 100% ethanol to make a 99 mM stock solution. Aflatoxin B1 from Aspergillus

flavus (A6636) and ketoconazole (K1003) were purchased from Sigma-Aldrich, St. Louis, MO (A6636)

and dissolved in 100% dimethyl sulfoxide (DMSO) to make 20 mM stock solutions. 10% formalin, RPMI

1640 medium with GlutaMAX TM, and Pen-Strep were obtained from Thermo Fisher Scientific, Waltham,

MA (61870). Fetal Bovine Serum (FBS) was obtained from Atlanta Biologicals, Inc., Flowery Branch, GA.

Cell culture

TK6 (20, 21), TK6+MGMT (22), and MCL-5 (23) human B-lymphoblastoid cell lines were

cultured in IX RPMI 1640 medium with GlutaMAXTM supplemented with 10% FBS and 1% Pen-Strep.

All cell lines were incubated in an incubator set at 37'C with 5% atmospheric CO 2. Cell growth in liquid
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culture was measured by counting cell density of the same culture every day for four days using the Vi-

CELL'M cell counter (Beckman Coulter Life Sciences, Brea, CA).

pCC fabrication

The microwells were fabricated as described previously (24-27). Briefly, 1% w/v agarose solution

in phosphate-buffered saline (PBS) was prepared. When the molten agarose solution cooled down to ~65'C,

Pen-Strep was aseptically added to a final concentration of 2%. A polydimethylsiloxane (PDMS) mold with

an array of micropegs was pressed into the molten agarose solution on top of the hydrophilic side of a sheet

of GelBond® Film (Lonza, Hopkinton, MA). The agarose was allowed to gel at room temperature for -15

minutes. After the mold was removed, a bottomless 96-well plate was pressed on top of the agarose chip.

A 0.6% w/v low melting point agarose stock solution in PBS was kept molten at 43'C. A culture

medium stock (RPMI 1640 with GlutaMAX"M supplemented with 20% FBS and 2% Pen-Strep) was kept

at 370 C. To prepare the 0.3% w/v overlay agarose solution, one volume of the agarose stock solution was

combined with one volume of the culture medium stock.

Cells were loaded into the microwells by gravity, and the gel was then covered with a thin layer of

0.3% w/v overlay agarose prepared as described above. The gel was kept at room temperature for 15

minutes and another layer of the overlay agarose was added. After 15 more minutes at room temperature,

the gel was transferred to 4'C for 15 minutes to ensure maximal solidification of the overlay agarose.

Microcolony culture and treatment with DNA damaging agents

The pCC gel attached to GelBond@ Film was cut into 5 cm x 5 cm pieces using a pair of sterile

surgical scissors. The pCC pieces were submerged in fresh culture medium and incubated at 370 C and 5%

atmospheric CO 2 overnight before toxic treatments.

For chemical treatments, the compounds were added to the medium at different concentrations, and

the pICC pieces were then submerged in the medium. Immediately after the treatment time, an unexposed

piCC piece was removed from culture medium and placed in 10% formalin (starting population). The rest

of the pCC pieces were allowed to recover in fresh culture medium with no compounds for three or four

additional days before fixation in 10% formalin.
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ptCC pieces were submerged in 10% formalin for cell fixation and kept at 40 C for at least 2 hours

before staining for DNA content. After fixation, ptCC pieces were transferred to PBS and kept at 4'C until

staining.

y radiation treatment

While submerged in culture medium, cells encapsulated in gCC were irradiated at room

temperature using y-rays from a 13 7Cesium source at I Gy/min (Gammacell 40 Exactor, Best Theratronics

Model C-440).

N,N'-bis (2-chloroethyl)-N-nitrosourea (BCNU) treatment

pCCs were removed from culture medium and rinsed by submerging in PBS for 5 minutes. PBS

was aspirated and replaced with BCNU diluted in warm RPMI 1640 (+ GlutaMAXT M ) supplemented with

I% Pen-Strep. The maximum final concentration of ethanol was 0.1%. BCNU exposure was for one hour

at 370 C with 5% atmospheric C0 2; the BCNU solution was aspirated and residual BCNU was rinsed off

twice by submerging the ptCC pieces in PBS for 5 minutes each time.

Aflatoxin B1 (AFBj) treatment

ptCCs were submerged in culture medium supplemented with AFBI and incubated at 370 C and 5%

atmospheric CO 2. The maximum final concentration of DMSO was 0.5%. After 24 hours of incubation, the

AFB i-supplemented medium was removed. The pCC pieces were washed three times by submerging in

PBS for 5 minutes.

Inhibition of AFB1 metabolism with ketoconazole (KET)

To inhibit AFB, metabolism, 5 ptM KET was added to culture medium at the start of AFB,

treatment. The maximum final concentration of DMSO was 0.53%. The remaining steps were similar to

the AFB, treatment.

Fluorescence imaging and analysis

After cell fixation with 10% formalin, the [iCCs were rinsed once with PBS solution and stained

with Vybrant® DyeCycle TM Green (Thermo Fisher Scientific, Waltham, MA) (dissolved in PBS to a final

concentration of 1.5 ptM) at 4'C overnight. As a membrane permeable dye, Vybrant® DyeCycle TM Green
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maximizes the chance of capturing the total DNA content of a microcolony, which may contain both live

and dead cells. Fluorescent images were captured using an epifluorescence microscope (Nikon Eclipse 80i,

Nikon Instruments, Inc., Melville, NY) with a 480 nm excitation filter and automatically analyzed using a

custom software written in MATLAB (The MathWorks Inc., Natick, MA) as previously described (24)

with modifications to enable quantification of integrated fluorescence intensity per microcolony (F/M)

(Figure 2A). Distributions of F/M values were automatically generated and exported into spreadsheet files

using a custom software written in Python (Python Software Foundation, Python version 2.7.10). Analyses

of F/M distributions for excess microcolonies and excess growth were performed in Microsoft Excel

(Microsoft Office Suite 2016).

Colony formation assay in microtiter plates

The colony formation assay in microtiter plates was performed as previously described (28, 29) to

determine survival of TK6 cells 3 weeks after ionizing radiation treatment. Briefly, TK6 cells growing in

suspension were analyzed for viability and cell number using an automated Trypan Blue exclusion system

[Vi-CELL TM cell counter (Beckman Coulter Life Sciences, Brea, CA)]. A fixed number of TK6 cells were

distributed over U-bottom 96-well plates after ionizing radiation treatment. After 3 weeks, the wells were

scored for absence of colony growth, and the fraction of wells with no growth was calculated (a best

estimate for P(0), the probability of any well having no colony). The number of viable cells per 96 well

follows a Poisson distribution, therefore the mean number of viable cells per well can be calculated from

the estimated P(0). The surviving fraction was then calculated by dividing by the number obtained for

untreated cells and multiplying by a dilution factor. Bright field pictures of the bottom of 96-well plates

were taken with an Olympus TG-860 Tough Stylus Digital Camera (Olympus America, Inc., Center Valley,

PA) at 5X magnification.

XTT assay

The XTT cell viability kit was purchased from Cell Signaling Technology® (Danvers, MA). Three

days after ionizing radiation treatment, the viability of TK6 cells was measured using the XTT kit according

to the manufacturer's manual.
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CellTiter-Glo@ assay (CTG®)

The CTG@ luminescent cell viability kit was purchased from Promega (Madison, WI). 3 days after

ionizing radiation treatment, the viability of TK6 cells was measured using the CTG@ kit according to the

manufacturer's manual.

3.4. RESULTS

Patterning of cells using a microwell array platform

Arraying cells in a micropattern makes it possible to measure colony formation using a small area.

Specifically, the microarray increases the density of colonies per cm2 by ~250 times while eliminating most

of colony overlap. In order to array cells, we use a cell microarray approach that has previously been

described by our laboratory (24). Briefly, a PDMS mold (created by photolithography and soft lithography)

is pressed into molten agarose. The agarose is allowed to gel, and the mold is removed to reveal an array

of microwells. For the experiments described here, each microwell is -40 pim in both diameter and depth,

spaced 240 ptm apart from one another. The microwell array platform provides a tunable physical distance

between microcolonies and tunable well sizes. A bottomless 96-well plate is then compressed on top of the

microwell array to create macrowells with about 300 microwells each. A suspension of cells is then placed

in each macrowell and the cells are loaded into the microwells by gravity. Removal of excess cells by sheer

force reveals a microarray of cells (Fig. 3-1A). Cells are then trapped by adding low melting point agarose

in a layer above the cells. Due to the nature of the loading conditions where excess cells are washed away,

we find that the wells work equally effectively across a remarkably broad range of cell numbers (2,000-

200,000 cells/macrowell).

Non-adherent cells, such as lymphoblastoid cells, can be micropatterned using the microwell array

(Fig. 3-1B). After the cells are loaded into the microwells, we observe a range between one and seven TK6

cells per microwell, using phase-contrast microscopy at 40X magnification (Fig. 3-1B - Day 0). To learn

about the ability of the arrayed cells to form microcolonies, TK6 cells were incubated in cell culture media
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at 37'C. Suspension cells that naturally grow without attachment have previously been shown to form

colonies in soft agar (5, 30, 31). Consistent with these studies, here we show that TK6 cells also grow on

the microwell array platform. Appearance of cells growing out of the microwell boundary was noted as

soon as two days in culture (Fig. 3-B, Day 2). By day four, most microwells had formed larger

microcolonies with approximately more than ~60 cells, which is consistent with about a 20-hour doubling

time and an average of three cells/well on Day 0 (manual approximation using phase-constrast) (Fig. 3-1B,

Day 4) (28).

High-throughput quantification of microcolony size via nucleic acid fluorescence staining

We estimated individual microcolony sizes based on the total DNA content for each microcolony,

since DNA content is a useful indicator of cell number (32-35). Although DNA content depends on the cell

cycle phase, in a non-synchronous cultures, the average DNA content per cell stays relatively constant over

time (34). We therefore labeled the DNA of the microcolonies (example in Fig. 3-C, left) using a

fluorescent nucleic acid stain that is membrane permeable (Vybrant® DyeCycle Green; see Methods).

Fluorescent images of microcolonies were then captured (example in Fig. 3-IC, middle). To quantify total

DNA staining for each microcolony, we used an in-house MATLAB program that integrates the

fluorescence intensity for a given area (adapted from previous in-house software (24), see Methods). The

program detects the locations of the microcolonies and generates images of individual microcolonies

(example in Fig. 3-C, middle). The software integrates the total fluorescence intensity for each

microcolony (F/M) (example in Fig. 3-C, right).

To validate the F/M parameter, the number of distinct fluorescent nuclei in a microcolony was

counted manually as an estimate of total cell number for that microcolony (examples in Fig. 3-2A, see

Supplementary Procedures). As shown in Fig. 3- 2B, the number of cells per microcolony increases linearly

with the microcolony's F/M value (R2 = 1), indicating F/M is a sensitive and robust measurement of cell

number up to seven cells. F/M for a single cell, or fluorescence intensity per cell (F/C), is calculated to be

2300 500 (arbitrary fluorescence unit).
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We further tested the linearity of the F/M parameter for microcolony size beyond the cell number

countable under phase-contrast microscopy (seven cells). We monitored the change in the median F/M

value over four days in culture (Fig. 3-2C). Regression analysis shows that the median F/M for TK6

microcolonies increased exponentially between day 0 and day 4 (R2 = 0.95) with a doubling time of

approximately 21 hours. Similarly, we observed a doubling time of -21 hours in TK6 cells growing in

liquid culture (Fig. 3-2C, see Methods). We concluded that F/M is a sensitive and robust measurement of

microcolony size and that the doubling time of TK6 cells cultured on pCC is not significantly altered.

Construction of microcolony size distribution using F/M values

To construct the distribution of microcolony sizes, we calculated the relative frequency of

microcolonies with the same number of TK6 cells (Fig. 3-SlA). We monitored the growth of the TK6

microcolonies over the course of four days. Initially, the number of cells per microwell ranged between one

and seven cells. On each day, a plate was removed for analysis, and microcolonies were stained for DNA

content (Fig. 3-2D). As expected, some microcolonies remained very small while others had grown

extensively. After four days, microcolony F/M values ranged from 1 F/C to 150 F/C, corresponding to ~one

cell up to ~150. It is important to note that a colony that initially had seven cells could readily double to

form a colony of more than 150 cells over the course of four days (approximately 4.5 doubling times). Fig.

3-2D shows that the F/M distribution of TK6 microcolonies is very tight on day 0 and that as the

microcolonies grow, the distribution both shifts to the right and broadens. One can see more easily the

extent to which the populations become broader when all plots have the same scale for the y-axis (Fig. 3-

S2). We postulate that the broadening of F/M distributions is attributable to the difference in starting

microcolony sizes, growth rates, and potential effects of cell-cell interactions.

Toxicity measurement with pCC.

To perform a toxicity assay, cells embedded in a pCC are exposed to a toxic agent for a fixed time

(treatment period) and allowed to recover in fresh culture for at least three cell divisions following treatment

(recovery period). As shown in Fig. 3-2D, microcolony growth leads to a shift of the microcolony size

distribution toward higher frequencies of larger microcolonies compared to the initial microcolony
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population. We define Excess Microcolonies to be the microcolonies that have grown beyond the starting

population in size, and Excess Growth (EG) to be the total number of cells in Excess Microcolonies (Fig.

3-3 A, Supplementary Procedures).

To explore the sensitivity of EG as a metric for toxicity, we treated micropatterned TK6 cells with

y-radiation. Exposure to y-rays directly causes DNA single strand breaks and double strand breaks, which

can be highly cytotoxic. Previous studies using the colony formation assay have shown that TK6 cells are

highly sensitive to y-radiation (36-39). We examined the microcolony size distributions for TK6

microcolonies three or four days after y-radiation. Fig. 3-3B shows examples of TK6 microcolony size

distributions in untreated condition (left) and after 3 Gy of yIR (right). As expected, non-irradiated cells

(Fig. 3-3B, left) from small microcolonies (starting population - light green) readily grew into larger

microcolonies after three days (dark green). They gave rise to a broad distribution of microcolony sizes

with approximately a nine-fold increase in median colony size. In contrast, Fig. 3-3B (right) shows an

example of microcolonies that were exposed to 3 Gy of yIR. Many of the irradiated cells were growth

inhibited, due to either cell death or inability to divide, leading to overall smaller microcolonies after 3 days

(dark green).

Having established EG as a new parameter for toxicity, we compared it to a more established metric

of toxicity, the median microcolony size. In Fig. 3-3C, we detected more than two-log of killing using EG

but only one-log using median size, establishing that EG is the more sensitive metric. For all the subsequent

studies, all the microcolony size distributions are analyzed for EG values, and the method will simply be

referred to as "pCC".

yIR Survival Curves: Comparison of pCC, XTT, CellTiter-Glo® (CTG®) and Colony Formation

Assay

To investigate the sensitivity of pCC in measuring toxicity, we compared tCC and other assays for

TK6 cells' sensitivity to yIR. Specifically, we compared ptCC with the colony formation assay (28, 29) and

two commercially available methods, XTT and CTG@. y-irradiated TK6 microcolonies on pCC were
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analyzed 3-4 days after exposure. The recovery periods for the other methods were varied to maximize their

sensitivity.

We performed a direct comparison between the jtCC approach to the gold standard colony

formation assay (28, 29) (see Methods). y-irradiated TK6 cells were analyzed for colony formation in

microtiter plates three weeks after exposure. We tracked the appearance of colonies in 96-well plates over

18 days and observed that some colonies were not obvious until the last day (Fig. 3-S3). Therefore, we

decided on a timescale of three weeks before counting the colonies in order to maximize the assay's

sensitivity. In contrast, piCC data were obtained three days after yIR. ptCC yields an exponential toxicity

curve undistinguishable from the survival curve obtained from the colony formation assay (Fig. 3-4A). The

result from ptCC is also remarkably consistent with previously published studies using the colony formation

assay (36-39). Specifically in 1998 study (36), the same cell type was analyzed using the traditional colony

formation approach. Importantly, the pCC assay yielded nearly identical data (Fig. 3-4B). We conclude

that the pCC assay is as sensitive as the colony formation assay while being ~80% faster.

Many microtiter-plate methods for measuring cell survival have been developed as faster and more

convenient alternatives to the colony formation assay. We sought to compare pCC with two of the most

popular assays, XTT and CTG@. The XTT method is a widely used colorimetric assay that estimates the

number of viable cells by measuring the ability of cells to reduce the faint yellow salt (2,3-bis-(2-methoxy-

4-nitro-5-sulfophenyl)-2H-tetrazolium-5-carboxanilide) (XTT) to a bright orange water-soluble formazan

dye (40). y-irradiated TK6 cells on microtiter plates were analyzed with XTT or ptCC three days after

exposure. Remarkably, the pCC assay is orders of magnitude more sensitive than the popular XTT assay

(Fig. 3-4C).

The CTG® assay (from Promega) is based on luminescent quantification of cellular ATP as a

measure of metabolically active cells (14). Specifically, beetle luciferin is added to lysed cells. ATP is rate

limiting for beetle luciferin to be enzymatically converted to oxyluciferin by firefly luciferase, with the

output of light. Thus, the amount of ATP in a sample (proportional to number of metabolically active cells)

can be estimated by the extent to which light is emitted. We performed the CTG@ assay with different
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starting cell densities. Unexpectedly, the results are highly dependent on the initial cell number, which

implies that there can be considerable variation in the results from one laboratory to another Fig. 3-S4A,

Fig. 3-4D). Unlike CTG®, the pCC is highly consistent across cell loading densities ranging over two

orders of magnitude (Fig. 3-S4B, Fig. 3-4E). The number of days in culture also changes the results of

CTG@ while having minimal effects on pCC (Fig. 3-S4).

Use of pCC to study the effects of a DNA repair gene on chemotherapeutic sensitivity

There is a great interest in DNA damaging agents because they can both cause cancer and be used

to treat cancer. To combat problems posed by DNA damage, cells have evolved a network of DNA repair

responses. Here, we explored the utility of pCC for studies of the role of DNA repair in preventing

cytotoxicity caused by an important DNA damaging agent used for chemotherapy.

In this study, we used iCC to measure toxicity induced by N,N'-bis (2-chloroethyl)-N-nitrosourea

(BCNU) and ylR using cells with different DNA repair capacity. BCNU is an chemotherapeutic alkylating

agent used to treat brain cancers (31, 41, 42). BCNU induces highly cytotoxic DNA interstrand crosslinks

(43). The DNA crosslinks are formed via a series of chemical reaction steps that start with the generation

of 0 6-chloroethylguanine lesions, which then react a second time with bases on the opposite strand (44). It

is known that the 06 -methylguanine methyl transferase (MGMT) protein prevents the formation of the

highly toxic interstrand crosslinks (45, 46).

The lymphoblastoid TK6 cells are deficient in MGMT and have been shown to be very sensitive

to BCNU toxicity (31). The TK6+MGMT cells are TK6 cells stably transfected with cDNA expressing the

MGMT protein and have been reported to be significantly more resistant to BCNU than the TK6 cells (31,

45, 46). As a control, we studied the effects of y-radiation, for which MGMT is not expected to play a role.

Results show that TK6 and TK6+MGMT are similarly sensitive to yIR-induced toxicity (Fig. 3-5A),

consistent with the fact that MGMT is not involved in strand break repair induced by y-radiation. In contrast,

there is a significant difference in sensitivity to BCNU between TK6 and TK6+MGMT (Fig. 3-5B) (22,

31). This results shows that pCC can be used to reveal the role of DNA repair genes in modulating the

sensitivity to chemotherapeutic agents.
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Use of pCC to study toxicity of a metabolically activated carcinogen

In the human body, xenobiotics are extensively metabolized, mainly by hepatocytes in the liver

(47). This process can result in reactive intermediates that can form adducts with DNA that may lead to

mutations, tumorigenesis, and cell death (48). While viability assays are widely used to monitor potential

health impact of industrial and pharmaceutical chemicals, a major drawback of current in vitro viability

assays is the lack of an appropriate cell model that can provide capacity for metabolisms of foreign

substances (xenobiotics). It is, therefore, essential to assess the toxicity of chemicals in metabolically

relevant conditions. The cytochromes P450 (CYP450s) are a superfamily of metabolizing enzymes,

responsible for -70-80% of phase I metabolism in the liver (49). To provide ptCC with the ability to measure

toxicity of both parent chemicals and their metabolites, we incorporated a metabolically competent cell

line, MCL-5. MCL-5 is an engineered human B-lymphoblastoid cell line that can stably express human

cytochrome P450 CYPlAl, CYPIA2, CYP2A6, CYP2EI, CYP3A4, and microsomal epoxide hydrolase

(mEH) (23). Together, these metabolic enzymes are responsible for approximately 50% of P450 activity in

phase I metabolism (49).

In this study, we focus on aflatoxin B1 (AFB1 ). Millions of people worldwide are exposed to AFB1,

a procarcinogen present in the molds Aspergillus flavus and A. parasiticus usually found in grains. In

combination with hepatitis B infection, AFB1 has been reported to increase the risk of liver cancer

approximately 60-fold and is thus the major cause of cancer in many regions of the world (50). Studies

have shown AFB1 is metabolized by a number of P450 enzymes (51). The most genotoxic metabolite, AFBI

exo-8,9-epoxide, is generated via oxidation of AFB1 mainly by CYP3A4 and CYPI A2 (52-55). AFB1 exo-

8,9-epoxide is highly unstable and readily reacts with guanine to form a number of bulky DNA adducts that

can lead to mutations and carcinogenesis (56-58).

We applied pCC to measure the toxicity level of AFB1 in MCL-5 cells three days following

exposure. To control for the effects of metabolism, we included TK6 as a negative control cell line. As

expected, TK6 cells are insensitive to AFB1 due to their low metabolic capacity. In contrast, MCL-5 cells
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are significantly more sensitive than TK6 to AFB, (more than two-log difference at the highest dose) (Fig.

3-5C). We were able to further test the hypothesis that MCL-5 sensitivity is due to metabolic activation of

AFB1 by using ketoconazole (KET). KET is a well-known potent inhibitor of CYP3A4 activity (59-61).

Whereas MCL-5 cells are extremely sensitive to AFB1 , inhibition of metabolism by KET leads to significant

rescue of MCL-5 cells (Fig. 3-5D). Taken together, the incorporation of MCL-5 cells into the tCC platform

yields a rapid and sensitive method to test for toxicity of xenobiotics in a metabolically relevant context.

3.5. DISCUSSION

Despite the fact that millions of cytotoxicity tests are performed every year, there have been relatively

few fundamental advances in cytotoxicity testing. The gold standard is the colony formation assay, which

is slow, laborious, and not compatible with high-throughput screening. Alternative faster approaches have

been developed, but they rely on indirect measures of cell viability. With nearly identical sensitivity and

higher throughput, we show here that pCC rivals the colony formation assay, with the potential to become

the new gold standard. The results presented in this work highlight a few important advantages of the pCC

assay: (i) analysis of microcolony size distribution is a direct measure of cells' ability to divide, enabling

quantification of toxicity using the same testing parameter as the colony formation assay in -3-4 days

instead of -2-3 weeks; (ii) by arraying cells in microwells, pCC shrinks the colony formation assay to

~1/250 its area, enabling compatibility with the microtiter plate format; (iii) pCC is capable of measuring

cell survival on a multi-log scale, enabling sensitive quantification of toxicity; (iv) pCC is robust against

experimental noise introduced by differences in initial cell numbers. Perhaps the most important

observation is that results from pCC are nearly identical to data from the traditional colony formation assay

performed in our laboratory. Furthermore, the same experiment performed 20 years ago by a different

laboratory yielded essentially the same results (36).

Today, commonly used assays are the tetrazolium assays and ATP assays. The underlying principle

for these assays is that the number of viable cells is estimated by the cells' mitochondrial functions, either
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to reduce a tetrazolium salt or to maintain intracellular ATP level. Developed in 1980s, tetrazolium assays

have enjoyed popularity in academic labs as well as industry due to the convenient microtiter plate format

and the wide availability of colorimetric plate readers. Tetrazolium assays, however, are known to be

limited in sensitivity (4, 9, 10). On the other hand, pCC is capable of measuring multi-log survival levels.

As demonstrated in this work, ptCC is far more sensitive than the XTT assay, one of the most common

tetrazolium assays, with more than 10-fold difference in dynamic range. Importantly, iCC relies solely on

DNA content, which is a reliable and robust measure of cell number (32-35). In contrast, tetrazolium assays

depend on mitochondrial activity, which can vary due to factors unrelated to cell division (4, 12, 13).

Similar to tetrazolium assays, ATP assays are also a staple in cell viability testing. The CTG® assay

is amendable to microtiter plate format, highly sensitive, and the luminescence output is very convenient

to measure. In this work, we observe that pCC yields consistent results across a 100-fold range of initial

cell densities while CTG@ results are highly susceptible to changes in both initial cell number and the

number of days in culture. This observation is consistent with the fact that metabolic functions are highly

influenced by non-lethal changes in culture conditions (3, 6, 13, 19, 62). In addition, the relationship

between intracellular ATP level and cell viability is not always linear (63). Finally, ATP-based assays are

not appropriate to assess toxicity of chemicals that interfere with ATP biosynthesis [e.g., atractyloside

inhibits ADP/ATP translocases, inhibiting ATP biosynthesis (64)].

The advantages of pCC over commonly used cell viability assays can be leveraged to provide an

efficient and sensitive screening platform in drug discovery. Quantification of cell survival provides a

critical endpoint because the ability to modulate cell death is an effective therapeutic strategy. For example,

in cancer therapy large chemical libraries are screened for their ability to induce cancer cell death or inhibit

cell growth (65). On the other hand, cytoprotective compounds are selected for their ability to attenuate cell

death in the context of ischemia and neurodegeneration (66). In these cases, ptCC can provide highly

sensitive and robust quantification of cell survival, which is critical in assessing the efficacy of a potential

candidate drug. The short assay time and the compatibility with the microtiter-plate format also make pCC

adaptable for high-throughput drug discovery screens.
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In drug development, it is also important to understand the underlying cell death mechanism

induced by a potential candidate (3). With their critical roles in human diseases, cell death modalities, such

as apoptosis and necroptosis, and can be exploited as therapeutic targets. For example, necrosis inducers

can be used to target apoptosis-resistant tumors (19, 67). In the context of drug discovery, pCC can be used

in a multiplex fashion to both assess cell survival and study cell death mechanism. Besides excess growth,

established viability biomarkers, such as membrane integrity (e.g., propidium idodide staining) and

apoptosis (e.g., Annexin V staining), can also be probed simultaneously to provide information about

cytotoxic levels as well as cell death modalities (data not shown).

In the broad context of chemical toxicity testing, the bottleneck of in vitro cell-based assays is

biotransformation (68). Biotransformation is the process whereby a foreign substance (xenobiotic) is

modified in the body to form metabolites, which can be transported to systemic circulation (47). Therefore,

in vitro assays need to account for the toxic effects of both the parent chemicals and their metabolites (68).

By incorporating MCL-5 cells, which have stable expressions of critical metabolic enzymes (23), ptCC can

provide a rapid and sensitive platform for primary toxicity screens that overcomes the bottleneck of in vitro

assays.

ptCC's compatibility with the microtiter plate format is potentially adaptable for high-throughput

screening (HTS) for chemical safety testing in the context of environmental health. Due to the large number

of chemicals that come in contact with humans and the environment, governmental agencies, such as the

U.S. National Toxicology Program (NTP) and the EU's Registration, Evaluation, Authorisation, and

Restriction of Chemicals (REACH), have heavily invested in large-scale chemical safety studies. Cell

sensitivity is a critical endpoint in these studies, and microtiter plate viability assays are often the top choice

due to their compatibility with HTS.

Because of its high-throughput capacity and its multi-log sensitivity, we anticipate that the pCC

platform can be applied to detect subtle differences between people in population studies. Information about

inter-individual variability in sensitivity to toxic exposures is useful in developing personalized disease
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treatment as well as in understanding risk factors for environmentally-induced diseases. For example,

studies have shown a wide range of variation in sensitivity toward different DNA damaging agents in

lymphoblastoid cell lines derived from genetically diverse healthy individuals (31, 69). Many studies have

also observed differences in radiosensitivity among mitogen-stimulated T lymphocytes obtained from

different individuals (70). We anticipate that pCC is well suited to study dividing cells, such as mitogen-

stimulated lymphocytes, because of its ability to yield sensitive measurements after only a few days in

culture.

In this work, we focus on lymphoblastoid cells, which can grow in suspension. Further work is

needed to demonstrate tCC's utility for other cell types. Although many cells can be grown in a non-

adherent fashion (making it possible to grow them in the pCC agarose microwells), many other cell types

are anchorage dependent and require a charged surface or a biological ligand for binding (71, 72). We have

begun to explore several approaches for growing adherent cells on the pCC. For example, cells loaded into

the agarose microwells can be overlaid with low melting point agarose mixed with collagen type 1. We

found that HeLa cells and HepG2 cells appear to attach to the collagen ligands and form adherent

microcolonies (Fig. 3-S5, top and middle). A limitation of this approach is that not all cells stay confined

to the microwells, as they appear to elongate and spread during microcolony formation (Fig. 3-S5, bottom).

To optimize the assay, it is ideal for the microcolonies to be compact so that there is not significant

microcolony overlap. To overcome this limitation, further development to modify the growth conditions to

foster growth within the microwell, rather than growth by attachment to the ligands in the upper layer, is

necessary. Other ECM component proteins including laminin 1, fibronectin, vitronectin and various

collagens (73) can also be added to the pCC. Additionally, varying microwell diameters and distances

between the microwells can potentially acommodate different cell types. For example, for larger cells, a

microwell with a larger diameter may be desireable, and for cells that migrate away from the microcolony,

an increase in the inter-microwell distance may be advantageous.

In conclusion, we have described ptCC, a rapid and sensitive cell survival assay that combines the
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advantages of commonly used viability assays. With the short assay time and large dynamic range, the ptCC

platform provides an efficient alternative to the colony formation assay, which continues to be the gold

standard in cell survival testing. The companion in-house software enables automated image analysis of

thousands of microcolonies in a few minutes, making it easy for a new user to learn and use the assay.

Finally, the high-throughput and potential multiplexing capacity make ptCC a powerful tool for applications

including screens for drug development, epidemiological studies, and chemical safety studies.

3.6. SUPPLEMENTARY PROCEDURES

Correlation of F/M values with cell numbers per microwell

We loaded TK6 cells into an array of 40-tm wells and immediately stained the cells with Vybrant@

DyeCycle Green (see Methods). The microwells provide physical spaces with a defined volume that only

allows a maximum number of -7-8 TK6 cells per well. Fluorescent images of TK6 microcolonies were

captured and analyzed using our in-house MATLAB program (see Methods). Because the cells had not

been given time to grow after loading, the fluorescent nucleus of each cell in a microcolony can be clearly

distinguished by eyes in the fluorescent images. The number of distinct nuclei was counted manually and

compared to the F/M value of that microwell.

Calculation of Excess Microcolonies and Excess Growth

We can calculate the Excess Growth (EG) value for each treatment condition and compare to a

negative control EG (unexposed cells) to obtain a toxicity measurement. To calculate EG, we first estimate

Excess Microcolonies (EM), the portion of microcolonies that have grown in excess of the starting

population, by subtracting the microcolony size distribution of the final population by that of the starting

population. EG is the sum of the number of cells in these EM. To illustrate the calculation process, suppose

a starting population has 100 microcolonies with the following distribution: 25 microcolonies have I cell

each, 50 have 2 cells each, and 25 have 3 cells each (Fig. 3- SIB - light green). After growth, the final

population of 100 microcolonies consists of 25 microcolonies with 2 cells each, 50 with 3 cells each, and
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25 with 4 cells each (Fig. 3- SIB - dark green). For each microcolony size, we subtract the number of

microcolonies in the final population by the starting population:

1-cell microcolonies: 0 - 25 = -25 microcolonies < 0

2-cell microcolonies: 25 - 50 = -25 microcolonies <0

3-cell microcolonies: 50 - 25 = 25 microcolonies >0

4-cell microcolonies: 25 - 0 = 25 microcolonies >0

We define the positive values of the subtractions to be the EM. In this case, EM consist of 25 of

the 3-cell microcolonies and 25 of the 4-cell microcolonies. By our definition, the total number of cells in

these microcolonies is EG:

EG = 25 microcolonies x 3 cells + 25 microcolonies x 4 cells = 175 cells.

In practice, the numbers of microcolonies collected for starting and final populations can differ. A

normalization by the total number of microcolonies for each population is therefore required, and the

subtraction is performed between the relative frequencies of microcolonies and not between the actual

numbers of microcolonies.

Excess Growth

To quantify cell survival, we can compare different measures of growth between the treated

population and the untreated. The median colony size of the 3-Gy is ~1/9 that of the untreated. In contrast,

the 3-Gy's EG is only ~1/50, indicating a higher level of toxicity than revealed by the median colony size

comparison. Exposure of TK6 microcolonies to a range of yIR doses reveals that toxicity measured by

median colony size comparison plateaus around 10% of untreated. On the other hand, EG displays an

exponential killing curve with a superior dynamic range of more than two orders of magnitude (Fig. 3- 3D).
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Figure 3-1. Construction of Microcolony Chip (ptCC) and quantification of total DNA content. A.
Steps in micropatterning cells in ptCC. 1. PDMS stamp with microposts is pressed into molten agarose. 2.
Agarose is allowed to cool and solidify. 3. Stamp is lifted off to reveal patterned microwells on agarose
chip. 4. Cell suspension is placed directly onto agarose chip. 5. Cells settle into microwells via gravity.
Excess cells are washed off to reveal micropatterned cells. 6. Cells are kept in microwells by an overlay
layer of 0.3% low-melting point agarose. B. Phase-contrast pictures of example patterned TK6
microcolonies taken at 40X magnification. Left: empty agarose microwell array. Day 0: micropatterned
cells after loading. Day 1 - Day 4: growth of patterned microcolonies during 4 days in culture. C. Example
calculation of integrated fluorescence intensity per microcolony (F/M) for one TK6 microcolony. Left:
phase-contrast image of one TK6 microcolony after 4 days in culture. Middle: fluorescent image of a
different TK6 microcolony stained with Vybrant@ DyeCycleTM Green. Right: a plot of the average
fluorescence intensity of each pixel column from the left to the right of the Middle image after background
correction (binary mask using Otsu thresholding method). F/M is the total area under the curve.
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microwells with one cell (left) and five cells (right). Top: fluorescent images of TK6 cells in microwells

stained with Vybrant® DyeCycle'TM Green. Bottom: Fluorescence intensity plots of the corresponding

fluorescent images after background correction (binary mask using Otsu thresholding method). F/M is the

total area under the curve. B. Average F/M values for 1 to 7 TK6 cells. F/M for a single cell, or fluorescence

intensity per cell (F/C), is calculated to be 2300 500 (arbitrary fluorescence unit). Each data point is an

average of 3. independent experiments. Error bars are standard errors of the means. C. Fold change of

median F/M for TK6 microcolonies in piCC (green line) and TK6 cell density in liquid culture (red line)

during 4 days of culture. Each data point is an average of at least 3 independent experiments. Error bars are

standard errors of the means. D. Example of TK6 microcolony size distributions obtained from ptCC during

4 days in culture. F/M values of >700 microcolonies were analyzed for each distribution and converted to

cell numbers by dividing by the value of 1 F/C. y-axis for each plot is individually scaled.
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light green) overlaying with untreated distribution after 3 days in culture ("Untreated", dark green). Right:
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days in culture ("3 Gy", dark green). C. yIR-induced toxicity (% Untreated) derived from normalization of
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Figure 3-4. Compare p1CC with other assays in measuring yIR-induced toxicity in TK6 cells. Toxicity is
expressed as percent of y-irradiated cells relative to untreated control cells. A. The colony formation assay
data (light blue line, see Methods) were obtained 3 weeks after y-irradiation. ptCC data (dark green) were
obtained 3 days post irradiation. B. Colony formation data from *Wenz F. et al, 1998 (black line, (36))
were reproduced with permission from Radiation Research journal. pCC data (dark green) were obtained
3 days post irradiation. C. XTT data (dark blue line) were obtained 3 days after exposure (see Methods).

pCC data (dark green) were obtained 3 days post irradiation. D. yIR-induced toxicity in TK6 cells measured
by CTG® with different cell seeding densities (legend: number of cells per 96-well) after a recovery period
of 4 days. E. yIR-induced toxicity in TK6 cells measured by ptCC with different cell loading densities
(legend: number of cells per macrowell) after a recovery period of 4 days. n > 3, error bars are standard
errors of the means.
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Figure 3-S1. A. We sorted microcolonies into F/M bins with equal widths of 2300 (arbitrary fluorescence
unit) (1 F/C). These bins range from the expected F/M for ~one cell (1 F/C) to the expected F/M for -150
cells (150 F/C's). We then derived the microcolony size distribution by quantifying the relative frequency
of microcolonies with F/M values that fall within each specific F/M bin (example in Fig. S2). Illustration
of the construction of a microcolony size distribution. Data are from untreated TK6 microcolonies after one
day in culture. Each bin represents one microcolony size in unit of F/C (~number of cells). y-axis is the
relative frequency of microcolonies with the same size. B. Simplified illustrative size distributions for 100
starting microcolonies (light green) and 100 final microcolonies (dark green). See Supplementary
Procedures for step-by-step calculations for Excess Mircocolonies and Excess Growth.
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Figure 3-S3. Example bright-field pictures of wells with TK6 cells (untreated or y-irradiated with 4 Gy)
cultured in U-bottom 96-well plates over 18 days (DO = immediately after exposure, D9 = 9 days after

exposure, D14 = 14 days after, and D18 = 18 days after) (see Methods). Pictures are taken from the same

24 wells for each condition. Obvious colonies appear at different times across the wells. Red-circled wells

represent examples of colonies that are not obvious until day 18 (D18).
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Figure 3-S4. A. yIR-induced toxicity in TK6 cells measured by CTG® with different cell seeding densities
(legend: number of cells per 96-well) and 2 different recovery periods (left: 3 days; right: 4 days). B. yIR-
induced toxicity in TK6 cells measured by gCC with different cell loading densities (legend: number of
cells per macrowell) and 2 different recovery periods (left: 3 days; right: 4 days). n > 3, error bars are
standard errors of the means.
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Figure 3-S5. Growth of adherent cells on modified pCC. A layer of Collagen I gel was sandwiched between
the cells and the overlay agarose layer. Modified pCC with embedded cells was submerged in culture
medium and monitored for cell growth. Phase-contrast pictures of HeLa cells, HepG2 cells, and human
fibroblasts cells on modified gCC were taken at 40X magnification.
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Chapter 4

Application of CometChip and Human Lymphocytes to Study Population

Variation in DNA Repair Capacity

4.1. ABSTRACT

There is a high variability in how an individual responds to DNA damaging agents. Many lines of

evidence point toward an association between aberrant DNA repair capacity and risk of cancer as well as

sensitivity to anti-cancer treatment. Over the past two decades, there is mounting evidence showing

significant interindividual variations in DNA repair capacity, which are associated with differences in

disease risk and treatment outcomes. The evidence has been contributed by methods that indirectly or

directly measure DNA repair capacity. Therefore, the ability to measure DNA capacity may allow for

predictions of how an individual responds to a DNA damaging agent, enable more accurate assessment of

cancer risk, and provide useful information to design tailored treatment regimens in order to minimize side

effects while maximizing treatment effectiveness. CometChip, a high-throughput comet assay platform,

can process -3-4 orders of magnitude more samples than the conventional comet assay, opening doors to

large population studies. In this study, we demonstrated how CometChip can be used to measure DNA

repair kinetics of oxidative damage induced by y ionizing radiation (yIR) and hydrogen peroxide (H 2 02 ),

alkylation damage induced by methyl methanesulfonate (MMS), cyclobutane pyrimidine dimers induced

by ultraviolet (UV) light, and double-strand breaks (DSBs) formed upon yIR in human primary

lymphocytes. We also conducted a small pilot study with primary lymphocytes isolated from 56 healthy

volunteers, which shows a sevenfold variation in repair rates.
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4.2. INTRODUCTION

Environmental DNA damaging agents, such as air pollution, tobacco smoke, and UV radiation,

represent major causes of cancer, yet therapeutic DNA damaging agents, such as y radiation and

temozolomide, are standard cancer therapies. The health effects of exposure to DNA damaging agents vary

greatly across populations. Among heavy smokers, only ~10% develop lung cancer (1), and among patients

undergoing similar courses of cancer therapy, treatment outcomes highly diverge (2). The ability to identify

individuals who are most susceptible to the health effects of DNA damage would open doors for

personalized strategies for early detection or prevention of cancer and individualized dosing regimens that

could make treatment more effective while minimizing its harmful side effects. Genetic and functional

analyses indicate that cancer susceptibility and clinical treatment sensitivity can be associated with

inefficient DNA repair (3-8), raising the possibility of tailoring individual treatment and prevention by

measuring DNA repair capacity.

Despite the important role of DNA repair in modulating the health effects of DNA damage, clinical

applications of DNA repair capacity have been limited to diagnostics via genetic testing of known

polymorphisms in genes associated with DNA repair defects and diseases (9). Certain cell-based assays,

such as chromosomal aberration and UV-induced unscheduled DNA synthesis, are occasionally used as

confirmation tests (10, 11). Importantly, although genetic defects in DNA repair proteins have been

exploited to improve cancer treatment outcomes (12, 13), interindividual variation in DNA repair capacity

has not been considered in cohort selection for clinical trials or in designing treatment regimens.

More studies are needed to further elucidate the relationship between DNA repair capacity and

health outcomes. Larger and more prospective studies are especially crucial since it is unclear whether the

altered DNA repair capacity associated with cancer risk and treatment response variability is the cause or

the effect. The extensive crosstalk and competition between the major DNA repair pathways also needs to

be taken into account in these studies (14). To these ends, high-throughput assays capable of measuring
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multiple repair pathways in parallel are essential. Recent examples include a multiplexed fluorescence-

based flow cytometric host cell reactivation assay (FM-HCR) (15, 16) and CometChip (17, 18).

Developed in 1984 (19), the comet assay has since become a classic tool in a number of fields,

including environmental biomonitoring, DNA repair studies, and genotoxicity testing (20, 21). The key

advantages of the comet assay include simple procedures and sensitivity to a wide range of DNA damage.

Importantly, only a small number of cells are required, making the assay particularly suitable for population

studies where samples are usually rare and valuable. On the other hand, the conventional comet assay

suffers from several major drawbacks, including low-throughput and high experimental variability. Only

about 600 comets can be imaged within one hour, which limits the number of slides scored per day to 50

even when automated imaging systems are used (20). This practical challenge severely limits the use of the

comet assay in large-scale sample size and is especially prohibitive in DNA repair kinetics studies where

multiple time points are analyzed for several types of DNA damage.

CometChip, a high-throughput comet assay platform, was developed to overcome the limitations

of the conventional comet assay (17, 18). The underlying principle of CometChip is based upon arraying

cells in a grid on an agarose chip so that the resulting comets are on the same focal plane and are spaced at

a fixed distance from one another. As a consequence, as many as 100 comets can be imaged in one field.

In addition, a bottomless 96-well plate can be imposed on the agarose chip to create 96 isolated macrowells,

each of which contains up to 300 comets. Each chip, therefore, corresponds to ~96 slides in the conventional

comet assay, and one full chip can be imaged within ~15 minutes by automated systems. Finally, a

companion in-house software enables automated analysis of more than 100 comet images per second. As a

result, CometChip can process -3-4 orders of magnitude more samples than the conventional comet assay,

opening doors to large-scale population studies of DNA repair kinetics across multiple pathways.

This study focuses on establishing experimental CometChip conditions to measure DNA repair

kinetics of multiple types of DNA damage in human peripheral blood lymphocytes. Human peripheral

blood mononuclear cells (PBMCs) were isolated from fresh whole blood, and T-lymphocyte activation was
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stimulated for three days with the mitogen phytohemagglutinin-L (PHA-L) (22, 23). The alkaline comet

assay was used to study oxidative damage induced by yIR and HO2 and alkylation damage induced by

MMS. An additional incubation step with T4 endonuclease V was included in the alkaline comet assay to

create nicks at CPDs formed upon short wavelength UV irradiation (UV-C). Finally, the repair of DSBs

caused by yIR was monitored with the neutral comet assay. All five measures were conducted in parallel

using the same sample of PHA-stimulated T-lymphocytes.

In a pilot study, we investigated CometChip's sensitivity and reproducibility to measure small

differences in oxidative repair kinetics between individuals. Blood samples were taken from ten healthy

volunteers on multiple visits in order to compare the variability within an individual and across the

population. A larger study was also conducted with 46 healthy volunteers, each of whom had one single

blood draw. Oxidative repair kinetics curves were obtained for the population, showing a sevenfold

variation in repair rate.

4.3. MATERIALS AND METHODS

CometChip fabrication

Materials. SylgarTM 184 silicone elastomer kit (102092-312) and bottomless 96-well plates (82050-

714) were purchased from VWR, Radnor, PA. GelBond® Film (53761) was obtained from Lonza,

Portsmouth, NH. UltraPure TM agarose (16500100) and UltraPureTM low melting point agarose (16520100)

were purchased from ThermoFisher Scientific, Waltham, MA.

Procedure. The microwells were fabricated as described previously (17, 18, 24, 25). Briefly, 1%

w/v agarose solution in DPBS was prepared. A polydimethylsiloxane (PDMS) stamp with an array of

micropegs was fabricated using the SylgarTM 184 kit as described previously (18). The stamp was pressed

into the molten agarose solution on top of the hydrophilic side of a sheet of GelBond® Film. The agarose

was allowed to gel at room temperature for ~15 minutes. The stamp was removed to reveal an array of
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microwells with -40-50 ptm in both diameter and depth. The microwells were spaced 240 pm apart. A

bottomless 96-well plate was pressed on top of the agarose chip to form 96 macrowells. The bottom of each

macrowell was an array of -300 microwells.

To load cells into microwells, -2,000 - 200,000 cells in suspension were placed into each

macrowell, and the chip was incubated at 37"C in the presence of 5% CO2 for 15 minutes. This time is

sufficient for most cell types to have fully loaded into the microwells by gravity. Excess cells were then

washed off with DPBS by shear force. The chip was covered with a layer of overlay agarose (1% w/v low-

melting point agarose solution in DPBS, kept molten at 43'C until use). For complete solidification of the

overlay agarose, the chip was kept at room temperature for 2 minutes followed by 2 minutes at 4*C.

Alkaline CometChip assay

Chemicals. Sodium chloride (NaCl, 7581), disodium EDTA (Na2EDTA, 4931), and sodium

hydroxide pellets (NaOH, 7708) were purchased from VWR, Radnor, PA. Trizma® base (T 1503), Trizma@

HCI (T5941), and Triton X-100 (X-100) were obtained from MilliporeSigma, St. Louis, MO. 10,000X

SYBRTM Gold nucleic acid gel stain was obtained from ThermoFisher Scientific, Waltham, MA.

Buffers. The alkaline lysis buffer (pH ~ 10) was a solution of 2.5 M NaCl, 100 mM Na2EDTA, 10

mM Trizma® base, and 1% v/v Triton X-100 dissolved in de-ionized H20 (dI H20). The alkaline unwinding

buffer (pH ~ 13.5) was prepared by diluting NaOH and Na2EDTA stock solutions in dI H2 0 to final

concentrations of 0.3 M and 1 mM, respectively. The neutralization buffer (pH - 7.5) was prepared by

dissolving Trizma@ HCl in distilled H20 to a final concentration of 0.4 M.

Procedure. Cells encapsulated in CometChip were lysed in the alkaline lysis buffer overnight at

4'C. The nuclei were unwound in the alkaline unwinding buffer for 40 minutes at 4'C, and the DNA was

electrophoresed in the same buffer at the same temperature for 30 minutes at 1 V/cm and -300 mA. The

CometChip was then washed three times in the neutralization buffer by submerging for five minutes each

time.
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Afterward, the DNA on ComeChip was stained for 15 minutes at room temperature with IX of

SYBRTM Gold diluted in DPBS, protected from light. Fluorescent images of the comets were captured at

40X magnification using an epifluorescence microscope (Nikon Eclipse 80i, Nikon Instruments, Inc.,

Melville, NY) with a 480 nm excitation filter. Image acquisition was achieved by automatic scanning using

a motorized XY stage. Comet images were automatically analyzed using Guicometanalyzer, a custom

software developed in MATLAB (The MathWorks Inc., Natick, MA) as previously described (18). Outputs

from Guicometanalyzer were processed and imported to a spreadsheet (Microsoft Excel, Microsoft Office

Suite 2016) using Comet2Excel, an in-house software developed in Python (Python Software Foundation,

Python version 2.7.10).

Neutral CometChip assay

Chemicals. Sodium chloride (NaCl, 7581), disodium EDTA (Na2EDTA, 4931), and sodium

hydroxide pellets (NaOH, 7708) were purchased from VWR, Radnor, PA. N-lauroylsarcosine sodium salt

(L9150), Trizma@ base (T1503), Trizma® HCI (T5941), Triton X-100 (X-100), 100% dimethyl sulfoxide

(DMSO, D8418) were obtained from MilliporeSigma, St. Louis, MO. 1 0,OOOX SYBRTM Gold nucleic acid

gel stain was obtained from ThermoFisher Scientific, Waltham, MA. Boric acid (M139) was purchased

from AMRESCO LLC, Solon, OH.

Buffers. The neutral lysis buffer (pH ~ 9.5) was prepared as a solution of 2.5 M NaCl, 100 mM

Na2EDTA, 10 mM Trizma@ base, 1% N-lauroylsarcosine sodium salt, 0.5% v/v Triton X-100, and 10%

DMSO in de-ionized H20 (dl H 2 0). The neutral electrophoresis buffer (TBE, pH ~ 8.5) comprised of 2

mM Na2EDTA, 90 mM Trizma@ base, and 90 mM boric acid in dl H 20. The neutralization buffer (pH ~

7.5) was prepared by dissolving Trizma® HCl in distilled H2 0 to a final concentration of 0.4 M.

Procedure. Cells encapsulated in CometChip were lysed in the neutral lysis buffer overnight at

43'C. The CometChip was then washed vigorously three times by submerging in TBE and placed on an

orbital shaker for 30 minutes at a slow speed (-50 rpm). Afterward, the chip was incubated in fresh TBE at
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4'C for 60 minutes, and the DNA was electrophoresed in the same buffer at the same temperature for 60

minutes at a constant 0.6 V/cm and 6 mA. The CometChip was then washed three times in the neutralization

buffer by submerging for five minutes each time.

Afterward, the DNA on CometChip was stained for 15 minutes at room temperature with IX of

SYBRTM Gold diluted in DPBS, protected from light. Fluorescent images of the comets were captured at

40X magnification using an epifluorescence microscope (Nikon Eclipse 80i, Nikon Instruments, Inc.,

Melville, NY) with a 480 nm excitation filter. Image acquisition was achieved by automatic scanning using

a motorized XY stage. Comet images were automatically analyzed using Guicometanalyzer, a custom

software developed in MATLAB (The MathWorks Inc., Natick, MA) as previously described (18). Outputs

from Guicometanalyzer were processed and imported to a spreadsheet (Microsoft Excel, Microsoft Office

Suite 2016) using Comet2Excel, an in-house software developed in Python (Python Software Foundation,

Python version 2.7.10).

Culture of cell lines

Reagents. Dulbecco's phosphate-buffered saline (DPBS), high-glucose Dulbecco's Modified

Eagle's Medium (DMEM, high glucose, 11965092), RMPI-1640 (11875093), 200 mM L-glutamine

(A2916801), 10,000 U/ml Pen-Strep (15140), 0.25% Trypsin-EDTA with phenol red (25200) were

purchased from ThermoFisher Scientific, Waltham, MA. Fetal bovine serum (FBS) was obtained from

Atlanta Biologicals, Inc., Flowery Branch, GA.

Culture conditions. All the cells were cultured in an incubator set at 370 C with 5% CO2 .

Cell lines. TK6 (26, 27), a human B-lymphoblastoid cell line, was a gift from W. Thilly. TK6 was

cultured in RPMI 1640 with GlutaMAX TM supplemented with 100 U/ml Pen-Strep. TK6 cell suspension

was directly obtained from the suspension culture.

The XPG cell lines were gifts from 0. Scharer. These include XPG-deficient, XPG/WT, and

XPG/E791 A. The XPG-deficient cell line was obtained from SV40-transformation of the primary human
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skin fibroblasts from patient XPCS1RO (28). XPG/WT and XPG/E791A cells were obtained from the

stable transfection of the lentiviral vector containing XPG WT cDNA or XPG-E791A cDNA in the XPG-

deficient cell line (29). The XPG cell lines were cultured in high-glucose DMEM supplemented with 10%

FBS, 2 mM L-glutamine, and 100 U/ml Pen-Strep. To obtain cell suspension for the XP-G cell lines, the

monolayer culture was incubated with 0.25% Trypsin-EDTA for 1-2 minutes at 370 C. Detached cells were

then suspended in complete working media. Cell viability and cell number were analyzed using an

automated Trypan Blue exclusion system [Vi-CELLTM cell counter (Beckman Coulter Life Sciences, Brea,

CA)].

Peripheral blood mononuclear cells (PBMCs)

Reagents. Ficoll-Paque PLUS solution (17144002) was purchased from GE Healthcare Bio-

Sciences, Pittsburgh, PA. RMPI-1640 (11875093) and 10,000 U/ml Pen-Strep (15140) were purchased

from ThermoFisher Scientific, Waltham, MA. Heat-inactivated fetal bovine serum (HI-FBS, 100-106) was

obtained from Gemini Bio-Products, West Sacramento, CA. Phytohemagglutinin-L (PHA-L, L4144) and

100% dimethyl sulfoxide (DMSO, D8418) were obtained from MilliporeSigma, St. Louis, MO. D-Glucose

(dextrose, BDH9230) was purchased from VWR, Radnor, PA.

Human whole blood. For assay optimization and internal controls, fresh whole blood from two

anonymous healthy donors collected in sodium heparin Vacutainer collection tubes was purchased from

Research Blood Components, Brighton, MA. For our population study, fresh whole blood from 56 healthy

volunteers was collected in sodium heparin Vacutainer collection tubes by a clinical professional at the

Clinical Research Center at Massachusetts Institute of Technology, Cambridge, MA. Ten of the 56

volunteers had multiple blood draws (up to five visits) while the remaining 46 had one single blood draw

per person.

PBAJC isolation. PBMCs were isolated using the standard Ficoll gradient density centrifugation

(23, 30, 31 ). Briefly, 10 mL of fresh whole blood was diluted with 10 mL of warm RPMI-1640 solution. 8

155



mL of the Ficoll-Paque PLUS solution was gently injected underneath the diluted blood sample without

mixing the two solutions. The whole tube was then centrifuged at 400 g for 40 minutes at 18'C with brakes

off. The upper layer containing plasma and platelets was aspirated off, providing access to the PBMC layer

(buffy coat). PBMCs were transferred to a new centrifuge tube. Cells isolated from the same original blood

sample were pooled in one tube. PBMCs were washed by diluting in warm RPMI-1640 solution to a final

volume of 50 mL and centrifuged at 600 g for 20 minutes at 18'C. The supernatant was aspirated, and the

pellet was resuspended in 20 mL of warm RPMI-1640 solution. Cells from 10 ptL of the suspension were

stained with crystal violet, and the number of mononuclear cells were counted with a hemocytometer. The

remaining suspension was centrifuged at 400 g for 15 minutes at 18'C. The supernatant was aspirated, and

the pellet was suspended in the freezing medium (40% RPMI-1640 + 50% HI-FBS + 10% DMSO). The

volume for the freezing medium was one-tenth the volume of the original blood sample (i.e. I mL freezing

medium to suspend a pellet isolated from 10 mL of fresh whole blood). The average cell density was

~10x106 cells/mL.

PBMC cryopreservation and storage. I mL aliquots of PBMCs suspended in the freezing medium

were transferred to separate cryovials. The vials were stored in a Styrofoam container and placed in a -80'C

freezer. After 24 hours, the frozen vials were transferred to a Dewar containing liquid nitrogen.

PBMC recovery and T-lymphocyte stimulation. Cryopreserved PBMCs were rapidly thawed by

placing the vial containing the cells in a 37'C water bath for -one minute. Cells were transferred to a

centrifuge tube containing 9 mL warm thawing medium (40% RPMI-1640 + 50% HI-FBS + 10% D-

glucose) and centrifuged at 600 g for 5 minutes at room temperature. Supernatant was aspirated, and the

pellet was resuspended in 10 mL of stimulation medium (RMPI- 1640 + 20 % HI-FBS + 100 U/mL Pen-

Strep + 5 ptg/mL PHA-L). 500 ptL of the suspension was analyzed for cell viability using an automated

Trypan Blue exclusion system (Vi-CELLTM cell counter). The recovery procedure typically yielded more

than 85% viable cells. T-lymphocytes were stimulated for three days by placing the remaining suspension

in a tissue-culture incubator (37'C, 5% C0 2 ).
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CometChip cell loading. For each experiment, 1 Ox 10' of PHA-stimulated T-lymphocytes were

harvested and suspended in 5 mL of complete medium (RPMI-1640 + 20% HI-FBS + 100 U/mL Pen-

Strep). Cells were loaded into microwells by placing 50 ptL of the suspension into a macrowell and

incubating for 15 minutes at 370 C.

y radiation treatment

Cells embedded in CometChip were irradiated with y-rays from a 137Cesium source delivered at -1

Gy/min (Gammacell 40 Exactor, Best Theratronics Model C-440) for the alkaline comet assay. For the

neutral comet assay, the y-rays were delivered from a 60Cobalt source at an approximate rate of 60 Gy/min

(Gammacell 220 Excel, MDS Nordion). Cells were kept on ice during irradiation.

Hydrogen peroxide (H 20 2)

Chemical. 30% w/w hydrogen peroxide (H 202 ) solution was obtained from MilliporeSigma, St.

Louis, MO (H 1009) and was stored at 4'C, protected from light. H2 0 2 dilutions were freshly prepared from

the 30% stock immediately before use.

H2O2 treatment. Doses of H 202 were prepared immediately before use by diluting 30% stock

solution (10 M) with cold PBS. Suspension of TK6 cells was obtained directly from exponentially growing

culture and loaded onto CometChip (see "CometChip fabrication"). A new bottomless 96-well was placed

on top of the CometChip. 100 pL of H 202 solution was pipetted into each well, and the CometChip was

incubated at 4'C for 20 minutes, protected from light. Afterward, the H2O 2 solution was aspirated, and the

bottomless plate was taken off. The CometChip was rinsed by submerging in cold PBS.

DNA damage and repair. To analyzed DNA damage immediately after treatment, the CometChip

was placed in cold alkaline lysis buffer and processed following the remaining steps of the alkaline comet

assay. To study repair kinetics, the CometChip was cut into ~5 cm x 5 cm pieces using a pair of sterile

surgical scissors and incubated in culture medium at 370 C for up to two hours. At each time point, a piece
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of CometChip was removed and placed in cold alkaline lysis buffer. The remaining steps followed the

alkaline comet assay procedure.

Methyl methanesulfonate (MMS)

Chemical. 99% methyl methanesulfonate (MMS) solution was obtained from MilliporeSigma, St.

Louis, MO (129925) and was stored at room temperature. MMS dilutions were freshly prepared from the

99% stock less than 15 minutes before use.

MMS treatment. Doses of MMS were prepared ~15 minutes before use by diluting 99% stock

solution (11.8 M) with warm serum-free media (pre-warmed by incubation at 37C). Suspension of TK6

cells was obtained directly from exponentially growing culture, and 1 mL of cell suspension was placed in

a 15 mL conical tube. The tube was centrifuged (200 x g, 5 minutes), and the supernatant was aspirated.

The cell pellet in each well was re-suspended in 1 mL of MMS solution, and the tube was incubated for 30

minutes or one hour at 370 C. Next, the tube was again centrifuged (200 x g, 5 minutes), and MMS

supernatant was aspirated. Each cell pellet was washed three times by re-suspending in 1 mL PBS, spinning

down (200 x g, 5 minutes), and aspirating the supernatant. After the last wash, each pellet was re-suspended

in 1 mL culture medium.

DNA damage and repair analysis. To analyzed DNA damage immediately after treatment, 50 PL

of cell suspension was transfer to a macrowell on CometChip. After the cells loaded into the microwells

(see "CometChip fabrication"), they were immediately placed in cold alkaline lysis buffer and processed

following the remaining steps of the alkaline CometChip assay. To analyze repair kinetics, remaining cells

in the tube were incubated at 370 C for up to 24 hours. At each time point, 50 gL of cell suspension was

transfer to a macrowell on CometChip and processed as above.

Ultraviolet (UV)
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Chemical. Reduced L-glutathione (GSH, G6013) was obtained from MilliporeSigma, St. Louis,

MO. IX GSH solution (10 mM) was prepared by dissolving GSH powder in warm culture medium and

used immediately within 30 minutes of preparation.

UV irradiation. Prior to UV irradiation, cells embedded in CometChip were incubated for 40

minutes at 37'C in working medium supplemented with 10 mM GSH. Exposure to 254 nm UV light

radiation (UVC) was administered via a handheld UV lamp that had a dose-rate of 14 J/m 2/s at a distance

of 7.6 cm (UVP 95001614, ThermoFisher Scientific, Waltham, MA). The UV irradiation procedure was

carried out in the dark at 4'C.

NER kinetics of CPDs. To study NER efficiency, we examined the repair rate of cyclobutane

pyrimidine dimers (CPDs) induced by UV irradiation. The bacterial T4 endonuclease V (M0308S, New

England BioLabs, Ipswich, MA) was used in combination with the alkaline CometChip assay to query the

level of CPDs (32) over 24 hours of repair. Briefly, UV-exposed cells were incubated in working medium

supplemented with 10 mM GSH for one hour, four hours, and 24 hours. Cells embedded in CometChip

were lysed overnight in the alkaline lysis buffer. The CometChip was then washed three times with the

enzyme reaction buffer (1 mM EDTA, 100 mM NaCl, 25 mM Na2HPO4, 100 pig/mL BSA, pH 7.2) by

submerging for 15 minutes each time. The enzyme reaction was performed by incubating the CometChip

with 50 U/mL T4 Endonuclease V in the enzyme reaction buffer for 15 minutes at 37'C. Afterward, the

CometChip was placed in the alkaline unwinding buffer and processed following the remaining steps of the

alkaline comet assay.

Data analysis of repair kinetics

Multiple comparisons between individuals. One-way ANOVA followed by Tukey-Kramer's multiple

comparison test was performed using the Real Statistics Resource Pack software (Release 5.1). Copyright

(2013-2017) Charles Zaiontz. www.real-statistics.com.
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Mathematical modeling. Background-corrected data were obtained by subtracting the DNA damage level

at each repair time point by the baseline level. Non-linear regression was performed using GraphPad Prism

version 7.01 for Windows (GraphPad Software, La Jolla, CA, www. graphpad.com.) to fit the background-

corrected data to a biphasic exponential decay model:

f (t) = F. ekf.t + S. e-ks.t

where f(t) is the level of DNA damage at time t, kf and ks are two rate constants corresponding to the

fast and the slow phases of the repair kinetics, and f(0) = F + S is the initial DNA damage level.

Therefore, if t1 / 2 is the time required to repair half of the initial damage (half-time), then

F. e kf -t1/2 + S. e-s~tiz _ = 0.
2

The value of t1/2 was approximated using the Solver add-in in Microsoft Excel (Microsoft Office Suite

2016).

4.4. RESULTS

CometChip assays for PBMC repair kinetics

We aimed to optimize CometChip assay conditions to measure repair kinetics of lymphocytes

against five different types of DNA damage: oxidative damage induced by H202, oxidative damage induced

by yIR, alkylation damage induced by MMS, bulky lesions induced by UV light, and DSBs induced by yIR.

PBMCs were isolated from purchased fresh whole blood collected from healthy individuals via Ficoll

density gradient centrifugation (23, 30, 31 ) (Fig. 4-1). In whole blood, the total number of leukocytes varies

between 4x10 6 and 16x 106 cells/mL, with an average of 7x10 6 cells/mL. The PBMC isolation procedure

yields an average cell density of 1.4 x 106 cells/mL. After isolation, PBMCs were immediately suspended

in media supplemented with 50% FBS and 10% DMSO and slowly cooled down to -80*C using insulated
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containers. For long-term storage, cryopreserved cells were transferred to a liquid nitrogen tank and kept

there until experiments. To recover PBMCs from cryopreservation, cells were rapidly thawed and

transferred to warm media supplemented with 50% serum and 10% dextrose. On average, more than 85%

of recovered PBMCs are viable. The recovered PBMCs were cultured with the mitogen PHA-L for three

days to stimulate T-cell activation and proliferation (23) and then harvested for CometChip assays (Fig. 4-

1).

Oxidative damage repair

Oxidative damage is the most common type of DNA damage, primarily caused endogenously by

reaction of DNA with reactive oxygen species (ROS) that are byproducts of cellular metabolisms. In

addition, external exposures to physical and chemical agents, such as y-radiation, have also been shown to

induce ROS, including superoxide (02' ), hydroxyl radical ('OH), and hydrogen peroxide (H 202) (33). ROS

can react with the sugar phosphate backbone and directly cause single-strand breaks (SSBs) (33). In

addition, reactions of ROS with nucleobases result in a wide range of oxidative base lesions, such as

8oxoguanine, thymine glycol, 2,6-diamino-4-hydroxy-5-formamidopyrimidine (FapyG) (33).

The base excision repair pathway (BER) is involved in rejoining SSBs as well as correcting the

majority of oxidative base lesions (34, 35). The first step in BER is damage recognition and base removal

by DNA glycosylases (36). Monofunctional glycosylases remove the damaged base by cleaving the N-

glycosidic linkage between the base and the sugar, leaving behind an abasic site (AP). On the other hand,

bifunctional glycosylases not only remove the damaged base but also cleave the AP site, generating a SSB

(35). Following N-glycosidic cleavage by a monofunctional glycosylase, AP endonuclease 1 (APEl)

catalyzes the hydrolysis of the phosphodiester bond 5' of the AP site, creating a SSB flanked by a 5'-

deoxyribose-5-phosphate (5'-dRP) and a 3'-hydroxyl (3'-OH) termini (37). In short-patch BER, DNA

polymerase p (Pol P) fills in the single-nucleotide gap by extending from the 3'-OH terminus. Pol P also

possesses lyase activity that removes the 5'-dRP intermediate. The nick is then sealed by DNA ligase I or

ligase IIla/XRCC1 (35, 38). In long-patch BER, the replicative polymerases 6/ E or Pol k take over from
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Pol P (35, 36, 38). Because a longer repair patch is synthesized, the damage-containing strand is displaced

and is removed by the flap endonuclease FENI. The nick is sealed by ligase 1 (35, 36, 38).

Because a number of steps in BER result in SSBs as intermediates, it is possible to measure the

repair of oxidative damage using the alkaline CometChip (18, 24, 25). In addition to SSB intermediates,

AP sites left behind by monofunctional glycosylases are alkali-labile and can be converted to nicks in the

alkaline CometChip assay (pH >13) (39). We exposed cells to y-radiation (yIR) and H2 02 to induce

oxidative damage. Using the alkaline CometChip assay, we measured the levels of SBs immediately after

treatment as well as after different periods of repair in order to study the kinetics.

To study yIR-induced damage, we irradiated TK6 cells embedded in CometChip with TIR doses

between 1 and 14 Gy while keeping the cells on ice to prevent repair activity. Cells were immediately lysed

and analyzed for SBs. As shown in Fig. 4-2A, TK6 cells display a linear dose-response to yIR (R2 = 0.95)

with the highest dose inducing about five times more SBs than the basal level. To study repair kinetics,

cells embedded in CometChip were submerged in warm media following irradiation to enable DNA repair.

SB levels were analyzed at multiple repair time points to yield a repair kinetic curve. Our results show that

both TK6 and PHA-stimulated T-lymphocytes are able to rapidly rejoin SBs induced by 8 Gy with similar

kinetics (Fig. 4-2B), where more than 70% of initial SBs are rejoined after 15 minutes of repair.

Furthermore, we also studied the repair of oxidative damage induced by H 202 . Stimulated

lymphocytes embedded in CometChip were challenged with a range of H 2 02 doses (between 10 and 100

pM) via a short incubation at 4*C to prevent repair activity. SB levels analyzed immediately after the

challenge show a linear dose-response to H202 (Fig. 4-2C). Half of the exposed cells were incubated in

warm media for two hours to allow DNA repair. Analysis of their SB levels reveals a complete clearance

of H202-induced SBs for all H 202 doses (Fig. 4-2C). We analyzed SB levels at different repair time points

prior to two hours to further explore the kinetics. Both TK6 and PHA-stimulated T-lymphocytes display

similar initial levels of SBs after being challenged with 100 ptM H202 and are able to reduce the induced

damage to near the basal level after two hours of repair (Fig. 4-2D). However, the rate of repair appears to
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be faster in TK6 cells. For example, -60% of the initial damage is corrected after 30 minutes in TK6 cells

whereas the stimulated T-lymphocytes retain -70% of the initial damage at this time. This observation

further supports that it is necessary to examine multiple time points in order to study variation in repair.

Alkylation damage repair

MMS

Alkylating agents are one of the major classes of chemotherapeutics (40). Their reactions with

nucleobases form a range of alkylating lesions, some of which are highly cytotoxic and mutagenic (41).

Methyl methanesulfonate (MMS) is an SN2 alkylating agent, whose targets are primarily the ring nitrogen

(N) atoms on the nucleobases (42). Among the lesions induced by MMS, 7-methylguanine (7meG) is the

most abundant (~80%), followed by 3-methyladenine (3meA), which accounts for -10% of the total lesions

(41-43). 7meG appears to be innocuous, being neither mutagenic nor cytotoxic. However, 7meG can rapidly

hydrolyze to form abasic sites, which are both cytotoxic and able to mispair during replication (41). On the

other hand, 3meA blocks replication and is highly cytotoxic. The alkyladenine glycosylase (AAG) is the

primary mammalian glycosylase that recognizes and excises alkylated bases as part of BER.

We used the alkaline CometChip (18) to study the levels of SBs induced by MMS. TK6 and PHA-

stimulated T-lymphocytes were exposed to a range of MMS doses. Both cell types exhibit strong linear

dose-responses to MMS between 0.5 to 2 mM (Fig. 4-2E). When challenged with 2 mM MMS, the levels

of SBs for both cell types reach -77% DNA in tail, which is ~seven times higher than the background level.

4 mM MMS does not appear to induce further SBs likely because ~77% is the saturation limit for the comet

assay. When cells were allowed to repair in warm media following MMS exposure up to I mM, both TK6

and the stimulated lymphocytes were able to partially reduce their SB levels after four hours. Beyond 1

mM, the DNA became highly fragmented, resulting in comets with a small fraction of normal DNA

fluorescence that could no longer be accurately scored. It is likely that the level of DNA damage induced
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at high MMS doses (2 and 4 mM) is sufficient to trigger cell death, resulting in extreme DNA fragmentation

(39).

Because four hours of repair appears to be insufficient for complete clearance of MMS-induced

damage, we extended the total repair time for both TK6 and the stimulated lymphocytes to 24 hours and

analyzed SB levels at multiple earlier time points. While oxidative damage is rapidly repaired by both cell

types (Fig. 4-2B and D), alkylation damage induced by MMS requires an extended repair duration.

Specifically, -55% of the initial damage induced by 0.5 mM MMS remains after four hours of repair, and

~30% of the induced damage persists after 24 hours in both cell types (Fig. 4-2F).

Cyclobutane pyrimidine dimer repair by NER

Nucleotide excision repair (NER) is the most versatile pathway that can recognize and repair a

diverse set of structurally unrelated DNA lesions (44). Good NER substrates disrupt base pairing, distort

the double helix, and are generally bulky in size (45). Deficiency in NER proteins are associated with

debilitating disorders (46). Genetic defects in XP proteins cause xeroderma pigmentosum (XP), an

autosomal recessive disorder characterized by hypersensitivity to UV radiation, accompanied by a ~2,000-

fold increased risk of skin cancer. In addition to cancer induced by sunlight exposure, XP patients are also

at risk for cancers at sites that are not exposed to UV light (46-48). There is a ~12-fold increase in frequency

of internal neoplasms in all sites not exposed to sunlight for XP patients under 20. Notably, cancers of the

brain and oral cavity are disproportionately increased (47). In addition, about ~25% of XP patients develop

neurological abnormalities caused by progressive neurological degeneration. Mutations in some NER

genes, such as XPB and XPD, also underlie trichothiodystrophy (TTD). TTD patients exhibit developmental

abnormalities but do not show heightened risk of sunlight-induced skin cancer. Patients with defects in

CSA or CSB exhibit yet another disorder, Cockyane syndrome (CS), which manifests as photosensitivity

and severe developmental defects. CS, however, is not associated with a higher risk of sunlight-induced

skin cancer. In addition, several mutations in XPB, XPD, and XPG genes lead to a severe disorder with

combined symptoms of both XP and CS patients.
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We aimed to measure NER variation in human lymphocytes using UV radiation to induce

cyclobutane pyrimidine dimers (CPDs), which account for the majority of UV-induced lesions and are

efficiently repaired by NER (49). Using the alkaline CometChip (18), we incorporated the use of T4

endonuclease V (32), a bacterial enzyme that possesses both glycosylase and endonuclease activity specific

to CPDs (50). Cells embedded in CometChip Were irradiated with UV-C and allowed to repair in warm

media for up to 24 hours. After repair, cells were lysed overnight following the alkaline CometChip

procedure to expose nuclear DNA, which was then incubated with T4 endonuclease V. The enzyme excises

the dimers and creates a nick in the sugar phosphate backbone, contributing to the comet tail formation

under electrophoresis.

In order to verify that the UV-lesions recognized by T4 endonuclease V are specifically repaired

by NER, we compared a cell line deficient in the 3' endonuclease XPG (XPG--) (28) and a version of the

same cell line with a stable expression of the wildtype XPG (XPG/WT) (29). XPG is essential for the

complete assembly of the NER preincision complex (44), and the XPG- cells have been shown to be

deficient in NER activity (28). Without incubation with T4 endonuclease V, both XPG/WT and XPG-

display minimal SBs upon UV irradiation and during repair (Fig. 4-3A). On the other hand, incubation with

the T4 enzyme results in high levels of SBs (~four times higher than the background level) in both cell lines

immediately after UV exposure. While the XPG/WT cells are able to repair ~20% of the initial CPDs by

four hours and most of the lesions by 24 hours, XPG-- show no reduction in CPDs at any time point (Fig.

4-3B). These results support that T4 endonuclease V can be used in CometChip to study NER kinetics.

We demonstrated in this work that incubation with T4 endonuclease V can be applied to PHA-

stimulated T-lymphocytes in order to study NER variation among people. In a preliminary study, we

exposed PHA-stimulated T-lymphocytes and TK6 cells to UV-C doses ranging from 0.11 to 3.2 J/m 2 and

analyzed their CPD levels immediately after irradiation or after 24 hours of repair (Fig. 4-3C). The CPD

levels in both cell types increase linearly with the UV-C doses and reach a plateau at 0.8 J/M 2, where the

comet assay reaches the saturation level of -77% DNA in tail. After 24 hours, TK6 cells show complete
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repair for UV doses lower than 0.8 J/m2 and about 50% of repair for 0.8 J/m 2 and higher (Fig. 4-3C). On

the other hand, the stimulated lymphocytes display complete repair for most UV doses except for the highest

dose, where DNA becomes too fragmented for the comets to be quantifiable.

NER kinetics of CPDs were further investigated for both TK6 cells and the stimulated lymphocytes.

Following 0.2 J/m2 UV irradiation, CPD levels at multiple time points prior to 24 hours were analyzed by

incubation with T4 endonuclease V (Fig. 4-3D). Consistent with prior results (Fig. 4-3C), both cell types

are able to repair the majority of CPDs by 24 hours. The repair kinetic curves for both cell types are also

similar. In contrast with the slow repair rate of the XPG/WT cells, both TK6 and the stimulated lymphocytes

are able to repair ~50% of CPDs after four hours.

DSB repair

Double-strand breaks (DSBs) are the most deleterious type of DNA damage, capable of triggering

cell death and large genomic alterations (51, 52). Mammalian cells use two main mechanisms to repair

DSBs, non-homologous end joining (NHEJ) and homologous recombination (HR). NHEJ is a low-fidelity

DSB repair pathway, where broken DNA ends are rejoined to restore the chromosome structure, often at

the cost of sequence changes at the junction (53). NHEJ is highly flexible, capable of processing diverse

DNA end structures at DSBs (53), and is involved in the repair of most DSBs, including those generated

by V(D)J recombination and class-switch recombination (54). HR is another major DSB repair pathway,

and unlike NHEJ, HR is highly accurate. HR is involved in repair of both DSBs and interstrand crosslinks

where maintenance of genomic integrity is critical, such as collapsed replication forks, incomplete

telomeres, and crossovers during meiosis (55). Deficiency in one of these pathways results in

hypersensitivity to yIR (56-58).

The neutral comet assay is a commonly used method for detection of DSBs (20), and a neutral

CometChip version has been developed (17). In this work, we applied the neutral CometChip to measure

the repair of DSBs in PHA-stimulated T-lymphocytes. TK6 cells and stimulated lymphocytes were
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irradiated with 75 Gy and analyzed with the neutral CometChip assay (Fig. 4-3E). Both cell types display

DSB levels about three times the background level immediately after irradiation and able to rejoin the

majority of DSBs after four hours of repair. On the other hand, analysis of earlier time points reveal a slight

difference in the repair rates between the two cell types. While two hours is sufficient for a complete repair

in TK6, about 20% of the induced DSBs persist in the stimulated lymphocytes (Fig. 4-3E).

Application of H2 0 2 repair assays on PBMCs from healthy volunteers

In a pilot study, we applied the alkaline CometChip procedure to measure and analyze oxidative

damage repair kinetics of PBMCs isolated from blood draws from a small population of healthy volunteers.

Blood draws were obtained from 56 healthy volunteers, including 29 females and 27 males who were

between 21 and 66 years old. Lifestyle information, such as weight, height, medication history, dietary and

exercise habits, was also obtained via an optional survey.

Isolated PBMCs from each blood sample were cryopreserved in four separate vials and stored in

liquid nitrogen until use. For each experiment, cells from one vial were thawed, and T-lymphocytes were

stimulated with PHA-L for three days before treatment with H202 and analysis with the alkaline CometChip

assay. Three independent experiments, corresponding to three vials of PBMCs, were conducted for each

blood sample.

Repair kinetics of internal controls

We included TK6 cells as an internal control for the CometChip assay. To control for PBMC

processing procedures (e.g. thawing, PHA-stimulation), we also included PBMCs from one individual

(code name: #00) in all of the experiments. In preparation for the study, TK6 cells were cultured,

cryopreserved in multiple vials, and stored in liquid nitrogen. 440 mL of whole blood from #00 was

purchased and processed for PBMC isolation. The isolated PBMCs were also cryopreserved in multiple

vials and stored in liquid nitrogen until use. For all experiments with PBMCs isolated from the 56

volunteers, one vial of TK6 cells and one vial of #00 PBMCs were thawed and analyzed in parallel.
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As shown in Fig. 4-Si A, both TK6 cells and PHA-stimulated lymphocytes from #00 rapidly repair

H202-induced damage within the first 30 minutes. Afterward, the repair activity appears to continue at a

slower rate. To approximate the repair rate, we performed non-linear regression and fitted a biphasic

exponential decay model to the data. We then used the resulting equations to calculate the repair half-times

for both cell types. Notably, TK6's half-time is -24 minutes, which is >1.5 times faster than #00's (Fig. 4-

SIB).

Multiple-visit study revels lower intra-individual variation compared to inter-individual variation

Before investigating inter-individual variation in repair capacity, we first studied the variability

within individuals in comparison to the variability among people. Ten volunteers from our pilot study (code

names: #01, #02, #05, #06, #09, #11, #12, #18, #19, and #23) had their blood drawn in multiple visits on

different days. PBMCs were isolated from the serial blood draws, stimulated with PHA-L, and analyzed

with the alkaline CometChip assay as described above. The PHA-stimulated lymphocytes were embedded

in CometChip, exposed to 100 ptM H2 02 , and analyzed for SBs immediately after treatment or after different

repair time points up to two hours.

Different visits of #01, #02, #05, #06, #09, #11, #12, #18, #19, and #23 display a range of repair

kinetic curves (Fig. 4-4A). The variability (%CV) between visits for each individual is less than 15% across

all time points including background (Fig. 4-4B). Notably, we observe a larger variability across the

individuals than within the individuals (Fig. 4-4B). Statistically significant differences (p<0.05, one-way

ANOVA) are observed for the baseline damage level as well as all repair time points except for 0 minute

(Fig. 4-4C). We performed post-hoc analysis (Tukey's honest significant test) to compare each pair of the

individuals. Only one person (#23) displays no difference from anyone else. Interestingly, only one pair of

individuals (#05 and #09) show significant difference at the baseline damage level whereas six pairs differ

significantly at the latest repair time point.
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Furthermore, we investigated the rate of repair for each individual. Similar to TK6 and #00, the

repair kinetics data for all ten individuals follow biphasic exponential decay equations (Fig. 4-4D), enabling

calculations of the repair half-times. The average time is -40 minutes, and there is a difference of ~24

minutes between the fastest and the slowest individuals. Notably, stimulated lymphocytes from all of the

ten individuals appear to be slower at repair than TK6 cells. The slowest (#19) takes ~56 minutes to repair

half of the damage (Fig. 4-4D), which is more than twice the time by TK6 cells (Fig. 4-S IB).

Oxidative damage repair kinetics from single-visit individuals

While serial blood draws yield valuable information about intra-individual variability, a single

blood draw would significantly simplify the sample collection procedure and enable larger studies. To

investigate whether one visit per person is sufficient to discern differences between individuals, we obtained

one single blood draw for the remaining 46 volunteers in our pilot study. Isolated PBMCs were again

stimulated with PHA-L, treated with 100 ptM H202, and analyzed with the alkaline CometChip assay.

Similar to the multi-visit study, a wide range of curve shapes for H 2O2-induced damage repair

kinetics is observed for the single-visit 46 volunteers (Fig. 4-5). The repair kinetic curve for each individual

is an average of three independent experiments using three separate portions of PBMCs isolated from one

single blood sample. The variability (%CV) between experiments ranges between 20% and 27%. Despite

the relatively high level of experimental noise, a larger variability across people is observed for all time

points except for the baseline and initial damage levels (Fig. 4-S2A). However, only the differences at the

30-minute and 60-minute time points show statistical significance (p < 0.05, one-way ANOVA) (Table 4-

SI) (Fig. 4-S2B). In addition, when the damage level at each time point is corrected for background by

subtracting the baseline, the differences at 30-minute and 6-minute time points are no longer statistically

significant (p 0.05, one-way ANOVA) (Table 4-S 1).

On the other hand, the variation in the shapes of the kinetic curves suggests that the repair rate may

vary among people and can be used as a measure of repair capacity. For example, #03, #04, and #38 rapidly
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repair most of the initial damage within the first 30 minutes, but there appears to be no further reduction of

SBs after 30 minutes. On the other hand, #24 and #26 display a gradual reduction in SBs over the entire

120 minutes of repair. To quantify the repair rates, we parameterized the kinetic curves by fitting the data

to a biphasic exponential decay model. The time it takes to repair 50% of the initial damage (repair half-

time) is calculated from the resulting equation as a measure of the repair rate. Results from the 46 volunteers

show a broad range of repair half-times with more than seven-fold difference between the fastest (16

minutes) and the slowest (114 minutes) (Fig. 4-5B).

The repair half-times can be divided into quartiles, representing individuals with "very fast", "fast",

"medium", and "slow" repair (Fig. 4-5B). Interestingly, #03, #04, and #38 all belong to the "very fast"

group. A closer examination of the other members of the group reveals a common trend where most of the

initial DNA damage is rapidly reduced during the first 30 minutes (rapid phase) while any further reduction

of SBs afterward appears to be much slower (slow phase) (Fig. 4-5C). In contrast, the transition from the

rapid phase to the slow phase for the "fast" group appears to be at 60 minutes instead of 30 (Fig. 4-5D).

Furthermore, both the "medium" and the "slow" groups appear to have a relatively consistent rate for SB

reduction over the entire 120 minutes (Fig. 4-5E and F). Notably, both #24 and #26 belong to the "slow

repair" group with #24 being the slowest of the 46 people. Fig. 4-5G shows representatives from different

groups to further illustrate the variation in the kinetic curves. A comparison between #24 and #43 highlights

the difference between the "medium" and the "slow repair" groups. While both samples have comparable

SB levels for most of the repair time points (30 minutes and later), #43 has -1.5 times higher initial damage

level compared to #24, resulting in a steeper repair slope for #43 and a repair rate ~twice as fast (60 minutes

vs 114 minutes half-time).

4.5. DISCUSSION
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DNA damage has broad academic, drug safety, drug discovery, and diagnostic relevance. There

remains a significant gap in clinical applications of DNA repair capacity variation. More extensive evidence

supporting a causal relationship between DNA repair capacity and health outcomes is needed. There is a

major lack of studies that take into account the complex interactions between different repair pathways,

mainly stemming from the lack of available technologies for rapid assessment of multiple pathways in

parallel. In this work, we demonstrated the use of CometChip to measure DNA repair kinetics of multiple

types of damage as integrated outcomes of some of the major repair pathways in primary human

lymphocytes. Further, pilot studies with a small population of healthy volunteers highlight the sensitivity

of the CometChip platform and provide important insights into the variation in oxidative damage repair

kinetics in the population.

The use of the same sample of stimulated lymphocytes enables a comparison of repair activities

across multiple types of DNA damage. A key observation is that the stimulated lymphocytes are capable of

repairing most damage, including oxidative, alkylation, CPDs, and DSBs. However, the rates of repair for

damage induced by different agents vary widely. For example, most of the oxidative damage induced by

H20 2 repairs within -30-60 minutes while CPDs require up to 24 hours. Significantly, the repair rates of

different types of damage induced by the same agent also vary. For example, most of SSBs induced by yIR

is repaired within 15 minutes while it takes -2-4 hours for most of yIR-induced DSB removal. Taken

together, these results highlight the significance of studying multiple repair processes in parallel for a

complete understanding of DNA repair capacity.

Elevated oxidative damage has been shown to correlate with higher cancer risk and the pathology

for conditions associated with oxidative stress, such as post-ischemic brain and heart damage (59).

Therefore, the oxidative damage repair capacity may provide a sensitive predictor of disease outcomes.

This study demonstrated that the CometChip assay can be used to discern small differences in oxidative

damage repair between people, evidenced in the lower variability in PBMCs isolated from serial blood

draws compared to PBMCs from different individuals.
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A key advantage of kinetics analysis is that it allows for estimates of repair rates, which exhibit

different degrees of variation depending on the types of DNA damage (5, 60). Reduced repair rates have

been show to correlate with elevated cancer risk (60, 61) and treatment outcomes (62, 63). In PBMCs

isolated from 46 healthy volunteers, we observed a sevenfold variation in repair half-times of H202-induced

damage, which is in the same order as shown in other studies (5, 60). Interestingly, there are subtle but

noticeable differences in the shapes of the average repair kinetics curves for different quartiles. Larger

studies are needed to confirm the range of repair rates and the different curve shapes characteristic of the

quartiles.

There are a few challenges that need to be addressed going forward. First, the experimental

variability in PBMCs isolated from the same blood sample is relatively high, which potentially masks the

differences between individuals and reduces the sensitivity of the assay. Because intraindividual variation

is relatively low, future studies should consider using serial blood draws to improve reproducibility. In

addition, a significant trend toward higher DNA damage levels over time (batch effect) is observed during

the course of the study in both TK6 cells and PBMCs from #00 (data not shown), indicating systematic

variation that may contribution to some of the differences observed in PBMCs isolated from the volunteers.

Further analyses are warranted to examine potential correlations between the batch effect and other

experimental factors, such as time of day and culture conditions. Trend correction may be necessary, which

will require a thorough re-analysis of the data.

In conclusion, the ability of CometChip to examine the repair of multiple types of DNA damage in

parallel presents an exciting opportunity to further shed light on the relationship between DNA repair

capacity and human health. Initial studies with human primary lymphocytes reveal significant differences

between individuals and provide an important basis to ask specific questions about health outcomes in

relation to repair kinetics. The repertoire of DNA damage detection can be further expanded to include

specific types of base lesions and interstrand crosslinks, facilitating a more comprehensive understanding

of how an individual responds to potential genotoxic agents.
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Figure 4-1. Schematic for CometChip analysis of human lymphocytes. Step 1. Fresh whole blood is
centrifuged with a density gradient solution, Ficoll-Paque PLUS, to separate red blood cells and
granulocytes from the peripheral blood mononuclear cells (PBMCs). PBMCs form a white band above the
Ficoll layer after centrifugation (see arrow) and can be extracted. Isolated PBMCs are cryopreserved by
slow freezing (about -I 'C/minute) to -80*C and then transferred to a liquid nitrogen (LN 2) Dewar. Step 2.
Cryopreserved PBMCs are rapidly thawed at 37*C to recover viable cells. Resting T-lymphocytes are
stimulated to proliferate by incubation with 5 pg/mL PHA-L for three days. Step 3. PHA-stimulated T-
lymphocytes are collected from culture, exposed to DNA damaging agents, and analyzed for DNA damage
levels with CometChip. Cells are analyzed at multiple time points following exposure for DNA repair
kinetic studies.
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Figure 4-2. Analysis of oxidative damage and alkylation damage by alkaline CometChip. A. Dose-
response of TK6 cells to yIR. TK6 cells are irradiated with yIR and immediately analyzed for DNA strand
breaks. B. Repair kinetics of 8 Gy-induced damage by TK6 (gray) and PHA-stimulated T-lymphocytes
(pink). C. Repair of H202-induced damage by PHA-stimulated T-lymphocytes. Green bars represent cells

analyzed immediately after exposure. Yellow bars show cells after two hours of repair following H202

treatment. D. Repair kinetics of DNA damage induced by 100 ptM H2 02 . E. Repair of MMS-induced

damage by PHA-stimulated T-lymphocytes and TK6. Green bars denote DNA damage levels immediately

after challenge, and yellow bars represent cells after four hours of repair. F. Repair kinetics of DNA damage
induced by 0.5 mM MMS. Error bars represent standard errors of the means (SEMs) of independent
experiments (biological replicates) or technical triplicates. A, B, and D. Biological triplicates. F. Biological

duplicates. C and E. Technical triplicates. Background DNA damage levels are represented as untreated
cells (UT). Gray lines: TK6. Pink lines: PHA-stimulated T-lymphocytes.
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with 0.2 J/m2 254 nm UV light (UVC) to induce CPDs. Cells are lysed overnight, and exposed nuclear
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to create DNA nicks specific to CPD sites. SBs are then analyzed following the alkaline CometChip
procedure. C and D. Repair of CPDs in TK6 and PHA-stimulated T-lymphocytes. UV-irradiated cells are

lysed and incubated with T4 endonuclease V enzyme and analyzed with the alkaline CometChip assay. C.
Green bars represent CPD levels immediately after UVC exposure. Yellow bars show CPD levels after 24
hours of repair. D. Repair kinetics of CPDs induced by 0.2 J/m 2 UVC. E. Repair of DNA double-strand
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pg/mL PHA-L for three days to activate T-lymphocyte proliferation. The stimulated T-lymphocytes are
exposed to 100 pM H202 and analyzed for SBs immediately or after different periods of repair. A. Repair
kinetics from cells obtained from different visits for each individual. The axis labels for "Visit 2" of #01
are applied to all the other plots. The first data point from the left represents DNA damage level from
untreated cells (background damage). Error bars are SEMs from three independent experiments performed
with three separate portions of PBMCs isolated from the same blood sample. B. Coefficient of variation
(%CV) between visits for each person (intra-individual; gray bars) and among the ten volunteers (inter-
individual; orange bars). C. Comparison of repair kinetics between the ten volunteers. Error bars are SEMs
of all the visits from each individual. *p<0.05, one-way ANOVA. D. The DNA damage levels for all repair
time points are corrected for background damage and fitted to a biphasic exponential decay model.
Goodness-of-fit is represented by R2 values. Repair half-times (t1 /2) are approximated from the model
equations (see Methods for more details). Error bars are SEMs of all the visits from each individual.
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blood sample are cultured and stimulated with 5 pg/mL PHA-L for three days to activate T-lymphocyte
proliferation. The stimulated T-lymphocytes are exposed to 100 p.M H2 0 2 and analyzed for SBs
immediately or after different periods of repair. A. Repair kinetics from cells obtained from 46 volunteers
who are identified by "#" followed by a unique combination of two digits. The axis labels for #03 are
applied to all the other plots. B. Rank-ordered repair half-times for the 46 volunteers. See Methods for more
details on the calculation of repair half-times. The half-times are divided into quartiles, where the first
quartile corresponds to the fastest repair rates of the population ("Very fast") and the fourth is comprised
of the slowest rates ("Slow"). C, D, E, and F. Background-corrected DNA repair kinetic curves for
individuals belonging to each quartile. Black lines represent the average of each quartile. G. Representative
background-corrected DNA repair kinetic curves from different quartiles. #35 is the fastest of the
population, and #24 is the slowest. Error bars are SEMs from three independent experiments performed
with three separate portions of PBMCs isolated from the same blood sample.
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Figure 4-Si. Oxidative damage repair of internal control cells (TK6 and PHA-stimulated T-
lymphocytes from #00). Samples of TK6 and PBMCs from #00 are processed in the same way as PBMCs
isolated from the 56 volunteers except that TK6 cells are not stimulated with PHA-L during culture. A.
Repair kinetics of oxidative damage repair. TK6 and lymphocytes from #00 are treated with 100 ptM H 202

and analyzed for SBs immediately or after different periods of repair using alkaline CometChip. B.
Background-corrected repair kinetics are fitted to a biphasic exponential decay model. R2 values reflect
goodness-of-fit. Half-times (t 12 ) are calculated from the model equations (see Methods for more details).
Error bars are SEMs of 29 independent experiments for TK6 and 30 for #00.
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performed with three separate aliquots of PBMCs isolated from the same blood sample. *p<O. 05, one-way
ANOVA.
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Table 4-S1. One-way ANOVA for H 202 repair kinetics of 46 single-visit individuals (Figure 4-5A)

Raw %DNA in tail

F-statistic
0.64
0.58
1.15
2.03
1.92
1.03

p-value

0.95

0.98
0.28

< 0.05
< 0.05

0.44

Background corrected
%DNA in tail

F-statistic p-value

0.64
1.08
1.44
1.30
0.92

0.95
0.36
0.07
0.15
0.62

Sources

Between people
Between repeat
experiments
Total

A

Repair
time

Untreated
0 min
15 min
30 min
60 min
120 min

B Degree of
freedom

45

92

137
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Chapter 5

Conclusions and Future Work

5.1. GENOTOXICITY TESTING

One of the blind spots in cell-based genotoxicity testing is the lack of a sensitive and rapid method

to detect bulky DNA lesions, many of which are induced by metabolic activation of environmental

carcinogens. One of the most commonly used methods for DNA damage detection is the comet assay,

which is based on electrophoretic migration of nuclear DNA in the presence of DNA strand-breaks (SBs)

(1). CometChip is a recently developed platform for comet assays, increasing throughput by 10' to 104 fold

as well as improving assay reproducibility.

Bulky DNA lesions are corrected primarily by nucleotide excision repair (NER), which generates

a number of DNA SBs as repair intermediates. Based on this observation, we adopt the use of the DNA

repair synthesis inhibitors hydroxyurea (HU) and l-f-D-arabinofuranosyl cytosine (ara-C) to induce

accumulation of SBs and analyzed with CometChip for rapid SB detection. To provide physiologically

relevant metabolisms, HepaRGTM, a human hepatocyte cell line with high levels of liver-specific functions,

is incorporated into the assay. The result is a platform tailored to the rapid assessment of bulky DNA adducts

induced by chemical agents and/or their bioactivated metabolites. An additional advantage of the platform

is that HU/ara-C also inhibits the repair of oxidative and alkylation damage, two of the most common types

of DNA damage, enabling an overall improvement in assay sensitivity toward DNA damage detection.

Importantly, significant improvement in sensitivity for genotoxic agents is observed in a small chemical

screen.

Some questions still need to be addressed for the assessment of the platform as an in vitro

genotoxicity testing method. Most important is the question of specificity. With the constantly expanding

chemical libraries, false positives can be very costly by creating large number of unnecessary follow-up
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animal studies (2, 3). Therefore, a validation study needs to be conducted to assess both the false negative

and the false positive rates of the assay. Another question pertains to the certainty of a positive genotoxic

result. Dose studies were conducted for the small chemical screen, and only the highest doses of many

agents induce significant DNA damage. A three-day repeated dosing regimen has been implemented by our

collaborators at Integrated Laboratory Systems, Inc. to enhance the effect of metabolic activation.

Potentially, we can adapt this approach to confirm our findings.

Future works can capitalize on the advantages of the platform to expand the capacity for different

types of DNA damage as well as include conditions that elucidate the test compound's molecular

mechanism. Specifically, the use of site-specific endonucleases should be simple to incorporate into the

assay. In cases where no significant increase in SBs is observed even at cytotoxic doses, the presence of

interstrand crosslinks (ICLs) should be checked by irradiation with y-rays to induce direct breaks and

follow-up analysis for evidence of DNA migration inhibition by ICLs. Small molecule inhibitors can be

used to probe for the role of specific molecular processes in response to a DNA damaging challenge. In

addition, the advent of CRISPR/Cas systems, a versatile genome editing toolkit (4), suggest the possibility

of generating libraries of genetically altered HepaRG TM cell lines to study the role of different pathways in

the formation and repair of certain DNA damage.

5.2. CELL SURVIVAL QUANTIFICATION

One of the most critical decisions for proliferating cells under stresses is to divide, senesce, or die.

Therefore, cell survival quantification is essential in many branches of biology and is particularly pertinent

in chemical safety assessment. The colony formation assay developed more than 60 years ago (5, 6) still

remains the gold standard because it is the only method that directly measures the ability of a cell to divide.

The long incubation time and large culture dishes render the gold standard incapable of meeting the current

challenge of toxicity testing where the massive libraries of existing chemicals are constantly expanded with

thousands of new ones every year. To overcome these limitations, we adopt the agarose microarray

developed in CometChip to grow microcolonies in a grid and quantify microcolony sizes by DNA
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fluorescent staining and automated image analysis. The resulting platform is a miniaturized colony

formation assay that [MicroColonyChip (iCC)] is compatible with high-throughput (HT) screening

equipment and requires only ~20% of the original incubation time.

Results from validation studies shown in this work highlight key advantages of pCC. Most

importantly, pCC is capable of a multi-log dynamic range of measurement and similar sensitivity to the

colony formation assay. Direct comparisons with two of the most popular cell viability assays, a tetrazolium

salt-based (XTT) and an ATP-based (CellTiter-Glo@) assay, reveal superior performance of the pCC in

sensitivity and reproducibility, respectively. Lastly, the incorporation of MCL-5, a metabolically competent

cell line, creates a platform suitable for primary screens for toxicity.

Further optimization and development of ptCC is necessary to address several concerns. A current

limitation of providing collagen type 1 in pCC is that not all cells stay confined to the microwells, as they

appear to elongate and spread during microcolony formation. To optimize the assay, it is ideal for the

microcolonies to be compact so that there is not significant microcolony overlap. To overcome this

limitation, we propose to modify the growth conditions to foster growth within the microwell, rather than

growth by attachment to the ligands in the upper layer. Additionally, we will explore varied microwell

diameters and inter-colony distances to accommodate different cell types. For example, for larger cells, a

microwell with a larger diameter may be desireable, and for cells that migrate away from the microcolony,

an increase in the inter-microwell distance may be advantageous. In addition, for adherent cells that can

form colonies with collagen 1 (e.g. HepG2 and HeLa), experiments need to carry out to test the sensitivity

and robustness of ptCC in measuring toxicity in these cell types.

Another possibility for future work is optimization for multiplexing capacity. The goal is to gain

mechanistic insights into the cell survival or cell death response. Information about cell death mechanisms,

for example, can inform candidate drug design and may also aid in the drug discovery process. Preliminary

results show the feasibility of fluorescent staining for a number of biomarkers, such as membrane

permeability, apoptosis, and intracellular esterase activity. The versatility of the staining capability on pCC
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should be explored. Importantly, computational routines should be developed to enable quantification and

interpretation of multiple endpoints.

Finally, a robust and efficient method for single-cell loading should be established. A chief

advantage would be a much closer imitation of the colony formation assay, which may potentially further

improve assay sensitivity as well as make it easier for new users to be willing to adopt. Colonies from

single-cell microwells will be significantly smaller compared to colonies that start with multiple cells in

one microwell. The benefit would be significant reduction in required growth area, enabling the use of a

new microarray with much smaller distances between the microwells. To facilitate single-cell loading, the

microwell dimensions should be such that one cell can fit comfortably but there will be no room for two or

more. In addition, if the distance between two microwells is sufficiently small, then the number of off-grid

excess cells can be significantly reduced. Potentially, the washing step can then be eliminated, reducing a

major source of experimental noise.

5.3. INTERINDIVIDUAL VARIATION IN DNA REPAIR KINETICS

In order to fully assess the impact of DNA damaging agents on human health, how an individual

responds also needs to be accounted for. Although there is substantial evidence linking variation in DNA

repair capacity to cancer risk and response to treatment, most studies lack a comprehensive survey across

multiple major repair pathways, potentially missing valuable information. In addition, there are practical

challenges of large population studies that many current assays are either too slow or too noisy to meet.

With the capacity to process up to 96 samples in one chip and its scalability using HT screening equipment,

CometChip has the potential to overcome these limitations.

In this work, we showed optimal conditions for CometChip to measure repair kinetics of five

different types of DNA damage in human primary lymphocytes. The rates of repair vary considerably

depending on the types of damage, reflecting the dissimilarities between multiple repair pathways. We

investigated the assay's reproducibility and sensitivity using lymphocytes isolated from blood samples from
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56 healthy volunteers and showed that there are relatively small but significant differences in oxidative

damage repair kinetics among people. Based upon the observation of a sevenfold variation in repair rates,

the population is tentatively divided into groups with "very fast", "fast", "medium", or "slow" repair.

A key limitation of this study is the high variability between experiments using PBMCs isolated

from the same blood sample. A significant trend toward higher DNA damage during the course of the study

is observed in both TK6 and #00 and may contribute to the high experimental noise. Closer examination of

the trend and changes in experimental conditions (e.g. time of day, new culture media) may yield insights

into the potential cause of this batch effect. In addition, each experiment requires the recovery of

cryopreserved PBMCs via thawing and the activation of T-lymphocytes via mitogen stimulation, both of

which are highly noisy processes.

Future works to expand the capacity of CometChip for DNA repair measurement should

incorporate the use of more site-specific enzymes and whenever possible include a genetic cell model

carrying a defect in a major repair pathway in order to assess the contribution of the pathway. Potential

correlations between the results in the current population study and the demographic as well as lifestyle

information from each volunteer (e.g. age, weight, diet and exercise habits) should be explored.

Collaborators in this project also used stimulated T-lymphocytes from the same cultures to analyze for the

repair of plasmid reporters carrying ten different types of repair substrates using the FM-HCR assay.

Comparisons of oxidative damage repair kinetics and repair capacity profile may potentially shed light into

the role of each pathway in the repair of oxidative damage. In the next population study, the repair of all

five types of DNA damage should be measured in parallel to provide a more complete understanding of

DNA repair capacity.
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