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ABSTRACT

Formal computer-aided design strategies are introduced to improve the identification,
evaluation, and screening of process chemistries. A reaction path synthesis algorithm that
combines retrosynthetic analysis and quantitative reaction prediction techniques has been
developed for industrial aromatic chemistry to synthesize multiproduct, interconnected
reaction paths. The algorithm has been verified through identification of both existing
industrial routes as well as novel routes. yielding possible new raw materials, in-sourcing and
out-sourcing of key intermediates, and recovery of valuable by-products. The reaction path
network is used to derive a total plant synthesis problem and an efficient mixed-integer linear
programming strategy to assist in the identification of promising reaction paths. Such an
approach allows simultaneous consideration of reaction path alternatives and key process
design variables. Computational results show that exploiting by-product recovery can lead to
reduced waste streams and improved economics. A key challenge in quantifying potential
benefits is the development of an integrated approach to obtain chemical information at
appropriate levels of accuracy and cost. To address limitations in current group contribution
methods, a strategy is created for synthesis of property models that exploits computed
molecular surface areas and electronic density measures within a formal lattice potential. The
approach leads to a considerable reduction in the number of fitted parameters. Furthermore,
new model parameters are introduced that can be refined and transferred to multiple
properties. In addition to extensive statistical evaluations and comparisons with existing
methods, the new method has been demonstrated in a prototype property module to estimate
ideal separation factors for aromatic isomer mixtures.
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Chapter 1

Introduction

1.1. Thesis Statement

In the past chemical engineers have accepted the chemistry as a given, instead focusing
their efforts on the design of process equipment. This approach is no longer enough if the
chemical industry is to survive in the presence of tough economic competition and growing
environmental concerns. A key premise of this thesis is that the chemical engineering
profession must develop the technology to screen and ultimately select the chemistry it
builds into processes, starting with the earliest stages of process development. Three key
problems must be addressed. First, systematic representations of reaction path alternatives
are needed. Second, design algorithms capable of analysis, screening, and optimization of
problems with large information requirements and many constraints are essential. Third,
the synthesis of chemical information should be treated formally through experimental
design and model development and by optimizing the quality of information at each level of
process development.

The enabling technologies are beginning to emerge. Computer-aided design now
provides technical means for both systems design and information integration at all levels
of process development, thus forming a basis for new approaches. Combinatorial design
methods in systems engineering allow a more systematic representation and evaluation of
large numbers of design alternatives. Computational chemistry techniques can significantly
reduce the number of adjustable model parameters in property prediction models, thus
reducing the cost of obtaining chemical information. In order to frame design alternatives
generated by the chemistry, novel ways of representing process flowsheets are needed.
Good representations must be relevant to the modern chemical industry and must establish
a link between the underlying choice of chemistry and global design objectives. A basic
conclusion is that, whereas unit operation-centered analysis dominates current thinking,
additional types of process representations are needed to improve decisions at all levels of
process development.
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1.2. Research Introduction and Tenets

Chemistry is important to everybody, from the chemist who creates new molecules, to the
engineer who designs chemical processes, to anyone who has ever needed a medicine,
used a computer, or driven a car to work. The world is filled with decisions that require
the expert and non-expert alike to evaluate and select among alternative chemicals and
processes. For example, a doctor must use expertise in diagnosing ailments to determine
which medicines are effective, safe, and reliable. By contrast many homeowners are
novices when it comes to chemistry, yet they must still do enough research to select the
right cleaning chemicals to clean and preserve many different surfaces. On a grand scale,
chemical engineers engage in research and decision-making that is very similar to both
examples whea they develop new chemical processes. Table 1.1 summarizes some of the
major issues in process development that are fundamentally dependent on the chemistry.

Table 1.1. Some of the Major Levels and Chemistry-Related Factors
Considered in Process Development.

Screening of Basic Chemistry—Chemical Conversions, Raw Materials,
Intermediates, Catalysts, and Product Molecules

e the ability to be incorporated in existing chemical plants
¢ presence of intermediates that are applicable to the development of multiple products
e innovations that lead to significant reductions in waste or improvements in safety

Evaluation and Scale-Up of the Small Number of Most Promising
Chemistries

* measure and mode! chemical kinetics, toxicity of reaction by-products, impurity reactions

» identify project stopping variables (e.g., poisons that cannot be removed from feed)

«  compare chemistry-related tradeoffs (e.g., better product selectivity versus faster catalyst decay rate)
e design the reactor configuration that best exploits the underlying chemistry

Refinement of Chemistry

e select/change the solvent, operating conditions, catalyst support, active ingredients
*  add chemistry to recover or recycle by-products

A basic message in Table 1.1 is that the treatment of chemistry is critically dependent on the
evolution of process design issues. The identification of new processes begins with the
analysis of basic chemistry developed in the laboratory. The relevant chemistry can be as
limited as a single chemical conversions or can include an entirely new synthesis routes.
From the set of alternatives, research and development priorities are allocated to the
comparison and selection of the most strategically promising candidates. Once a small
number of the most promising candidates are identified, it is necessary to refine and scale
the chemistry to determine whether a process is feasible. The evolution in the
understanding of the chemistry can be likened to a journey towards a distant goal—the key



1.2. Research Introduction and Tenets 27

features of the chemistry becomes increasingly defined as one follows a particular path
towards specific process components.

This thesis is about the direct incorporation of process design tools into each level
of process development to improve the identification, evaluation, and screening of
alternative process chemistries. Because the chemistry and chemical plays such an
important role at each level, better decisions among chemistry-related alternatives can
improve the entire development strategy. Successful development of a chemical
process(es) starts with the chemistry and requires considerable teamwork between many
experts, including chemists, chemical engineers, project managers, and patent lawyers.
These experts contend with multiple and oiten conflicting design objectives and constraints
related to economics, competition, and the environment. Thus, any approach to decision-
making must improve the communication of design objectives, constraints, and other
information between experts in different disciplines who make the decisions. Improving
the acquisition and dissemination of information alone, however, is not enough. In the
presence of diverse sources of information and large numbers of design constraints,
systems design tools are needed to assist in the analysis of alternatives and to optimize the
final decision. Furthermore, such tools must play a vital role in identifying the most
important experiments and model requirements for the efficient utilization of limited
research resources.

Computer-aided design tools are an essential part of an approach and form the basis
for this research. Very general computational tools such as spreadsheets can be adapted to
millions of specific problems and allow a complex set of calculations to be performed
easily for many different input specifications. State-of-the-art optimization algorithms
allow design problems with thousands of variables and constraints to be solved, often in a
period of only a few minutes. In short, the computer provides access to the only
comprehensive set of building blocks for handling large amounts of information,
representing design problems containing many variables and constraints, and exploiting
efficient algorithms.

Although computer-aided design tools constitute distinct methods and specialties in
their own right, a premise of this research that their application in process development
(e.g., measurement of properties, building of models, optimization of processes) is largely
complemeitary and dependent on design decisions made at each level. A key limitation of
current process design tools is that they are confined largely to unit operations. Process
simulation and optimization methods, for example, are based on the integration of
individual unit operations into process flowsheets for given chemistry. Furthermore, it is
usually assumed that the models, data, and an organizational structure that can implement
the results are available in an ideal form. As Table 1.1 shows, however, there are a
number of key decisions which are encountered well before all such information is
available. The development of appropriate tools to address these decisions must therefore
exploit appropriate problem representations and also be flexible and undergo refinement as
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new information becomes available. In fact, the cost and time expended in obtaining new
chemical information and testing hypothesis in the laboratory significantly impact whether a
computer tool can be implemented in practice and whether one can afford the answer.

This thesis addresses both the information and decision-makir.; aspects in process
development through the formulation and integration of relevant computer-aided design
tools and problem representations. The mission of the thesis is to combine

* amodern view of industrial development;

* appropriate problem representations at different levels of development;

¢ state-of-the-art chemical information tools based on computational chemistry;
* efficient algorithms for large-scale analysis and optimization; and

* strategies for verification and improvement of methods.

The formation of specific technical objectives have been based on the following six tenets:

Tenet 1. The selection of a new chemical production -oute should be viewed as an
integral part of a larger strategic plan that combines producing a
spectrum of products with both economic and environment-related
constraints and objectives.

Each chemical industry is composed of strategic sets of chemistries and process
technologies that must be continually updated and improved t~ meet a2 wide range of market
and regulatory changes. Such changes include newly discovered chemistry, evolving
customer preferences, new patents, and new environment-related regulations, to name a
few. Therefore, a plan should focus on answering the following questions:

* does the new production route make appropriate use of existing technology, raw
materials, and intermediates; and

* what does the new route bring in terms of transferable technology, more generally
applicable process chemistry, and safety- and environment-related improvements?

In short, an integrated approach to the selection of new production routes provides
opportunities both to target desirable types of chemistry and process technology and to
phase-out chemistries which are increasingly less desirable. Potential advantages of an
integrated approach include:

* improving both process economics and the environment simultaneously;
* avoiding environment- and safety-related problems in the first place;

* systematically eliminating environment- and safety-related problems in existing
processes, including generation of high levels of waste, inefficient or obsolete unit
operations, and process operations which involve special safety hazards; and

* integrating design activities within a project as well as between different projects.
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Tenet 2. Computer-aided tools are needed for virtually all design decisions
encountered in real-world process development, not only for optimization
of a final detailed design.

Tenet two has been discussed above.

Tenet 3. Evaluation of chemistry should incorporate process scale-up
considerations and high-level design objectives in addition to lab-scale
requirements.

Demand for greater product differentiation and increasingly specialized chemicals requires
an ever-growing number of products, but in smaller volumes and with more cyclical
demand patterns. In the past, environment-related objectives have traditionally been treated
at the end of the design process (e.g., through housekeeping practices, increased recovery
of wastes, optimal control, and process design or retrofit), reduced waste generation and
other process-related requirements must now be met early-on to compete effectively for
research resources. As a result, industry increasingly recognizes the need to evaluate the
large number of reaction alternatives developed in the laboratory to find strategic raw
materials, intermediates, and chemical conversions. Furthermore, development of
chemical reaction paths includes not only the attributes of the individual chemical
conversions, but also the overall impact on in- and out-sourced intermediates, process
integration, and waste streams. Tradeoffs in the choice of chemistry must be chosen to
result in flexible and environmentally sound manufacturing strategies with intermediates
being manufactured in enough volume to achieve an economical unit cost. Key technical
challenges that must be addressed include

* problem representations and decision models that bridge the gap between the intrinsic
attributes of the chemistry and high-level design objectives;

* improved techniques for the analysis of uncertainty to aid in the design of process
scale-up experiments; and

* improved estimation techniques and model building frameworks for thermophysical
and thermochemical properties.

Tenet 4. Optimizing the quality of information and allocation of limited research
resources throughout process development are major practical
motivations for new types of problem representations.

Process simulation tools generally require detailed models and chemical properties, the
acquisition of which is a major task in process development. One of the crucial design
decisions is, in fact, the decision to perform detailed measurements and modeling of a
particular chemical or physical property. Identification and estimation of the key properties
controlling process feasibility avoids unnecessary steps in development. For example, in a
series of experiments designed to gain kinetic insights one might consider inserting a run
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that contains realistic feed impurities. Demonstration that a feed impurity is detrimental to a
catalyst has a definitive impact on the allocation of research resources towards feed
cleanup, exploring higher catalyst loadings, or other measures; unless this key experiment
is performed early-on, resources might be allocaied to less important problems.

One of the requirements for optimizing the quality of information has already been
discussed above, namely the capability to screen among a large number of alternatives in
the presence of multiple design targets and constraints (as opposed to finding a single
optimal design). In addition, problem representations are needed that are

* amenable to mathematical uncertainty analysis techniques to assess the significance of
uncertainty in models on the selection among design alternatives; and

* allow one to differentiate which experiments can provide the most insight.

Tenet 5. The diversity and size of information requirements in process
development motivate a much more integrated approach to property
modeling in terms of the underlying model forms, design of experiments,
and transferability of parameters.

Most any application of computer-aided design in industry requires development or
refinement of models. Computer-aided design approaches do not replace experiments but
rather change the set of experiments from direct system measurements to model building
experiments. In this regard, current property modeling strategies face two key limitations.
First, the number of parameters required to obtain accurate correlations can grow quite
large. In group contribution methods, for example, differences between functional groups
that can lead to different properties tend to be missed due to statistical averaging. Such
averaging can be deleterious when developing good models for a particular class of
compounds. Second, due to the need for good accuracy in models, the potential for
exploiting cost-saving relationships between thermodynamic properties is often sacrificed
in favor of empirical fits.

The past fifteen years have witnessed a revolution in new approaches to the
acquisition of chemical information. Chemical databases have been created to provide
rapid access to chemical preparations, thermophysical properties, environmental properties,
etc. With greater computer power and better algorithms, computational chemistry
techniques are being used more widely for the estimation of fundamental molecular
parameters. Modeling tools incorporating these molecular parameters are being shown
reduce the number of fitted parameters and allow for models that are transferable to
different properties. While these advancements are occurring largely in the field of
chemistry, their assimilation into general industrial research and development could
significantly reduce the cost of modeling and experimentation. Key technical challenges
include
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¢ combining molecular orbital computations (and other types computational chemistry)
with experimental data to obtain practical models that lead to improved estimates of
thermophysical properties;

* integration of computational chemistry tools with other computer-aided design tools
useful in process development (e.g., process simulators); and

° demonstration that computational chemistry tools can significantly improve the ability
to solve difficult and expensive design problems.

Tenet 6. New methods must combine technical scope and generality with the
ability to solve industria!-strength problems.

Computer-aided design tools must be evaluated at two levels. First, the degree of
generality of the tools should be established in terms of the underlying computational and
algorithmic techniques. For example, property prediction models should be evaluated in
terms of a general dataset of compounds in addition to specific compounds under
consideration. Computational efficiency of numerical algorithms should be judged not
only from the performance on individual problems, but more importantly from a general
mathematical standpoint. Second, the tools should be combined and applied in unison to
realistic industrial problems. Key metrics include the abilities to

* start with a problem specification and identify current industrial solutions;
* identify new or improved strategies; and

* facilitate new insights leading to a better understanding of the problem, suggesting
specific experiments or further types of tools that can be developed.

1.3. General Strategies and Techniques Employed

Formal computer-aided design strategies are developed to address the six tenets listed
above.

Reaction path synthesis is the enumeration and evaluation of reaction paths
constructed from a specified set of basic chemistry (chemical conversions, raw materials,
intermediates, and products). A particular type of reaction path synthesis is
retrosynthetic analysis, which consists of the generation of reaction paths given the set
of target products and desired chemical conversions; in effect, chemical conversions are
applied in reverse to generate reaction paths that terminate with raw materials. In this
research, a computational reaction path synthesis algorithm combining retrosynthetic
analysis and quantitative reaction prediction techniques has been developed to synthesize a
network of multiproduct, interconnected reaction paths, termed a reaction path network
(chapters two, three, and eight). Construction of a reaction path network leads to a process
representation termed a chemica! conversion-based representation, in which each
chemical conversion aggregates a portion of a complete process flowsheet around the main
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reaction processes to create a set of aggregate material flows and energy balances. While
reactants, products, and by-products always appear in the chemical conversion-based
representation, solvents and other reagents usually are included only if they are not
recycled internally. The chemical conversion-based representation facilitates analysis and
comparison within the reaction path network.

Process synthesis is the integration of process elements to form a system
capable of meeting specified targets and constraints. Total plant synthesis is a process
synthesis problem which considers a multiplex of production capabilities and production
routes to one or more products. Given a chemical conversion-based representation, the
total synthesis problem requires considerable process screening. To assist in the
identification of the most promising reaction paths in a process design sense, a form of the
total plant synthesis problem is solved taking into account such factors as

* the alternate sources of raw materials, intermediates, and choices among products;
* in- and out-sourcing of intermediates; and
* choice of key separations.

A unit process-based representation of the chemical conversions is exploited that
refines the chemical conversion into reaction, stabilization, and separations requirements.
This representation merges the results from the chemical conversion level with estimates of
yield losses, net separations requirements, and recycle requirements. Based on the unit
process representation an efficient mixed-integer linear programming strategy is created that
can solve large problems involving complex reaction path networks (chapters seven and
ten).

A model building strategy is an approach combining computer model
predictions, experimental data, model forms, and statistical fitting for the efficient and
accurate estimation of chemical properties of interest. A key challenge in bridging the gap
between the reaction path synthesis and process synthesis algorithms is the critical need for
better model building strategies. To address limitations in current group contribution
methods (as discussed above), a computational framework is created for synthesis of
property models incorporating computed molecular surface area and electronic density
measures obtained from molecular orbital calculations (chapters four, five, six, and nine).
Such an approach leads to a considerable reduction in the number of parameters that must
be fit. Furthermore, new model parameters are introduced that can undergo refinement and
be transferred to multiple properties. In addition to extensive statistical evaluations and
comparisons with existing methods, the new method can be employed in a prototype
property module to estimate thermophysical properties for compounds where traditional
group contribution methods fail.

A main goal of the research has been to verify the above methods in part by
industrial examples. Figure 1.1 shows the formal interrelation of the tools discussed
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above. The process development tools are categorized into three distinct but inter-related
classes: generation tools, evaluation tools, and refinement tools. Generation tools are
systematic representations of design alternatives at different stages of process development.
Initially, a chemical conversion-based representation provides for the integration of
alternative chemical conversions developed in the laboratory. Based on the selection of the
most promising configurations of chemical reaction paths, the topological attributes of the
reaction paths are considered to identify possible strategic raw materials and intermediates,
as well as possible tradeoffs due to separations requirements, waste generation, and other
factors. The results of such analysis defines the unit process-based representation, which
is used for preliminary process screening to identify key areas for further laboratory
development as well as use of modeling tools. Critical to the generation of design
alternatives is their evaluation using evaluation tools. Reaction prediction tools based
on linear free-energy relationships, kinetic modeling, reaction rules, treatment of competing
reactions, and other relationships are employed to systematically eliminate unsatisfactory
reaction paths from consideration. Chemical modeling tools are used to estimate needed
thermophysical properties. In the analysis of integrated reaction paths, for example,
estimation of thermophysical properties is critical to determine feasibility of separations of
reaction by-products. Finally, refinement tools are needed to improve the generation
and evaluation tools continually as new information is introduced. In addition to laboratory
measurement of model compound information and direct system measurements, chemical
databases and process modeling / simulation tools are essential.

Evaluation reaction prediction tools chemical modeling strategy
Tools 2,3 4,5,6,9
[
i
Generation
Tools
Objectives, : identification of l unit process-
Constraints, chemical conversion- process integration based analysis promising
Chemistry based analysis and waste reduction 7 10 candidates
il 2.8 strategies 9 4
Reﬁne#enlsl hemical databases BF— simulation tools 9 «-J
oo uncertainty analysis 7, 10

Figure 1.1. Road Map to the Integration of Process Generation, Evaluation,
and Refinement Tools. Relevant chapters are given in boldface.

The complexity and diversity of modern industrial chemistry has motivated a model
system of chemistry that is both broad in scope and that serves as a starting point for
considering additional types of chemistry. Treated is a system of industrial aromatic
chemistry that underlies a large number of processes and at multiple scales of production.
Aromatic chemistry is useful as a model of organic chemistry for several reasons. First,
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correlations have been developed in the literature to predict rates for several classes of
reactions (although this is not available in practice, means we are not tied to the laboratory
costs, etc.). Second, data from the dye, agrochemical, and drug industries are available for
many of the relevant chemical processes. Finally, models of reactivity developed for
aromatic chemistry are a good choice for extension to additional types of organic and even
inorganic chemistry.

1.4. Research Tasks
1.4.1. Synihesis of Reaction Path Networks

A major goal is to gain a better understanding of how fundamental changes in raw
materials, intermediates, and chemical conversions affect global process attributes,
particularly when new chemical conversions are proposed to replace existing ones as part
of a larger reaction path or reaction path network. While a number of process simulation
and modeling tools are available to evaluate candidate process flowsheets, there is a
considerable need to address process issues early-on in developing the chemical
conversions themselves. One of the key attributes that cannot be determined by previous
process synthesis or reaction path synthesis methods are structure-function attributes of the
chemical conversions. Specifically, by adopting a chemical conversion-centered problem
representation the strategic function of a chemical intermediate or chemical conversion can
lead to important topological features that serve to integrate several reaction paths. Such
paths are particularly relevant when considering common intermediates or conversions
used in the manufacture of multiple products.

The systematic identification of topological features in the first place is a valuable
aid to the strategic development of chemical intermediates and conversions, optimization of
process boundaries, increased utilization of by-products to reduce waste, and a host of
other objectives. Therefore, an algorithm is proposed for generating reaction path
networks consisting of known chemical conversions with integrated topological features.
The algorithm is based on a reaction path synthesis procedure which generates the complete
set of product-yielding chemical reaction paths from a specified set of chemical
transformations.

Several ingredients are critical to the success of the reaction path synthesis strategy.
First, in order to deal with the interdependency between related reaction paths the synthesis
strategy can handle multiple target molecules that might be found in multipurpose processes
or that might use similar chemical conversions. Second, the synthesis strategy generates
reactions containing reactant, product, and by-product molecules. Systematic generation of
reactant molecules is essential to identification of common precursors. Similarly,
identification of by-product molecules allows potential integration of the by-products to
reduce waste streams. A two part reaction path synthesis strategy is used. Retrosynthesis
is used to generate sequences of precursor molecules leading to economical raw materials.
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Furthermore, as the precursors are generated they are "reacted” to identify major by-
products using reaction prediction techniques. Efficient screening of the chemical reactions
is based on an implicit enumeration strategy exploiting logical reaction rules, constraints on
structural attributes of intermediates, and guartitative rate and selectivity targets. Reaction
prediction techniques include the use of quantitative structure-reactivity models for
systematic treatment of competing reactions.

Consideration of large-scale, multiproduct case studies is proposed as a basis for a
realistic assessment of the algorithm developed in this work. Several metrics for evaluation
of the algorithm are proposed:

* success in generating existing industrial routes as a set of sub-paths in the overall
reaction path network;

« identification of novel, integrated routes involving nuvel raw materials or new
applications of existing chemical conversions;

* identification of intermediates at several economic scales of production;

* generation of tradeoffs between the integration of reaction paths and process design
issues such as by-product separability; and

* identification of concrete information requirements that result in testable hypotheses
in the laboratory.

The degree to which such features can be identified should give a good indication of the
richness of the proposed design space and the algorithm's capabilities. A key thrust of the
research is to evaluate these metrics for a case study for a set of five commercial
benzonitrile compounds.

1.4.2. Development of an Integrated Modeling Strategy

Preliminary process screening involves an extremely large number of design activities,
including acquisition of chemical information, synthesis of separations systems, process
simulation, dynamic simulation, scheduling, and a host of other design and operations-
related activities. Major efforts to develop applicable design tools are currently underway
in the chemical engineering community, particularly in the integration of process design
and operations. The insights gained from a chemical conversion-centered analysis lead to
several possible tools that can be integrated with other ongoing efforts.

One of the major challenges in incorporating process level considerations into the
development of process chemistry are the large information requirements. Current
modeling approaches such as group contribution methods require use of many different
models for different properties, each involving determination of quite a few adjustable
parameters to achieve good accuracy. In this research a strategy for chemical modeling is
developed and utilized as an integral part of the chemical conversion-centered analysis. In
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essence, the general strategy is to obtain transferable intermolecular potential parameters
through a property model for a commonly available pure component property such as the
normal boiling point. By exploiting a theoretical basis for the proposed property-energy
relationships, the resulting intermolecular potential contributions are then be transferred to
additional secondary properties of interest through fitting of models to model compound
data A basic advantage of the approach is that only a small number of contribution
weighting parameters is required to correlate secondary properties. Parameters for the
normal boiling point have been transferred to other pure component properties as well as
partition coefficients and a linear solvation-energy relationship.

Implementation of the strategy involves considerable development of computational
tools, including the integration of computational chemistry tools with efficient numerical
integration and optimization codes. These features, combined with a systematic
comparison of computational results with both data and other methods, suggests several
basic questions to be addressed in the evaluation of the strategy:

* through the use of computationally efficient methods, how close can we come to a
package that could be incorporated in a process simulator;

* how many fitted parameters are actually eliminated (in particular, can the use of
binary parameters be avoided); and

* how transferable are the parameters to other problems (assuming a theoretical basis
for the use of the parameters is available)?

1.4.3. Integration of Reaction Path Selection and Process Design
Decisions

A basic message in this research is the need to consider process chemistry across multiple
product lines so as to get at the multipurpose, strategic character of the raw materials,
intermediates, and chemical conversions. This need motivates an approach involving the
design of multiple chemical plants and taking into account common resource and
technology requirements as well as synergisms between product lines. The chemical
conversion analysis in fact motivates an approach to total plant synthesis based on a unit
process-based decomposition. Such an approach can potentially use the reaction path
network to characterize synergisms and tradeoffs in the choice of chemistry that ultimately
affect the chemical process.

Of particular interest has been the representation of tradeoffs associated with the
integration of chemical production routes and additional separations requirements. The
network is recast as a partialiy aggregated process flowsheet consisting of appropriately
defined storage elements and unit processes (i.e., the aggregate set of unit operations
associated with an individual chemical conversion). Scalable unit processes with static
material conversion factors and variable topology can derived from the full spectrum of
process modeling tools, including process simulators. These results effectively
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parameterize the separations alternatives, material conversions, and equipment design
equations. Given a set of production targets and constraints, an efficient mixed-integer
linear programming formulation of the combinatorial design problem has been derived.
This formulation can be used in concert with a number of existing systems engineering
tools, particularly process simulation and uncertainty analysis tools, to facilitate preliminary
process screening.

This thesis has focused on development and verification of the unit process-
centered analysis in three main areas:

* development of a computationally efficient mathematical programming formulation
for problems that include a large number of alternate reaction paths, split fractions,
and complex topological features;

* extension to deal with parametric uncertainty in material prices via chance-constrained
programming;

* demonstration of the computational feasibility of the approach on a large-scale
problem;

* gaining conceptual insight into general strategic and environmental considerations
related to selection among raw materials, recovery of reaction by-products, and
minimization of waste streams.

1.5. Thesis Outline

The thesis is organized into four main sections:
* the synthesis of reaction path networks (chapters two and three);
* the chemical modeling strategy (chapters four through six);

* integration of reaction path selection and process design decisions (chapter seven);
and

* integrated application and verification of the proposed methods on an industrial case
study (chapters eight through ten).

Following is a brief outline of each chapter.

Chapter two develops a retrosynthetic analysis algorithm for the systematic treatment of
structure-function attributes of chemical conversions in a reaction path network.

Chapter three discusses implications of the algorithm for reaction path synthesis,
particularly with respect to incorporation of new types of chemical information sources.
Motivation for the chemical modeling strategy is presented. In addition, a general review
of industrial reaction path synthesis is presented.

Chapter four introduces the quantum theory involved in the chemical modeling strategy.
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Chapter five presents the computational tools, the amenable class of property models,
and a preliminary demonstration of the chemical modeling strategy.

Chapter six gives a detailed accounting of computational experience with the chemical
modeling strategy. Several issues are covered, including statistical significance of
molecular parameters, head-to-head comparison with group contribution methods, and
extension of pure component interaction parameters to the partition coefficient and a linear
solvation-energy relationship.

Chapter seven develops the mathematical programming strategy for total plant synthesis
and derives an extension to deal with uncertainty in production targets occurring on a time
horizon that is short in comparison to project lifetime or campaign length. Two main
theorems are proven.

Chapter eight defines a case study involving five benzonitriles and illustrates the
application of the synthesis algorithm to create a reaction path network. Existing routes are
generated as are novel routes based on the choice of a new raw material and recovery of
reaction by-products. General insights gained from the results are the importance of
reaction by-product recovery in reducing waste streams as well as the potential for
simplifying chemical transformation to create entirely new classes of chemical intermediates
for integrated reaction path development.

Chapter nine applies the chemical modeling strategy to the separation of reaction by-
products present in an industrial reaction path network. The general problem of separating
reaction by-products is more difficult than solvent separability due to the more diverse set
of compounds involved. A case is considered where traditional group contribution
methods attribute no distillation separability to a mixture of two aromatic isomers.
Application of the new chemical modeling strategy estimates that the two isomers are
separable with a relative volatility ca. 2. The thermophysical property estimates are
incorporated in a batch distillation simulation module to estimate key design parameters.

Chapter ten develops a unit process representation of benzonitrile reaction path network.
The most promising process configurations are identified as a basis for further research and
development. In addition, the chance-constrained programming strategy for uncertainty in
production targets is implemented. General process implications of reaction path networks
for waste reduction and regulation in the chemical industry are discussed.

Chapter eleven fresents future research directions.

Chapter twelve summarizes research conclusions.
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1.6. Research Contributions

The main contributions of the research are as follows:

elucidation of the strategic roles of chemical conversions and chemical intermediates
in terms of structural attributes of a reaction path network, both in the abstract
(chapters two and three) and on a specific industrial problem (chapter eight);

development of a systems design algorithm for the synthesis of reaction path
networks containing known chemical conversions (chapter two);

development of a property modeling strategy for preliminary process screening that
exploits molecular calculations (chapters four, five, six, and nine);

development and illustration of a unit process-centered representation for total plant
synthesis (chapters seven and ten); and

extension of the total plant synthesis formulation to deal with certain forms of
parametric uncertainty via chance-constrained programming (chapters seven and ten).



Chapter 2

Synthesis of Reaction Path Networks for
Systematic Identification and Analysis of
Reaction Path Alternatives

2.1. Introduction

The synthesis and screening of chemical reaction paths is a critical design activity that
encompasses a growing number of economic and environment-related objectives.
Whereas traditionally environment-related objectives have been treated at the end of the
design process (e.g., through housekeeping practices, increased recovery of wastes,
optimal control, and process design or retrofit), reduced waste generation and other
process-related requirements must be met early-on to compete effectively for research
resources. Key stages in the development of chemistry including the following:

(i)  Discovery chemistry: new reactions that result in the formation of difficult-to-
separate (e.g., enantiomers) or environmentally undesirable by-products (e.g.,
dioxins) are more likely to be eliminated in favor of stereoselective and
environmentally benign routes.

(ii)  Chemical technology development: solvent, catalyst, and reagent properties are
screened on the basis of environmental acceptability, safety considerations,
and solvent recovery costs, to name a few.
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(iii)  Integration of chemical conversions into new or existing processes: benefits of
incorporating new chemical conversions, intermediates, and raw materials must
be evaluated in terms of overall environmental impact, in- or out-sourcing
requirements, and transferability of the technology to interdependent product
lines (e.g., in a multipurpose process), to name a few.

While a number of applicable tools, including retrosynthetic analysis, chemical
information databases, and thermophysical models, have been developed to assist in stages
(i) and (ii), there is a considerable need for systematic approaches to stage (iii) early in the
development of reaction path alternatives. The scope of design issues encountered in stage
(iii) is quite broad since it involves fundamental choices among raw materials,
intermediates, and chemical conversions that must be evaluated from a total process
perspective. First, there is a need to assess the overall impact of a new chemical
conversion on total process flows such as energy requirements and waste stream
generation. For example, replacement of an existing chemical conversion by a more
“"environmentally benign" conversion could reduce the level of energy integration,
inadvertently resulting in increased utilities costs. Second, evaluation of the demand for
new raw materials and intermediates is essential in order to determine whether they can
achieve an economic scale of production. Such an evaluation can be critical both in the
development of individual chemical processes (e.g., multipurpose batch processes) and in
the development of intermediates that can be used by many processes. Third, implicit costs
related to changes in process flexibility and future environmental regulations must be
carefully assessed. Of particular importance is the uncertainty in operating costs and
inventory policies associated with in-sourcing and out-sourcing of intermediates.

An important aspect of these issues that has not previously been considered is the
relationship between the strategic function of a chemical intermediate or chemical
conversion and the resulting impact on the topology of an overall reaction path network—
i.e., an integrated configuration of strategic raw materials, chemical conversions, and
products required to achieve an economic scale of production. Systematic identification of
topological features in the first place could be a valuable aid to the strategic development of
chemical intermediates and conversions, optimization of process boundaries, increased
utilization of by-products to reduce waste, and a host of other objectives.

An algorithm is proposed for generating reaction path networks consisting of
known chemical conversions with integrated topological features. The algorithm is based
on a reaction path synthesis procedure which generates the complete set of product-yielding
chemical reaction paths from a specified set of chemical transfor.nations (an introduction to
reaction path synthesis is given in section four of this chapter; an extended discussion is
given in chapter three). In order to deal with the interdependency between related reaction
paths, the synthesis strategy can handle multiple target molecules that might be found in
multipurpose processes or that might use similar chemical conversions.
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Reaction path synthesis techniques (Agnihotree et al., 1979; Govind et al., 1980;
Nishida et al., 1981) have traditionally been limited by the need to evaluate a large number
of generated reaction paths. Experimental screening of hundreds or thousands of alternate
reaction paths is impractical in most instances, especially since many of the proposed routes
are likely to either be manifestly infeasible or to require extensive modification in the
laboratory. To address these limitations, the algorithm readily exploits chemical
information sources such as chemical databases, reaction prediction models, and reaction
rules to prune away infeasible reaction paths and to facilitate comparison of generated
reaction path alternatives. In particular, reaction prediction techniques using these tools
facilitate preliminary analysis of reaction feasibility, incorporation of competing reactions,
and estimation of product fractions. Additionally, the approach can potentially be useful in
synthesis of new reaction paths for related products. In particular, it may be possible to
start with limited data and models and to successively refine a set of candidate pathways to
a smaller set worthy of further development. Since the approach results in testable
predictions, it may also aid experimental design.

Aromatic chemistry is chosen as a testbed for the algorithm for several reasons.
First, a theory of quantitative structure-reactivity models is already available for a number
of its reaction classes (Exner, 1988). Second, data from the dye, agrochemical, and drug
industries are available for many of the relevant chemical processes. Finally, the resulting
models for reactivity and physical properties are applicable to additional types of organic
and even inorganic chemistry.

This chapter is organized as follows. First, industrial examples are presented to
elucidate structure-function attributes of chemical reaction paths and conditions under
which they are desirable. Based on a general representation of such topological features, a
retrosynthetic analysis algorithm is developed that is well-suited to the generation of
integrated reaction path networks. Presented are the analysis of individual conversions,
the representation of competing reactions, the reaction pruning strategy, and the
computational implementation. Finally, the algorithm is illustrated with a commercial
synthetic musk.

2.2. Overview

The strategic function of a chemical intermediate or chemical conversion can lead to
important topological features that serve to integrate several reaction paths, particularly
when considering common intermediates or conversions used in the manufacture of
multiple products. These features are generalized through the concept of a reaction path
network. A retrosynthetic analysis algorithm for the synthesis of reaction path networks
is developed for industrial aromatic chemistry. Efficient screening is based on an implicit
enumeration strategy exploiting logical reaction rules, constraints on structural attributes of
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intermediates, and quantitative rate and selectivity targets. Reaction prediction techniques,
including the use of quantitative structure-reactivity models, are proposed for systematic
treatment of competing reactions.

2.3. Industrial Insights

Many specialty chemicals are part of a series of structurally similar compounds that
evolves in response to new market opportunities, customer feedback, and maturing
process technology. Process economics, scale of production, and availability of research
resources often dictate that chemical products embody common classes of chemistry and
process technology that can be optimized across multiple product lines. The goal of a
reaction path network is to provide a set of alternative chemical reaction paths to improve
the selection of process chemistry taking into account available raw materials, chemical
conversions, intermediates, and muitiple products. Industrial examples indicate that
topological features present within the reaction path network can motivate development of
certain lines of products and lead to exclusion of others. Potentially important topological
features include

* precursors or chemical conversions used by multiple reaction paths;
* chemical reactions that produce usable by-products; and
* multiple reaction paths that converge on a single product.

This section provides industrial examples of such topological features in the context of
aromatic chemistry. The examples qualitatively chart the process regimes which can give
rise to the need for special reaction path structures. Such insights are useful in the
preliminary screening of reaction path networks and motivate the choice of benzenoid
compounds as a model system of chemistry.

Pharmaceutical, dye, and other fine chemical industries require hundreds of
different raw materials and intermediates. Many subsets of these compounds are
variations on a common theme, consisting of series of closely related products that differ
only slightly in the functional groups and their relative orientations. Since the production
of any one compound may be uneconomical due to low volumes (i.e., high capital cost
per unit volume; a good conceptual model is the six-tenths rule used in equipment cost
correlations) and cyclical demand patterns, an integrated production strategy is often
required. For example, development of a common precursor is almost always favorable
to increase the produced volume of the precursor so as to lower its unit cost.
Implementation of a common raw material (3-nitroisopthalic acid) is depicted in Figure 2.1
(Nobel Industries, 1993).



44 CHAPTER 2. SYNTHESIS OF REACTION PATH NETWORKS

CONHR CONHR
O,N ’©\ COOH ozw/©\ COOH HzNQ COOH
COOR COOH COOH
/©\ COOR 02N/©\ COOH HzN/©\ COOH
/

COOR CONHR CONHR

Q Ji‘:L———*Jf:L
O,N COOR O,;N CONHR H)N CONHR

Figure 2.1. Integrated Synthesis Routes Starting with 5-Nitroisophthalic Acid
(Adapted from Nobel Industries, 1993).

Also favorable for scheduling purposes and reducing capital costs is the integration
of equipment requirements vis-d-vis chemical conversions transferable to several reaction
paths. For example, the reaction path network depicted in Figure 2.1 requires only three
functional group interconversions to produce the pthalic acids: esterification (COOH —
COOR); amino-de-alkoxylation (COOR — CONHR); and reduction of the nitro group
(NO; = NHy).

A second manner in which common precursors can be explor.ed is through
chemical conversions yielding several usable by-products. Such an approach has an
advantage of potentially high useful conversion of the raw material, but involves higher
separations costs. While the separation feasibility and cost is obviously dependent on the
properties of the products and reagents, as a general rule the energy costs tend to become
favorable at higher production volumes as compared to the previous example (Figure 2.1).
A good example is the chlorination of phenol, depicted in Figure 2.2 (Muller and Caillard,
1985).
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Figure 2.2. Generation of Multiple Products Through Chlorination. Numbers
are rates of reaction relative to reaction of benzene. Adapted from Muller
and Caillard (1985).

A number of process configurations can be developed to optimize the product distribution.
If reaction in a single reactor is adequate, the product distribution can be controlled by the
amount of chlorine added to the reacting system (MacMullin, 1953). If a single reactor
does not provide sufficient selectivity, an improved distribution of products can be
obtained through synthesis of reactor-separator networks.

In some cases it is desirable to produce and recover a by-product generated by an
organic reagent rather than by the main reactant molecule. For example, when the reagent
is very expensive, has a high waste disposal cost, or is difficult to recycle, it may be
desirable to simply convert the reagent to a usable by-product. An illustrative candidate is
the methyl-substituted aniline by-product produced by the Vilsmeier-Haack formylation
(Figure 2.3).

OMe OMe
Me 2 wroci, M
+ Me=N H W + Me-N-H
Ar h Ar
raw CHO
material reagent product by-product

Figure 2.3. Exploiting Choice of Reagent as a Basis for Producing a Useful
By-Product in the Vilsmeier-Haack Formylation.

This example shows that the formanilide precursor might be chosen so that the methyl-
substituted aniline is a salable by-product. Though such a route might not be
economically feasible for synthesis of the amine by itself (e.g., the reagent may well be
more expensive than the by-product), the route is still an interesting alternative since it
avoids the additional reaction and separation costs of recovering the original formanilide
reagent.

Rather than exploit a common precursor or multiple by-products, in certain
processes opportunities arise to incorporate alternate precursors in a reaction path. A
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number of examples are identified in the case study developed in chapter eight.
Additionally, at least one proprietary agrochemical process has been developed (Steele,
1993) that can respond to fluctuations in commodity prices by switching among an array
of raw materials and intermediates.

While the examples given above have been considerable achievements, no
systematic approach has previously been developed to map out reaction path networks
containing topological features such as those described above. In the following section,
an applicable approach that assumes prior knowledge of target molecules and the set of
available chemical transformations is proposed for industrial aromatic chemistry and could
be extended to other classes of chemistry.

Motivating the study of industrial aromatic chemistry has been Hendrickson's
(1971) examination of relevant reaction path design issues. A central part of the
development is characterizing the multiplicity of synthesis routes arising from
interconversion of structural forms. In addition to Ortho (O), Meta (M), and Para (P)
forms for disubstituted compounds, Hendrickson (1971) defines six additional forms for
higher substituted compounds (Figure 2.4).

R
el

Figure 2.4. Higher Isomeric Structures Defined by Hendrickson (1971).

The interconversion of isomeric forms in reaction paths, achieved through functional
group addition and removal reactions, must obey the generalization of Kérer's Theorem
(Hendrickson, 1971) shown graphically in Figure 2.5.
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Figure 2.5. Interconnections Between Isomer Forms in Industrial Aromatic
Chemistry. Adapted from Hendrickson (1971).

The equivalence of reaction sites due to the six-fold symmetry of the benzenoid
substrate potentially allows reaction paths to be approached from several directions.
Muiltiplicity of chemical reaction paths also tends to arise when a reaction produces several
by-products, as is common in industrial aromatic chemistry. These facts, taken with the
rich class of functional group interconversions, provide insight into why benzenoid
compounds form a bridge between many basic and specialty chemicals.

2.4. Introduction to Retrosynthetic Analysis

Retrosynthetic analysis (Corey et al., 1969) is a reaction path synthesis technique that
starts with the target molecule and uses a knowledge of available chemical conversions
(transforms, for short) to systematically generate candidate precursors. In effect,
transforms are applied in reverse to define retro-transforms. A general discussion of
retrosynthetic analysis is presented in chapter three. The mechanics of the technique
consist of two steps: (i) evaluating the target molecule to find susceptible structures that
might be prepared by an available transform; and (ii) applying an appropriate retro-
transform to generate a precursor molecule (termed retro-reaction). As a simple example,
consider the retrosynthetic analysis of 4-nitrotoluene (Figure 2.6).
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Figure 2.6. Simple Illustration of Matching Between Functional Groups on
the Target Molecule and Available Transforms to Yield a Proposed Retro-
Reaction. The symbol = is a commonly used designation of a retro-
reaction.

Figure 2.6 is an example of the particular class of transforms with which this
chapter is concerned, namely addition, substitution, and interconversion of functional
substituents on benzenoid substrates. The transforms considered in this work generalize
function group addition and functional group interchange on aromatic compounds. A
substrate consists of up to six substituents attached at specified locations on a structural
skeleton. Thus, the general transform has the form shown in Eq. 1.

(£ol. foB, fo. e, fo2. feb ) = (fel 1o fob folp el f5) (1)

where p denotes the precursor and ¢ denotes the target molecule. Example transforms are
given in Egs. 2-5.

nitration: (H, X, X, X, X, X) - (NO,, X, X, X, X, X) )
methylation: (H, X, X,X, X, X)— (CH3, X, X, X, X, X) (3)
butylation: (H,X,X,X,X,X)—> (t-Bu, X, X, X, X, X) 4)

ammonolysis: (Cl, X, X, NO,, X, X) - (NH,, X, X,NO,, X, X)  (5)

where X denotes an arbitrary value for the reaction site. A transform such as Eq. 1is a
template specifying the relevant functional groups and their relative orientations in a
molecule (Figure 2.7).
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Figure 2.7. Mapping of Functional Groups Onto the Aromatic Nucleus.

It is important to recognize, however, that the mapping is not unique. For example, in the
nitration of benzene substitution can occur with equal probability at any one of the six
hydrogen atoms. At the same time, however, the ordering of functional groups must be
consistent with the molecular structure. For example, in the ammonolysis of chloro-
nitrobenzene (Eq. 5) a para relationship between the nitro group is necessary to make the
site containing the chlorine atom susceptible to replacement by the amino group. Thus,
Eq. 6 is equivalent to Eq. 5, but Eq. 7 is not.

(X, X.NO,, X, X,Cl) - (X, X, NH,, X, X, Cl) (6)
(X, X, NO,, X,Cl X) > (X, X, NH,, X, Cl, X) (7)

Depending on the symmetry of the benzenoid substrate, there are up to twelve possible
mappings consisting of six clockwise and six counter-clockwise rotations.

Using the transforms defined above, retrosynthetic analysis consists of applying
the corresponding retro-transforms recursively to the target molecule and its precursors.
As an example, the analysis of a synthetic musk is given in Figure 2.8. Considered in this
example (without any attempt to screen the results) are the possible permutations of the
nitration, methylation, and butylation retro-transforms (Egs. 2—4).
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Figure 2.8. lllustration of a Portion of the Retrosynthetic Network Generated
for Musk Ambrette.

The fourteen intermediates and twenty-four synthesis routes depicted in Figure 2.8 are
created from various permutations of the three reactions. A much larger number of routes
can be generated if the conversions from substituted phenol to anisole are considered,
although the resulting phenolic compounds can exhibit undesirable handling properties
such as strong acidity.

Systematic evaluation of reaction paths is a major outstanding problem in reaction
path synthesis. Whereas retrosynthetic analysis generates sequences of "ideal" reactions,
each consisting of a reactant molecule, a transformation, and a product molecule, real
reactions can involve impurity reactions, by-products, reactions between solvent and the
reagent, and a number of other side-effects. Additionally, it is possible that the rate of a
candidate reaction is so low as to be negligible. In general, competing reactions as well as
the intrinsic kinetics and thermodynamics of a reaction have a large impact on industrial
scale-up. If only a few synthesis routes are being considered, it might be easy enough to
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run the individual reactions in the laboratory. It is evident from the above example
(Figure 2.8), however, that a combinatorial number of alternatives can be generated from
permutations of a given number of alternate reactions. Also evident from the example is
that a significant fraction of the routes are likely to be mere structural permutations with
little industrial merit.

The goal of the retrosynthetic analysis algorithm developed in this chapter is to
facilitate the rigorous identification of all promising routes satisfying a set of evaluation
targets. Reaction path evaluation is addressed on two fronts. First, reaction prediction
techniques are used in the evaluation of individual transforms. Second, results of the
evaluations are compared with targets in an implicit enumeration strategy designed to
"prune” infeasible portions of the reaction path network. Such an approach minimizes the
combinatorial enumeration of reaction paths, thereby reducing computational
requirements. It is noted that the representation of molecular structure and reactivity
depicted here, while not the most general, is extendible to other classes, including heavier
aromatic compounds. It is further believed that the algorithm developed below can be
extended to a wide range of retrosynthetic transforms in addition to functional group
addition and interchange.

2.5. Reaction Path Synthesis Testbed

A reaction path synthesis algorithm using retrosynthetic analysis has been created for
certain classes of industrial aromatic chemistry. The algorithm partitions the synthesis of
reaction path networks into two main components: (i) local retrosynthetic generation of
sub-target molecules; and (ii) global implicit enumeration of alternate reaction paths. At
the local level, retrosynthetic analysis is based on taiget and sub-target molecules
containing up to six substituents on a skeleton of specified symmetry. At the global level,
a general implicit enumeration strategy is developed. The strategy uses bounds derived
from reaction evaluation, property estimation, or other sources to "prune” infeasible
reaction subpaths. Bounds are implemented for the case of reaction prediction to motivate
the development of reaction prediction strategies (section six).

2.5.1. Local Retrosynthetic Analysis

The local functionality is explained most directly by viewing a chemical reaction path as a
graph consisting of nodes representing molecules and arcs representing retro-reactions.
Starting with a "parent” node representing the target molecule, retro-transforms are applied
to generate "child" nodes representing chemical precursors (Figure 2.9).
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Figure 2.9. Graphical Representation of Target Molecule, Retrosynthetic
Transformations, and Sub-Target Molecules. The dashed arrow is the
designation of a retro-reaction used in this work.

In some cases multiple substituents in the target molecule are susceptible to a retro-
transform, resulting in several precursors. For example, the retro-reduction of the two
amine groups in chlorophenyldiamine (Figure 2.10) generates three precursors.

a

HzN@\
NH

-

- <
~

AL

-

a »° Q RS
02N\© HzN\©\ OzN\@\
NH2 NO2 NOz
Figure 2.10. Generation of Precursors by Retro-Reduction of a Chloro-
Phenyldiamine.

It is also important to recognize that the number of unique precursors is dependent
on the symmetry of the target molecule. For example, the retro-nitration of trinitrotoluene
at each susceptible site yields three precursors, but only two of these precursors are
unique (Figure 2.11).

2,4 6-trinitrotoluene
- i T -
Me Me Me
N02 OzN\© N 02 02N
NO: N02

Figure 2.11. Presence of Equivalent Sites on Target Molecule Due to
Symmetry in the Target Molecule.
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In the situation depicted in Figure 2.11, the set of precursor molecules is compared and
redundant nodes eliminated to form a unique matching between the set of retro-reactions
and precursors.

2.5.2. Recursive Algorithm for Rigorous Synthesis of Chemical
Reaction Paths

Reaction paths are generated through recursive application of local retrosynthetic analysis,
as illustrated in Figure 2.12.

‘ candidate reaction

path (shaded)
de |
PPN sub-target

Pl B N } lists

Figure 2.12. Recursive Application of Local Retrosynthetic Analysis to
Identify Sub-Targets and Candidate Synthesis Routes.

In practice, the recursion process can generate a reaction path network containing
hundreds or thousands of chemical compounds. The enumeration of all feasible pathways
is a non-trivial problem requiring an algorithm to systematically track pathways that have
already been identified and to look for new pathways. The key idea in the algorithm
developed here is to characterize chemical reaction subpaths hierarchically in terms of
recursively generated sub-target molecules. Each sub-target node has an attribute that
takes one of two values: "under evaluation" or "completely fathomed." When a sub-target
is completely fathomed, all subpaths leading to the node have been enumerated. The
algorithm then "branches" to (i.e., selects) the next sub-target molecule in a sub-target list
and restarts the recursion. When all of the sub-targets in the list have been identified, the
status of the sub-target at the next highest level (i.e., closer to the target molecule)
changes from "under evaluation” tc "completely fathomed" and the algorithm branches to
a new sub-target at the higher level.

The use of sub-targets as criteria for implicit enumeration of chemical reaction
paths allows duplicate calculations to be avoided. Once a sub-target is completely
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fathomed, there is no need to duplicate evaluations of subpaths and sub-targets below it
(Figure 2.13).

£y
Ce®
s \ .
O O @-=+
O \CAD Node A already explored,
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Figure 2.13. Referencing of a Previously Explored Node to Avoid
Duplication of Effort.

The algorithm provides a natural stopping criterion: enumeration of all sub-target
lists, which is equivalent to complete fathoming of all sub-targets in the global list. It is
also useful to set a maximum chemical reaction path length. In addition to reducing the
problem size, the length limit also reflects several practical considerations. For example,
in specialty chemical manufacturing, synthesis routes beyond a specified length are
generally unsuitable due to yield losses and economy of scale considerations. In
particular, while desirable to have an inexpensive base chemical as a raw material, it is
rarely desirable to produce a base chemical as a key intermediate within the process.
Instead, production of the intermediate should be out-sourced.

It is noted that cycles connecting sub-targets may exist, but they are rarely of
industrial significance. A strategy must account for them, however, because in cases such
as reagent recovery they can be important topological features. Cycles in the network are
handled in two ways. First, a maximum pathway length eliminates most, if not all, of the
undesirable cycles. Second, the algorithm avoids infinite recursion by refusing to fathom
a sub-target that is currently being fathomed.

2.5.3. General Strategy for Implicit Enumeration

Implicit enumeration of a reaction path network is the elimination of unsatisfactory
subpaths without explicitly enumerating all of the individual transforms in those subpaths.
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In particular, a reduction in the number of precursors at the local level leads to reduction in
the global search space as shown in Figure 2.14.

6 Evaluation , ‘
OOOO OOOO OO

Initial List Rejection of Unsatisfactory Reduced
Retro-Transforms List

Figure 2.14. Use of Evaluation Criteria to Eliminate Infeasible
Retrosynthetic Conversions From Consideration.

A good starting point for local analysis are criteria in the form of quantitative
targets and logical reaction rules. Quantitative screening criteria consist of mathematical
inequalities representing property or conversion targets to be satisfied. The general form
of such inequalities is shown in Eq. 8.

A: a2 A?, ®)

where A is a vector of lower bounds that must be satisfied by one or more transforms and
a are realized values. The purpose of the question mark (?) is to indicate that one or more
of the lower bounds not being satisfied is taken as sufficient criterion for eliminating the
corresponding transformations from consideration. Possible quantitative targets include
lower bounds on the reaction rate and bounds on the chemical properties of sub-targets.
Reaction rules incorporate screening criteria in the form of logical propositions, P, that
must be satisfied. Their form is shown in Eq. 9.

Plarguments]= True?, 9)

where arguments includes the type of transform as well as reactant and product substrate
structures. As an example, a reaction rule might specify an interfering configuration of
functional groups to be avoided. Examples are given below (general use of chemical logic
in retrosynthetic analysis is described in chapter three).

A general strategy for implicit enumeration is developed to utilize criteria of the
form of Egs. 8 and 9 within the retrosynthetic analysis algorithm. To help explain the
different levels at which the criteria are employed, Figure 2.15 introduces a formal
notation for individual reaction paths and subpaths.
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Figure 2.15. Retrosynthetic Depiction of a Reaction Path Consisting of a
Target Molecule, Retro-Transforms, and Sub-Target Molecules.

The reaction paths of interest in the network are those that connect to the target (tgt)
molecule. The retro-transforms and sub-targets present in such a reaction path are broken
down into segments defined by Eq. 10.

(r—t i s—tgt i, -t i ) (10)

The representation indicates several useful locations for imbedding screening criteria
within a reaction path. These include individual retro-transforms, r—t; , and sub-target
t

molecules, s—tgt; , as well as a complete transformation (Eq. 10). Quantitative measures
1

cai also be derived for reaction subpaths of the form depicted in Figure 2.15. Such

bounds require passing evaluation information at a location i, to subsequent levels t*21.

It is important to recognize that elimination of a retro-transform or sub-target at a location
i, in a reaction path i e I effectively eliminates not one but all reaction subpaths at levels

t*2>t.
Evaluation and screening of a reaction path consisting of three transforms are

given in Figure 2.16. The sequence of evaluations to be performed is indicated by the
letters (a-f). Quantitative bounds at the local level are given by the vector U, (the index

i el is omitted since a single path is being considered; in other words, U; is being
4

written more compactly as U,), which are compared with the predicted values U,

i=123. Similarly, the bounds applied to sub-paths are given by the vector V,
compared with v,, v;,, ard v;,;. Logical propositions are given by

P[arguments] = True?, where arguments consist of the retro-transform and adjacent
substrates.
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Figure 2.16. Hierarchy of Constraints in the Generation and Evaluation of a
Chemical Reaction Path.

If any one of the retro-transforms or sub-targets can be excluded on the basis of
screening criteria depicted in Figure 2.16, it should be clear that there is no need to
continue fathoming the excluded sub-target. For example, if the reaction path in
Figure 2.16 does not satisfy the targets at (d), there is no reason to look at r—t 3 Or s—tgt;
or to perform evaluations (e-f). Sub-target molecule s—tgt, is said to be "pruned." The

fact that retrosynthetic analysis is directional—i.e., it starts with the target molecule and
works backwards to generate sub-target molecules—means that the first molecule or
transformation that does not satisfy screening criteria provides a sufficient condition for
branching to a new chemical reaction subpath. Figure 2.17 shows how the elimination of
a transform from consideration can influence the generation of reaction subpaths.

tg[ """l‘-tl == S'tgt] - - r-tz""’S'tgtz
branch ™,
X I'-t3 === S‘tgt3 -~ I'-t4 .- S-tgt4
. X
branch *.

I-t5 - - - > s-tgts

Figure 2.17. lllustration of How Pruning Can Eliminate Subpaths From
Consideration. When sub-targets or retro-reactions are eliminated (X), it is
possible to branch to a new synthesis route.
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The most powerful set of targets is based on preliminary reaction prediction of the
reaction rate and product fractions. It should be noted that the lower bounds do not have
to correspond to the final selection criteria, but can be set much lower so that only
manifestly unsatisfactory reactions are eliminated. Similarly, one can set a lower bound
on the overall selectivity as well as the slowest acceptable step in a synthesis pathway
consisting of several steps. In other words, a synthesis routes whose individual
conversions pass the screening criteria can be eliminated if they involve too many low
yielding steps. Such criteria are particularly useful as a way to control the length of a
reaction path.

One of the reaction prediction-based targets is a uniformly applicable lower bound
on the selectivity of the desired product. To illustrate the bound, assume a transform t;
1]

creates a set of products, {j}=J; , with the desired product being denoted by j*e€{j}.
1
Given parameters y : (e.g., relative reaction rates) that can be normalized to estimate

product fractions, Egs. 11 and 12 define a lower bound on the product fraction of the
target molecule.

5; 2880, (11)

1

where

Yi*

S; .
ll z j
png
JjeJ,

(12)

In establishing the lower bound, § LO 't s important to recognize the potential role of
major by-products for use in other pathways. Thus, rather than measure the selectivity of
the reaction only for a single product, the bound represents a selectivity below which the
separability costs outweigh possible benefits of by-product recovery. A second target
similar to Eq. 11 is a transform-specific lower bound on the reaction rate. A reasonable
lower bound can often be established for particular reaction types such as nitration and
chlorination.

A third related target is the selectivity of the reaction pathway. A measure of the
pathway selectivity can be obtained from intermediate product fractions starting with the
target molecule and working backwards (Eq. 13).

s, 2 nt0 (13)

,I
1eNOS,
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Equation 13 is representative of a class of targets in which computational results must be
propagated to different levels in the reaction path network. A reaction subpath satisfying
Eq. 13 in one reaction path will not be subsequently rejected in a second reaction path,
since the synergy between the two reaction paths may ultimately justify the latter pathway.

Finally, a fourth class of screening criteria are reaction rules. As a simple
example, diazotization of ortho amines in known to produce benzotriazoles (Hertel, 1985)
instead of the desired diazo salts. Given two substituents present on the substrate,
group, and group, the logical form of the proposition is given in Eq. 14.

{(transform # Sandmeyer) OR

(ORIENTATION[ group, ,group, ] # ortho) OR
(GROUP_ TYPE[group ‘. ] ” amine) OR (14)

(GROUP_TYPE[groupgz];ﬁamine)} = True

The next section will present reaction prediction techniques for the synthesis of
targets including Eqs. 11-14.

2.6. Reaction Prediction Techniques for Implicit
Enumeration

Computing reasonable estimates for the bounds described above is a reaction prediction
problem—i.e., systematic prediction of the outcome of chemical reactions both in terms of
the products that are generated as well as the rates and selectivities of the chemical
reactions. Reaction prediction techniques applicable to industrial aromatic chemistry are
explored in this section. The first relevant goal is assessing the set of products associated
with a chemical reaction. In industrial aromatic chemistry, competitive substitution and
rearrangements play an important role in the generation of by-products (Stock, 1968). As
an illustrative example, consider the proposed nitration of toluene to yield a product m-
nitrotoluene (Figure 2.18).
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Figure 2.18. Retrosynthetic Nitration of m-Nitrotoluene that Generates
Toluene as a Precursor. In practice, the presence of competing reactions
reduces yield of the desired product below 5%.

There is nothing in the reactant's structure preventing the retrosynthetic analysis procedure
from transforming the nitro group at the meta position of toluene. Any chemist knows,
however, that the reaction strongly favors formation o- and p-nitrotoluene while yield of
the meta substituted compound is generally below 5% (Stock, 1968).

A second major goal of reaction prediction should be the analysis of reaction rates
and product fractions. For certain reaction classes quantitative structure-reactivity models
are available that can estimate reaction rates or equilibrium constants relative to those of
model compounds. A review of substrate structure-dependent models is given by
Exner (1988). Models incorporating other dependencies are available, including solvent
dependencies (Reichardt, 1990). Under the assumptions that competing reactions are
kinetically limited and that the ratio of the rate laws yield a ratio of rate constants, the y f

parameters may be equated with rate constants. Further assuming that the substituent
effects are logarithmically additive (Taylor (1990) discusses of the scope of this
assumption for different reactions), an additivity principle that uses partial rate factors for
mono and disubstituted benzenes can be derived from Hammett's linear free-energy
relationship (Stock, 1968). Where valid, the principle allows reactivities at different sites
to be assessed. A partial rate factor, denoted by k/ky.r, is the dimensionless rativ of a

reaction rate to that of an appropriate reference reaction. The additivity principle is given
by Eq. 15 for a single site on a benzenoid compound with two ortho substituents, two
meta substituents, and a para substituent. The reference rate constant often corresponds to
the reaction of benzene or toluene.

. 1
y= | e = ktl) k¢27 kr]n kgl kP (15)
k ref k ref k ref kref k ref kref
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Often insufficient data or model limitations hinder the prediction of reaction rates
for competing reactions. Such reactions can proceed by different mechanisms and lead to
structurally different products. An illustrative example can be found in the Sandmeyer
transform that converts an aniline to the corresponding benzonitrile (Figure 2.19; this
transform is one of several possible Sandmeyer transforms and includes the diazotization
step to simplify the presentatic); to avoid confusion, it should be noted that diazotization
fails to obey a Hammett-type relationship (Exner, 1972).

Figure 2.19. Application of a Sandmeyer Retro-Transform to Obtain Aniline
from Benzonitrile.

When the aniline precursor reacts, several by-products are observed due to competing
chemical transfermations, particularly isomerization of the cis- adduct (Hagedorn, 1985;
Figure 2.20).

diazotization Sandmeyer reaction CN

target
NNCN(cis) x%

NH, NN*
sub-target © © © NNCN(trans)

Figure 2.20. Product Distribution Associated with the Diazotization-
Sandmeyer Reaction Sequence.

by-product
(1-x)%

Although the mechanisms by which the competing transformations occur are different
(Hagedorn, 1985), they operate on a common reactant molecule. Thus, approximate y f

parameters can be extracted from experimental data through a proportionality factor with
partial rate factors for the desired cyanation.

The diazotization-Sandmeyer reaction sequence illustrates reaction mechanism
generation and analysis in the solution of a reaction prediction problem. In general,
analysis tasks tend to be specific to the reaction of interest, requiring special subroutine
codes containing relevant data, models, and reaction rules. Therefore, a two part strategy
is adopted in the computational implementation (details of the computational
implementation are presented below): (i) the generation of the product set from available
transforms; and (i) analysis of the chemical reaction using specialized analysis modules.
The next section develops a general relationship between a chemical reaction and a
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template of chemical transforms to facilitate the range of analysis under consideration.
Following the development, example analysis modules are presented for three cases.

2.6.1. Formal Representation of Competing Sites and
Competing Reactions

The next step is to define chemical reactions in terms of basic chemical transforms to allow
preliminary assessments of competing reactions and by-product formation. As discussed
above, it is important to keep in mind that the types of products that can be formed depend
both on the reaction and on the reacting substrate itself. As a result, it is useful to define a
chemical reaction as not one but a set of chemical transformations, each of which can
potentially correspond (or not) to the reverse of a retrosynthetic transformation applicable
to one or more sites on the substrate molecule. Figure 2.21 illustrates the definition. The
asterisks (*) in Figure 2.21 indicate that the computational implementation allows an
arbitrary subset of the specific transforms to be used as retro-transforms.

transform groupings retro-transforms used in
used in reaction prediction retrosynthetic analysis algorithm
[ transform_1% ----=-=---- retro-transform_ 1
reaction_1 - transform_2
| transform_3* ----------- retro-transform_2
reaction.2 -  transform_4* ----------- retro-transform_3
[ transform_5% ----ecveu-- retro-transform_4
reaction_3 - transform_6 H
[ J
4 | transform_7
¢ [ J
[ J
®

Figure 2.21. Illustration of How the Set of Transformations Associated with a
Chemical Reaction Can Produce Multiple Transformations of Functional
Groups and Therefore Yield Multiple Products.

So as to provide an unambiguous definition of retro-transforms at the algorithmic
level, the individual transforms must be applied in parallel (serial application would
involve additional protocol) to the reactant substrate. Important features of a mechanism
such as intermediate steps and multiple substitutions are handled through explicit
enumeration of the reaction subpaths as "aggregate" chemical transforms. A further
consideration of the diazotization-Sandmeyer reaction sequence serves to clarify the idea
of aggregate transforms and to demonstrate the generality of the representation.
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The main elements of the mechanism are restated on the left side of Figure 2.22.
Based on the mechanistic elements, two aggregate chemical transforms are defined to
convert the amino group into the two main products.

mechanistic elements aggregated transforms

NNCN(trans)

NH, — NN* NH,
NNCN(cis) I -
,,,,,, [ x X X X
.or
NNCN(trans) X X
ON*- NH, CN
I I I NN X X
-~ | ——nt
X Z X X X
X X

Figure 2.22. Main Steps in the diazotization-Sandmeyer Reaction Sequence
and the Corresponding Retro-Transforms.

A second situation that might be encountered is a substrate with two (or more)
reacting groups. For example, in the reduction of a nitro group to an amine, a single
reduction transformation with yield the nitroaniline products, but will miss phenyldiamine
products. If the formation of such compounds is possibie, additional aggregate
transforms are required to generate the missing subpaths. For meta oriented dinitro
compounds, the relevant aggregate transforms are given in Figure 2.23.

aggregated transforms
transform A transform B
NO, NH, NO, NO,
X X X X X X X X
—_— ————

X NO, X NO, X NO, X NH,
X X X X
transform C
NO, NH,

X X X X
X NO, X NH,
X X

Figure 2.23. Additional Aggregated Transforms Applicable to the Nitro
Group Reduction to Account for Dinitro Reactants.
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Several implications of the reaction representation are worth mentioning. First, the
presence of multiple transforms in a chemical reaction represents opportunities for
integrating the process chemistry. Furthermore, as in the case of retrosynthetic analysis,
the same transform can produce several products. Second, the representation makes it
possible to take an abstract object such as a retro-transform and associate with it
experimental data for specific reagents and reaction conditions. This connection is useful
because data may be available only for discrete values. Thus, instead of always being
forced to assume a fully general model, it is possible to define a new reaction at each
discrete choice of reaction conditions.

2.6.2. Synthesis of Transform Networks

2.6.2.1. Monosubstitution Transform Networks: Homogeneous
Nitration

Monosubstitution reactions are those for which polysubstitution at available reaction sites
tends to occur on a much slower time-scale than the initial substitution reaction. A good
example of a monosubstitution reaction is the nitration of an aromatic substrate by
electrophilic aromatic substitution. Net stoichiometry is given in Eq. 16 for the case of
homogeneous nitration in acetic anhydride.

Ar—H + HNO; + Ac,0 — Ar—NO, + 2AcOH (16)

Experimental partial rate factors for homogeneous nitration (2 M HNO3/Ac,0; 25°C) of
nitrobenzene are 2.88E-6 (ortho), 4.17E-5 (meta), and 2.96E-7 (para) (Taylor, 1990).
The rate factors show that addition of a nitro group to the aromatic ring tends to deactivate
the substrate to further substitution. Using the partial rate factors given in Table 2.1 (the
calculation of the parameters is discussed in chapter eight), predicted relative rates for the
reaction of acetanilide are given in Figure 2.24.
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Table 2.1. Partial Rate Factors for the Estimation of Chemical Reaction
Rates. Chlorination corresponds to molecular chlorination in acetic acid;
nitration corresponds to 2 M HNO3/Ac20; 25°C.

Chlorination
Substituent ortho meta para
Cl 0.019 6.54E-4 0.0654
CN 5.38E-7 1.71E-6 1.35E-7
NO, 6.28E-9 3.03E-8 1.12E-9
NHAc 6.1E5 0.15 2.5E6
Nitration
Substituent ortho meta para
Cl 0.13 8.4E-4 0.13
CN 9.28E-5 4.36E-4 2.15E-5
NO, 2.88E-6 4.17E-5 2.96E-7
NHAc 8921 0.33 5248

Figure 2.24. Acetanilide Nitration Rates Predicted by the Additivity
Principle.

The magnitudes of relative rate constants in Figure 2.24 suggest that a reasonable
estimate of the product distribution can be obtained by considering only monosubstitution
among available reaction sites. Generally, multiply substituted compounds will be
produced in 1-5% yield, levels that are potentially significant from a chemical engineering
standpoint but which are almost impossible to quantitatively predict. It is further expected
that additional by-products will be formed in the 1-2% range that are not accounted for in
any of the reaction modeling.
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It is concluded that analysis of competing reactions on the initial substrate makes
the best use of limited available information. The main components of a simple reaction
prediction analysis subroutine for homogeneous nitrations is given in Figure 2.25.

identify (n) monosubstituted
products

estimate partial rate factors y;

(e.g., Eq. 21)

|

diffusion limit (r;) exceeded?
|

yes no

mechanism includes

encounter pair?
1

no yes

for yj> rqset Yj=rd set Yi=Yj Tq / Eyj

estimate product fractions
fi= 1%y

return {f ; ;)

Figure 2.25. Main Steps in the Synthesis and Evaluation of
Monosubstitution Transform Networks.

Di- and higher substituted substrates are discarded, leaving n monosubstited substrates
for analysis within Figure 2.25. Partial rate factors are estimated using available data and
assuming the additivity principle (although the principle is subject to considerable
deviations for nitration as discussed by Taylor (199C)). Often activated substrates
undergo rates of nitration in excess of the diffusion limitations, particularly in mixed acid
nitrations (Cox, 1972a-b). Diffusion limits can be checked and necessary corrections
made to predicted rate factors. It should be noted that over some ranges of reagent
concentrations the diffusion limitation might not impair the selectivity relationship, such as
when the mechanism involves an encounter pair (Cox, 197ca,b). Finally, estimated
partial rate factors and product fractions are returned to the retrosynthetic analysis
algorithm for use in evaluation feasibility targets described above. The analysis in
Figure 2.25 applied to the nitration of acetanilide is given in Figure 2.26.
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NHACNO Product Percentages
2
NHAc 17.84 77.3%
5248 NHAc
22.7%
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NO,
NHAc
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Figure 2.26. Reduction of the Complex Reaction Mechanism to a Selectivity
Analysis Based on Predominance of Ortho and Para Monosubstitution.

Significant assumptions underlie the proposed analysis. First, the use of partial rate
factors assumes that the reaction proceeds by the same rate-limiting step regardless of
which combinations of substituents are present on the substrate. The assumption can lead
to significantly incorrect predictions of selectivity when a change in mechanism occurs.
For the analysis to account for such situations, reaction rules would be needed to screen
deleterious substituent effects on the rate limiting step and systematic corrections made to
the data. Second, the additivity treatment or related model is assumed to be valid for the
proposed reaction. While nitration approximately obeys the Hammett-type relation for
single substituents, the additivity treatment can break down when multiple activating
substituents are present (Taylor, 1990).

Additional competing reactions can also be incorporated in a monosubstitution
transform network. In the case of homogeneous nitration in acetic anhydride, direct
acetylation of the aromatic ring can sometimes occur due to a reaction involving the
Wheland intermediate. Additionally, solvent-reagent degradation reactions often need to
be treated at the specific reagent concentrations and independently of the input chemical
transforms. For example, acetic anhydride is susceptible to degradation pathways either
due to impurities or through its reaction with nitric acid (Paul, 1958).

Finally, it is important to recognize that if degradation reactions do not play a role
in the reaction mechanism, the product fraction calculations obtained are rigorous upper
bounds on the true values to within model accuracy.

2.6.2.2. Polysubstitution Transform Networks: Sandmeyer
Reaction

A second class of reaction mechanisms involves both parallel and multi-step conversions
that can be assumed to proceed rapidly and completely. Under such circumstances the
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multi-step feature of the problem can be handled by propagating product fractions. A
simple example of such a network has been illustrated for the case of the Sandmeyer
reaction sequence consisting of the diazotization followed by cyanation of an aniline
substrate (Figure 2.20).

2.6.2.3. General Polysubstitution Transform Networks:
Chlorination

As a third example, a more general polysubstitution transform network is given.
Electrophilic aromatic chlorination substitutes a hydrogen atom with a chlorine atom on the
aromatic nucleus. Unlike the nitration reaction, in which the addition of a nitro group
tends to deactivate the aromatic substrate to allow easy control of the level of substitution,
the partial rate factors in Table 2.1 indicate that multiple substitution is often a significant
factor the chlorination reaction. As a result, more careful control is required for the
chlorination reaction, especially when dealing with activated substrates. At the same time,
the ability to achieve multiple substitutions in a relatively short amount of time (hours)
makes chlorination a more suitable reaction for exploiting by-products as feeds to other
reaction paths. In either case, for chlorination both parallel and multi-step paths must be
considered to obtain an accurate estimate of the product distribution.

An analysis module should construct the transform network from the supplied
transforms and product set. Assuming mass action kinetics (MacMullin, 1948), rate
constants for the network can be estimated either from the additivity principle or
experimental data. Closed-form solutions to the appropriate mass action equations are
used to find the amount of chlorine that must be added to maximize the concentration of
one of the products. The resulting solution is suitable for use in preliminary mass
balances and in the analysis of by-product distributions when chlorinations are
encountered curing retrosynthetic analysis. The product fractions, the chlorine required,
and the partial rate factors can be returned from the analysis.

The chlorination reaction of phenol provides a good example. This reaction
produces a distribution of mono- and disubstituted phenols. The reaction network is
depicted in Figure 2.27.
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Figure 2.27. Reaction Network for Batch Chlorination of Phenol. Relative
rate constants are for Iron-catalyzed chlorination with respect to rate for

benzene.

The differential-algebraic equations describing the mass action kinetics for this system are
given by Eqgs. 17-27, where concentrations are expressed as mole fractions. It should be
noted that the dependency on chlorine coitcentiation is not shown in the rate expressions
because it will cancel out in manipulations to follow.
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The variable X is the amount of chlorine consumed by the reaction at any point in time.
Equation 22 is an overall material balance. Equation 23 gives the amount of chlorine
consumed as a function of overall generation of products. Equations 24 and 25 give the
iritial conditions for the system. Equations 26 and 27 are bounds on mole fractions and
chiorine consumed.

The system as written consists of twelve variables and eleven linearly independent
equations (Eq. 22 can be obtaincd by adding together the differential equations and
solving with Eq. 24 and 25 as initial conditions). A solution to Eqgs. 17-27 will give
eleven of the variables as a parametric function of the twelfth. For example, the equations
could be solved numerically to obtain the concentration profiles as a function of time, ?.
The time dependency, however, is not the most useful parametric variable. In practice,
the batch reaction time is controlled by the rate of introduction of chlorine. Furthermore,
MacMullin (1948) has demonstrated that the product composition depends only on the
amount of chlorine consumed independently of the rate of addition. Therefore, a more
useful approach to the problem is to study the system in terms of the chlorine
consumption, X.

The first step in the solution procedure is to eliminate the time variable from the
problem by dividing Eqgs. 18-21 by Eq. 17, resulting in Eqgs. 28-31.

dB, ~2kyA+(kys+Kk; 4i)B;

= 28
dA (2k,+ky)A 29)
dB, -k,A+2k) B 29)

dA — (2k,+k4)A

dC;,  —ky4B

dA] - 2,61 (30)

(2, +k4)A
dCy _—ky 4+A—2Kk; 4By 31)

d4 (2, +k4)A

Equations 30-33 are recognized as first order homogeneous differential equations,
which are solvable in closed form by making substitutions of the form W - A for each of
the composition variables B, B,, C;, and C,. The solutions are given in Eqgs. 32-38.

B, =a(AP- ) (32)
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B, = 5(A5- A) (33)
—akys [ AP-1
C1_2k2+k4l: 5 —(A-1)|, where (34)
2k
= 2 (35)
(2ky + k)= (kp5 4 45)
kys+k
_ketkyy
b=—3%+t, (36)
k
a= 4 (37)
(2K, +ky)- 2Ky 4
. 2k,
b= 2%, +x, (38)

Relationships for C, and X follow from solution of Egs. 22 and 23.

Equations 32-38 give the composition profiles as a function of A explicitly and X
implicitly. In the operation of a real process, it is usually desired to achieve an optimal
product distribution that might consist of maximizing the concentration of a single
product, minimizing the generation of an undesired by-product subject to additional
production target constraints, or optimizing some affine combination of product
concentrations. Since A decreases monotonically as a function of X, the one degree of
freedom in the reacting system can be viewed as A, which can be substituted to determine
X. Maximizing B, with respectto A yields Eq. 39.

dB d(AP- A
d—A]=0=>(—dT—)

=pAb 1 =0 39)

Rearranging Eq. 41, the value of A maximizing B, is obtained (Eq. 40).
A=pllU-b) (40)

Similar expressions can be obtained for B, or other species of interest. Whichever

species is the sub-target under consideration, the maximum attainable fraction is a
reasonable basis for application of product fraction targets. In the implementation of the
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reaction, the distribution of product fractions could be optimized to meet the needs of the
overall reaction path network.

2.7. Computer Implementation

The retrosynthetic analysis algorithm has been implemented as a hybrid of FORTRAN 77
and C routines. The code has been implemented on the DEC Alpha/AXP and the Cray
C90. The use of FORTRAN has facilitated vectorization of certain routines. Organization
of the computer code is depicted in Figure 2.28. Major subroutines are denoted by
"routine name." A listing of the computer code is given in the appendix six.

input and initialization of target,
transforms, retro-transforms

branch to available sub-target completely lect b-target
sub-target —_> fathomed?...check_node() or  [€——— selec tgef‘:l::m e
A maximum path length exceeded?
A
yes no

local retrosynthetic analysis...local_ra()
* new sub-1argets generated
¢ analysis modules (reaction rules)
e local targets 1ested (e.g.. Eq. 11)

evaluate reaction path...evaluate_rxn_path()
o path targeis checked (e.g., Ey. 13)

store new results...update_ast_list()
* update global data structures
« output

remaining sub-targem
in new list? yes
no

update global list of
fathomed sub-targets

remaining sub-targets? ]

yes no
done

Figure 2.28. Ra_Driver: Overview of Retrosynthetic Analysis Algorithm
Implementation.

Strategies for avoiding duplicate calculations (section 5.2) and implicit
enumeration (section 5.3) are implemented through the feedback loops (Figure 2.28). The
status of a sub-target molecule is assessed initially in order to determine whether there is a
need to perform local retrosynthetic analysis. If the sub-target is either "completely
fathomed" or in a reaction path of maximum length (section 3.5.2), then local analysis is
by-passed and a new sub-target identified. When local analysis is performed
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(section 5.1), a new list of sub-targets is generated. As long as the "current" list remains
non-empty, new sub-targets continue to be generated. When an empty list is encountered,
the parent sub-target assumes the "completely fathomed" status and the branching strategy
(section 3.5.3) invoked to identify a new sub-target. The algorithm terminates when the
set of available (i.e.. "under evaluation") sub-targets is empty.

The computer implementation of local retrosynthetic analysis and reaction
prediction is depicted in Figure 2.29.

sub-target molecule initialization
from ra_driver

local retrosynthetic analysis...local_ra()

generation of precursors...local_ra_phasel()
« application of retro-transforms

reaction prediction...local_ra_phase2()
° application of transforms
* generation of by-products

analysis modules
o local rate targeis and reaction rules

application of uniform targets...eval_step()

'

all reactions tested?

return for new
sub-target

Figure 2.29. Local_Ra: Overview of Local Retrosynthetic Analysis and
Reaction Prediction Implementation.

Local and pathway targets (Figure 2.16) are distributed hierarchically according to
specificity of the reaction type. Low-level targets, consisting of minimum rate bounds
(Eq. 9) and reaction rules (Eq. 14) (section 5.3), are tested in reaction prediction analysis
modules within local retrosynthetic analysis. The next level of targets are product fraction
targets defined by Eq. 14. These are performed within the local retrosynthetic analysis
module independently of specific analysis modules (section 6). Failure to satisfy any of
these targets results in the candidate sub-target being eliminated from the sub-target list.
Remaining sub-targets are returned from local retrosynthetic analysis and tested by the
reaction subpath evaluation module using the subpath product fraction bound (Eq. 13).

The flow of information among different components of the algorithm requires
generating and maintaining databases of unique sub-target and by-product molecules
throughout the analysis. The data structure that characterizes the results is a list of unique
unit subpaths each of the form in Eq. 10 augmented by the set of by-product molecules.
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The molecular objects "precursor” and "product” point into a global sub-target list while
"by-products” each point to a global by-product list. Each object also points at a data
structure containing quantitative information. Rate and product distribution information is
associated with each reaction. Fractional values for conversion are attached to each
molecular object.

2.8. Example: Synthetic Musk Intermediate

The retrosynthetic analysis algorithm is illustrated for the musk ambrette precursor 2-tert-
butyl-4-nitro-5-methylanisole (an enunieration of reaction paths to musk ambrette is given
in Figure 2.8). The chemical conversions nitration (N), Friedel-Crafts butylation (Bu),
and methylation (M) are considered. The product fraction bound is 50% and relative rate
bound 0.001 for each reaction. A reaction rule is defined restricting reaction path
generation to disubstituted and higher substituted compounds. Disubstituted raw materials
should be the most economical given the larger number of process steps required if a
monosubstituted raw material is employed.

For simplicity the simple logarithmic additivity relationship (Eq. 15) is used for
each of the reactions under consideration. Partial rate factors estimated from appropriate
Hammett-type parameters and observed ortho:para ratios are given for the substituents in
each orientation in Tables 2.2-2.4.

Table 2.2. Estimated Partial Rate Factors for Homogeneous Nitration (2 M
HNO3 / Ac20, 25°C). From Stock (1968), Hogget et al. (197]) and
de la Mare and Ridd, (1959).

Substituent ortho meta para
NOy 2.00E-4 9.55E-5 1.82E-5
OCH3 1.87E+4 5.01E-1 4.79E+4
CH(CH3)3 2.40 3.98 3.63E+1
CH3 3.25E+1 2.63 4.79E+1

Table 2.3. Estimated Partial Rate Factors for Friedel-Crafts Methylation
(2 M CH3Br / GaBr3, 25°C). From Norman (1965).

Substituent ortho mela para
NOy 1.66E-03 4.38E-03 1.66E-03
OCH3 2.78E+02 6.67E-01 5.57E+02
CH(CH3)3 0.00E+00 2.25E+00 8.23E+00

CHj3 7.84E+00 1.76E+00 9.67E+00
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Table 2.4. Estimated Partial Rate Factors for Friedel-Crafts Butylation
(2 M t-BuBr / GaBr3, 25°C). From Attina et al. (1977).

Substituent ortho meta para
NO; 6.03E-03 1.31E-02 6.03E-03
OCHj3; 1.56E+02 7.24E-01 1.56E+02
CH(CH3)3 0.00E+00 1.91E+00 5.38E+00
CHj3 0.00E+00 1.76E+00 6.12E+00

Initial generation of sub-targets yields three candidates, (a-c) (Figure 2.30). The
proposed methylation, (c), fails to satisfy the product fraction bound. Comparison of
competing sites in nitration of 2-fert-butyl-5-methylanisole gives a target product fraction
of approximately 72%.

By-product—28%
r = 6.2E+6..0K OCH, PCH;
s=72%..0K tBu t-By NO,
|r -------- - N --------- - —
; (2) Me Me
: OCH;
h r=1.2E+1..0K :
; s >99%..0K
Ed 4: --------- -bBu --------- -
: (b) Me
: NO,
1arget E By-product—(>79%)
E r=9.0E3..0K OCH;3 OCH,
! $<1%.TOOLOW tBu -Bu Me
--------- -M---------o —_— X
(c)

"t

Figure 2.30. Initial Fathoming of Target Molecule (a—c). The symbol "r" is
the partial rate factor; "s" is the production fraction.

The sub-target 3-methyl-4-nitroanisole is fathomed next (d—e) (Figure 2.31). The
methylation route is again eliminated from consideration with the product fraction bound.
The remaining route terminates in disubstituted 3-methylanisole. A nitration route
produces three main products, with the desired sub-target being produced with a
selectivity of about 50%. Thus, the nitration is retained for consideration.
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Figure 2.31. Fathoming of 2-tert-Butyl-5-Methylanisole (d—e).

The 3-methylanisole sub-target can be reduced no further due to the reaction rule.
Therefore, the analysis branches back up to 2-tert-butyl-5-methylanisole. Fathoming this
compound yields two candidate routes (f-g) (Figure 2.32), but the only suitable precursor
is again the 3-methylanisole. Since this portion of the reaction network has been explored
already, the algorithm terminates.
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Figure 2.32. Fathoming of 3-Methyl-4-Nitroanisole (f-g). The common
3-methylanisole precursor is identified.

The algorithm produces two candidate reaction paths (Figure 2.33). The route
involving butylation followed by nitration is a subpath in a current industrial preparation
of musk ambrette (Austin, 1984). The second route switches the reaction order: nitration
followed by butylation. Nitration of the butyl-free substrate results in two nitro by-
products. The latter route is not desirable by itself, but could potentially exploit
synergisms with other reaction paths in the production of related substituted anisole
compounds.
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OCH,

OCH, / \@ \ OCH,
OCH; ﬁ:t
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material
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OCH OCH, —— alternate route yielding
3

3 several useful by-products
Me Me

Figure 2.33. Possible Routes to the Target Molecule. Included is a current
industrial route (Austin, 1984).

ey CUrrent industrial route

2.9. Discussion

The algorithm developed in this chapter is a kernel for the synthesis of reaction path
networks. Whereas the example presented in this chapter is for a single target molecule, a
reaction path network generally involves multiple targets. Extension to multiple targets
can be accomplished through successive post-processing of the results for single targets.
Having generated a reaction path network containing all of the target molecules,
topological features can be systematically identified and compared via computational
analysis. Relevant examples are given in a case study for five benzonitrile compounds in
chapter eight.

It should be noted that the algorithm is not restricted to the reaction prediction
techniques described above. Based on the assumption of step-wise synthetic organic
chemistry, the implicit enumeration framework can be exploited for development of more
detailed reaction prediction techniques, reaction rules, as well as molecular property
estimation techniques. In principle, calculations related to process elements can also be
implemented using the unit process concept (i.e., the set of unit operations corresponding
to a generic chemical conversion). The ability to make calculations on both compounds
and on individual reactions is a basic theme of this research effort; in particular, the
algorithm is viewed as not only a tool for preliminary screening, but also for generating
property estimates used in other parts of the research and development effort.

Considering computer-aided design techniques within the set of issues
surrounding industrial reaction path synthesis offers a basis for a realistic assessment of
the algorithm developed in this chapter. The major limitation of the algorithm is clearly the
quality of reaction prediction tools available for extrapolating estimates of reaction rates
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from model compound data. The goal of transform network synthesis has been to provide
a representation of available chemical transforms that supports "in-house" development of
quantitative structure-reactivity models as well as reaction rules. Several comments about
such models are in order. First, there has been renewed interest in development of such
models in recent years, particularly in the chemistry of certain polymers
(McDermott et al., 1990) and hydrocarbon mixtures (Neurock et al., 1989;
Nigam and Klein, 1993; Quann and Jaffe, 1992). Second, often the limitations present in
"initial" or "unrefined" models can be related to conservative or optimistic assumptions. A
good example has been given above in the simplification of a general polysubstitution
network to estimate the product selectivity for a reaction. Third, improvements in analysis
modules can be tied to new experimental results via data assimilation.

2.10. Conclusions

A retrosynthetic analysis algorithm applicable to the synthesis of reaction path networks
has been developed. The major components of the algorithm are (i) a recursion scheme
for retrosynthetic analysis that facilitates implicit enumeration to minimize computational
expense; and (ii) reaction prediction techniques that can be used to address a range of
mechanisms encountered in synthetic organic chemistry. Unconstrained application of the
algorithm tends to generate an extremely large number of alternatives. To eliminate
unsatisfactory paths, quantitative targets and reaction rules based on reaction prediction
have been implemented. Preliminary experience in a case study for a synthetic musk
indicates that uniform rate and selectivity targets dramatically reduce the combinatorial size
of the enumerated reaction paths.



Chapter 3

Integrated Frameworks for Reaction Path
Synthesis and Process Development

3.1. Introduction

With the tremendous advances in computing during the past fifteen years, the development
of efficient algorithms to solve large, complex design problems has become a major focus
of the chemical engineering community. Often the technical scope and limits of the
algorithms govern problem representations, mathematical formulations, and even the types
of problems considered "important." A basic message in this research is that algorithms
are essential, but alone are not enough to systematize process development. As in any
complex design activity, the data structures describing chemical engineering design
problems are open, dynamic, and subject to the addition and subtraction of dimensions
from the design space. A case in point is the evaluation and comparison of reaction path
alternatives in process synthesis. For the near future, using any foreseeable techniques,
some form of laboratory testing will be essential to the evaluation of new organic chemical
reaction paths. Quantitative estimation of the process economics for reaction paths also
requires laboratory testing as it is currently not possible to accurately predict whether an
arbitrary reaction will work to any degree in the first place and, if it does, levels of by-
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products that will be formed. For example, much progress in organic chemistry is
resulting from the systematic development and testing of thousands of new catalysts.
There are, however, no generally applicable "reaction rules" for catalysts that would lead to
a quantitative comparison of two catalysts, either similar or dissimilar in structure.

Some thirteen years after the review by Nishida et al. (1981) suggesting self-
contained, mathematically rigorous stoichiometric strategies to be the future of reaction path
synthesis, essentially the reverse has happened. Most industrial progress has come from
the increasing systematization of chemical information, particularly through the use of
chemical databases and model building techniques. Several basic conclusions are drawn:

» It is unlikely that the computer can match the creativity of the expert chemist in
developing novel chemical conversions, particularly given rapid development new
types of chemistry and analytical equipment (e.g., automated micro-scale synthesis)
that could revolutionize the laboratory effort.

* In order to make further progress in reaction path synthesis it is necessary to view
reaction path synthesis not only as a generation and evaluation problem, but also as
an information acquisition problem. An essential goal must be to use a given set of
chemical information that is already available on known chemical conversions
(e.g., generalized chemical transforms, thermophysical property models, etc.) to
generate chemical reaction path alternatives so as to yield testable hypotheses in the
laboratory. Such an approach provides a link between the discovery of individual
chemical conversions in the laboratory and systematic process screening involving
integrated configurations of the chemical conversions.

* A more systematic representation of the strategic roles of raw materials,
intermediates, and chemical conversions (e.g., the topological dependencies explored
in chapter two) are essential to allow laboratory development to rapidly narrow in on
the chemical conversions that are feasible as well as industrially promising.

Building upon the current chemical information revolution, a practical and
important avenue for reaction path synthesis is the systematic representation of chemical
information for the integration of known chemical conversions. Furthermore, it is
important to recognize that chemical databases are not the only way in which to codify
chemical information. With increased computing power, chemical modeling tools are
emerging which combine existing chemical information with model refinement tools. By
placing an explicit cost on information, such an approach also motivates the development
of formal decision models for experimental design.

This chapter presents a review of industrial reaction path synthesis with an
emphasis on developments leading towards information-driven reaction path synthesis
frameworks. Following a general introduction to reaction path synthesis, specific
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algorithms and strategies are reviewed. The scope of the various approaches are
categorized by the following metrics:

¢ type of chemical information utilized in evaluation;

* integration of generation and evaluation toois;

 capabilities for data assimilation as an integral part of the algorithm;

e scope of the chemistry and generality of the representation;

* incorporation of model building capabilities;

* incorporation of process design criteria;

 use of bounding or pruning strategies to eliminate infeasible reaction paths; and
* ability to exploit increased computing power.

Included in the discussion is an industrial case study undertaken by this author at Polaroid
Corporation in which a chemical database is integrated with a retrosynthetic analysis
strategy. Finally, several additional developments in model compound experimentation
and mode! building are listed which could play an important role in future efforts.

3.2. Overview

The role of reaction path synthesis in industry is discussed with an emphasis on integration
of chemical information tools. A basic conclusion is that an effective computational
algorithm must be integrated with an experimental effort. A major role of formal reaction
path synthesis is to use available information about individual conversions to identify
promising configurations of reaction paths. This role is a critical part of an overall effort,
motivating further testing, development, and modeling of design alternatives in an
industrial research and development framework.

This chapter reviews industrial reaction path synthesis developments with an
emphasis on their generality, choice of evaluation criteria, use of chemical information
sources, and incorporation of process-related objectives. Additionally, several reaction
prediction formalisms with particular strengths in model building are presented as
techniques that could be exploited to improve reaction path synthesis in the future.

3.3. Review of Industrial Reaction Path Synthesis
3.3.1. Background

Reaction path synthesis encompasses a number of strategies concerned with how best to
convert a set of raw materials into a set of final products via chemical transformations.
Reaction path synthesis, broadly defined, is the systematic assembly of generalized
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chemical transformations and chemical information to postulate a set of reaction paths
possessing desired attributes or satisfying desired targets.

The underlying strategies tend to fall into one of several categories. When the
target molecule(s) is specified, a technique known as retrosynthesis (Corey, 1969) is often
employed, wherein generalized chemical reactions are recursively applied in reverse so as
to transform the target molecule into simpler components, ultimately leading to an available
starting material for chemical synthesis. The retrosynthesis approach is illustrated for a
simple example in Figure 3.1.

stul Retrosynthesi

Target Molecule: Precursor Molecule
Benzaldehyde Ether
RO RO

CHO retrotransform AN

e I _

Cl Cl

Figure 3.1. Simple lllustration of Retrosynthesis for Formylation by Formyl
Fluoride.

In some cases it is desirable to specify the reactant molecule rather than the target molecule.
The resulting synthetic analysis can facilitate the search for promising product molecules or
perhaps screen for undesirable by-products of a proposed chemical reaction. In synthetic
analysis the generalized transformations are applied in the synthetic direction and the
feasibility of proposed reactions assessed (Salatin and Jorgensen, 1980). In a third
situation, partial specification is made of both the target and product molecules and
remaining components of the reaction path determined, including by-products, additional
reactants, and intermediate transformations. Usually chemical transforms are not
expressed explicitly as in the previous two cases but rather in the form of generalized
stoichiometric constraints and balances.

Reaction path synthesis techniques such as retrosynthesis were developed as
"problem sclving techniques for transforming the structure of a synthetic target molecule to
a sequence of progressively simple materials along a pathway which ultimately leads to a
simple or commercially available starting material for chemical synthesis" (paraphrased
from Corey and Cheng, 1989). The success of retrosythesis and other techniques in the
1970s in generalizing a wide range of chemical reactions, including functional group
interconversions (reviewed in Corey and Cheng, 1989) and subtle stereochemical
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conversions (e.g., Corey and Long, 1978), quickly catalyzed interest in using reaction path
synthesis as a tool in process development. This section reviews the evolution of chemical
engineering reaction path synthesis strategies. Assessments are made along the lines
described in the introduction.

3.3.2. Original Chemical Engineering Approaches
3.3.2.1. Synthesis of Solvay-Type Clusters

Over the past two decades several approaches using thermodynamic screening criteria have
been developed. One of the earliest was for the synthesis of Solvay clusters that satisfy an
upper bound on the net change in free-energy (May and Ridd, 1976). A Solvay cluster
may be defined as a ciosed sequence of thermodynamically-favored reactions, each
possibly occurring at a different temperature or pressure, that allow a net reaction to
proceed that might not be thermodynamically feasible at any single operating condition.
Tne classic example of a Solvay cluster is the original process by Ernest Solvay to convert
salt and li.nestone into soda ash and calcium chloride:

Reaction Operating Condition
CaCO3 = Ca0 +CO, 1,000°C
CaO+H,0 = Ca(OH), 100°C
Ca(OH), + 2NH,4Cl =  CaCl, + 2NH3 + 2H,0 120°C
2NH3 +2H,0 + 2C0O, = 2NH4HCO3 60°C
2NH4HCO3 +2NaCl =  2NaHCOj3 + 2NH4Cl 60°C
2NaHCO; = Nap)CO3 + H;0 +CO, 200°C
Net Reaction: 2NaCl + CaCO3 = NapyCO;3 + CaCl,

May and Ridd (1976) developed a systematic approach for the synthesis of
candidate Solvay clusters satisfying stoichiometric balances and the following
thermodynamic constraints:

AG, <¢, reset of reactions, (D

where AG, is the free-energy change of a reaction, r, and &€ is a positive tolerance that

defines a minimum acceptable equilibrium constant of the reaction. An order-of-magnitude
value of € is 70 kcal mol-1, which gives an equilibrium constant ca. 0.02 at 1000 °C.
Equation 1 establishes heuristic criteria for the feasibility of a set of reactions. These
criteria are not sufficient, however, since they ignore the intrinsic kinetics of the reaction,
the transport and design considerations, the formation of by-products, and so on.
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The key contributions in the work by May and Rudd (1976) rest not in the ultimate
feasibility of the proposed mechanisms, but rather in the topological insights that may be
gained. They have shown that any sequence of reactions in a Solvay cluster must fall into
one of four general categories: (i) reactants in the net reaction, denoted A, B, C,...; (ii)
products in the main reaction, denoted Z, Y, X,...; (iii) L-class intermediates that serve as
reactants in a Solvay cluster, denoted L, K, J,...; and (iv) N-class intermediates that are
generated by the reactions involving L-class intermediates, denoted N, O, P,... As an
example, the general reaction

A+B=2 (2)

might have the following Solvay cluster:
A+L=N 3)
N+B=Z+L. 4)

May and Rudd (1976) developed a general graph representation of such reactions. Species
are represented by arcs connected such that any closed cycle in the graph is a reaction or
linear combination of reactions. In the case of A + B = Z, the Solvay cluster may be
represented as shown in Figure 3.2.

Figure 3.2. Graph Representation of a Solvay Cluster.

As can be seen from the graph, all of the L and N species are in the form of nested
polygons within the outer polygon formed by the net reactants and products. The presence
of invariants of the graph is revealed by the fact that the arrows can be arranged
consistently so that in all cycles contain reactants in a clockwise direction and all products
in a counterclockwise direction; thus each cycle in the graph must be acyclic. In particular,
any sequence of arcs forming the boundary of a nested polygon must not all follow the
same direction.

The synthesis procedure developed by May and Rudd (1976) consists of starting
with a minimal polygon representing the net reaction (e.g., the triangle ABC) and
recursively introducing nested polygons involving new species that satisfy the topological
requirements of the graph. The choice of species is based on the selection of a common
species or a set of species that participate in a thermodynamically favorable reaction. A
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thermodynamically feasible candidate results when all of the interior cycles satisfy Eq. 1.
Graphically, the procedure consists of choosing an arc or a set of arcs and introducing an
internal polygon connected to the arc(s) that represents a new reaction. In the case of the
graph shown in Figure 3.2, the arc A has been chosen and the species L and M introduced,
thereby partitioning the net reaction into the two reactions forming a Solvay cluster.

3.3.2.2. Generalized Stoichiometry

A second systematic approach to the synthesis of stoichiometric reaction paths that
also exploits temperature shifts to control the equilibrium constant has been developed by
Fornari et al. (1989). Their method is applicable to industrial gases and other ligat
molecules. The genesis for the method is the generalized stoichiometry formula, given by
the under-determined system of equations in Eq. 5.

Ev=0, 5)

where E is the [e X (s+])]-dimensional matrix of atomic coefficients and v is the (s+/)-

dimensional vector of stoichiometric coefficients, where it is assumed that e <s. The term
e is the total number of atomic elements. The term (s+/) is the total number of species

including the product (the quantity s is convenient to work with since the product is a
given and is assigned a stoichiometric coefficient of unity).

Defining m=s—¢ as the dimension of the null space in Eq. 5,
Fornari et al. (1989) studied the thermodynamic feasibility of chemical reactions for case of
m=0, 1, and 2. As in the case of May et al. (1976), the reaction screening criteria is the
thermodynamic constraint (Eq. 1). A key assumption in the approach is that the standard
free-energy of reaction is a linear function of the temperature, T':

AG=(a' +B'T)v. (6)

From Egs. 1 and 6 and taking into account the number of degrees of freedom, m,
Fornari et al. (1989) show that various classes of reactions either fall on straight lines or
intersect at different points in the (AG,T) region. As an example, consider the case m = 2.

Specifying m = 2 means that the vector v can be written as Eq. 7.
v=(vp, Vaueou Vo_p0 Gs_p 9y 1), @)

where specifying the stoichiometric coefficients g,_; and g, determines the remaining

coefficients via Eq. 5. As part of their analysis, Fornari et al. (1989) proved the following
four properties (P1-P4):
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P1: Given common g,_, =q, =c, ¢ €(—oo,0), all reactions intersect at a common,
well-defined point (A Gs’s_ I Ts' s ]).

P2: The common abscissa, T

5,5-1° is independent of the composition of the product

(as long as no new elements are in‘roduced).

P3-P4:  All lines representing representing reactions for which g._, =c,_ ; intersect at a
common point (AG,_;,T, ;) and all lines representing reactions for which
g, = ¢, intersect at a common point (AG,,T,). Furthermore, in each case the

temperature corresponding to the locus of points is independent of the product
and c,_, or c, respectfully.

It follows from Properties 1-4 that all reactions g,_; = g, = ¢ fall on a single line
defined by any two of the points (A GS’S_I,T’S_]), (4G, ;.T, ), and (AG,.T,).

S
Furthermore, it is shown in an additional property that the points (AG,,T,) and

(A G, ;. T, l) belong to the line corresponding created by g, =c, and g,_; = ¢ Asa

final note, the analysis has been extended to show how the line shifts in a predictable way
to changes in species.

The topological invariants discussed above have been exploited to develop bounds
cn the range of feasible stoichiometric coefficients and temperatures satisfying the
thermodynamic criteria. Using the bounds to prune infeasible paths from consideration, a
computerized search procedure has been developed to synthesize classes of overall
reactions producing a desired product. The inputs to the method are the number of species,
(s+1), the identity of possible species and their categorization as raw materials or products,
the number of elements, and the parameter vectors, ¢ and B, for computing the free

energy.

3.3.2.3. Electron-Pushing Schemes

Whereas the previous two apprqachéé are for reactions involving relatively small molecules
in inorganic chemistry and industrial gas chemistry, a key area of cuirent interest is
obviously the chemistry of larger organic compounds. The applicability of generalized
stoichiometry arguments for proposing new organic synthetic routes is significantly limited
by (i) the interdependence between reaction pathways and structural attributes of molecules;
and (ii) the fact that simple thermodynamic screening criteria do not provide strong bounds
for screening organic chemical reactions. For example, an accurate measure of free energy
would provide little insight as to whether one might accomplish the unlikely reaction
depicted in Figure 3.3.
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NO, NO,
NO AG << 0
+ 3 4
NO,
NO,

Figure 3.3. Mechanistically Infeasible Reaction That Could Satisfy a Free
Energy Screening Criterion.

In general, use of generalized stoichoimetry-based methods on organic molecules yields an
extremely large number of alternatives involving wild permutations of the molecular
structures of the reactant molecules.

Agnihotri er al. (1980) argue that an explicit treatment of molecular structure is
desirable in reaction path synthesis. In their view of research and development, one is
presented with a set of strategic raw materials to be converted into economically valuable
products. Therefore, for a particular set of chemical reactions, one would like to know what
products are likely to be produced. As shown in Figure 3.4, Agnihotri et al. (1980)
envision an approach to research and development where (i) the spectrum of likely products
is identified through reaction path synthesis; and (ii) economically valuable products are
promoted through reaction engineering such as optimization of operating conditions and
choice of catalyst.

Set of Possible; Set of Possible Systematic Identification
Reactant Chemical ~ [—® of Possible Products
Molecules Transformations and By-Products
P |
Promotion of rther R h
Desired Products by —#>] :xlujd Deerve;S;::ecnt
Reaction Engineering

Figure 3.4. Interpretation of the Scheme Envisioned by
Agnihotri et al. (1980) for Improved Industrial Research and Development.

The first step in the approach of Agnihotree et al. (1980) is the representation of
molecular structures in terms of molecular bonds that can react to form a product molecule.
Agnihotri et al. (1980) represent molecular structures with a connectivity matrix between
atoms in which the magnitude of the matrix elements indicate the number of electrons
shared between two atoms. For example, Figure 3.5 shows the connectivity matrix for o-
hydroxy acetonitrile.
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a-hydroxy acetonitrile connectivity matrix

'
' 1 23 456 7
.e '
:OI_HS » 114 1 1
l ' 2 2 3
' 31 1 11
Hg=— C3== C4=N,: : ) -
+'; v s|
1}
7 . 6 1
[ ]
' 7 1
[ ]
[ ]
]

Figure 3.5. lllustration of the Connectivity Matrix Representation. Diagonal
entries represent the number of unshared valence electrons, off-diagonal
entries represent the number of bonding shared electrons between two atoms.
Adapted from Agnihotri, et al. (1980).

The entries in the connectivity matrix are the number of valence electrons that are shared
between two atoms. Because the electrons are assumed to be shared equally, the matrix is
symmetric. Diagonal entries represent the number of unshared electrons on an atom.

The relationship between the electron distribution and the atomic connectivity thus
established, a chemical reaction is defined as the matrix difference between the reactant and
ithe product molecule. Letting B be the starting connectivity matrix, R the reaction matrix,
and E the final connectivity matrix, the following equation holds:

R=E-B (8)

The reactivity matrix essentially pushes electrons around the set of atoms to achieve a new
connectivity and bonding order. To illustrate, Figure 3.6 shows the decomposition of
o-hydroxy acetonitrile into formaldehyde and hydrogen cyanide.
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o0 ° ° LN
:(I)I—Hs * Oy N,
H, Hs
1 23 456 7 1 2 3 4 5 617 1 23 456 7
1]4 1 1 ] -1 114 2
2 2 3 2 2 2 3
3|1 I 11 301 -1 — |32 11
4 31 + 4 -1 1 = |4 3 1
511 5|1 1 5 1
6 1 6 6 1
7 1 7 7 1
B R E

Figure 3.6. Illustration of the Definition of a Reactivity Matrix, R, In Terms of
the Reactants, B, and the Products, E, That Are Formed.

The main idea embodied in an additive transformation such as Eq. 8 is that a class
of chemical reactions with certain matrix invariants can be used to generalize the notion of
isomerism to include the interconversion of reactant and product molecules. In other
words, for a fixed set of atoms, all of the bond patterns that can be generated by a class of
R-matrices give rise to molecules that are considered isomers of one another.
Furthermore, the molecules that result from the recursive application of the R-matrices are
also isomers.

The set of R-matrices that have been considered include those that possess the
same bond redistribution pattern applied to different atoms in the reactant molecule. The
set of such matrices is termed an R-category. All of the matrices in an R-category can be
generated by an "irreducible R-matrix." In the work presented by Agnihotri et al. (1980),
consideration was given to a class of so-called restricted chemistry in which several
constraints are imposed on the R-matrices:

¢ the R-matrix is symmetric {and integral] by construction;
* the diagonal elements are zero—i.e., unshared electrons are not redistributed; and
* the sum of every row is zero and the sum of every column is zero.

A basic consequence of the constraints is that no charge separation is evolved during a
reaction. It should be noted that the symmetry requirement is needed whenever a
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symmetric representation of the molecule matrix is used. It can be shown that the number
of R-matrices in an R-category satisfying the constraints is

nx(n-23)
=2, ©)

where n is the number of atoms in the molecule whose bonds are to undergo
rearrangement (i.e., n is the dimension of the irreducible R-matrix), and that the minimum
number of such atoms is 4.

Additional constraints can be derived for restricted chemistry that specify the sets of
atoms allowed in an ensemble generated by an R-category. The constraints are a function
of several characteristic descriptors of the reactions:

M : number of bonds made and broken;
N: number of atoms involved in the reaction; and
i: subcategory index (if more than one category exists for a choice of N and M).

The number of bonds, M, is equal to the sum over all monovalent, divalent, efc. atoms
(Eq. 10).

M=

N~

r
> is;, (10)
j=I

where S ; is the total number of j-valent atoms. Furthermore, the total number of atoms,

N, is given by Eq. 11.
,
N=Y5;. (11)

Constraining the admissible valencies for a given choice of M and N, an additional
invariant of an R-category can be derived by subtracting Egs 10 and 11 to yield Eq. 12.

.
2M-N=Y (j-DS;. (12)
j=2

Equation 12 provides some insight into th: admissible atom set. In particular,
Agnihotri et al. (1980) state that most of the interesting chemical reactions are limited to
relatively small values of no more than M and Nca. 4 and 6. For example, consider the
case of M =2 and N =4; Equation 10 implies that all four atoms participating in the
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reactions are monovalent. In other words, the only possible configurations available for
atoms A, B, C, and D are A—B and C—D; A—C and B—D; and A—D and B—C.

The possible reactions that can be generated consist of different bond reorganization
patterns between the four atoms. All such reactions can be generated by permuting the
rows and columns in any one R-matrix elicited from the K-category. For example,
consider the R-matrix in rigure 3.7.

Reaction of Monovalent Atoms
A—B + C—D - A—D + B—C

A Second Reaction By Molecules
in the Same Isomer Ensemble
A—B + C—D - A—D + B—C

R-matrix formed
by permuting rows

R-matrix of previous R-matrix

1 2 3 4

1
2
3[1 -1
4

AW N o~
|

Figure 3.7. lllustration of Different Reaction Matrices Within a Single R-
Category That Can Be Generated for Different Bond Redistribution Patterns.

Furthermore, by inserting rows and columns of zeros into the R-matrix, a molecule of
arbitrary size can be handled so long as the atoms undergoing reaction (i.e., non-zero rows
and columns in the R-matrix) obey the atom constraints of the R-category. As a result,
atomic elements can be specified so that the R-categories correspond to industrially
relevant reaction classes. Other examples of R-categories include:

M=2N=5) I-J+X—-Y—-Z - I—Y-J+X-7Z
(M=4,N=4) I==] + X==xY - I==Y + J==X
M=2N=5i=1) I==J + X—Y—Z - Y==] + X—I—Z (i=1).

In their implementation of the bond reorganization scheme, Agnihotri ef al. (1980)
specify the initic] reactants and the set of available reactions and use them to generate
intermediates, which are then re-reacted repeatedly to form product molecules. The method
has been illustrated for the oxidation of propene at a specified temperature for the R-
categories (M =4, N =4) and (M =2,N = 5,i = I). The screening criterion used to select
potentially feasible routes is thermodynamic in nature, as in the previous examples. For
(M =2, N =5,i= 1), the thermodynamically favored routes (AG< 0) are:
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propylene + O, ——> vinyl alcohol + formaldehya.

AG=-199 kcal mol

> acrolein + water

ropylene +
propy 02 AG=-85 kealmol™!

acrolein + 0, —— vinyl alcohol + CO,

AG=-237 kcalmol

acrolein +- 0, —— ketene + formic acid

AG=-83 kcalmol

3.3.2.4. Retrosynthetic Analysis

Another contribution to reaction path synthesis that exploits a knowledge of molecular
structure and reaction specificity is that of Govind et al. (1981). Theirs is an interesting
example to consider because it offers a view of reaction path synthesis that contrasts to
some extent with that of Agnihotri et al. (1980). It should be recalled that
Agnihotri et al. (1980) explore the space of possible reaction paths in a synthetic
direction—i.e., starting from a set of strategic raw materials and working forward to
identify new products. They argue that by identifying the alternate outcomes of a
reaction(s), it should be possible to use reaction engineering to find conditions that favor
the selectivity of the most desirable routes. Govind et al. (1981) argue that a major goal of
reaction path synthesis should be to start with target products, such as important industrial
organic chemicals, and to work retrosyr.:ietically—i.e., backwards—to identify new raw
materials. The key distinction between the two research approaches is that the former is
willing to consider new types of reactions while fixing the set of raw materials, whereas
the latter vses existing chemical reactions in different permutations to identify new raw
materials.

The main application envisioned by Govind et al. (1981) was the development of
new feedstocks to replace then skyrocketing petroleum-based feedstocks. While this
motivation is somewhat outdated (at least temporarily), the perceived need to rethink
strategic selection of raw materials and intermediates is relevant to modern environmental
concerns. In particular, Govind et al. (1981) identified several characteristics of reaction
paths in the commodity and specialty chemicals industries that are still relevant today in
considering new strategies for reaction path synthesis:

» Target molecules (i.e., products) are relatively small by the standards of modern
synthetic organic chemistry. Most products consist of fewer than twenty heavy
atoms.

* Due to the fact that most commodity and specialty chemicals ultimately come from
petroleum, their production schemes are interconnected by a network of raw
materials, intermediates, and products.
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* At a preliminarv stage of economic evaluation, it is highly desirable to know the set
of by-products, the overall stoichiometry, and the yield.

* In the modification of an existing production route, characterizing impurity reactions
is extremely important to avoid loss in product performance and market value.

Govind et al. (1981) proposed a method to generate alternative reaction paths that in
principle could be extended provide a preliminary economic evaluation. The essential tool
used by Govind et al. (1981) to search for new sources of raw materials is retrosynthesis
analysis augmented by structural reaction rules. Such a procedure can be applied
recursively, resulting in a network of molecules connected by arcs representing different
cheinical transformations. An example of a retrosynthetic transformation and its
application to a target molecule is illustrated in Figure 3.8.

Retrosynthetic Step: Alkylation with Organoboranes
Generated From Grignard Reagents

electron withdrawing halide
group

Required Synthetic Steps

C—X + Mg EuQRelug  ronard Reagent

Grignard Reagent + Borane Complex —— Organoborane + Mg(OEt),

(a) THF, 0°C
Organoborane + W—CHX ———— W—CH—C + NaX + Borane Complex
(b) EtOH

Figure 3.8. lllustration of a Retrosynthetic Transformation Applied to a
Substructure of a Molecule and the Corresponding Synthetic Transformations
That Are Required. Adapted from Govind, et al. (1981).

As can be seen in Figure 3.8, a retrosynthetic transformation operates on a
substructure of a molecule to generate a new substructure, giving rise to a precursor
molecule. Consequently, a retrosynthetic transform can potentially be applied to many
different molecules that share the structural features salient to the chemical transformation.
One of the major challenges in using retrosynthetic transforms, however, is to determine
whether competing functional groups or other molecular substructures will interfere with
the desired transformations. In borane-catalyzed alkylation, for example, the retro-reaction
probably does not apply if the two carbons in the product molecule are part of a common
ring structure. Thus, an effective approach to retrosynthetic analysis must combine the use
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of retrosynthetic transformations with an analysis of all the relevant molecular
substructures in both the target and precursor molecules.

Given a target molecule, Govind et al. (1981) propose an automated approach to
retrosynthetic analysis that (i) identifies possible applications of retrosynthetic
transformations and (ii) subjects them to feasibility constraints based on logical reaction
rules. They have constructed a list of approximately two hundred industrially useful
retrosynthetic transformations with the accompanying synthetic conversions. In addition,
approximate operating conditions and a list of literature references are included.

The first step in the approach due to Govind et al. (1981) is the identification of
candidate retrosynthetic transformations. In general, several retrosynthetic transformations
may be applicable to a target molecule and perhaps a single transformation may be
applicable at several locations on the target molecule. Similar transformations may also be
applicable at different locations on the synthetic tree. A portion of the synthetic tree to
methyl crysanthemate serves to illustrate (Figure 3.9).

/\ ’." N /\
v kY
(Me),CZ \= C(Me), o
COOMe

"\*.
c..” .d

~ SN
(Me)zcw O (Me)zc/\/ CH;;X

Figure 3.9. A Portion of the Candidate Transformations That Can be
Generated for Methyl Cysanthamate. The individual transforms are denoted
by a-d. a corresponds to cyclopropanes via sulfur ylides; b corresponds to
cyclopropane via diazoacetate intermediate; ¢ corresponds to thermal
coupling of organocuprates; and d corresponds to the Wittig reaction.

In the computational implementation, both molecules and transformations are represented
by a connectivity matrix similar to that used by Agnihotree et al. (1981). In the work of
Govind et al. (1981), however, the relevant molecule substructures must be "perceived"
and the generalized transform manipulated into the appropriate context.

In order to assess the feasibility of the candidate transformations, Govind et al.
(1981) propose a second step consisting of logical checks that must be satisfied before the
retrosynthetic transformation can be considered for use in a chemical reaction path. For
example, in the case of alkylation of organoboranes generated from Grignard reagents, the
following reaction rules are proposed (the rules refer to Figure 3.8):
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In the substructure W—C|—Cy—C3,

* kill (i.e., eliminate the candidate conversion from consideration) if W is not an ester
or a nitrile;

* kill if there is no hydrogen attached to Cy, Cp, or C3;

* kill if Cy is part of any functional group and not an alkyl halide;
* kill if C; is part of any functional group;

* kill if bond (C1—C3) is part of a ring substructure;

* if C3is part of any functional group, then pass C3 if is an ether or tertiary amine,
otherwise kill;

* kill if there is a heteroatom attached in a carbon adjacent to Cs;
° elc.

Govind et al. (1981) implemented a set of thirty-eight generic logical functions that
can be assembled in different combinations to form reaction rules such as those given
above. The resulting rules are applied serially to the molecule under consideration. The
codification of chemical logic using generic logical functions has several inherent
advantages. Once the logic is implemented, it can be ported to a database, extended to a
higher level of detail as new experimental results become available, and accessed in the
future. For example, the information might be accessed under different keywords,
including the type of molecular structure, the type of chemical reaction, and operating
conditions.

For those retrosynthetic transformations that satisfy the constraints generated by
available reaction rules, a third level of evaluation is available in which the stability of the
targets and precursors is tested for the particular choice of reagents. The test consists of
comparing the set of functional groups present on the target molecule with a table listing
which functional groups are unstable in the presence of different reagents.

Several applications have been published by Govind et al. (1981), including
synthesis routes to methyl crysanthemate and e-caprolactam (Govind et al., 1976; Govind,
1977). Portions of the routes to methyl crysanthemate are given in Figure 3.9. In
particular, identified routes to the cyclopropane ring are similar to several others proposed
independently for cryanthemic acid esters.
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3.4. Extensions of Reaction Path Synthesis of
Relevance to Chemical Engineering

3.4.1. Chemical Modeling in Reaction Path Synthesis

One of the first papers to consider chemical modeling as an integral part of reaction path
synthesis is "Computer-Assisted Reaction Prediction and Synthesis Design," by Gasteiger
et al. (1990). In their software for retrosynthetic analysis, named EROS 6.0, they have
implemented empirical techniques for the estimation of physicochemical properties. The
properties include

* partial atomic charges of atoms;

* inductive, resonance, and poiarizability of molecular bonds;
* heats of reaction; and

* bond dissociation energies.

Such information is implemented in multivariate statistical correlations designed to predict
the outcome of the retrosynthetically-generated candidate reactions (an example is given
below).

In principle, their use of quantitative information allows for much more formal
integration of reaction path synthesis and evaluation than previously considered.
Gasteiger et al. (1990) begin by pointing out that the problem of designing a synthesis
roufe by retrosynthetic analysis is closely linked to reaction prediction—i.e., the process of
determining whether a precursor will indeed react to form a target molecule. They propose
to combine synthesis design and reaction prediction by systematically testing
retrosynthetically-generated precursors for the desired reactivity. An outline of the
approach is given in Figure 3.10.
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Evaluation Tools

Bond- and —
Electron-shifting P&O%erlty Cléea;t;:{lty
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Figure 3.10. Outline of the Combined Retrosynthetic Analysis—Reaction
Prediction Strategy of Gasteiger et al. (1990) That Exploits the Automated
Generation of Physicochemical Properties.

A hypothesis underlying their approach is that property prediction models can be
exploited to avoid narrowly defined chemical transforms in favor of generalized reactions
consisting of patterns of reorganized bonds. Such reactions can potentially be applied to
many different instances of functional groups and molecular structures, potentially leading
to "new" chemistry. Consequently, the initial retrosynthetic step is not based on transform
selection but rather on a bond- and electron-shifting strategy. In reaction prediction,
alternate bond-shifting patterns are compared via the physicochemical correlations to
identify the most likely pattern of reorganized bonds for a chemical reaction.

The methodology of Gasteiger et al. (1990) has been illustrated for the simple
problem of synthesis of meta- and p-chloronitrobenzene by electrophilic aromatic
substitution. In EROS 6.0, Gasteiger et al. (1990) adopt the following high-level
strategies in order to systematically identify a synthesis route:

e remove each substituent to generate a precursor molecule, starting with the most
electronegative substituent; and

* test each precursor to determine whether the substituent will be reintroduced at the
desired position.

Although the particular problem they consider can be solved by inspection through
elementary rules of orientation (i.e., chlorinate nitrobenzene to achieve meta orientation;
nitrate chlorobenzene to achieve para orientation), it serves to illustrate the quantitative
measures they propose for reaction prediction. In the case of electrophilic aromatic
substitution, three separate descriptors of reactivity and selectivity are employed:

(i) the degree of electron withdrawal, W, of a substituent leading to polarization of a
c-bond;
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(ii) the activation, A, of a substituent due to resonance; and
(iti) the selectivity, S, of open positions on the ring due to a substituent.

As shown in Table 3.1, the magnitudes and signs of W, A, and S reproduce the textbook
rules of orientation.

Table 3.1. Computed Parameters for Reaction Prediction p- and m-

Chloronitrobenzene.
Position Reactivity Measures
w A S
p-Chloronitrobenzene
1-ClI 1.58 -0.36 -0.18
4-NO; 12.26 0.55 0.28
m-Chloronitrobenici:z
1-C) 1.57 0.0 0.18
3-NO, 12.26 0.0 -0.28

In the case of the para-substituted compound, the values of the descriptor W show that the
nitro group is the more electronegative substituent. The positive values of the descriptors
A and S indicate that para substitution of the nitro group is favored, although no
calculations are presented for the ortho position. Similarly, the descriptors can be used to
evaluate the most probable synthesis of the meta-substituted product. Again, the nitro
group is the more electronegative. The selectivity descriptor, S, of the meta position,
however indicates that substitution there is not favored. In the case of meta-directed
ciilorine substitution, however, the descriptor § indicates favorable chemistry.

3.4.2. DNA Synthesis Routes

An example that involves reaction path screening based on process design objectives has
been considered by Powers et al. (1975) in the optimization of synthesis routes to bihelical
DNA (deoxyribonucleic acids). Since the driving cost in the synthesis of new DNA is the
laboratory time involved in reaction, separation, and analysis (raw material costs are small
in comparison), the optimization objective is to minimize the synthesis time. In order to
estimate the time accurately, Powers et al. (1975) perform in-depth modeling of the
reaction, separation, and analysis requirements for different synthesis paths. In particular,
they account for product yields, molecular weight dependencies in the separations times,
reagent costs, and other factors—all information that is very useful to the researcher about
to implement the results of the analysis.

DNA molecules consist of assemblies constructed from four different nucleotide
bases: Adenine (A); Guanine (G); Cytosine (C); and Tryptosine (T). A convenient notation
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for DNA molecules is to represent the individual helices as a sequence of the bases A, G,
C,and T. Figure 3.11 illustrates a segment from a DNA molecule:

ATTGC
TAACG

Figure 3.11. Typical Segment of Bihelical DNA. The segment consists of two
strands: ATTGC and TAACG.

As can be seen in Figure 3.11, the bases A and T or G and C always associate between
two strands. Furthermore, given one of the strands, it turns out that the other strand can be
synthesized by spontaneous self-assembly in a solution containing one strand and a
mixture of the individual acids.

The problem addressed by Powers er al. (1975) is to identify the optimal synthesis
routes to one of the strands in a target bihelical DNA molecule. The first part of the
approach consists of an algorithm for the systematic generation of alternative syntheses that
exploit bounds obtained from an evaluation function. A synthetic step can be defined as
the addition of two smaller segments of a DNA strand to form a larger DNA strand. The
set of possible reactions can be generated systematically by partitioning a target molecule
into different segments. For example, the molecule ATTGC can potentially be formed by
four different reactions:

e yE—

A+TTIGC AT+TGC ATT+GC ATIG+C

Figure 3.12. Possible Combinations of Raw Materials Used in the Synthesis of
a DNA Segment.

By applying the procedure recursively, the set of all synthesis routes terminating in
the single acids could in principle be generated. As a result, it is possible to use
retrosynthetic analysis to generate all of the synthesis routes. In the case of DNA
synthesis, Powers ef al. (1975) report that stronger bounds are available at the beginning of
the synthesis route—i.e., when the molecular weights of the reacting compounds are
smaller. In the development of any combinatorial optimization procedure where bounding
information can be extracted, it is usually desirable to search the combinatorial space in
such a way that exploits the strongest bounds first, since stronger bounds allow non-
optimal designs to be recognized and discarded with minimum effort. As a result, it is
desirable to construct synthesis routes starting with the raw materials—A, T, C, G—and
proceed through the network of intermediate molecules towards the product molecule. One
of the traditional problems associated with such an approach is guaranteeing the
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convergence of different paths to the same product molecule. Due to the simple linear
structure of the DNA assembly, however, the set of intermediate molecules can be
identified a priori as the power set of subsets of DNA strands from the product molecule.
Exploiting the up-front knowledge of the set of precursors, Powers ez al. (1975) propose a
convergent dynamic programming strategy for the generation and evaluation of the
synthesis routes (Figure 3.13).

ATTGC
A+TTGC
f AT+TGC 4
ATT+GC
ATTG+C
ATTG TTGC
A+TTG T+TGC
AT+TG TT+GC
ATT+G TTG+C
ATT TTG TGC
A+TT TT+G TG+C
AT+T T+TG T+GC
AT TT TG GC
A+T T+T T+G G+C
A T G C
Start Start Start Start

Figure 3.13. lllustration of the Procedure for Building Up a DNA Fragment

from Smaller Fragments. The fragments in bold illustrate the intermediates;

all of the intermediates can be synthesized from smaller fragments evaluated
previously.

An important feature of the problem that makes a forward, or synthetic, approach
suitable is the fact that there are only four possible raw materials. In the case of the
reactions depicted in Figure 3.13, a cost and time is initially computed for A+T, T+T,
T+G, and G+C. The bounding procedure begins by considering trinucleotides such as
TTG. The combinations of a mono- and dinucleotide that result in the smallest synthesis
times for trinucleotides are chosen and the remaining paths eliminated. A similar procedure
is adopted for tetra- and higher substituted DNA fragments. In each case, the goal is to
find the synthesis step that results in the minimum time being expended to make a given
DNA segment. The most efficient synthesis route is guaranteed at each size of DNA
fragment, including the largest, which corresponds to the product molecule. The efficiency
of the method comes from the fact that synthesis paths that contain inferior subpaths are
systematically eliminated from consideration.
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Underlying the approach presented above is the need to estimate time, yield, and
cost estimates for each synthesis step. The reaction procedure for combining two DNA
fragments is a standard technique consisting of (i) protection of appropriate amino,
hydroxyl, phosphate, and oligonucleotide functions present on the two DNA strands; and
(ii) repeated condensations of the two protected DNA strands to form the product. The
number of protection reactions and the time required for each reaction are determined by the
analysis. Powers et al. (1976) proposed an empirical power-law dependence for the
attention time, 7', required for protection, condensation, and duplex joining reactions as a
function of the number of grams of reactant, Q:

)0.3

T=T,-(Q/Q0)" (13)

where T is the observed attention time at a given quantity of reactant Q. Equation 13

implicitly includes the effect of yield losses because such losses require that a greater
quantity of reactant, Q, be used to make a specified amount of product. Powers er al.
(1976) quantify the yield of a product with an empirical function that depends on several
features of the structure of the target molecule.

In the cases of separation and analysis in each synthetic step, Powers et al. (1976)
develop similar evaluation criteria. The separations proceed via ion exchange
chromatography. An appropriate model of the total separation time is developed that
accounts for the charge differences between the products, by-products, and raw materials
present in the reaction mixture.

The optimization algorithm has been applied to a number of DNA syntheses. In
one case the synthesis route to a gene has been reduced from 22 man-years to 11 man-
years. Although the research Powers er al. (1976) was done nearly two decades ago, there
has been renewed interest in the approach recently in connection with automated laboratory
robots. In addition, advances such as polymerase chain reaction make it desirable to
synthesize larger DNA molecules which can then be produced in abundance.

3.5. Future Directions of Reaction Path Synthesis
3.5.1. Model Building: Stochastic Kinetics

There is a continuing need to show how reaction path synthesis can really fit into research
and development. A key part must be the assimilation of experimental data and model
building. McDermott et al. (1990) present an integrated approach to data assimilation and
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mechanistic modeling based on a systematic representation of the kinetic and
thermodynamic "building blocks" for lumping intrinsic reaction pathways, thermodynamic
effects, and transport phenomena. As shown in Figure 3.14, such models are
parameterized in part by model compound experiments that are developed for the specific
systems of interest. The assimilation of model compound experiments used to identify the
intrinsic reaction paths in the system of interest is a major contribution of the work since it
allows the intrinsic kinetics of reactions occurring on a complex molecule to be determined
on smaller, more easily studied substrates. Such an approach is valuable in process
scaleup if transport phenomena mask the intrinsic kinetics of a reaction.

Computational Model Compound Substituent
Chemistry Experiments Effects

—~

Database of Engineering
Intrinsic Kinetics Transport Models

v

Computational Reactio”
Engineering Frameworkl

Figure 3.14. Chemical Modeling Formalism Being Developed by
McDermott et al. (1990).

The methodology has been illustrated in a number of different reacting systems.
Discussed here is the simulation of the depolymerization (liquefaction) of polyveratryl -
guaiacyl ether (polyVGE) as a model for lignin, a phenolic copolymer that constitutes the
burning fuel in wood (McDermott et al., 1990).

OH

| SN O\*(:EOMC
2 OMe o

OH
n

Figure 3.15. Polyveratryl B-Guaiacyl Ether Compound That Serves as a
Model for Lignin Reactivity.

The liquefaction of lignin, either thermally or catalytically, is of considerable interest in the
recovery of fuels with high oxygen content, as well as precursors to specialty and fine
chemicals. Given the data from inodel compound experiments, the goal is to simulate the
depolymerization process to better understand the tradeoffs between raw material structure
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and liquefaction operating conditions as product controlling factors, in particular the
deleterious formation of char and water as by-products. Two of the components required
to perform the necessary simulations are an understanding of the intrinsic kinetics and the
size dependency of the degrading polymer on rates of transport within a catalyst particle.

With regard to the intrinsic kinetics, the liquefaction of poly—VGE copolymer,
although it results in a large distribution of products of various sizes, is assumed to occur
by a small number of chemical transformations operating on polymer substructures along
the polymer chain. The strategy of McDermott et al. (1990) is to characterize the intrinsic
kinetics of stable model monomers that represent the different polymer substructures.
From the intrinsic kinetics obtained for the model compounds, it is possible to simulate the
coupled reaction processes occurring at various places along a polymer using techniques
described below. They measured the pre-exponential factors and activation energies for
twelve different reactions—six in a thermal environment and six over a catalyst—involving
ten model monomer compounds. Reaction data are summarized in Table 3.2 and model
compounds given in Figure 3.16.

Table 3.2. Intrinsic Chemistry Studied by McDermott et al. (1990).

Thermal Reactions log Afsec] E*/kcal mol-!
VGE — acetophenone + guaiacol 5.03 239
GGE — acetovillone + guaiacol 5.03 20.7
VGE — water + vinyl-VGE 1.87 12.5
GGE — water + vinyl-GGE 1.87 12.7
vinyl-VGE — guaiacol + char 4.03 15.4
vinyl-GGE — guaiacol + vinylguaiacol (char) 4.03 154
Catalyzed Reactions -log k fsec”]
VGE — acetophenone + guaiacol 3.35
GGE — guaiacol + char 2.86
VGE — VGE keto ether 3.11
GGE — GGE keto ether 3.11
VGE keto ether — acetophenone + guaiacol 2.97

GGE keto ether — acetovillone + guaiacol 2.46
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Figure 3.16. Model Compound Used to Obtain Intrinsic Kinetic Parameters
In the Liquefaction of Poly-VGE.

As the initial poly-VGE polymer degrades into smaller polymers, the number of
compounds present in the reacting system grows exponentially. Thus, a key challepge is
how to pose the reaction simulation in a way that both faithfully represents the underlying
reaction mechanism and tracks the large number of intermediate species that are formed.
The use of unlumped mass action kinetics is prohibitively difficult due to the thousands of
intermediate species that are involved. One possible approach is the use of lumped mass
action kinetics, which provides a limited amount of information about the product
distributions. Even with lumped kinetics, however, there is the problem of parameterizing
the equations. Such parameterization would not necessarily allow the use of intrinsic
model compound information due to the effects of transport limitations—i.e., lumped
Kinetics creates a separate parameter estimation problem.

Avoiding these approaches, McDermott et al. (1990) exploit the fact that while the
number of intermediate species is large, the number of possible transformations are
relatively small. Therefore, they develop an approach where the simulation occurs not in
the space of chemical concentrations but rather in the much smaller space of chemical
transformations and allows the product distribution to be determined as a result.

To accomplish such a simulation, the technique of stochastic kinetics is exploited.
In stochastic kinetics, the evolution of the entire depolymerization process is treated as a
Markovian process—i.e., a Markov chain that can be generated by Monte Carlo
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simulation. The individual transformations that collectively make up the Markov chain are
treated as binary random fields whose transition probabilities may be determined from the
pre-exponential factors and the rate constant . For example, in a case A — B such as the
interconversion of eno! forms in a segment of a poly-VGE molecule, the transition
probability is Eq. 14
= 14
P, = 1-exp{-k A}, (14)
where At is a time increment of the simulation and k4p is the rate constant determined
from the appropriate model compound data. In the interconversion of enols, the rate

constant would correspond to VGE — VGE keto ether.

The simulation itself consists of a series of time steps, each of length Az, at which
all of the available reaction sites are identified and react with their appropriate transition
probability. For a particular site which can undergo a conversion A — B, this means that:

e a random number, rn, is drawn from the unit interval with a random number
generator;

e if m<P B then the reaction is assumed to occur and the chemical transformation

takes place, effectively breaking the molecule down into a set of product molecules;
and

e if mn> P, p, the reaction does not occur and no change is made.

In addition to allowing the use of intrinsic kinetic information, stochastic kinetics
also allows an accounting of transport limitations as a function of the size of intermediate
products. For example, in the simulation of lignin liquefaction, McDermott et al. (1990)
incorporated an effectiveness factor correction to the intrinsic rate constants to account for
diffusional limitations in the presence of a catalyst. The effectiveness factor was
determined from the Thiele modulus as a function of the molecular weight of the reaction
species. As a result, it was possible to study the degree of polymerization, monomer
yields, and the molar yield of water as a function of the Thiele modulus of a catalyst.

The method of McDermott ef al. (1990) shows that chemical modeling can be used
to not only to evaluate a reaction path, but also to provide information that is useful in the
preliminary design of a chemical process or engineering system. When the modeling and
database tools are available, computer calculations and are an inherently economical and
rapid way of obtaining needed design information.
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3.5.2. Systematic Use of Chemical Databases: Industrial Case
Study

The last example considered in this chapter is an industrial case study involving the use of a
chemical database to develop an environmentally improved reaction path. With over a
million chemistry-related journal articles published each year on an extremely diverse set of
compounds and reaction classes, perhaps no field of science or engineering spawns more
raw information than chemistry. A basic limitation of the approaches to retrosynthetic
analysis discussed abcve is that they require the alternative chemical conversions to be
effectively specified in advance. Furthermore, in the approaches due to Powers et al.
(1975) and Gasteiger et al. (1990), quantitative models are not available for prediction of
most reaction rates. Many reactions appear to be too sensitive tc the nature of the substrate
and the reaction condition to be amenable to a simple statistical treatment. For these
reasons, an additional information source that has proven to be very useful in process
development is the chemical database. A chemical database provides either citations to the
chemical literature or direct information with citations for a variety of chemical properties,
compound classes, reaction types, and specific transformations. One can often gain
insights into possible new chemical reactions by analogy to similar reactions that have been
performed in the literature. Additionally, numerous databases such as the Chemical
Properties Databank are dedicated to compound properties for risk assessment, modeling,
and simulation (Kaufman and Drago, 1993). Such databases are now widely available
through on-lin= services such as DIALOGUE and STN (Kaufman and Drago, 1993). An
additional source of such information are CD-ROM packages that incorporate new chemical
literature, usually on a quarterly basis (Springer-Verlag, 1992). One of the most useful
general purpose databases is the Chemical Abstract Service (CAS) database, which is a
computerized version of Chemical Abstracts' compilation of the literature for 1967—present
(Fisanick et al., 1994). Previous years are continually being added to a database termed
CAOLD and should eventually be available back to the first issues of Chemical Abstracts.

A reaction path synthesis strategy for a class of substrate sensitive formylation
reactions (i.e., synthesis of aldehydes) has been undertaken (by the author) in an industrial
project with Polaroid Corporation. Due to the substrate sensitive nature of the problem, a
CAS database search plays an important role in searches combining the compound class of
interest with particular reaction types. The basic elements of the strategy are illustrated in
Figure 3.17.
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Figure 3.17. Depiction of an Interactive Retrosynthetic Strategy Which
Combines CAS Database Searches, Detailed Evaluation of the Literature

The motivating case study for the strategy was development of an environmentally
improved reaction path for an out-sourced drug intermediate. The traditional route

Sources, and Independent Evaluations.

consisted of the Gatterman synthesis as depicted in Eq. 15.

In addition to the safety hazard and cleanup requirements associated with HCN, the
reaction involves high pressure vessels as well as considerable additional waste cleanup

o-H + HCI + HCN

1. AICI;

2. Hydrolysis

» o—CHO + NH4CI (15)

problems. The main goals of the project were to identify one or more candidate routes that

* minimize safety hazards;

¢ avoid chlorinated solvents;

» avoid Lewis acid catalysts such as AlCl3; and

* require relatively inexpensive raw materials.

Several results of the computational analysis are illustrated in Figure 3.18.
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Figure 3.18. Results of the CAS Search for Candidate Formylations of a
Targeted Drug Intermediate Substrate, .

A set of references to the chemical conversions is given in appendix two. Routes
1-3 represent direct formulations of the substrate molecule by a free-radical mechanism,
addition of the aldehyde by a Lewis acid catalyst, and by use of a Grignard reagent,
respectively. Routes 4-6 involve condensations of different substrates by a precursor of
the form —CXYZ. Route 7 is a free radical mechanism involving the cleavage of X by
lead tetraacetate. Route 8 involves oxidation of a primary alcohol using a non-toxic
titanium alcoholate catalyst. Route 9 is a condensation. Route 10 is the hydrogenation of
an acyl halide. Route 11 15 the Gatterman synthesis which is the current industrial route
(note: the Gatterman-Koch synthesis is not applicable to this substrate). Route 12 is the
Vilsmeier-Haack reaction. Of the 13 routes, three could potentially satisfy the
environmental and economic requirements discussed above as well as proceed in relatively
high yields. These three are given in Egs. 16-18.

[Mn30]
1: o-H + CH;(COOH), » 0o-CHO (16)
AcOH
Ti catalyst
8: o-H+ HCOH — o—-CHOH ———— > o-CHO (17)
reagent 1 reagent 2
1. POCl3
12: o-H + HCl + MFA —— a-CHO + PhNHMe + H3PO4 + 2HCI  (18)
2. Hydrolysis

The principie advantage of the first route is the nontoxic solvent. The manganese
acetate catalyst, however, is toxic and requires thorough recovery. The disadvantages of
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the route are the cost of malonic acid raw material and the toxicity of the manganese
catalyst. In order to investigate the reaction feasibility, an empirical ionization potential
criteria from the literature was used. Nishino et al. (1989) have reported that for the class
of compounds under consideration, the substrate ionization potential must be below 7.4 eV
for the reaction (Eq. 18) to occur. Since the ionization potential of the substrate under
consideration was nct reported in their paper, ab initio molecular orbital calculations have
been utilized. Comparison of computational predictions against measured ionization
potentials for related compounds showed that Koopman's theorem did not give accurate
values. However, near quantitative accuracy (within 0.25 eV) can be achieved at the
Hartree-Fock 3-21G* level using a second order Mgller-Plesset correction for the
correlation energy. The predicted ionization potential is approximately 7.8 eV. Thus it has
been concluded that the substrate is unlikely to undergo formylation as desired, but is more
likely to be oxidized to the carboxylic acid.

The Vilsmeier-Haack reaction was an early contender on the basis of suitable
existing equipment at Polaroid. An intrinsic limitation of the method is the high cost of
methyl formanilide (MFA), although recovery and by-product utilization strategies were
identified. Further literature review, however, reveals that the reaction has twice been tried
previously on the substrate of interest, but in both cases has resulted in low yield.

The condensation reaction has judged the most promising for several reasons:

» the oxidation step is known to proceed to >90% yield in the laboratory
(Krohn et al., 1990);

* the formaldehyde raw material is inexpensive;
* the catalyst for the process is non-toxic and relatively inexpensive; and
 non-chlorinated solvents have been employed as reaction media.

A key issue to be addressed in future experimentation is the need for zeolite absorbent to
eliminate generated water from the reacting system.

3.6. Discussion

The review of the industrial reaction path synthesis techniques illustrates considerable
success in the application of ideas derived from traditional systems engineering algorithms.
In general, the limitation of these methods has not been in the "topological” representation
of design alternatives but rather the information requirements needed to evaluate them. The
approach of Gasteiger ez al. (1990) has come the closest to an integrated approach to the
acquisition of chemical information and evaluation of reaction paths. A basic limitation,
however, seems to be a reliance on generalized techniques for the evaluation of new
reactions through bond polarity and other types of arguments. While the approach may
lead to new insights for the discovery chemist, it seems incongruent with simultaneous
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estimation of thermochemical properties for process development. It could be argued that
there is a need for a clear distinction between chemical conversions developed in the
laboratory and the estimation of process- or environment-related properties. Among the
most promising types of approaches are chemical database-driven strategies for
retrosynthetic analysis. In addition to the example presented in this chapter, commercial
packages are available that perform the retrosynthetic analysis explicitly (e.g., REACCS;
Mills et al., 1988).

The example of model compound experimentation introduces a key theme of the
thesis that is expanded upon in the next chapter. Namely, in an industrial framework the
choice in modeling involves a hierarchy of decisions including

* the choice of empirical versus ab initio techniques;

* the choice of model compound experiments (less expensive) versus direct system
measurements (more expensive and the most accurate); and

 optimization of the number and generality of adjustable parameters.

A key message is that the incorporation of fundamental ab initio-derived parameters in
modeling does not eliminate laboratory experiments, but does change the set of
experiments to model building experiments required to assimilate the fundamental
parameters. 1t is expected that in the foreseeable future there will still be the need to test
computational results to insure that they are accurate and relevant to the problem at hand.
The following three chapters propose a modeling approach designed to address the need
for integration in the computation of fundamental parameters, construction of empirical
models, and use of model compound experiments.



Chapter 4

Quantum Chemical Calculations for the
Estimation of Fundamental Molecular
Parameters in Model Development

4.1. Introduction

The development of chemical property models is essential to the environmental and
economic evaiuation of chemical reaction paths. These models are needed in such diverse
tasks as predicting reaction feasibility of a substrate, screening partition coefficients of
replacement solvents, finding suitable mass separation agents, and predicting synergistic
effects (e.g., azeotropes) in complex mixtures. To understand the setting in which these
models are used, it is useful to keep in mind that the selection among alternate chemical
processes is inherently open-ended. The path leading to a chemical process is an
evolutionary one, involving quite a few intermediate decisions as well as the allocation of
resources over an extended period of time. No single evaluation criterion, and hence no
single model or measurement, is usually decisive for screening alternate reaction paths. A
realistic evaluation of a chemical reaction path involves multiple aspects of the physical and
chemical properties of the reactants and reaction products, as well as the intrinsic feasibility
of the reaction. While the literature is replete with models and suggested experimental
measurements for different properties, relatively little attention has been given to the
integration the diverse model building and measurement activities that occur in process
development. Two key factors are that (i) laboratory resources are typically at a premium,;
and (ii) information and design constraints must be communicated in appropriate detail
between chemists and engineers. As a result, key goals of a model-building strategy are to

* streamline information sources;
* develop models capable of both aggregation (approximation) and refinement;

e tailor models to specific compound classes so as to minimize model complexity and
maximize accuracy; and
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* exploit a theoretical basis where possible to maximize transferability of model
parameters.

The last goal is of particular importance since physical properties governing a
chemical process are often tightly coupled to molecular properties governing the intrinsic
chemistry. The measurement or prediction of intrinsic parameters applicable to both
thermophysical and molecular phenomena could significantly reduce experimental time and
costs. A good example is solvent selection, particularly of replacement solvents.
Prediction of solvent effects on reaction rates and impurity reactions could help identify
replacement solvents that meet rate and selectivity criteria. At the same time, however,
prediction of thermophysical properties is needed to ensure that new solvents do not
introduce unacceptable separations problems. Both types of properties can (in some cases)
be related to the intrinsic interaction energies between the solvent (via pure component or
mixture thermodynamic models) and the reaction product constituents (via free-energy
relationships). Thus, a major challenge in achieving the last goal is to identify
computational tools for characterizing common intrinsic parameters.

A tool of growing importance for obtaining fundamental molecular parameters is
quantum chemistry. A quantum chemical calculation involves approximating the wave
function, ¥(r), as a function of a local coordinate, r, for a configuration of atomic nuclei
and electrons. Having determined the wave function, a number of useful properties can in

principle be estimated, including the minimum energy geometry, electron density ('P 2 (r)) ,
electronic energy levels ({ei}?;]), electronic frequencies, the dipole moment

(fdr 'P*(r)r 'J’(r)), and ionization potentials. Quantum calculations have now been

applied in a number of engineering systems. One of the landmark industrial applications
has been duPont's development of replacement refrigerants (Dixon (1987) provides a
general discussion of efforts at duPont). Initial predictions of important molecular
properties (e.g., dipole moment, heat capacity) guided the selection of candidate
refrigerants to synthesize in the laboratory, ultimately yielding a suitable class of
fluorocarbons. Later, when concern was expressed about possible ozone depletion
pathways, transition-state calculations were performed to estimate the activation energies of
the pathways. Computational results were later backed-up with measured rate constants,
which indicated that the pathways were not significant.

The duPont example represents the great advances that have been achieved in the
past ten to fifteen years. Only in recent years, with dramatic increases in computational
power and improved software, have quantum chemical calculations started to achieve
sufficient accuracy and accessibility for use not only in research calculations, but also in
industrial research and development. The practical application of quantum calculations,
along with molecular-scale simulation techniques such as molecular dynamics and
simulated annealing, has now become an intense area of interest both in academic and
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industrial research. The ability to compute molecular properties makes it practical to
consider predictive models that incorporate these fundamental properties whereas, in the
past, obtaining the fundamental properties themselves has been a limiting factor in cost and
time. Cited examples of such models using quantum-derived parameters include linear-free
energy relationships (McKelvey e al., 1976), pure component thermophysical models
(Grigoras, 1991; Murray et al., 1993), partition coefficient models (Grigoras, 1985;
Murray et al., 1993), and continuum dielectric models for prediction of solvent effects
(Klamt and Schiiiirmann, 1993). Furthermore, whereas the set of chemical compounds
considered has traditionally been constrained by laboratory time and cost, the new
computational capabilities allow better screening of a larger number of molecules before
going to the laboratory, as illustrated by the duPont example.

This chapter is the first in a series of three chapters that considers a model building
strategy incorporating quantum calculations. A brief introduction to quantum chemical
calculations is provided based i the Hartree-Fock approximation, which is essential to the
study of more advanced computational techniques. A description of properties that can be
obtained from the calculations is provided, with an emphasis on those properties that have
been used in the model building strategy. Finally, a comparison of the accuracy of
different computational methods is given.

4.2. Overview

An introduction to quantum chemistry methods is given with an emphasis on motivating
factors in industrial research and development. Numerous practical industrial applications
of quantum chemistry fall into two categories:

+ gaining conceptual insight into systems where experimental measurements are
indecisive; and

« model development in which molecular structure information is synthesized with
measured data.

The main thrust of this chapter is to introduce a quantum chemistry background
sufficient to understand chapters five and six, wherein a model building strategy that
incorporat<s molecular calculations is developed and verified. In this chapter, a derivation
of the Hartree-Fock variational approach to the solution of the time-independent
nonrelativistic Schrodinger wave equation is given. A brief discussion of the MNDO and
AM!1 semi-empirical methods is given and their computational efficiency and robustness
discussed. Finally, a discussion of modeling applications is given with an emphasis on the
estimation of non-bonding intermolecular interactions.



4.3. Relevant Aspects of Quantum Chemistry 115

4.3. Relevant Aspects of Quantum Chemistry
4.3.1. Schrodinger Wave Equation

The quantum theory discussed in this chapter is for non-relativistic time-independent
systems. In particular, given an isolated molecule consisting of a set of electrons and fixed
atomic nuclei, one wants to predict the ground state electron distribution and energy levels.
By extension, the minimum energy geometry of the molecule can be computed through
unconstrained optimization techniques. The governing equation is the non-relativistic time-
independent Schrodinger wave equation under the Born-Oppenheimer approximation
(defined below). A detailed presentation of quantum field theory, which yields the
equation as a special case, is beyond the scope of this chapter. A more concise
interpretation may be had, however, by a simplified version of the original derivation due
to Schrodinger (Weinstock, 1974).

For those familiar with classical dynamics, it is summarized that Schrédinger's
derivation consists of a transformation of the Hamilton-Jacobi equation written for a
system of n, electrons and n, atomic nuclei, the residual of which is then minimized
indirectly through a variational formulation (Weinstock, 1974). The solution to the
variational problem is a form of the Euler-Lagrange equrtion termed the Schrodinger wave
equation. A derivation that does not require a canonical formalism is presented.

Consider an isolated system of atomic nuclei and electrons in which all interactions
between particles are conservative—i.e., the interactions depend only on the current state
of the system. The current state of the system is defined in terms of the particle masses,
n;, generalized coordinate vectors, r;, and momenta, p;, i= 1,...,(ne +n A)' A basic

property of an isolated, conservative system is that the sum of the kinetic energy (7) and
the potential energy (V') is constant as the system evolves (Eq. 1).

T(pl,pz,...,p('1e+nA))+ V(rl,rz,...,r(ne+nA)) = E (1)

where

(ne +nA ) 2

4
2’"[ ’

Prp2-cepy ) = @

i=1

The term E is the total energy of the system. Equations 1 and 2 assume that the kinetic
energy is a function of the particle momenta and the potential energy of the particle
coordinates, consistent with the conservative nature of the system.
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What Schrodinger basically did (Weinstock, 1974) was to introduce a variable
transformation for the generalized momenta, the new variable being termed the wave
function, ¥ (Eq. 3).

p=h L, ©

i
with the boundary condition

Y >0as|r]—oe, i=1..(n,+ny), 4)

where h=h/2n (h is the Planck constant; h=6.616...E-34 J s). In general, the wave
function is complex-valued and represents both the mass and wave character of the
subatomic particles (Levine, 1991). The most intuitive interpretation of the wave function
is as giving rise to the probability of finding a particle in a region of space (recall that the
Heisenberg uncertainty principle states that it is impossible to measure both the position
and momentum of a particle simultaneously). In particular, the probability of finding a set
of particles in jointly configured in respective regions of space D is given by Eq. 5.

n +nA—l

jdrjsvtp []ar;, R*=R Hnetna=1) (5)

l¢j

where the asterisk denotes the complex conjugate. Consequently, the integral over all
space is self-normalized:

jav*lp [Tar, = 1. (6)

The transformation is mathematically useful, for among other reasons, because it allows
the Eq. 1 to be formulated as an eigenvalue problem, with eigenfunctions denoted by ¥
and eigenvalues by E. The spectrum of eigenfunctions and eigenvalues obtained represent
the quantized energy states of the system.

Substituting Eq. 3 into Eq. 1 and performing a small number of rearrangements
yields Eq. 7.

(n+n,)

2 2
Z—”m—_(%—r'f"-) +(V-E)¥2 =0 %)
1 1
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Rather than solve Eq. 5 directly, the approach laid out by Schrodinger is to formally define
the residual for the left hand side of Eq. 7 and then minimize the integral-averaged residual
over an arbitrary domain D. The integral is defined as

(ne+nA)
+=[f [, ®)
D =]
where the residual f is defined in Eq. 9.
(n +nA) 2 2
= ¥ (9% _E). p?
/= =1 Zmi(ari) + V=B )

Appealing to the arbitrariness of the domain of integration, it can be shown that
extremization of Eq. 5 insures that Eq. 4 is satisfied to within some measure-theoretic
qualifications. Neglecting the notation that goes along with those qualifications, it is
shown in effect that Eq. 10 holds.

*
0 izlfn,+ny) = f=0 (10)

4

Performing the differentiations analytically yields a differential equation known as the
Euler-Lagrange equation:

(n +n,) :
of RV 9 af _
v = & o v 0 (1n
i=1 i i
where
_JY¥
v, =5, (12)

Substituting Eq. 7 into the Euler-Lagrange equation and separating the particles into the set
of electrons and atomic nuclei yields the Schrodinger wave equation, which is given by
Eq. 13.

e 22 2
L Zz—i;viw +(E-V)¥=0, (13)

where
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2.0 .9
Vi=or ar,

The term m, denotes the mass of an electron, m A the atomic nuclear mass (A =1...n 4 )

Equation 13 is usually rearranged to Eq. 14, revealing that the Schrodinger wave
equation is an eigenvalue problem for the Hamiltonian operator, H (Eq. 15).

HY=EY (14)
where

n,

noe -3 A

l=]

25"—— 2 4 (15)

The Hamiltonian operates on the wave function to generate the kinetic energy contributions
(first two terms) and the potential energy contributions. The potential energy contributions
are due to coulombic interactions between the particles. In the absence of external fields,
three types of interactions are present:

« electron-nucleus attractions (Eq. 16; given in atomic coordinates; for a table of
applicable unit conversions, see Szabo and Ostlund, 1989);

n, n,

e—N ZZ (16)

i=] A=

r; A—distance between electron i and nucleus A

Z ,—net charge of nucleus A

» electron-electron repulsions (Eq. 17);

n,

>S5
1j>

rij—distance between electron i and electron j

* and nuclear-nuclear repulsions (Eq. 18).
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ny, ny

Ven= D, er:iB (18)

A=1 B>A

ra B——distance between nucleus A and nucleus B

The Schrodinger wave equation can be simplified considerably by exploiting the
fact that the atomic nuclei are much more massive than the electrons (the ratio of electron
mass to proton mass is about 5.45F —4) and move much more slowly. Consequently,
the Born—Oppenheimer approximation states that the electrons can be treated as moving in a
constant field generated by fixed nuclei. For the special case of fixed nuclei, the problem
of determining molecular electronic structure becomes the eigenvalue problem given in

Eq. 19.

H ¥, =E,Y¥, (19)
where
ne ne nA Z ne ne
H = -y 1vi- LA, L (20)
Vig  Aeeed howed T
i=] i=] A=] ' i=] j>i Y
IIA PIA Z Z
E=E, +) » A& (21)
A=] B>A AB
and
2 _
[wi=n, (22)

Thus, the molecular electronic structure problem depends explicitly on the coordinates of
the electrons and parametrically on the coordinates of the nuclei. Equation 19 is the starting
point for the computational quantum chemistry of many-electron molecules and in
particular the Hartree-Fock approximation. Since the concepts introduced in the Hartree-
Fock approximation transfer to most computational methods currently available (an
exception is density functional theory; Levine, 1991), a detailed derivation of the
approximation is considered in the next subsection.

4.3.2. Solution Structure

There are an infinite number of solutions to Eq. 19. Denoting the eigenfunctions by
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{Xiheer = {X]:Zzn--,Zne.lne+],...}

and the corresponding eigenvalues by

{81,82,..., En »En 41| €1 < €2 <...},
the general solution of the ground state (i.e., lowest energy) wavefunction, '}’gs, can be
shown to have the form given by Eq. 23.

Fos = z;cj ¥ [{xk }kel(j} ’ card(Kj) =T (23)
Jj=

Correct specifications of the eigenfunctions {xk }:_ ; and the functionals { '{’J- }oo ;
= j=

(termed "configuration state functions") involve an important constraint in addition to the
Schrodinger wave equation. Specifically, electrons, along with other elementary particles,
are endowed with an intrinsic angular momentum above and beyond that due to the "orbit"
around the atomic nucleus. This momentum is termed the spin angular momentum
(Levine, 1991), but is not directly analogous to any classical effect. The spin states of
electrons in a molecule affect observable spectral and magnetic properties of molecules.
Thus, the spin dependency clearly must be incorporated into the wave function. It can be
shown (Levine, 1991) that the eigenfunctions must satisfy the eigenvalue problem defined
by Eg.24.

S X =k s 5= Y2 miy =22 k=12, (24)

where s is the intrinsic half-integral spin of an electron, m  defines the "spin up" and
"spin down" quantum states, and S, is the operator for the "z — component” of the spin

angular momentum. Clearly there are two solutions to the problem, corresponding to

Analogously, the wavefunction must satisfy Eq. 25.

_1(ya
S, o5 =5(N* - NP, (25)
where N¢ is the number of electrons in the "spin up" state and NP the number in the
"spin down" state. The case where N% — NB=0 corresponds to a spin-paired molecule,
termed a singlet, whereas |N @ _NB l # 0 indicates a radical, usually either a doublet or a
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triplet. A key connection between Eqs. 24 and 25 is that all approximations to 'I’gs in

terms of the spin eigenfunctions should satisfy Eq. 25. Furthermore, since the spin
operator does not involve spatial coordinates and the Schrodinger equation does not
involve m (for the nonrelativistic case), it follows that the Hamiltonian and spin operators

should commute, whence the eigenfunctions can be separated into spatial and spin
contributions. The appropriate eigenfunction structure is given in Eq. 26.

2 (x) = a(w) yi (r) or B(@) v (r),x=(r,@), k=1..n, (26)

where y, (r) is the "spatial orbital" of the Cartesian vector, r, and @ is a dummy variable
associated with the spin eigenfunctions o and 8 (for m;, /2= —1/2 and 1/2, respectively).

The eigenfunction y, is therefore termed a "spin orbital.”

For molecules in the singlet state, it is usually assumed that all electrons are spin
paired—i.e., there are n, /2 spatial orbitals, each containing two electrons of opposite

spin. The spin orbitals are constructed as follows:
Xu(x) = a(w) y, (r), k=1..,n,/2 27
ka_l(x) - ﬁ(a)) Wk(r),k=],...,ne/2. (28)

Equations 27 and 28 are very good approximations in most cases. Exceptions include
unusually long bond lengths such as those encountered in the calculation of potential
energy surfaces for dissociation reactions. In such cases, as well as for doublet and triplet
states, a unique spatial orbital is often assigned to each electron.

The spin angular momentum also constrains the structure of the configuration state
functions. Let the form of the functionals be denoted by Eq. 29.

¥ =l () 2, (52) 2 (52, )) o < K 29)

where the 1,2,...,n, electrons are randomly assigned to the spin orbitals (the full

irnplication of the bracket notation will not be pursued here; Szabo and Ostlund (1989)
provide an introduction). Due to the Heisenberg uncertainty principle, it is not possible to
determine the precise evolution of the electrons in a molecule. More specifically, it is not
possible to uniquely assign an electron to the spatial orbital x,. For example, suppose the

first and second electrons are interchanged, or permuted (Eq. 30).

P\t (¥1) 2, (xz)"'lk,,e (xne )>= i, (*2) 2, (%)) Xk, (xne )> (30)
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where P, k, is the operator that permutes electrons in orbitals k, and k,. If the
I

permutation is performed again, the resulting configuration state function must be identical
to Eq. 29, i.e., Eq. 31 must hold.

Py i, Pe, |2k, (%1) Zkz(xz)"'lk”e (xne)> =¥; 31)

There are only two ways that Eq. 31 can be satisfied: either the permutation of two
electrons is symmetric, i.e., Eq. 32 must hold,

.Zk,(xl) Zkz(xZ)"'ane(xne )>=|Zkl(x2) xkz(x,)---xkne (xne )> (32)

or it is antisymmetric, i.e., Eq. 33 must hold,
‘Xk,(xJ) Xk, (xz)”‘lk”e (xne)>=‘|lk,(x2) Xk, (xl)"'xkne (xne )> (33)

According to quantum theory, the symmetry or antisymmetry of the wave function
for a particle is governed by the spin states available to the particle. Particles with half-
integral spin states such as electrons are known as fermions (Levine, 1991). It turns out
that fermions are required to have antisymmetric wave functions. Thus, the following
principle must be adhered to in the construction of the configuration state functions:

Pauli Exclusion Principle: The many-electron
wavefunction must be antisymmetric with respect to the
interchange of any two electrons.

Since the solution to the wave equation is an eigenvalue problem, one expects the
functionals to involve appropriately weighted products of the spin orbitals. The simple
product of spin eigenfunctions, however, is a symmetric function and therefore does not
satisfy the Pauli exclusion principle. A form that does satisfy the Pauli exclusion principle
is the determinant operator. Determinants can be constructed from the spin orbitals as
illustrated for n, = 3 in Eq. 34.

I 2 (x1) 20, () Zk3(x1)
(*1) Xk_,(xz)lkj(xs»—("e‘) X, (¥2) x (x2) 2 (x2)| ke K; (34
Xk, (%3) A, (x3) Zk3(x3)
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Equation 34 is referred to as a Slater determinant (Szabo and Ostlund, 1989). The term
(n, !)_]/ isa normalizing factor.

Based on Eq. 34, the functionals can be constructed from the set of spin orbitals to
create all unique Slater determinants. As a practical matter, careful choice of the sets
K, K;, K,,... is motivated by the need to identify those determinants that contribute the

most to the wavefunction. One useful principle is that the occupation of different energy
levels by electrons is subject to the Boltzmann distribution, leading to the expectation that
the lowest energy orbitals are the ones that make the most significant contribution to the
wavefunction. Therefore, the most significant contributor to the ground state energy, ¥,
should be the Slater determinant consisting of spin orbitals corresponding to the n,

smallest (most negative) eigenvalues. A rational way to define the remaining functionals is
to replace a specified number of the lowest energy orbitals with higher energy, excited state
spin orbitals. For example,

n oo
£ k.—k
LIED YD VW (35)
k=1 k,=n+1 7F

where k T kp indicates that the ground state spin orbital y, is replaced by the orbital
J

ka in the Slater determinant. The parameter ijkp is a weighting coefficient. The

. k;—k . . . " L
determinants ¥, ” are termed "singly excited determinants" because they contain spin
orbitals corresponding to excited energy states.

With the development so far, it is possible to begin discussing approximations of
Schrodinger wave equation that are suitable for computational solution (solution strategies

are discussed in the next section). The starting point for most approaches is the Hartree-
Fock approximation, which approximates the ground state wavefunction as , 'I’gs =¥,

where ¥, is the single Slater determinant consisting of the ground state spin orbitals. The
resulting eigenvalue problem is given by Eq. 36.

where the Hartree-Fock energy, E,, provides an upper bound on the ground state energy
of the system.

The scope of Hartree—Fock approximation can be understood in terms of the
treatment of electron-electron interactions. The motions of two electrons are correlated due
to two distinct effects. First, the antisymmetry principle induces a correlation of motion
between electrons of like spin, resulting in a "Fermi hole" surrounding each electron. A
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Fermi hole denotes a reduced joint probability of finding two electrons of like spin in
proximity of one another. Second, the electron-electron repulsion potential between two
electrons requires that the probability of finding two or more electrons at the same spatial
point is zero. The Hartree-Fock wave function incorporates the former but not the latter, as
can be demonstrated with the two-electron Slater determinant (Eq. 37).

Wolxpx,) =2, ) 22(%,)) = 715‘[751(x1)12(x2) = 22(%1)2)(x;)], 37

Recalling that the probability of finding the two electrons in a differential element dr,dr,
is given by

P(r],rz) = waldwzl'f’o|2] dr,dr,, (38)

the correlation due to the antisymmetry principle can be illustrated by assuming that the two
electrons have opposite spin (Eq. 39).

x,(x )= w(r) @) s x25(x5) = Wolrp) B(ey). (39)

Substituting Egs. 37 and 39 into Eq. 38 yields
1 2 2 2 2
P(’1”2)='2'[|V’1(’1)| o (ro)l” +wy(r2)l |walr))] ]d’Jd'2~ (40)

That the positions of the two electrons are uncorrelated follows from the fact that the joint
probability is a sum of separable probabilities (i.e., of the form P,(r;)- 2,(r,)) operating
on interchangeable, indistinguishable electrons. In particular, the predicted probability that
two electrons of opposite spin occupy the same location is non-zero.

If, however, the two electrons have identical spins, the resulting probability
distribution is given by Eq. 41.

P(ryry) = vy ) Plwa(ra) +lwi(r2) Plwalr ) -
(41)

~{wir ) wo(r ) wilr2) wi(r2) + vy (r ) wir) wa(r2) v (ry)}] dr;dr

The cross-terms in Eq. 41 are not separable and effectively reduce the probability of
finding two electrons of identical spin in the same vicinity. In particular, the joint
probability is zero for r; =r,, corresponding to the Fermi hole.

The failure of the Hartree-Fock approximation to account for correlation due to
electron-electron repulsion (Eq. 17) is a real limitation of the method. Absolute energies
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(but not necessary relative energies) predicted by the Hartree-Fock approximation tend to
be significantly in error with respect to spectroscopic measurements. The limited treatment
of correlation energy also leads to significant deviations in observable properties. including
binding and dissociation energies. Furthermore, the Hartree-Fock method is not suitable
for estimation of dispersion-type interactions betw=en molecules, which arise from
electron-electron correlation.

Having stated these limitations, the Hartree-Fock method and its underlying
formalism remain of central importance in computational quantum chemistry. For
example, electron correlation can be estimated through addition of higher configuration
state functions as perturbations to the single determinant Hartree-Fock configuration state
function. Furthermore, the excited-state spin orbitals required to construct the additional
configuration state functions can in fact be obtained from the original Hartree-Fock
equation. Other approaches to incorporate the correlation energy, such as the Mgller-
Plesset perturbation theory (Szabo and Ostlund, 1989), also use the Hartree-Fock
configuration state function. If the optimal geometry of a molecule is not known, it can be
estimated by adjusting the positions of the atomic nuclei to minimize the Hartree-Fock
energy.

4.3.3. Solution of the Hartree-Fock Approximation

The most common, though not the only, strategy for solving Eq. 36 is to minimize the
ground state energy, E,, through a variational formulation. An explicit integral formula

for the ground state energy is obtained by pre-multiplying Eq. 36 by ¥, and integrating,
to yield Eq. 38.

n ne
[ o, ¥, T 1ax; = £, ¥5 ¥, [Iax; = E, (42)
i=1 i=]

Implicit in Eq. 42 is the normalization of the wavefunction, which can be expressed either
in terms of the wavefunction,

nf
[¥o o [Iax; = 1, 43)
=]

or the spin orbitals themselves,

. lifa=>b
Ixa(xl)xb(xl)dx] = 5ab ’ é‘ab = L0 ab= I“"’ne’ (44)
0 otherwise

where & b 18 the Kronecker delta.
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The minimization of E,, may be accomplished through the method of undetermined

multipliers. The objective of the procedure is to minimize Eq. 42 subject to the
normalization constraints (Eq. 44). The Lagrangian of the problem is given by Eq. 45.

nf ne
L=Eo[{lk}:'=1]' % l;%b(jlz(ﬁ)lb(xz)dx] - 5y)  (3)

where the €, are Lagrange multipliers for the normalization constraints. For the ground

state energy to be a local minimum, the following stationary conditions must be satisfied
simultaneously with Eq. 44.

(46)

It can be shown (Szabo and Ostlund, 1989) that the stationary conditions yield Egs. 47—
51.

ENVAENE bzeabxa(xl)’ a=1l...n, 47)
=7

where
flx))= h(xj)‘*szb(ﬁ)‘Kb(x]) (48)

#a

a=]
2 -]

Tp(x1) =ded’2lxb(xz)| ryz »and (50)
Ky (x))x(x)= [J.da’d"z 25(*2) 113 la(xz)]la(xJ)- G

The integral operators J, (x;) and K,{x;) are termed the coulomb and exchange

operators. The coulomb operator represents the averaged local repulsion potential at point
r; due to an electron in a spin orbital ¥,. The interpretation of the exchange integral is

less straightforward (unlike the coulomb operator, the exchange operator is not directly
associated with a point-wise potential energy surface) and is related to the exchange of two
electrons among two spin orbitals. It can be shown that Eq. 47 is diagonalizable to yield a
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unique multiplier for each spin orbital. Thus, Egs. 47 and 49 can be replaced by Eqs. 52
and 53.

f(xl)xa(xl) = eaxa(xl)’ a= 1""’ne (52)
where
n,
a=1

The integrations over the spin dumain in Eq. 52 can be carried out analytically and
independently of the spatial domain. Recall that in the case of a closed-shell molecule, it
can be assumed that the n, spin orbitals are formed from n, spin eigenfunctions

(N @, NB = ne) which contain n,/2 spatial orbitals. Consequently, for the case of a

closed shell molecule, integration of Eq. 52 over the spin domain yields Egs. 54-57.

) wilr) = g wilr)  i=1..n /2, (54)
where
) n,/2
flry) = hlr)) + X27,(r)) = K,(ry) (55)
a=]
Jo(r;) =j"'2|‘/’a(’2)|2 i » and (56)
K, (r;) wi(r)) =Ud’2 Valra) i ‘l’i('z)]‘l’a(’z)- 57

Computational solution of the integro-differential equation (Eq. 54) to determine
approximate spatial wavefunctions {Wi(r)}?;ﬁz is accomplished through construction of
the Roothaan-Hall equations (Szabo and Ostlund, 1989; if the electrons are not all spin
paired, then the appropriate equations are the Pople-Nesbet equations). Let each spatial
orbital be approximated by finite expansion in terms of a common set of K (2 n, /2) basis
functions, {¢# (r)}:f___], as shown in Eq. 58.

K
y(r)=3.Cpd, (), i=1l.,n, /2, K (58)
u=1
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Inserting Eq. 58 into Eq. 54 yields

fr)) 2 i 8, (ry) 2 iBu(r)+R(rp)i=1oumy /2, K, (59)

where R,(r 1) is the residual error due to the approximation of y;(r) by Eq. 58. Note that
as a by-product of the expansion one obtains not only the n,/2 occupied spatial orbitals,

but also an additional (K —n,/2) "virtual orbitals,” which represent unoccupied excited

electronic states. The virtual orbitals are directly useful in constructing additional
configuration state functions (e.g., approximations to Eq. 35) in configuration interaction
techniques. It should be stated that the convention used in several quantum chemistry texts
of stating Eq. 52 as an equality without the residual term (e.g., Szabo and Ostlund, 1989)
is not correct, since the basis function expansion (Eq. 51) is only an approximation of the
true spatial orbital for finite X. More importantly, a correct derivation and interpretation of
the Roothaan-Hall equations requires the R, (r ,).

Specifically, when one looks at Eq. 59 what is really being represented? Is it
correct to say, for example, that Eq. 59 comprises K equations and K 2 yvariables (i.e., the

i=1..,K . . .
{Cﬂi}p-—l K) and is thus an underdetermined system? The answer is no. In fact,

Eq. 59 represents an infinite number of equations: a different equation is generated for each

instance of the position vector r;. Therefore, one expects that there is no choice of the
_ , i=1,...K I .

finite number of coefficients {C/"i}u=1,....K that will satisfy Eq. 59 (i.e., R,(r;)=0) for

all realizations of 7. Rather, one expects |R;(r;)|> 0 for an infinite number of r .

The goal of the solution procedure is to minimize the residual of approximation in
some sense. Several approaches could be tried. One approach, for example, would be to
pick a set {r? }B=1 X of points and require that

e

R(rf)=0,B=1...K i=1...K. (60)

Minimization of the residual in this way is known as a collocation strategy and is
sometimes used in finite element methods. Although the author has not seen the
collocation strategy applied to the Hartree-Fock problem, the strategy provides an
interesting contrast to the method that is used, which is to minimize the error in the function
space spanned by the basis functions themselves (Eq. 61).
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[os(r) R(r))dr,=0. v=1..K, i=1. K. 61)

In effect, Eq. 61 requires the residual function, which represents the error of the
approximation, to be orthogonal to the function space spanned by the basis functions. In
the context of finite element and spectral methods for the solution of differential equations,
this approach is known as the Galerkin method. For the specific case of the Hartree-Fock
approximation, Eq. 57 generates the well-known Roothaan-Hall equations (Szabo and
Ostlund, 1989). Thus, the Roothaan-Hall equations are interpreted as a spectral solution to
the Hartree-Fock equations via Galerkin orthogonalization of the residual.

Carrying out the integrals in Eq. 61, the resulting Roothaan-Hall equations are
given by Eqs. 62-64.

ZFW i = & stp i i= koK, 62)
where

Fyy = [dr;0,(r)) f(r}) 8,(r)), and (63)

Syu = jd’1¢:('1) 0u(r))- (64)

The matrix formed from the {F vt }/:—1 X is termed the "Fock matrix" and from the

=I...K e .
{SV# }5_1 K the "overlap matrix." It is noted that the overlap matrix is the K X K

identity matrix if the basis functions are mutually orthonormal. The expansion of the Fock
operator in Eq. 62 reveals two types of computations to be performed (Eq. 65).

Fy, =H f/ffe +Gyy» (65)

where H f,zre is an element of the "core-Hamiltonian" matrix, which contains the kinetic
energy and electron-nuclear attraction contributions:

core * . 3 Z
= o5 453 ot ot -B . o

and Gvu constitutes contributions due to various electron-electron interactions
(Egs. 67-69):
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K K
Gy =Y, X Pag|(vie.oh)-F(vA,op)| (67)
A=l o=1
where
(V/"r"l)Ejd’Jd’z¢:("1)¢p("1)’1-21‘7’;(’2)4’;.('2) (68)
("’L"“)Ejd"ldfz O (r1)92(r1)riz8c(r2) 9, (r2) (69)

The term P,  is an element of the "bond-order" matrix, defined by Eq. 70.

n,/2
Pys=2 Zlclac;a (70)
a=

Notice that only the first n,/2 eigenvectors are involved in the bond-order matrix, which
corresponds to the occupied spatial orbitals.

The computational complexity associated with the Hartree-Fock method is primarily
due to large number of two-electron integrals (Egs. 68 and 69) that must be evaluated in
Eq. 67. The number of two electron integrals is a permutation of possible quartets of basis
functions. Under the assumption that the basis functions are real-valued, the total number

to be evaluated goes as O(K 4/8) (e.g., for K =100 the total number of integrals is

12,753,775, this basis set would be typical of a medium sized organic molecule consisting
of first row atoms, say with a molecular weight of 100). Even with analytic evaluation of
the integrals, storage and manipulation of the set of integrals is demanding for large
systems.

The Hartree-Fock approximation requires simultaneous solution of the K
eigenvalue problems defined by Eq. 62. In practice, these equations are concatenated and
solved simultaneously for the eigenvectors {(Ch-, Copr--0C Ki>},'= 1K and eigenvalues

{ei}l.= ;. g asa single general eigenvalue problem. As one can imagine, various tactics

for diagonalizations of the overlap and Fock matrices are employed. All of the integrals
given above can be calculated as a preliminary step. Based on an initial guess for the bond-

i=l.., . . .
order matrix, however, the {C#i}”__l K must be iteratively computed until self-
consistency with bond-order matrix is obtained—i.e., in the simplest case one is basically
performing a Gauss-Seidel iteration and is subject to the corresponding Gauss-Seidel
convergency criteria (Szabo and Ostlund, 1989). The resulting calculation is termed the

"self-consistent field Hartree-Fock procedure.”
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4.3.4. Choice of Basis Function Sets

The main computational difficulty in solving the Roothaar-Hall equations rests on the large
number of integrals, particularly two-electron integrals, that must be manipulated. The
K

choice of a basis set, {¢u (r)}#_‘l, is in effect a tradeoff between minimizing the total
number of integrals and the difficulty of evaluating each integral in Eq. 67. For example,
in order to minimize the total number of integrals, one might be tempted to use the set of
Slater-type functions, which form hydrogen-like wavefunctions. The Slater-type function
for the 1s-orbital centered about an atomic nucleus A, is given in Eq. 71.

I 12
9sk.1s(r; -RA)=(—,,—J exp[~{r),] 1)

where ( is the Slater orbital exponent, characterizing the diffuseness of the orbital. It
should be noted in particular that the function does not possess a unique derivative at
r; 4 = 0. This discontinuity is anticipated as a qualitative feature of the molecular orbitals.
A basic limitation of the Slater-type functions, however, is that they cannot be integrated
analytically in the two-electron integrals. The evaluation of the integrals must be performed
numerically, giving rise to a significant computational burden.

As an alternative, Gaussian-type functions allow the two-electron (four-center)
integrals to be simplified to two-center integrals that are readily evaluated (Szabo and
Ostlund, 1989). The 1s, 2px and 3dxy Gaussian-type functions are given in Egs. 72-74.

3/4
gis(ar I‘RA)"(’Z,% ) exP[‘a "12,4] (72)
_pa-(1280°Y 2
gsz(a,rl )= 3 xexp[ arM] (73)
7\/
g3dxy(°"" I‘RA)=(ZO;83a ) xyexp[-ar,zA], (74)

where « is the Gaussian orbital exponent and x, y are the scalar magnitudes of the
Cartesian components of ;4. So as to improve the functional form used, the individual

basis functions are generally constructed from a linear combination of Gaussian-type
functions. This construction is known as a "contracted Gaussian function" and has the
form given in Eq. 75.
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L L
PCGF u (’l'{Bp},,=1)=pz=aldpu gp(“pu"l 'Bp) (75)

Although the individual Gaussian-type functions can be centered at up to L different

p

center. Equations of the form of Eq. 75 give rise to a number of different types of basis
sets. A few are listed below.

Minimal STO- LG Basis Sets (e.g., STO-3G): Minimal basis sets are those that
contain the minimum number of basis functions centered on each atom required to describe
the occupied atomic orbitals of the atom. STO- LG basis sets are minimal basis sets in
which each basis function is a contraction of L Gaussians. The coefficients d i and o Py

L . . . .
origins, {B } ;o in practice the functions are usually centered around a single atomic
p=

are fitted to approximate Slater-type functions (Szabo and Ostlund, 1989).

Split Valence Basis Sets (e.g., 3-21G, 4-31G): The split valence basis sets utilize a
minimal basis (as described above) for inner shell electrons and a double basis for valence
electrons. The first function in the double basis consists of a contracted Gaussian function
while the second is a single diffuse Gaussian. In the 3-21G basis set, each inner shell
electrons are represented by a contracted Gaussian consisting of three (the 3 in 3-21G)
primitive Gaussian functions. Each valence electron is represented by contracted Gaussian
consisting of two (the 2 in 3-21G) primitive Gaussian functions and by a single diffuse
Gaussian function (the 1 in 3-21G). It should be noted that basis sets where all of the
electrons are represented by a double basis are known as double-zeta basis sets.

Polarized Basis Sets (e.g., 6-31G* and 6-31G**): The polarized basis sets are
essentially split valence basis sets with polarization functions added. These basis functions
improve the representations of highly polarized atoms. The 6-31G* basis set augments a
6-31G split valence basis set with six d-type Cartesian Gaussian functions for each nor-
hydrogen atom. The 6-31G** basis set augments a 6-31G* basis set by adding three
p-type Cartesian Gaussian functions.

4.4. Semi-Empirical Methods

The various semi-empirical molecular orbital methods are readily understood as
simplifications of the Roothaan-Hall equations. They generally involve a combination of

* using atom-centered atomic orbitals as basis functions for the molecular orbitals;

* reducing the number of integrals to be evaluated by neglecting certain types of
differential overlap (i.e., certain two-electron integrals termed "exchange integrals"
involving overlap of basis functions from different atomic centers);

» empirically parameterizing the electric fields generated by core electrons;
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» empirically fitting certain integrals to reproduce molecular properties of interest; and
* solving the resulting equations only for the valence electrons.

Semi-empirical approaches are motivated by two main factors. First, the accurate
prediction of properties by ab initio methods can require extremely large basis sets and
multiple configuration state functions (or the use of other methods to incorporate electron
correlation), possibly yielding computationally intractable problems. Second, empirical
parameterization of the interaction potentials can allow quantitative accuracy to be achieved
for certain properties, particularly within specific classes of compounds. In particular,
because the empirical functions are derived from experimental data, it is possible to
incorporate some electron correlation effects.

Currently, the most widely used general-purpose semi-empirical methods (e.g.,
AMI: Austin Model 1; Dewar et al., 1985) are based on different parameterizations of the
MNDO (Modified Neglect of Diatomic Overlap; Dewar and Thiel, 1977) method, which
was developed using the NDDO (Neglect of Diatomic Differential Overlap; Pople and
Beveridge, 1967) approximation of the Roothaan-Hall equations. The resulting models
have largely supplanted the earlier CNDO (Complete Neglect of Differential Overlap; Pople
and Beveridge, 1970) and INDO (Intermediate Neglect of Differential Overlap; Pople and
Beveridge, 1970) methods. The theme of these methods is the degree to which certain two
electron exchange integrals (Egs. 61 and 62) are neglected in the Fock matrix. The CNDO
method effectively neglects these integrals, yielding a much simplified Fock matrix. The
INDO method was designed in part to improve upon the CNDO method by partially
incorporating differential overlap between pairs of single-center basis functions, but not
two-center basis functions. Finally, the NDDO method incorporates a more complete
treatment of differential overlap between pairs of single-center electrons.

The first simplification made by the NDDO method is to construct the wave
functions only for the valence electrons. Interactions between valence electrons and the
atomic core are estimated through an empirical core potential. The second simplification is
to consider only those integrals involving basis functions centered on no more than two
atomic centers. Of these, each two-electron integral can involve no more than two basis
functions from each atom center. In effect, the types of two electron integrals included are
as follows:

(up, vv) . (uv,uv), (up, Ao), and (uv, A0), (76)

where (p# and ¢, are centered on an atom, call it A, and ¢, and ¢ are centered on an

atom B. The first two integrals in Eq. 76 are the single-center Coulomb and exchange
integrals for two valence electrons. Through the exchange integral the NDCO method
accounts for the differential overlap between atomic orbitals on the same center, unlike the
CNDO and INDO methods. The latter two integrals are diatomic repulsion integrals. In
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particular, the final integral incorporates the electron repulsion between two electrons on
different centers arising from differential overlap between single-center orbitals. It is
important to note, however, that not included in the NDDO approximation are integrals
such as (uo, uo), which represent differential overlap between different centers, hence the
designation "NDDO." A summary of the treatment of differential overlap by the different
methods is given in Figure 4.1.

Ou % f % b
(uv.uv) (uv.10) (o, uo)
in NDDO and in NDDO not in NDDO,
INDO, but not CNDO but not CNDO or INDO INDO, or CNDO

Figure 4.1. Depiction of Differential Overlap Integrals Treated by CNDO,
INDO, and MNDO.

Methods such as MNDO (Dewar and Thiel, 1977), AM1 (Dewar et al., 1985) and
PM3 (Stewart, 1989) start with the NDDO model and introduce semi-empirical models for
the core-electron attractions, core-core repulsions, one-center integrals, and two-center
integrals. The parameters in these models are determined either independently (e.g., the
one-electron, one-center terms are independently fitted to spectroscopic measurements) or
are treated as adjustable parameters by fitting the results of predicted properties to
experimental measurements (as in the case of the core potential interactions and two-center
integrals). The adjustable parameters in the MNDO method have been fitted to reproduce
the heat of formation, ionization potential (via Koopman's theorem; Levine, 1991), the
dipole moment, and the energy gradient. Improvements to the MNDO parameterization
resulted in the AM1 parameterization, which yields better estimates of hydrogen-bond
energies. A comparison of the accuracy of several semi-empirical methods is given in
section Six.

4.5. Estimation of Properties and Their Modeling
Applications
The solution of the Roothaan-Hall equations, either through the self-consistent Hartree-

i=1,..,K
Fock or semi-empirical approaches, yields the coefficients {Cui};_] X and the energy

levels {Ei}i[i ; of the molecular orbitals. This section considers several useful molecular

properties that can be obtained, with particular emphasis on application in semi-empirical
models and model building strategies.
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Electronic Energy. The Fock matrix and bond-order matrix provide ready
estimates of the total electronic energy. The ground state electronic energy is given in
Eq. 77 for the Hartree-Fock approximation.

K K
Fo= 3, 3 P+ ). an
u=1 v=J

In principle, the ground state energy provides a basis for prediction of molecular
binding energies, bond dissociation energies, and energies for many other formal reaction
processes. For example, an estimate of the binding energy of a water molecule (i.e., the
energy released by the reaction 2H+O—H20) can be estirnated by Eq 78.

AE; 4 = Ej(H,0) - E,;(0) - 2E,(H) (78)

It is well known, however, that the Hartree-Fock method fails to yield reliable predictions
of these energies (Levine, 1991; a comparison of computational methods for different
properties is presented below in the next section). The binding energy of a water molecule
has been estimated in a calculation near the Hartree-Fock limit to be 6.9¢V (Levine, 1991),
whereas the experimental value is 10.1eV. The major shortcoming in the Hartree-Fock
calculation is the failure to account for changes in the correlation energy between pairs of
electrons as bonds are formed and broken. In the case of water formation, for example, a
total of two new chemical bonds are formed. Significant correlation energy is associated
with each bond as the two bonding electrons go from a separated, unpaired state to a paired
state.

Despite the above limitation, reasonable estimates of reaction energies can be
obtained for formal reactions in which the correlation effects in the reaction products
effectively cancel those in the reactants. One class of such reactions are known as
"isodesmic reactions," in which the total number of bonds of each type does not change as
a consequence of the reaction. An obvious type of isodesmic reaction is the
interconversion of certain isomers, such as the cis and trans isomers of a compound. A
more general example of a formal isodesmic reaction is given by

O-0

Reaction processes of interest can often be recast as isodesmic reactions through the
selection of appropriate reference compounds whose binding energies are known. In
particular, reactions termed "bond separation reactions" (Levine, 1991) allow interaction
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energies between different bonds in a molecule to be estimated. Take the compound
CH3-CH=C=0. The construction begins by forming the relevant products, each of which
contains a single type of salient bond present in the molecule (Figure 4.2).

compound of formal reaction
interest products

H;C- %: C=0 — H3;C-CH; H,C=CH,; H,C=0

Figure 4.2. Formal Reaction Products from the Bond Separation Reaction
Construction.

The isodesmic bond separation reaction is formed by balancing the reaction stoichiometry
with an appropriate number of hydride molecules (e.g., methane, ammonia, water, etfc.).
The formal reaction for the case of methane is given in Figure 4.3.

isodesmic bond separation reaction

H;C- %: C=0 + 2CH; — C;H¢+ C;H4 + CH0

Figure 4.3. Isodesmic Bond Separation Reaction formed by Balancing
Reaction Products with an Appropriate Number of Methane Molecules.

Isodesmic reactions are potentially useful in the development of certain chemical
property models. Recall that statistical models do not necessarily require absolute property
values, but may instead be derived from comparison of a reference reaction as in the case
of linear free-energy relationships. As a simple example, consider the dissociation of a

class of N compounds {R—Xi}i]i I where X; is the dissociating group and R is the
invariant part of the molecule (Eq. 79),

R-X;—R+X;,i=1...,N, 79)
with a dissociation energy given by Eq. 80.
AE, = E,(R)+Ey(-X;)-E,)(R-X;),i=1...N (80)

The reactions (Eq. 79) can be converted to isodesmic reactions by adding a reactant
G - H, to yield Eq. 81.

G-H+R-X,->H-R+G-X;,i=1...,N, 81)
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with a dissociation energy given by Eq. 82.

AE) = Ey(H-R)+Ep(G-X,)- E,(R-X,)- E,(G-H) , i=1..,N  (82)

The introduction of a common second reactant for the reaction series reduces the
correlation error withun the individual reactions. Information about the correlation energy
in the original reaction, however, is lost. Thus, there is not an exact way to use Eq. 82 to
estimate the original dissociation energies. However, within a sufficiently narrow class of
compounds (e.g., heavy hydrocarbons of different branching levels and sizes) it should be
feasible to assume that the correlation interactions are almost identical for the reactions,
ie.,

i E J

correlation — “correlation

s hj=1..,N (83)

Thus, one might propose an empirical relation of the form given in Eq. 84.
AE)=a-AEy+b,i=1,...N, (84)

where a and b are fitted parameters to be determined from a training set consisting of
measured AE, values.

A good application of Eq. 84 might be the development of Polanyi-Seminov-type
relationships for estimating activation energies for bond dissociation reactions. There is
also evidence that formal reactions of the form of Eq. 81 could be used to estimate
hydrogen-bonding energies (and charge-transfer interaction energies) of the form

G-H-X;-R,i=1..,N. (85)

In particular, for compound series of similar geometry, reasonably accurate correlations of
the form

~AHpp = a APA + bexp[c|APA[] (86)

have been found (Zeegers-Huyskens and Huyskens, 1991) to apply for pairs of species in
polar aprotic solvents. The term AHp is the enthalpy of the hydrogen bond and APA is

the difference in proton affinities between the two species in Eq. 85. The proton affinities
are defined as the negative of the molar enthalpies for the following two gas phase
reactions (Egs. 87 and 88).

G +H" ' >G-H (87)
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and
R-X;+H* > R-X'-H. (88)

The model fits obtained are comparable in accuracy to ab initio gas phase calculations
involving large basis sets and with treatments of correlation. Thus, under reasonable
assumptions it may be feasible to develop correlations of the form

APA'=a-AE)+b, i=1..,N, (89)

Ionization Potential. A second property of interest is the first ionization
potential, which is the energy required to remove an electron from a molecule:

OM — OM™ + electron. (90)

The ionization potential can be estimated from open shell molecular orbital calculations.
More often, however, the ionization energy is estimated as the negative of the energy
eigenvalue for the highest occupied molecular orbital (i.e., Koopmans' theorem; Levine,
1991).

The ionization potential has been a criterion to judge reaction feasibility in certain
free radical reactions. For example, Nishino et al. (1989) developed an ionization potential
criterion for substrate feasibility (highly activated aromatic compounds) in Manganese(III)
acetate ([Mn3O(AcO)6(0OAc)(HOAC)]-SH,0) catalyzed formylation in the presence of
malonic acid, CH2(CO2H);. An effective upper bound of 7.4 eV on the ionization
potential of aromatic substrates has been established, above which the reacting substrate
tends to oxidize to the carboxylic acid.

Electronic Density. A third molecular property that has received considerable
attention in model building is the electron density. The electron density surrounding a
molecule at a point r is estimated directly from the Hartee-Fock wavefunction as

'I’; (r) ':F’O (r), or in terms of the bond-order matrix as
K K .
pIr)=2 D Py, 9,(r) ¢,r). o)
H=l v=1

For reasons discussed below, the electron density can be estimated by the self-
consistent Hartree-Fock method. As a result, it has been a source of considerable interest
for development of property models. For example, Politzer and workers have published a
series of papers in which the electron density is used in a set of empirical descriptors to
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correlate thermophysical properties such as the normal boiling point and partition
coefficients of organic compounds. A generating function for the descriptors is the
electrostatic potential (Politzer and Truhlar, 1981), defined by Eq. 92.

n,
ES, \_ Z,  ¢p(ry)dr,
Ve e e ©2

The electrostatic potential is the predicted potential field generated by an isolated
molecule in a vacuum and has been used in development of empirical models for prediction
of thermodynamic properties, non-covalently bonded interactions, and reaction barriers.
For example, Kollman (1981) has discussed models for the form

AE = constant- VES(R , )VES(R, ;) (93)

for estimation of Lewis acid ( LA)-Lewis base ( LB) interaction energies, where R;, and
R; p are reference positions for a series of compounds (i.e., two coordinates associated

with some configuration of the two compounds are somehow chosen). The form of Eq.
93 has been justified by analogy to the formulas for interaction energies between point
charges and point dipoles.

As a second example, Tomasi (1981) has developed correlations for activation
barriers in protonation on the basis of a more rigorous form of Eq. 93, namely the
electrostatic potential field generated by two molecules (call them " /" and " 2"),

Egs = [VES(r=R,)p,(r - Ry)dr. (94)

where, again, R; and R, are orienting vectors that must be determined somehow.

Although the electronic density is a continuous distribution, it is often convenient to
partition the charge density into specific atom-centered contributions. There is no unique
way of rnaking such an assignment and several approaches are in common use. The most
widely used method is Mullikin population analysis. In Mullikin population analysis, an
atom center, call it A, contains all of the electron density centered on it and one-half the
electron density shared with other atoms. The formula is given in Eq. 95.

K
a4=24- Y, D P paSay ©3)
HEA a=]

Partial charges have been used as measures of electron density in several types of
predictive models. In the next chapter, the use of partial charges as scaling factors in pure
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component property prediction (Grigoras,1991) is discussed. Partial charges are also
used in linear free energy models of the form

]og—,f’; = p(ky)- 6(k), (96)

where k is the reaction rate for the substrate of interest and ko is the rate for a reference

reaction characteristic of the reaction class (Neurock et al., 1989). The reaction class is
characterized by a reaction constant p(ko) for specific reaction conditions and the
substituent variability by o(k), which is ideally independent of reaction conditions. It has
been asserted that the substituent constant, o(k), is proportional to various measures (e.g.,
the 7 contribution) of the partial atomic charge on the reacting substrate.

Mullikin population analysis has been criticized on the basis that it tends to yield
excessively high charge separation, particularly for light atoms such as hydrogen. An
alternate strategy for assigning atomic charges is electrostatic potential fitting, wherein
charges are assigned by a fitting procedure to approximate the electric field generated by the
density function. It should be noted that such a definition of partial charges probably might
not work well for a number of property models (e.g., linear free-energy relationships) that
rely on reference compounds.

4.6. Comparison of Computational Methods

Considerable computational experience in property prediction with different basis sets has
been reported in the literature. General conclusions as to the scope of the Hartree-Fock
method (Levine, 1991) are that

 self-consistent field Hartree-Fock calculations are reasonably good in the prediction
of properties that involve one-electron calculations (e.g., electron density at the
optimal geometry and the dipole moment);

 for such properties, the accuracy of the prediction is improved through larger, more
complete basis sets without necessarily requiring methods that predict the correlation
energy; and

* self-consistent field Hartree-Fock calculations are not adequate for most properties
that depend strongly on two-electron integrals to the electron correlation effects (e.g.,
absolute energies, non-isodesmic reaction energies).

A summary comparison of the choice of basis functions and estimation methods for
different types of properties has been given by Levine (1991). This section summarizes
Levine's comments for a few properties of interest.
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4.6.1. Molecular Geometry

Molecular geometries (bond distances, bond angles, and dihedral angles) are in general
predicted well by minimal basis self-consistent field Hartree-Fock calculations, with
consistent improvements for the series STO-3G, 3-21G, 3-21G*, and 6-31G*. Absolute
errors for bond lengths are on the order of 0.03A and bond angles on the order of 3°. The
accuracy tends to be lower for second row atoms, as might be expected due to greater
polarizability and diffuseness.

Bond distances and angles are predicted well by the semi-empirical methods
MNDO and AM1. Dihedral angles, however, are not predicted accurately.

4.6.2. Absolute Energies and Energies of Reaction

Absolute atomic and molecular energies predicted by the Hartree-Fock method tend to
exhibit errors on the order of 0.5-1%. As Levine (1991) points out, the error is small in
absolute terms but is sufficiently large to make chemical property predictions unreliable.
For example, the total energy of the carbon atom is ca. 1000 eV. An 0.5% error in this
value runs 5 eV, which is the same order of magnitude as bond energies. Although
improved values can be obtained (up to a limiting value known as the "Hartree-Fock limit")
through larger basis function sets, quantitatively accurate absolute energies require
estimation of the correlation energy. Significantly better energies can be obtained through
the use of configuration interaction methods or other techniques, such as the Mgller-Plesset
perturbation theory (Szabo and Ostlund, 1989). Alterrately, semi-empirical methods such
as AM1 tend to give reasonable estimates since they are parameterized from the molecules'
enthalpy of formation. It should be remembered, however, that semi-empirical methods
tend to be limited by the set of molecules us<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>