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Abstract

Over the last century there have been countless experimental measurements of the overall reaction kinetics of gas-phase radicals, often with the aid of lasers. In more recent decades, \textit{ab initio} predictions of product branching using quantum chemical calculations combined with modern rate theories have become common. However, there are few experimental measurements against which to validate predicted product branching, even for an important reaction system such as hydroxyl radical addition to acetylene that is critical to oxidation chemistry both in the atmosphere and in combustion. As a result, many of the kinetic parameters that appear in commonly used combustion mechanisms are based purely on predictions. The few experiments that do attempt to quantify product branching generally fall into two categories, each with unique advantages/disadvantages: crossed molecular beams (CMB) that simulate single collision conditions, or end-product analysis of a complex, thermalized process, such as pyrolysis. Laser flash photolysis (LFP) with molecular beam mass spectrometry (MBMS) offers a compromise between CMB and end-product experiments: the reaction conditions are thermalized but still simple enough that primary products can be quantified with confidence.

This thesis describes a unique apparatus, and the improvements made to it, that combines LFP and MBMS for primary product branching quantification, as well as multiple-pass laser absorbance spectrometry (LAS) for accurate measurements of overall kinetics. The full capability of this LFP/MBMS/LAS apparatus is demonstrated for the chemically interesting phenyl radical + propene reaction system, which has been implicated as a potential source of second aromatic ring formation under combustion conditions. Overall kinetic measurements are also reported in this work either for systems that involve a newly discovered reactive species (various cycloaddition reactions of the simplest Criegee Intermediate formed in atmospheric ozonolysis) or that was disputed in the literature (vinyl radical + 1,3-butadiene, which has been implicated as a potential source of benzene in combustion). Finally, this thesis shows how detailed chemical insights made either experimentally or theoretically can be translated into applications \textit{via} the Reaction Mechanism Generator (RMG). The application discussed is natural gas high temperature pyrolysis for the production of C2 commodity chemicals.
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Chapter 1

Introduction

Over the last 100 years there have been many experimental measurements of the overall decay kinetics of gas-phase radicals important to combustion and atmospheric chemistry,\(^1\) often with the aid of lasers. In more recent decades, *ab initio* or DFT quantum calculations of the potential energy surfaces (PES's) of radical reactions have become commonplace, which are then combined with modern rate theory to obtain the predicted product distribution or branching as a function of both temperature, \(T\), and pressure, \(P\).\(^2\) However, until recently there were few experimental measurements of the product branching against which to validate predictions. Even for a reaction such as hydroxyl radical + acetylene (OH + C\(_2\)H\(_2\)) that is critical to oxidation in both the atmosphere and combustion, there are still no measurements against which to validate the complicated \(T,P\)-dependent product branching predicted by Senosiain et al.,\(^3\) which has subsequently been incorporated into many widely-used combustion mechanisms.\(^4\) The main goal of this thesis is to partially fill the large knowledge gap between experimental and theoretical product branching using a new experimental technique.

The experiments that do attempt to quantify product branching generally fall into just a few categories, which will be described shortly. First, however, it is helpful to define terms. Scheme 1-1 uses the example reaction system of phenyl radical + propene (C\(_6\)H\(_5\) + C\(_3\)H\(_6\), C\(_5\)H\(_{11}\) PES) to illustrate what is meant by “overall kinetics” and “primary products” as opposed to secondary or side products.
Scheme 1-1: Definition of primary, secondary, etc. reactions/products using phenyl radical + propene as an example.

In an experiment aimed at quantifying products, the first objective is to somehow access the PES of interest (often a doublet, or radical, PES) and then see what products come off of it. Once a PES is identified for experimental exploration, the experimentalist must make two decisions: first, will the PES be accessed unimolecularly (e.g., propylbenzene, C₉H₁₂, decomposition to C₉H₁₁) or bimolecularly (C₆H₅ + C₃H₆), and second, where will the energy, Δ, come from to make the initial radical. The most common energy sources for gas-phase radical generation are either thermal or photolytic. All four combinations of experimental choices can be visualized in Scheme 1-1. For the bimolecular option, the radical precursor will often have one weak bond that will break preferentially upon heating or laser excitation. For example, the X in the C₆H₅X precursor could be either nitrogen monoxide, NO, or iodine atom, I, both of which make a weak single-bond with carbon that is known to photodissociate following 266 nm laser excitation. For the unimolecular option, a precursor could also be chosen that exploits the weakness of one particular bond, or a conventional hydrocarbon, such as C₅H₁₂ shown in
Scheme 1-1 could simply be pyrolyzed at high enough temperatures to break C-H bonds. Also worth considering is that depending on how the PES is accessed and the conditions of the experiment (temperature, pressure and composition) there might be an excess of internal energy initially, which can facilitate unimolecular reactions via chemical activation.\textsuperscript{7}

Any products formed through unimolecular reactions (including isomerizations, \(\beta\)-scissions and dissociations) on the PES are considered primary products. For the \(\text{C}_9\text{H}_{11}\) PES, there are several feasible primary products, including styrene from \(\beta\)-scission of a methyl radical, \(\text{CH}_3\), and benzyl radical + ethene (\(\text{C}_2\text{H}_4\)) from a new unimolecular pathway described in section 4.2. If the \(\text{C}_9\text{H}_{11}\) PES is accessed via \(\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6\), then benzene (\(\text{C}_6\text{H}_6\)) and a \(\text{C}_3\text{H}_5\) isomer might also be considered primary products as they are directly formed from the reactants through hydrogen-abstraction. The overall kinetics of \(\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6\) can then be defined as the sum of all rate coefficients consuming \(\text{C}_6\text{H}_5\): \(k_{\text{Overall}} = k_{\text{Add}} + k_{\text{H-abs}}\). This is the effective rate coefficient that will be observed if only \(\text{C}_6\text{H}_5\) decay is monitored, as in the case of direct absorbance experiments.\textsuperscript{8}

Secondary reactions are bimolecular reactions between an isomer on the PES of interest and something else also present in the reactor. For example, one of the \(\text{C}_9\text{H}_{11}\) isomers could recombine with another radical, \(R\), such as \(\text{CH}_3\) or \(\text{X}\). Another kind of secondary reaction might be radical addition of a \(\text{C}_9\text{H}_{11}\) isomer to a closed-shell molecule present in excess, such as \(\text{C}_3\text{H}_6\). The secondary product formed would be another radical, which could then undergo a tertiary reaction, and so on. “Wall” reactions are really a catchall for unobserved loss processes, many of which might actually involve the reactor wall. Finally, side reactions don’t involve any of the isomers on the PES of interest, and nominally should not affect quantification of the primary product branching. For example: \(\text{CH}_3 + \text{X} \rightarrow \text{CH}_3\text{X}\).

Figure 1-1 shows the actual \(\text{C}_9\text{H}_{11}\) PES, calculated by Kislov et al.,\textsuperscript{9} to illustrate the complexity of a real PES. In reality, even this PES is not “complete”, but it does show most of the energetically favorable reactions relevant to \(\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6\).
Figure 1-1: Example of a potential energy surface (PES): C₉H₁₁. Taken from Kislov et al.⁹

As mentioned earlier, experiments aimed at primary product quantification of a particular PES can usually be grouped into a handful of categories, shown in Figure 1-2. Literature examples of each type of experiment are also provided, and are mostly taken from work published within the last ten years. Note that Figure 1-2 is not meant to be exhaustive in terms of the types of experiments listed or the literature examples given, nor does it consider combustion experiments aimed at measuring macroscopic properties (e.g., ignition delay, laminar flame speed, extinction strain rate). Rather, Figure 1-2 is meant to summarize some of the most common experimental techniques in use currently for quantifying products of a specific PES.
Fundamentally, every experiment that measures products from a chemical reaction consists of two parts: a reactor and a detector. As shown, there is a wide diversity of reactors employed throughout the literature, ranging from crossed molecular beams (CMB's) that simulate single-collision conditions, to pyrolysis reactors where each molecule experiences around a billion collisions per second. The type of reactor combined with the detection technique determines the time resolution for product detection, which is another important experimental variable. For example, if a laser flash photolysis (LFP) reactor is used with molecular beam mass spectrometry (MBMS) detection, time zero for reaction is well defined by the time of the laser flash, and mass spectra can be recorded in \(-10 \mu s\) intervals. In that case (LFP + MBMS) the time resolution is actually determined by the time scale of transport in the MB (\(-10-100 \mu s\)). In contrast, if LFP is used with GC/MS there is essentially no time resolution because running a
chromatogram requires ~10 minutes, during which time any reactive products will be converted to more stable forms. Nonetheless, useful information can be gained from LFP + GC/MS experiments, especially considering the isomer selectivity of GC, which is why end product analysis more generally is still used. Of course, there are many other experimental variables besides collision frequency and time resolution to consider, such as sensitivity, selectivity, T,P-range, etc, that would allow further subdivision of the experimental techniques listed in Figure 1-2. However, for the purpose of this discussion, which is to illustrate experimental trends in gas-phase kinetics research, the two variables chosen in Figure 1-2 are sufficient.

Three specific experimental techniques in Figure 1-2 have come to dominate the recent literature on product branching, and will be discussed in more detail: CMB + MS, Flash Pyrolysis + MBMS and LFP + MBMS. These three examples also make nice case studies, as each one has its own unique advantages and disadvantages.

Figure 1-3 shows a CMB “reactor” with quadrupole MS (QMS) detection. Briefly, two pulsed molecular beams with well-defined velocity profiles collide in a vacuum chamber. One beam might be photolytically generated C_6H_5, for example, and the other might be C_3H_6. The molecules in the intersecting beams undergo a single-collision with a partner, forming a radical adduct in some cases with a large excess of internal energy due to the exothermicity of the radical addition reaction. Because there are no further collisions after the first one (collisionless environment) the internal energy of the adduct can only be channeled into unimolecular rearrangement and decomposition. The bimolecular products are detected by QMS on a rotatable stage, such that for a given collision energy, E_{col}, QMS signal can be measured as a function of three variables: mass-to-charge ratio of the product’s cation (m/z), angle of the QMS (θ), and translational energy of the product (E_t, quantified by the flight-time of the cation). From this multivariate measurement, insights can be made into the relative product branching, the dynamics of the chemistry (e.g., did the adduct survive multiple rotational periods) and the energetics. Specifically, the heat of reaction, ΔH_{rxn}, for a particular bimolecular product channel can be calculated by an energy balance:

$$E_{T,max} = -\Delta H_{rxn} + E_{col}$$  \hspace{1cm} (1-1)

where E_{T,max} is the maximum translation energy observed for the product. In other words, the maximum translation energy that a given product can have is the sum of the exothermicity of the reaction and the collision energy. Being able to quantify ΔH_{rxn} allows for reasonable guesses of
the product’s isomeric identity to be made. For example, Kaiser et al. were able to conclude that indane was not the major \( C_6H_5 + C_3H_6 \) product at \( m/z=118 \) amu because the measured \( \Delta H_{\text{rxn}} \) was not nearly exothermic enough.\(^{13}\)

**Figure 1-3:** Schematic of a Crossed Molecular Beam (CMB) apparatus with quadrupole mass spectrometry (QMS) product detection. Taken from Gu et al.\(^{60}\)

There are two major advantages of CMB + MS over some of the other experimental techniques listed in Figure 1-2. First is the exquisite detail that can be obtained for a given PES, examples of which were provided in the preceding paragraph. The second is the lack of either secondary or wall reactions, owing to the collisionless environment. Therefore, one can be confident that all of the measured products are coming from the PES of interest. The main disadvantage is that measurements made with CMB, such as product branching fractions, cannot be directly applied to the thermalized conditions of most applications. Instead, the CMB results must first be rationalized by a theoretically calculated PES, which can then be used to extrapolate
the CMB findings to a thermal environment. Of course, relying on theoretical calculations introduces additional uncertainty to any subsequent thermal prediction. The other disadvantage is that it may not be possible to observe all of the major primary products with CMB + MS. For example, none of the three CMB experiments looking at C₆H₅ + C₃H₆ were able to observe C₆H₆ from H-abstraction, even though it should be a major product, because of overlap with the ¹³C isotopologue of scattered C₆H₅.¹⁸ Another reason that a product might not be observed is sensitivity, even if that product accounts for up to 10% of the branching.¹¹ As will be shown in section 4.2, it is likely that an important product of C₆H₅ + C₃H₆ was missed by all three CMB experiments due to the latter issue.

The second experimental technique for product quantification that has come to prominence is at the opposite collision frequency extreme as CMB: flash pyrolysis + MBMS (Figure 1-4). In fact, the two techniques are often regarded as complementary, such that theoretical calculations are often validated at both extremes.⁶¹ As shown, the flash pyrolysis reactor is a short silicon carbide flow reactor (either pulsed or continuous depending on downstream pumping capacity) that can be heated up to 1700 K with pressures ~100 Torr and very short residence times of ~10-100 µs (hence they are often referred to as microreactors). The effluent of the reactor is directly sampled for MBMS detection of products. Although only MBMS detection is shown in Figure 1-4, other detection techniques have also been coupled with flash pyrolysis that allow more isomeric specificity to product measurements, such as matrix infrared (IR)³⁶ or IR/UV ion dip spectroscopy.³⁹-⁴⁰
Fuel (+ M) → products

mass flow controller delivers ≤ 0.1 % fuel entrained in He carrier gas to CW reactor
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Figure 1-4: Schematic of flash pyrolysis reactor with molecular beam mass spectrometry (MBMS) product detection. Taken from Guan et al.62

The advantage of flash pyrolysis, and of pyrolysis generally, is that it can more closely mimic the real conditions of combustion (high T and P) especially compared to CMB experiments. Unlike regular pyrolysis, however, flash pyrolysis offers a unique advantage in that the short residence time should make primary product detection possible before secondary and higher generation reactions become important. The main disadvantage is that the complicated flow, temperature and pressure profiles inside of the microreactor make it difficult to extract quantitative kinetic and product branching measurements to compare against predictions. Instead, flash pyrolysis is mostly useful for qualitative insights currently, such as what are the major products of C₆H₅ + C₃H₆ at ~1200 K and ~300 Torr and what isomers dominate,31 rather than exactly how much of each is made. However, efforts are being made to build models for flash pyrolysis,62 so as to enable quantitative comparisons with theory.36 Another disadvantage is the lack of time-resolution, as indicated by Figure 1-2, which is common among all pyrolysis reactors. This is due to the lack of a clearly defined time zero for reaction, in contrast to an LFP reactor or shock tube where t=0 corresponds to the photolysis flash and shock, respectively.
Instead, pyrolysis reactors have a residence time, \( \tau \), that can be adjusted, but given the aforementioned complexities of transport in the microreactor, adjusting the residence time will only add another dimension to the problem. In other words, the T,P conditions at one \( \tau \) will not be the same as another \( \tau \), even if everything else is kept fixed. Finally, secondary reactions do still occur in a flash pyrolysis reactor, even if they are less than in regular pyrolysis, and can become important depending on the reactor conditions. Returning to the example of \( \text{C}_6\text{H}_5 + \text{C}_3\text{H}_6 \), flash pyrolysis + MBMS experiments were also unable to observe either benzene from H-abstraction or benzyl radical/\( \text{C}_2\text{H}_4 \) from the new pathway, likely due to secondary reactions.

The last common technique for product branching quantification is somewhat of a compromise between CMB and flash pyrolysis: LFP + MBMS. Figure 1-5 shows the original apparatus of Slagle and Gutman that popularized this technique. A laser flashes the otherwise inert contents of a flow reactor, such that a weak bond in a chemical precursor breaks (the C-I bond in iodobenzene, \( \text{C}_6\text{H}_5\text{I} \), for example) forming a reactive radical (\( \text{C}_6\text{H}_5 \)) and a (hopefully) less-reactive co-product (I atom). The laser flash defines \( t=0 \), and the evolution of the gas mixture is monitored relative to that point by time-resolved MBMS.
Unlike either CMB or flash pyrolysis, not only does LFP + MBMS have time-resolution, it offers high time-resolution down to $\sim$10-100 $\mu$s at which point transport of the MB becomes rate-limiting.\textsuperscript{64-65} This is useful for discerning primary products from secondary products from tertiary products, etc, based on their respective growth time scales. Furthermore, instead of only measuring product branching, LFP + MBMS has sufficient time resolution to accurately measure kinetics (time-dependence) as well, which has been utilized throughout the literature. The contents of the LFP reactor are also thermalized, which makes it easier to connect laboratory measurements with applications, although theoretical calculations are still generally needed. It should be noted, that although historically the collision frequency in LFP reactors has been $\sim$2 orders of magnitude lower than pyrolysis reactors (as indicated in Figure 1-2) due to pumping requirements and inhomogeneous initial radical concentrations following photolysis, this is not a fundamental limitation. For example, Krasnoperov and co-workers have repeatedly used LFP up to 1 atm (using absorbance for detection) by carefully maintaining a uniform photolysis beam.
profile (±7% radial intensity). Another example of using LFP at high collision frequency (high P) is with on-axis MBMS, where pressures up to ~3 atm were explored. The final advantage of LFP is that the reactor has a well-defined T and P, unlike in flash-pyrolysis. There are two major disadvantages. The first is that LFP is not immune to side, secondary and wall reactions. In fact, as will be most clearly demonstrated for the \(C_6H_5 + C_3H_6\) system in section 4.2, the presence of a photolytic co-product, X (I atom for example), can make secondary reactions even more important than they would be in a flash pyrolysis reactor with only hydrocarbons. Second, LFP is limited to temperatures \(<-1000\text{ K}\), because above that point photolytic precursors with intrinsically weak bonds will start to thermally dissociate, at which point the LFP reactor begins to resemble a flow pyrolysis reactor.

As can be surmised from this brief overview of the literature, none of the common experimental techniques for product branching quantification is perfect, but as a suite of techniques they offer a stringent litmus test for any theoretical predictions. Using \(C_6H_5 + C_3H_6\) as a chemically-interesting test system (section 4.2), this thesis demonstrates the additional knowledge that can be gained by applying LFP + MBMS to a system that has already been studied extensively by both CMB and flash pyrolysis experiments, as well as theory.

Although the discussion so far has focused solely on product branching, measurements of overall kinetics are also still needed in some cases. For example, when a new reactive intermediate with unknown kinetics is discovered, as discussed in Chapter 3 for the atmospherically important Criegee Intermediate, or when theoretical kinetics predictions are in dispute, as discussed in section 4.1 for vinyl radical + 1,3-butadiene.

Finally, Chapter 5 will demonstrate how the detailed chemical knowledge gained either from experiments or predictions can be applied to applications via RMG. The application that will be discussed is natural gas high temperature pyrolysis for production of C2 commodity chemicals.

Before delving into the detailed chemistry that comprises the core of this thesis, however, the experimental apparatus used throughout must first be described, which is done in the following chapter.
Chapter 2

Improvements to LAS and PI TOF-MS

Experimental Apparatus

2.1 Overview of Apparatus

The experimental apparatus used in this work combines laser flash photolysis (LFP) for radical generation, laser absorbance spectrometry (LAS) for fast kinetics measurements, and time-resolved photoionization (PI) time-of-flight mass spectrometry (TOF-MS) for quantitative product branching measurements. The LAS and time-resolved PI TOF-MS portions of the apparatus were designed, built, characterized and tested mostly by Dr. Huzeifa Ismail and Dr. Joshua Middaugh, respectively, and are described in detail in their theses.67 68 Most of what they describe still applies, thus only a brief overview of the apparatus is provided in this section. Later sections will describe in detail the improvements made to the apparatus as part of my thesis work. The final section of this chapter will summarize the characterization of the modified apparatus.

Figure 2-1 to Figure 2-3 show the apparatus from different angles and cross-sectional views. The apparatus consists of a “bow-tie-shaped” custom quartz flow reactor housed in a custom vacuum chamber (Figure 2-2). The reactor is ~1 m long (99.0 cm) and has a 1.6 cm ID (2.5 mm wall thickness) in its central 40 cm and a 3.6 cm ID (2.0 mm wall thickness) everywhere else. The narrow ID at the center of the reactor is matched by the diameter of the photolysis laser used to generate radicals. As a result, radial diffusion of photolytically-generated radicals and subsequent products is eliminated as a loss process in the center of the reactor where sampling for TOF-MS occurs. The larger diameter at the edges of the reactor is necessary to accommodate the Herriott cell for LAS.69-71 The reactor shown in Figure 2-2 is different than the ones used by either Ismail or Middaugh, both in terms of construction material and geometry, and the reasons for these changes are discussed in detail in section 2.2.2
Figure 2-1: 3-D isometric view of LAS and PI TOF-MS apparatus. Photolysis beam is shown in pink, probe beam is green and 355 nm beam used to generate VUV is purple. Courtesy of Dr. Joshua Middaugh.
Figure 2-2: Front cross-sectional view of LAS and PI TOF-MS apparatus, showing reaction cell.

Figure 2-3: Side cross-sectional view of LAS and PI TOF-MS apparatus, showing VUV generation.
Gases are mixed upstream and pumped through the reactor by a roots blower. Pressure is controlled in the reactor by throttling a butterfly valve at the exit. The contents of the flow reactor are coaxially flashed by a collimated laser beam (usually either the fourth, 266 nm, or third, 355 nm, harmonic frequency of an Nd:YAG laser) at a set repetition rate (usually 1 Hz). The total gas flow through the reactor is set such that one flash per refresh (FPR) conditions are maintained. The photolysis beam is expanded by a set of telescoping lenses, and clipped by an adjustable iris to the same diameter as the narrow section of the reactor (16 mm). This approach to setting the photolysis beam diameter (expand and then clip) is intended to reduce radial inhomogeneities at the edges of the beam. A “funnel-shaped” pinhole, similar to that used by Wyatt et al.,\textsuperscript{72} is drilled in the center of the reactor with a 275 μm diameter at the narrowest point. A small portion of the reactor contents are sampled through the pinhole, and the center of the resulting gas expansion is skimmed by a Beam Dynamics skimmer (Model 16.3, 1.0 mm orifice diameter), forming a molecular beam. After traversing ~50 mm, the molecular beam intersects with a focused 118 nm (10.5 eV) vacuum ultraviolet (VUV) laser beam (ninth harmonic frequency of an Nd:YAG laser) inducing PI. The VUV generation setup is shown in Figure 2-3. Cations formed in the ionization region are accelerated, focused, and guided to the detector of the Kore TOF-MS (ETP electron multiplier, model AF824) by a set of ion optics. Residual 355 nm radiation from VUV generation is dispersed by an off-axis MgF\textsubscript{2} lens and beam dumped in order to prevent undesired multi-photon or light-induced electron ionization. This improvement to the VUV generation setup is discussed in detail in section 2.2.1

The reactor is heated by nichrome ribbon wire in two zones. First, there is a 5 cm pre-heat zone slightly upstream of where the Herriott cell and photolysis laser overlap (referred to as the Herriott Cell Overlap region) that rapidly brings the room temperature flowing gas mixture to the desired temperature. Then there is a reaction zone that maintains the gas at near isothermal conditions for almost the entire remaining length of the reactor (up to the last 20 cm). The temperature of the gas leaving each zone is measured by a thermocouple inside the reactor and out of the path of the photolysis laser and Herriott cell. The thermocouple reading is used to control the power provided to each heated zone. Using this scheme, the temperature in the central 0.6 m corresponding to the Herriott Cell Overlap region only varies up to ±3% (2 standard deviations) of the full scale (Figure 2-4). The variance is even less for the 0.2 m region upstream of the reactor center, where products are sampled for TOF-MS (referred to as the MS
Sampling region. Temperature profiles were measured for nominal temperatures of 300-800 K, and 10-50 Torr of flowing helium with a 1 s residence time from gas inlet to outlet. All of the measured profiles were of similar quality as those in Figure 2-4.

Figure 2-4: Representative axial centerline temperature profiles.

The current accessible T,P-range of this apparatus is 300-800 K and 1-50 Torr. The lower bound for T is set by room temperature (no controlled cooling capability yet) and for P the lower bound is set by the accuracy of the pressure gauge controlling the butterfly valve. Of course, a different P-gauge could be used with a lower range, so the real limit is set by the density of gas needed to observe the chemistry of interest. The high-T and high-P limits are closely related, as they are currently set by the maximum power output of the short pre-heater before it burns out. Both upper bounds have additional constraints as well. For T, many of the chemical precursors
that will photodissociate at 266 or 355 nm such as iodobenzene, C₆H₅I, will also start to thermally dissociate significantly on a 1 s time scale (residence time of reactor) as T approaches 1000 K. For P, as discussed by Osborn et al., less than 10 Torr is desirable to allow fast (<1 ms) radial diffusion to “smooth out” any non-uniformity in photolytically-generated radical concentration due to a non-uniform beam profile. However, this is mainly a concern if kinetics (i.e., time-dependence) are to be measured by time-resolved MS, in which case transport delays (including diffusion to the MS sampling region within the reactor) can and should be minimized to 10-100 µs. In our case, however, kinetics are measured by LAS, which does not require any physical sampling of the reactive mixture (hence no transport delays) and which is also mostly insensitive to local concentration variations under pseudo-first-order conditions. Therefore, as long as the primary reaction products can be clearly resolved by TOF-MS before secondary reactions take over, a lower time resolution is acceptable, allowing both LAS and PI TOF-MS measurements up to 50 Torr in the current apparatus.

The Herrriott cell consists of a UV/visible probe laser beam that passes through the photolyzed region of the reactor ~40 times by reflecting between a pair of mirrors on opposite sides of the reactor. The overall overlap pathlength between the Herrriott cell and the photolyzed region is typically ~30 m. The probe beam is currently generated by a Spectra Physics Tsunami Ti:Sapphire laser (pumped by a Millennia Xs diode laser) with a GWU doubler/tripler module. Using this laser combination, reactive species have been probed at 375 nm (simplest Criegee intermediate⁷⁴-⁷⁶), 408.4 nm (allyl radical), 423.2 nm (vinyl radical⁷⁷), 447.7 nm (benzyl radical) and 505.3 nm (phenyl radical). The reference and signal intensity, I₀ and I, of the probe beam are measured at the entrance and exit of the reactor by a pair of Thorlabs DET110 Silicon detectors and subtracted from one another to achieve a large reduction in noise. Absorbance is calculated by the Beer-Lambert law, which is proportional to the concentration of the reactive species being probed (or mixture of species).

A fourth laser (New Focus Vortex TLB-6025 CW diode laser) outputs a beam centered at 1315.28 nm to quantitatively probe iodine (I) atom by its ⁵P₃/₂ → ⁵P₁/₂ hyperfine transitions. This is useful for quantifying initial radical concentrations when an iodinated photolytic precursor is used, such as diiodomethane (CH₂I₂), vinyl iodide (C₂H₃I) or iodobenzene (C₆H₅I). The “I atom laser” beam passes through slits in the Herrriott mirrors, counter to the probe laser, in
a single pass (~70 cm overlap with photolyzed region) and is focused on a Thorlabs DET10C InGaAs detector.

Absorbance traces (both from UV/visible probe and I atom lasers) are measured and averaged using a 1 GHz oscilloscope (Lecroy 6100A Waverunner), while mass spectra are measured and averaged using a 2.5 GHz oscilloscope (Tektronix DPO7254). Both oscilloscopes are triggered by a photodiode signal: for absorbance the trigger is the photolysis flash defining $t=0$ for reaction, and for mass spectra the trigger is the VUV PI laser flash defining $t=0$ for flight time in the TOF-MS. The timing of the experiment (firing of pulsed lasers) is controlled by a BNC 575 digital delay generator, which is used to scan the delay time between the photolysis and PI laser flashes. The entire experiment, including the temperature and pressure of the reaction cell, gas flows, timing and data acquisition/storage, is controlled by a custom LabView program. The data recorded is further analyzed by a custom MATLAB program that can automatically integrate MS peak areas at specified m/z’s, and fit absorbance traces to common kinetic models such as pseudo-first-order and second-order decays.

### 2.2 Improvements to Apparatus

Two major improvements were made to the LAS and PI TOF-MS apparatus over the course of this thesis work: dissociative ionization in the TOF-MS was minimized by modifying the VUV generation setup, and the reactor material/geometry was changed for a number of reasons. Both improvements are discussed in the following two sections.

#### 2.2.1 Minimizing Dissociative Ionization

Dissociative ionization, also referred to as fragmentation, is an unavoidable feature of MS detection. If a pure sample is being analyzed, fragmentation is desirable because it provides a unique fingerprint of the molecule with isomeric detail. For a mixture of chemical species, however, overlapping fragmentation patterns are difficult to disentangle and it is preferable for each species to produce one signal at their respective parent m/z. This is especially true for a mixture that is evolving with time, such as in a post-flash photolysis reactor, which is why “soft” photoionization (PI) is the ionization method of choice for time-resolved TOF-MS.\(^4,79-82\) The PI source used in our TOF-MS, as well as in many others, is the ninth harmonic frequency of a 1064 nm Nd:YAG laser, which generates 118.2 nm (10.487 eV) radiation, abbreviated as 118 nm (and 10.5 eV).\(^83\) While providing an intense and convenient source of vacuum ultraviolet (VUV)
radiation suitable for ionizing most organic molecules, the overall “up-conversion” of 1064 to 118 nm light is a very inefficient process and the wasted light must be dealt with in some way.

In the first step of the overall VUV-generation process, 1064 nm is frequency tripled to 355 nm in a solid crystal and the two wavelengths are separated by a set of coated dichroic mirrors such that the excess 1064 nm radiation can be beam-dumped inside of the laser housing. In the second step, 355 nm is frequency tripled to 118 nm in a mixture of xenon (Xe) and argon (Ar) gas under vacuum with an efficiency of ~0.0001%. Various research groups have taken different approaches to handling the residual UV radiation: simply allow it to pass into the ionization region with the VUV and accept the consequences,86 use a “waveguide” to direct the VUV to the ionization region while simultaneously attenuating the UV,82 or separate the wavelengths with a grating87 or some kind of prism.88 89 We have undertaken three of these approaches at different times (ignoring, waveguide and prism) and the results are discussed below.

Figure 2-5 shows results from a ray tracing simulation for both the 355 and 118 nm radiation during VUV generation if both wavelengths are permitted into the ionization region unperturbed (no waveguide or prism). The simulations were conducted using custom MATLAB scripts assuming:

1. Geometrical optics (diffraction not considered) because both wavelengths are much smaller than any physical feature of the system.
2. Paraxial approximation (refraction angles are small).
3. Perfectly thin lenses (thickness ignored).
4. Cylindrical symmetry (input 355 nm beam is perfectly aligned with optical system).

The 355 nm beam is focused close to the center of the Xe/Ar mixture (referred to as the Xe cell) by a UV fused SiO2 lens where frequency tripling to 118 nm occurs. Both beams are then focused by an MgF2 lens (suitable for VUV wavelengths), but due to their markedly different indices of refraction in MgF290 the 118 nm beam is focused close to ionization region of the TOF-MS, whereas the 355 nm beam is focused much further away. In these simulations, the input 355 beam is assumed to have a “flat-top” intensity profile, although a Gaussian profile was also considered and gave similar results.
Figure 2-5: Ray tracing simulation results for VUV generation without a waveguide.

The blue mass spectra in Figure 2-6 demonstrate the two main issues that arise when nothing is done to attenuate, divert or dump the residual 355 nm radiation, as in the simulation of Figure 2-5. The first is that species with ionization energies (IE's) above 10.5 eV are observed in the MS. This is most clearly observed for helium, which is present in high concentration in the reactor as a bath gas but has an IE of 24.6 eV. The second issue is unexpected fragmentation, such as C₂H₃I fragmenting to C₂H₃⁺, which has an appearance energy (AE) of 11.3 eV. Evidence of excessive fragmentation is also observed in the mass spectrum of the calibration gas mixture, which should only have peaks at nine m/z's corresponding to the parent masses of the nine species in the mixture (labelled in Figure 2-6). Many unidentified smaller peaks are clustered around the C₂ (27-30 amu), C₃ (39-43) and C₄ (50-58) m/z's, indicative of fragmentation of larger species. Fragmentation is particularly problematic if time-resolved mass spectra are desired. For example, C₂H₃I is a common photolytic precursor of vinyl radical, C₂H₃, that has frequently been utilized by this lab for LAS experiments. However, its prospects as a photolytic precursor in time-resolved PI TOF-MS experiments are greatly diminished if it
always fragments substantially to C$_2$H$_3$, thereby obscuring any small, transient signals at the same m/z due to C$_2$H$_3$ chemistry. Based on the simulations of Figure 2-5, the large excess of 355 nm radiation in the ionization region is the prime suspect for both issues, either due to multiphoton ionization (MPI)\textsuperscript{97} or light-induced electron impact ionization (LEI)\textsuperscript{89} In either case, it was concluded that for our application it is not sufficient to simply allow the UV radiation through.

\textit{Figure 2-6:} Mass spectra of calibration gas (top) and vinyl iodide, C$_2$H$_3$I (bottom), with and without a waveguide for the PI laser.
The first approach taken to reducing the overall UV radiation in the ionization region was to couple the immediate output of the MgF₂ lens with a hollow, glass “waveguide” that terminates near the ionization region. This design was taken from Blitz et al., where unexpected ionization of He was also observed initially. Figure 2-6 shows mass spectra recorded with the waveguide, wherein He⁺ was eliminated but excessive fragmentation of both the calibration gas and C₂H₃I persisted (also analogous to what was observed by Blitz et al.). In order to gain further insight, Figure 2-7 shows the results of a ray-tracing simulation for VUV generation with a waveguide. The overall power in the ionization region, P_out, of both the 355 and 118 nm radiation are attenuated by absorbance of the waveguide glass (by factors of ~2 x for 355 nm and ~4 x for 118 nm), while the intensity of both wavelengths at the same axial point is predicted to sharpen (compared to the case without a waveguide, Figure 2-5). While it is expected that the waveguide will lower P_out, the second prediction is an artifact of the assumption of perfectly cylindrical symmetry (assumption #4 in the list above). If He ionization is a multi-photon process that requires x 355 nm photons, then the rate of He (non-resonant) MPI will depend on the intensity of 355 nm radiation, I₃⁵⁵, to the x power (MPI ∝ I₃⁵⁵^x). In contrast, the desired 118 nm single photon ionization (SPI) will depend linearly on I₁₁⁸. Therefore, the attenuation of 118 nm power by the waveguide will result in a linear decrease in SPI, whereas the attenuation of 355 nm will result in a superlinear decrease in MPI (and possibly the elimination of observable He⁺). Attenuating 355 nm P_out will also reduce He ionization by LEI, wherein electrons are ejected by the photoelectric effect via 355 nm photons striking the metal walls and are subsequently accelerated by the ion optics. While this experimental and simulation exercise was illuminating in that it highlighted the importance of the residual UV radiation, it did not solve the main issue of excessive fragmentation. Furthermore, parameters of the waveguide (e.g., diameter, shape, material) could be optimized to attenuate more 355 nm without sacrificing 118 nm P_out, but fundamentally there will always be some residual UV in the ionization region if a waveguide is used. Therefore a fundamentally different approach was sought and implemented.
Before moving on, another interesting aspect of the waveguide design is worth mentioning: while the 355 nm radiation undergoes total internal reflection (TIR) inside of the glass where the index of refraction, \( n \), is higher compared to vacuum, 118 nm TIR occurs inside the hollow vacuum core of the waveguide due to \( n \) being less than one for VUV wavelengths in glass. This property of VUV radiation has previously been utilized for fiber optic applications, and could perhaps be utilized in future applications to focus the divergent output of atomic resonance lamps.

If leftover 355 nm radiation is the fundamental problem, as the previous results suggest, then the logical solution is to prevent it from ever reaching the ionization region. This can be accomplished by dispersing the two wavelengths and selectively permitting one into the ionization region. The dispersal can be accomplished with a grating, a prism or an off-axis lens. The latter, elegant solution, adapted from Tonokura et al., was used here and is summarized by the ray-tracing simulation in Figure 2-8 and the CAD drawing in Figure 2-9. In this design the MgF\(_2\) lens both focuses the VUV in the ionization region and acts as a prism to separate the residual UV. After propagating a distance past the MgF\(_2\) lens that is sufficient for...
the two beams to completely separate ($l_2$), the VUV is aligned so as to pass through a small pinhole into the ionization region, while the UV is not and is blocked as a result. The dimensions in Figure 2-8 were roughly optimized for our apparatus considering the two goals (focusing of 118 in ionization region and blocking of 355) and constraints imposed by the stock vacuum parts and optics available. Figure 2-9 shows the physical VUV generation setup that was eventually used.

**Figure 2-8:** Ray tracing simulation results for VUV generation using MgF$_2$ lens as a prism to separate 355 and 118 nm radiation. All lengths are in cm.

**Figure 2-9:** Top cross-sectional view of VUV generation using MgF$_2$ lens as a prism to separate 355 and 118 nm radiation.
As expected, once 355 nm radiation was eliminated from the ionization region, all irregular cation signals disappeared from the TOF-MS (Figure 2-10): He⁺, C2, C3 and C4 fragments of the calibration gas, and C₂H₃⁺ from C₂H₃I fragmentation. The lack of a giant C₂H₃⁺ fragment allowed transient C₂H₃ to be observed with TOF-MS following C₂H₃I photodissociation. Similarly, it also became possible to measure transient C₆H₅ (phenyl radical) from C₆H₅I (iodobenzene) photodissociation with time-resolved PI TOF-MS, which was previously impossible due to fragmentation. More generally, the reduction in fragmentation greatly “cleaned up” the mass spectra, regardless of what was being sampled from the reactor. This was essential for interpreting the chemistry occurring during flash photolysis, which turned out to be more complicated than we initially assumed (e.g., wall catalysis and secondary reactions with I atom), as discussed in detail in section 4.2.
Figure 2-10: Mass spectra of calibration gas (top) and vinyl iodide, C₂H₅I (bottom), with and without residual 355 nm radiation in the photoionization region.

The following design equations can be used in lieu of a ray-tracing simulation (Figure 2-8) should modification or adaptation of the VUV generation setup be needed in the future:

\[
f_{i,\lambda} = \frac{R_i}{n_{i,\lambda}^{l-1}} \tag{2-1}\]

\[
f_{PI} = f_{2,118} \left( \frac{f_{\lambda,355} - l_1}{f_{\lambda,355} + f_{2,118} - l_1} \right) \tag{2-2}\]
Many of the variables in Eq. 2-1 to 2-5 are shown pictorially in Figure 2-8. Equation 2-1 is the generic formula for calculating the focal length, \( f_{i,\lambda} \), of a given lens \( i \), at a wavelength \( \lambda \), provided the lens’s radius of curvature, \( R_i \), and the index of refraction of \( \lambda \) in the lens material, \( n_{i,\lambda} \). For the optical setup used here, there are only two lenses: the UV fused SiO\(_2\) lens for focusing 355 nm in the Xe cell (\( i=1 \)), and the MgF\(_2\) lens used for focusing 118 nm in the ionization region and dispersing residual 355 nm to the wall (\( i=2 \)). Equation 2-2 can be used to calculate the focus of the 118 nm beam, \( f_{p,\text{pr}} \), relative to the MgF\(_2\) lens, where \( l_1 \) is the distance between lens 1 and 2. Equation 2-3 gives the angle of the Xe cell relative to the normal of the apparatus, \( \theta \), such that for a given radial shift of the 118/355 nm beam from the centerline axis of the MgF\(_2\) lens, \( \Delta x_2 \), the VUV beam will still be on-axis with the ionization region. Equation 2-4 gives the axial distance after which the 118 and 355 nm beams are perfectly separated, \( l_2 \), relative to the MgF\(_2\) lens, where \( r_in \) is the initial radius of the 355 nm beam before it is focused by lens 1. Finally, Eq. 2-5 gives the diameter of the pinhole at \( l_2 \) that will allow all of the 118 nm radiation to escape, \( d_{\text{pinhole}} \).

As an example of how they can be used, Eq. 2-1 to 2-5 are applied to the current setup. The focal length of the UV lens, and the distance between it and the MgF\(_2\) lens should be chosen to maximize frequency tripling of the 355 nm beam. In our case, \( f_{1,355} = 21.6 \text{ cm} \) (\( R_1 = 10.3 \text{ cm} \), CVI Laser Optics PN: PLCX-25.4-64.4-UV-355) and \( l_1 = 43 \text{ cm} \) were empirically found to maximize VUV generation. In other words, the 355 nm beam is focused roughly in the center of a long Xe cell. A suitable MgF\(_2\) lens should then be chosen that will roughly focus the VUV in the photoionization region and allow sufficient 118/355 nm separation. In our case, a Thorlabs LA6007 MgF\(_2\) lens with \( R_2 = 7.54 \text{ cm} \) was used. Based on the different \( n_{i,\lambda} \) for \( \lambda = 118 \) and 355 nm (1.66 and 1.39, respectively\(^9\)) \( f_{2,118} = 11.4 \) and \( f_{2,355} = 19.3 \text{ cm} \), and according to Eq. 2-2 \( f_{p,\text{pr}} = 24.5 \text{ cm} \). \( \Delta x_2 \) should be as large as possible to maximize 118/355 nm separation. In our case, \( \Delta x_2 = 0.5 \text{ cm} \) such that the off-axis 355/118 beam is still entirely within the 1.25 cm radius of the
MgF$_2$ lens. The necessary angular shift of the entire Xe cell assembly can then be calculated by Eq. 2-3 as 2.5°. For the actual set-up, there is a flexible bellows between the MgF$_2$ lens and the rest of the vacuum chamber that allows θ to be easily adjusted (Figure 2-9). Finally, the axial position of the pinhole relative to the MgF$_2$ lens and its diameter can be calculated by Eq. 2-4 and 2-5. For our case $r_m = 0.3$ cm, therefore $l_2 = 18.9$ cm and $d_{\text{pinhole}} = 0.14$ cm. These values don’t exactly match the dimensions in Figure 2-8 because other considerations were made in the ray-tracing simulations (i.e., what vacuum parts were available). The equations above also don’t consider the thickness of the MgF$_2$ lens (thin lens approximation), while the ray-tracing simulations did with negligible effect.

### 2.2.2 Compact Quartz Reactor

Figure 2-11 shows the “compact quartz reactor” that was designed, installed, characterized and tested in this work. As suggested by its name, this reactor is both smaller (1.6-3.6 cm ID) and constructed of a different material (quartz) than the previous reactor. In particular, the previous reactor was essentially a ~6 cm ID stainless steel tube with a pinhole-tipped cone protruding into the photolyzed region through which gases were sampled for PI TOF-MS. Both reactors have the same length (~1 m) because the same vacuum chamber with fixed dimensions was used to house both (Figure 2-2). The main motivation for changing the reactor material was to minimize catalysis of undesired reactions by the walls, which was only discovered after the TOF-MS was rid of excessive fragmentation as described in the previous section. The motivation for tightening the ID was to eliminate radial diffusion as a loss process in the MS Sampling region, so as to extend the longest chemical time scale that could be probed reliably with PI TOF-MS.
Figure 2-11: 3-D isometric view of compact quartz reactor with dimension.

Figure 2-12 provides two examples of wall catalysis in the compact quartz reactor from the same experiment. Following iodobenzene (C₆H₅I) photodissociation both phenyl radical (C₆H₅, m/z=77 amu) and I atom (127 amu) are promptly formed as expected. Unexpectedly, benzene (C₆H₆, 78 amu) is also formed promptly, and HI (128 amu) is formed gradually. The appearance of C₆H₆ and HI is surprising because it suggests both C₆H₅ and I are taking hydrogens, H, from somewhere, but in the gas-phase the only sources of H are C₆H₅I and C₆H₅ itself. Control experiments with varying [C₆H₅I] and [C₆H₅] verified that neither of these species is providing H to C₆H₅ or I. The same conclusion can be drawn by comparing the growth time scales of biphenyl (C₆H₅-C₆H₅, 154 amu) and C₆H₆ in Figure 2-12. Biphenyl appears on the same time scale as C₆H₅ is decaying (characteristic time ~10 ms), consistent with gas-phase recombination of C₆H₅. If C₆H₆ were also forming in the gas-phase through some direct reaction involving C₆H₅, then it should also appear on the same ~10 ms time scale, which it clearly does not. Although HI does appear to form at the same rate that I atom is decaying, the source of H is still mystifying.
Figure 2-12: Examples of wall catalysis in compact quartz reactor following iodobenzene photodissociation: prompt benzene (78 amu) formation (left) and gradual HI (128 amu) formation (right). Refer to section 4.2 for complete experimental details.

If H is not coming from the gas phase, then it must be from an outside source, namely the walls. For example, H-atoms that are generated from gas-phase chemistry following photolysis might adsorb on and eventually saturate the walls (denoted H-wall). C₆H₅ that is formed in the gas-phase could then quickly abstract one of these weakly wall-bound H's via Eley-Rideal heterogeneous kinetics: C₆H₅(g) + H-wall → C₆H₆. This kind of H-abstraction reaction on a surface has been observed previously between gas-phase fluorine atom, F, and deuterium, D, adsorbed on various surfaces, including quartz.¹⁰²

From a bond-energy perspective, the ideal reactor surface would have only strong R-F bonds exposed, where R could be carbon, C, or silicon, Si. For example, halocarbon wax, which contains a mixture of C-F and C-Chlorine bonds, is commonly used to coat the inner surfaces of photolysis reactors for low-T kinetic studies.⁸¹ More commonly, Teflon, or polytetrafluoroethylene (PTFE), has become a household name over the last century because of its “non-stick” (low reactivity) property. Unfortunately, neither halocarbon wax nor Teflon are suitable for the highest temperatures of interest in this work (800 K), therefore quartz is still the standard reactor material in the field of high-temperature gas-phase kinetics. In particular, the use of boric-acid treated quartz, which has an inert layer of boron oxide, B₂O₃, was first proposed by Krasnoperov et al.¹⁰³ and has been successfully applied to many other high temperature kinetic studies since then. However, the MS time profiles shown in Figure 2-12 were
obtained using a boric-acid treated quartz reactor, which was clearly not sufficient to reduce wall catalysis below the detection limit.

The extent of wall catalysis (quantified by the ratio of maximum C₆H₆ to C₆H₅, which is ~1:1 in Figure 2-12) observed in the compact quartz reactor is about the same as what was observed in the previous stainless steel reactor, suggesting that perhaps it is not the actual reactor walls that are catalyzing H-abstractions, but whatever has accumulated on them over the course of experiments. Given that the inner walls of the quartz reactor exhibit a yellow/brown tint even after only a few flash photolysis experiments with phenyl radical (~10k flashes total), it seems likely that heavy aromatic or iodinated molecules are condensing on the surface, which could certainly have consequences for the gas-phase chemistry of interest. If this is the case, lower radical concentrations could be used to keep the reactor clean for longer, but as shown in the following section we are already operating at the optimal initial radical concentration of ~10¹² cm⁻³. Lowering the radical concentration further would bring both the LAS and PI TOF-MS measurements close to their respective detection limits, especially if a heavy excess reagent such as propene, C₃H₆, is also present in high concentration.

As shown later using C₆H₅ + C₃H₆ as an example (section 4.2) the most practical approach to extracting reliable product branching information from the time-resolved PI TOF-MS experiments, even with wall catalysis, is through control experiments. Specifically, if enough excess reagent is added (C₃H₆ in the example) C₆H₅ will react faster in the gas-phase than it can abstract an H from the walls. By varying [C₃H₆] we can verify that this limit has been reached. Of course, the radical products of C₆H₅ + C₃H₆ might also undergo wall catalysis, thereby confusing the product distribution further. For example, the radical adduct of C₆H₅ + C₃H₆ might also abstract an H from the wall to make propylbenzene. This kind of secondary wall effect can also be accounted for with control experiments, specifically at higher temperatures, the radical adduct will unimolecularly isomerize and decompose faster than it can react on the walls.

Because a lot of the chemistry of interest to us is inherently “dirty” (e.g., molecular weight growth to PAH), accumulation of heavy products in the reactor and subsequent wall catalysis is an inevitable consequence of using flash photolysis with an intrusive detection technique such as time-resolved PI TOF-MS. This would explain the proliferation of recent literature on molecular weight growth chemistry under single-collision conditions (no walls), or qualitative end-product analysis (no time dimension) of a high-temperature reactor.
Conversely, other than the work of Park and Lin, there is a dearth of thermalized flash photolysis experiments with time-resolved product detection studying the same chemistry. Nonetheless, there are advantages to conducting such experiments, as will be demonstrated for \( \text{C}_6\text{H}_5 + \text{C}_3\text{H}_6 \), if one is willing to wade through the associated challenges (e.g., wall catalysis).

As a final note regarding wall catalysis, although the \( \text{C}_6\text{H}_6: \text{C}_6\text{H}_5 \) ratio in Figure 2-12 is not significantly better than what was obtained in the previous stainless steel reactor, it could be demonstrably worse. Specifically, it was observed that with a constricted sampling pinhole (essentially a 300 \( \mu \)m tube through the 2.5 mm thick quartz reactor wall) \( \text{C}_6\text{H}_6: \text{C}_6\text{H}_5 \) was as high as \( \sim 10:1 \), depending on the reactor pressure, due to wall catalysis within the long and narrow pinhole. This situation was remedied, and the ratio brought down to the more manageable 1:1 seen in Figure 2-12 by adopting the “funnel-shaped” pinhole geometry of Wyatt et al. and Park and Lin, shown in Figure 2-13. Essentially, the narrow section of the pinhole should be as short as possible to minimize the residence time of reactive species during sampling. The funnel-shaped geometry can be achieved either by mechanical or laser drilling.

![Figure 2-13: “Funnel-shaped” pinhole geometry used to minimize wall reactions. Taken from Wyatt et al.](image)

Besides wall catalysis, the compact quartz reactor design was also intended to eliminate radial diffusion loss from the MS Sampling region. Figure 2-14 shows snapshots of a COMSOL simulation conducted by Te-Chun Chu of the transport processes (no chemistry) occurring in the large-ID (6 cm) reactor. When the photolysis laser is fired at \( t=0 \) ms, a concentrated, 1.3 cm diameter core of radicals (1 atom in the simulation) is created near the sampling pinhole. Within 8 ms the concentration of I atom in the core has dropped by about an order of magnitude due to fast radial diffusion at the relatively low pressure of the reactor (10 Torr, 500 K), and within 16 ms the I atom has a uniformly low concentration throughout the reactor. Experimentally, at the
same conditions, PI TOF-MS signal at 127 amu from photolytically generated I atom was also found to decay to a constant level (~10% of peak value) within ~15 ms. While fast radial diffusion is not a problem for a high time-resolution detection technique like LAS that can measure processes down to ~1 μs, for PI TOF-MS, which will be shown in the next section to have ~1 ms time resolution, this leaves a very narrow time window (if any) during which product branching can be quantified before all of the stable products diffuse out of the MS sampling region. Of course, the reactor pressure could simply be increased, which according to the correlation of Fuller et al. would linearly increase the diffusion time scale. However, the simulation of Figure 2-14 assumes that the photolysis laser intensity is radially uniform, which in reality it is not. Therefore, as discussed by Osborn et al., radial diffusion is actually desirable to "smooth out" initial non-uniformity within the concentrated core of radicals created at t=0. The conundrum is then the following: radial diffusion should be fast within the core of radicals (<1 ms) but slow outside of it. The obvious solution used throughout the field is to restrict radial diffusion outwards by matching the reactor ID with the photolysis laser diameter, which was the same approach taken here with some modification.

![Figure 2-14: COMSOL-simulated cross-sectional concentration profiles of photolytically-generated I atom in the large-ID (~6 cm) stainless steel reactor. Cross sections are shown at the axial center of the reactor (where sampling for MS occurs). Photolysis beam diameter is 1.3 cm and reactor conditions are 500 K and 10 Torr. Courtesy of Te-Chun Chu.](image)
The challenge for our apparatus is to design a reactor that will restrict radial diffusion loss in the MS Sampling region while still accommodating the Herriott Cell for LAS. With the aid of some COMSOL simulations, the compact reactor geometry shown in Figure 2-2, Figure 2-11 and Figure 2-15 was chosen because it could meet both criteria. Figure 2-15 compares radial profiles of the compact quartz reactor with the photolysis laser and Herriott cell that must fit inside of it. The radius of the Herriott cell, \( r_{\text{Herriott}} \), was calculated as a function of axial distance, \( z \), according to the following equation:\(^{69}\)

\[
 r_{\text{Herriott}} = r_{\text{in}} \left[ 1 + 2 \frac{L}{R_{\text{mirror}}} \left( \left( \frac{z}{L} \right)^2 - \frac{1}{2} \right) \right]^{rac{1}{2}}
\]

where \( r_{\text{in}} \) is the radius of the Herriott cell at the mirrors (usually \( \sim 1.6 \) cm), \( L \) is the distance between mirrors (\( \sim 150 \) cm) and \( R_{\text{mirror}} \) is the radius of curvature of the mirrors (80.0 cm for the current pair). As shown, the Herriott cell was calculated to fit inside of the compact quartz reactor (central 100 cm) and associated vacuum hardware (everything outside of the central 100 cm), which was later verified experimentally.

![Figure 2-15: Axial profiles of compact quartz reactor and lasers that must fit inside of it.](image)

Most importantly, for an overall residence time of 1 s (gas inlet to outlet, Figure 2-2) corresponding to a 1 Hz experiment, the residence time in the MS Sampling region (20 cm of narrow, central section upstream of pinhole) of the compact quartz reactor is \( \sim 50 \) ms. After 50
ms the TOF-MS signal will start to decrease due to dilution by upstream gas, but up until that point there should be no decrease in TOF-MS signal due to transport effects (i.e., no radial diffusion out of the MS Sampling volume). This can be seen in Figure 2-12, where the 127 amu signal from I atom has only decreased by \(-50\%\) after 45 ms (likely due to I atom abstracting an H from the wall to make HI) and all of the stable products (benzene, biphenyl and HI) stay at their steady state concentrations for the full 45 ms. Eliminating transport losses for time-resolved PI TOF-MS, even for only \(-50\) ms, widened the window of time during which stable product branching could be measured and even enabled the observation of secondary products at later times that might not have been possible to see before (see \(\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6\) example in section 4.2).

There are three other benefits to the compact quartz reactor design. The first is that because of its narrow diameter (4.0 cm OD at most) and because it is held in place by hand-tightened Ultra-Torr fittings (Figure 2-2), the entire reactor (including the Ultra-Torr fitting) can simply slide out of the side of the vacuum chamber. Although this process does require removing one of the Herriott crosses, it only takes one person about an hour to go from doing an experiment with the reactor under high vacuum to having the reactor out of the chamber and in his or her hands. Re-installing the reactor in the vacuum chamber is just as easy and can also be done in about an hour. In contrast, to remove the larger diameter stainless steel reactor from the vacuum chamber required about a day’s worth of work, mostly because the entire apparatus had to be rolled out of its niche in the laser table. Re-installing the previous reactor would take even longer, because once the apparatus was back in place its height had to be carefully adjusted to match the height of its vacuum mates on the laser table. Although this may seem like a mundane improvement, in terms of practical day-to-day operation being able to easily remove and install the reactor is a huge time-saver, accelerating research in the long-term. For example, obtaining the T profiles shown in Figure 2-4 required removing and installing the reactor at least ten times in order to try different heater patterns. The reactor can also be cleaned/coated more frequently, which as mentioned earlier might help with some of the wall catalysis issues. Finally, if the Herriott cell alignment is lost then the reactor can be pulled out and the Herriott cell easily realigned in the open without the reactor walls imposing an additional constraint.

The second additional benefit is that because the overall inlet to outlet volume of the reactor has been reduced by about half, the amount of gas needed per photolysis flash (assuming one flash per refresh) is also cut in half. Less gas use is a boon both economically (some of the
chemical precursors like vinyl iodide are quite expensive) and environmentally (“use only what you need”).

The final benefit is that due to the lower thermal conductivity of quartz compared to stainless steel, higher T’s can be reached without overheating the vacuum seals or the flexible bellows on either the inlet or outlet side of the reactor. In fact, other research groups that use quartz reactors for time-resolved TOF-MS routinely reach T’s of ~1000 K, a limit that we hope to approach eventually. Before the new reactor design was finalized, COMSOL simulations were conducted to confirm the T,P-range over which we could reasonably expect to operate (Figure 2-16). The main constraints considered were the melting point of the Kalrez o-rings (600 K) making the vacuum seal between the reactor and the rest of the chamber, and the strain point of quartz (1170 K). The simulations were also helpful in sizing the pre-heater, i.e., choosing what length and what kind of nichrome ribbon wire to use. At lower pressure, less power is needed to bring the lower-density gas to the desired temperature, and all of the constraints are satisfied. Even up to 50 Torr and 700 K none of the constraints are exceeded, but at 100 Torr the outer wall T starts to exceed the quartz softening point. In reality, we found that if the pre-heater was worked too hard, it would simply burn out, which empirically allowed us to estimate the current T,P-limit as 300-800 K and 1-50 Torr (900 K has not been attempted yet). Most importantly, as shown in Figure 2-4, temperatures up to 800 K have been reached with the compact quartz reactor without incident, whereas the only attempt to reach 800 K with the stainless steel reactor resulted in overheating and warping of the flexible bellows that then required replacement.
Figure 2-16: COMSOL-simulated temperature profiles in compact quartz reactor at 4 (top) and 50 Torr (bottom) for ~0.5 s residence time (2 Hz flash photolysis experiment). Important design constraints are also shown.

To summarize, tightening the diameter of the flash-photolysis reactor has three clear benefits:
1.) The longest chemical time scales that can be measured with time-resolved PI TOF-MS before
transport effects become competitive was extended from <10 ms to ~50 ms. 2.) The reactor is now easy to remove from and install in the vacuum chamber. 3.) Less gas is needed for the same experiment. In contrast, switching the reactor material from stainless steel to quartz had only one clear benefit: experiments can be conducted at 800 K, with the possibility of extending this limit up to 1000 K. Wall catalysis is still an issue, but it is at least no worse than before, and its effect on product branching can be checked by control experiments. Given the number of quartz reactors that were broken in this process (at least five) future consideration should be given to using the same compact reactor geometry of Figure 2-11, but fabricated out of a material stronger than quartz.

2.3 Characterization of Modified Apparatus

All of the characterization below applies to the apparatus after implementing the improvements described in section 2.2 (only 118 nm single photon ionization used to create cations for TOF-MS, and compact quartz reactor). Estimates for both LAS and PI TOF-MS sensitivity are discussed in section 2.3.1, the time-resolution for both detection techniques is discussed in section 2.3.2 (as well as the mass-resolution for PI TOF-MS) and the expected precision and accuracy of overall kinetics and product branching measurements made with this apparatus are discussed in section 2.3.3.

Although this characterization is helpful for clearly defining the current limitations of the apparatus and brainstorming future improvements, the real test for the modified apparatus is if it can be used for its original intended purpose: simultaneous measurements of overall kinetics with high time-resolution by LAS and quantitative product branching with time-resolved PI TOF-MS. This capability is demonstrated for the chemically-interesting phenyl radical + propene (C₆H₅ + C₃H₆) system in section 4.2. Note that all of the other chemical systems experimentally studied in this thesis (1,3-cycloadditions of the simplest Criegee Intermediate in Chapter 3, and vinyl radical + 1,3-butadiene in Chapter 4) were probed using the original LAS and PI TOF-MS apparatus described by Middaugh. However, for those systems the main contribution was accurate quantification of overall consumption kinetics (not product branching) using LAS. Because the LAS portion of the apparatus was largely unaffected by the improvements described above (by design), it is unimportant which iteration of the apparatus was used for LAS.
experiments. If anything, LAS was easier to do in the larger-ID reactor because there was much more space for the Herriott alignment (in contrast to the tight alignment of Figure 2-15).

2.3.1 Sensitivity

As already mentioned, the LAS portion of the apparatus was unaffected by the improvements discussed in section 2.2. Therefore, the same cross section weighted detection limit for LAS estimated by Ismail still applies: \( \sigma_i C_i = 3.3 \times 10^{-9} \text{ cm}^{-1} \). For phenyl or vinyl radical, both of which have visible absorption cross sections \( \sim 10^{-19} \text{ cm}^2 \), this corresponds to a minimum detectable concentration of \( \sim 10^{11} \text{ cm}^{-3} \). The main sources of noise are the Millennia Xs pump laser and thermal lensing of the Herriott cell within the heated reactor.

Before reporting measurements of the PI TOF-MS sensitivity, it is helpful to estimate the expected detection limit using simple calculations. To begin, the detection limit for TOF-MS detection is defined as the point at which only one ion is generated per photoionization laser shot (single ion counting limit). Several assumptions are then made. First, typical 355 to 118 nm conversion efficiency are only 0.0001%, such that for 50 mJ pulse\(^{-1}\) of 355 nm input energy, \( \sim 10^{11} \) photons of VUV should be generated. Second, it is assumed that the free jet density drops by two orders of magnitude relative to the reactor density before being skimmed 2 mm from the reactor pinhole, after which the molecular beam has minimal spread in the transverse direction. Finally, a typical photoionization cross section of \( 10^{-17} \text{ cm}^2 \) (10 MB) is assumed, which gives a detection limit of \( 10^9 \text{ cm}^{-3} \) in excellent agreement with our measured detection limit below. Typically, we operate at conditions such that the TOF-MS signals for important products of a photolytically initiated reaction are 1-2 orders of magnitude above the detection limit, and are therefore well above the single ion counting regime.

The sensitivity of the PI TOF-MS portion of the apparatus was measured using a custom calibration gas mixture. The mixture, which contained seven species diluted in helium (propene, 1,3-butadiene, furan, benzene, cyclohexane, toluene and heptane) with known concentrations and known photoionization cross sections, was also used to calibrate the conversion of time-of-flight to m/z in the TOF-MS.

The signal for any given species i in the TOF-MS is given by Eq. 2-7:

\[
S_i = \sigma_i R_i C_i
\]

where \( S \) is the signal (integrated m/z peak area), \( \sigma \) is the photoionization cross section at 10.487 eV, \( R \) is the mass discrimination factor, and \( C \) is the concentration in the reaction cell. Equation
2-7 is a simplification of the complete relationship between S and C, but will suffice for our purposes. The mass discrimination factor is an instrument-dependent conversion factor that accounts for any systematic differences in signal due to differences in the gas sampling and the detection efficiencies for each species. Technically, every species has its own mass discrimination factor, but typically this parameter is mostly a function of mass-to-charge ratio (m/z) and is not strongly dependent on the exact identity and features of the species being detected. The mass discrimination factor for the PI TOF-MS was measured by the calibration gas signal during an experiment (phenyl radical + propene at 707 K and 10 Torr) and is shown in Figure 2-17. Note that of the seven calibration gas species, only four could be used in this analysis because the remaining three (propene, benzene and toluene) overlapped with some other species or precursor impurity in the reactor during that particular experiment. The mass discrimination factor was fit to a power law:

\[ R_i = A \left( \frac{m}{z} \right)^b \]  

which is the functional form typically used to match R. The fit in Figure 2-17 uses b=0.57, similar to the square root dependence on m/z empirically observed before. Interestingly, without excess propene present in the reactor no dependence of R_i on m/z was observed across the entire calibration gas range (42-100 amu). Nonetheless, for the combustion applications of current interest to us, a heavy hydrocarbon like propene will often be present in the reaction mixture. Therefore, the best approach to quantifying R_i (needed for subsequent product quantification) is to fit the measured signals in situ of a small known concentration of calibration gas, such as in Figure 2-17.
The detection limit for the PI TOF-MS was estimated by measuring signals from the species in the calibration gas mixture using various levels of dilution, and comparing them to the noise in the baseline of the mass spectra after averaging 100 times. To account for the fact that each species has a different photoionization cross section, and thus gives a different signal for the same concentration, the signal-to-noise ratio (S/N) is plotted versus the cross section weighted concentration ($\sigma_i C_i$, Figure 2-18). Plotting versus $\sigma_i C_i$ effectively collapses all of the data onto a single line (accounting for at least 15% cross section uncertainty), which was fit using the least-squares method. Defining the minimum discernable signal to correspond to $S/N = 3$, the detection limit for the PI TOF-MS is estimated to be $\sigma_i C_i = 2 \times 10^{-8} \text{ cm}^{-1}$. In terms of a typical organic molecule such as propene (~10 MB photoionization cross section\(^{84}\)) or a radical such as phenyl (~17 MB\(^{107}\)) this detection limit corresponds to ~$10^9 \text{ cm}^{-3}$, identical to the single ion counting limit estimated above, and about two orders of magnitude lower than the LAS detection limit. However, this detection limit is an optimistic estimate because it was measured with only helium bath gas. In a real experiment, there will often be a large organic molecule (e.g. propene) also present in high concentration that tends to lower the S/N for a given $\sigma_i C_i$ due to both
attenuation of VUV photons and a decrease in the molecular beam density for a heavier carrier gas. Therefore, initial radical concentrations during actual experiments were typically $\sim 10^{12}$ cm$^{-3}$ such that the various stable products formed have concentrations $\sim 10^{11}$ and give MS S/N's of at least 10 (above single ion counting limit) even in the presence of a heavy excess reagent. This initial radical concentration is also ideal for LAS as it is $10 \times$ that detection limit, but not so high that radical-radical recombination will become a significant problem (typical high-pressure bimolecular rate coefficients of $\sim 1 \times 10^{-10}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ for vinyl$^{96}$ and phenyl radicals$^{109}$).

Another feature of Figure 2-18 worth commenting on is the linear dependence of S/N on $C_i$ for a given species, such as benzene or toluene. It is reassuring that in the S/N range of 10-100 where most products were quantified the MS detector is within its linear response regime.

![Figure 2-18: Calibration gas measurements used to determine detection limit of PI TOF-MS. Courtesy of Te-Chun Chu.](image)

**2.3.2 Time and Mass Resolution**

Because the Ti:Sapphire laser is actually pulsed at 80 MHz, or every 12.5 ns, the fastest possible reaction timescale that can be measured by LAS is limited to $10 \times$ this value in order to
have at least 10 points to fit during the decay. For a pseudo-first order system, this timescale corresponds to a maximum reaction rate of \( k' = 8 \times 10^6 \text{ s}^{-1} \). However, this upper-limit is constrained further by considering the effect of RC electronics on the signal during data acquisition. Specifically, the Stanford Research System SR560 pre-amplifier used to take the difference between the laser intensity before and after the reaction cell (increasing the sensitivity of the LAS experiment by orders of magnitude, as discussed by Ismail\(^7\)) has a maximum 1 MHz bandwidth. Therefore, the fastest measurable \( k' \) for the LAS experiment is \( 1 \times 10^6 \text{ s}^{-1} \), as we have previously noted.\(^7\) Similarly, the slowest radical decay that we have managed to observe with LAS, that of I atom with \( k' = 50 \text{ s}^{-1} \), also exhibited signal distortion due to the electronic data acquisition process.\(^7\) In that case, the pre-amplifier, which had a high-pass filter of 0.03 Hz, was not the problem, but rather the oscilloscope to which the signal was AC coupled also acted as a high pass filter with an RC time constant of 65 ms. Therefore, we estimate the slowest measurable \( k' \) without significant electronic signal distortion as \( 50 \text{ s}^{-1} \). For transient species that are smaller or more reactive than I atom, their slowest decays will likely be limited by some other physical process, such as diffusion out of the LAS probe volume or wall reaction, before this limit is reached. Thus, the absolute greatest range of first order rate coefficients that can be measured using the LAS method is estimated as the following.

\[
50 \text{ s}^{-1} < k' < 1 \times 10^6 \text{ s}^{-1}
\]

The range of kinetic timescales that can currently be measured using the time-resolved PI TOF-MS technique are very limited compared to the LAS technique. Although the BNC 575 delay generator has sub-nanosecond time resolution and can control the relative timing of the photolysis and the photoionization lasers to well within their \( \sim 10 \text{ ns} \) pulse durations, the time resolution of the PI TOF-MS measurements is constrained to much longer timescales by other factors. In particular, the fastest possible measurement timescales are limited by transport delays during molecular beam sampling that include diffusion to the sampling pinhole, flow through the pinhole and transport via the supersonic expansion to the ionization region of the TOF-MS. The effect of effusive and supersonic sampling on kinetic measurements has been extensively characterized theoretically by Moore and Carr\(^1\) and Taatjes,\(^2\) and experimentally it has been verified that processes as fast as 100 \( \mu \text{s} \) can be resolved by both effusive\(^3\) and supersonic\(^4\) expansions. In our case, the rate-limiting transport step is actually diffusion within the reactor due to radial inhomogeneities in the photolysis beam, a delay that becomes more acute at higher
pressure. In order to estimate the overall effect of all transport processes on the observed PI TOF-MS time-resolution, the simple, one-parameter model of Baeza-Romero et al. for transport of species \( i \) from the reactor to the ionization region was adapted:\(^{65}\)

\[
\frac{dS_i}{dt} = k_{\text{sampling}}(R_i\sigma_i C_i(t) - S_i) \tag{2-9}
\]

where \( k_{\text{sampling}} \) is a first order rate-coefficient used as a fit parameter to describe the rate of transport both to and from the ionization region, and \( S_i \), \( R_i \), \( \sigma_i \) and \( C_i \) have the same definitions as before (MS signal, mass discrimination factor, photoionization cross section and concentration in the reactor). Baeza-Romero et al. showed for a variety of \( C_i(t) \) functional forms that Eq. 2-9 can be used to accurately fit for kinetic processes with pseudo-first-order rate coefficients, \( k' \), up to half of \( k_{\text{sampling}} \). For example, if \( C_i(t) \) is a step function at \( t = 0 \) that changes by \( \Delta C_{i,0} \) (can be either positive or negative) to a constant value, then Eq. 2-9 can be solved to give an analytical equation for the change in \( S_i(t) \), \( \Delta S_i(t) \):

\[
\Delta S_i(t) = R_i\sigma_i\Delta C_{i,0}(1 - e^{-k_{\text{sampling}}t}) \tag{2-10}
\]

Therefore, if we photolytically generate some species in the reaction cell that has a step concentration profile, \( k_{\text{sampling}} \) can be determined by fitting the TOF-MS signal observed for this species to Eq. 2-10. The positive jump in \( I \) atom MS signal (m/z=127 amu) following photodissociation of \( \text{C}_6\text{H}_5\text{I} \) was used for this purpose (Figure 2-19), although a more complicated form of \( C_i(t) \) was used that accounts for subsequent reactions of \( I \) atom necessitating numerical solution of Eq. 2-9.

Figure 2-19 compares two different models of sampling: instantaneous (\( k_{\text{sampling}} \to \infty \)) and fit (\( k_{\text{sampling}} = 750 \text{ s}^{-1} \)). Clearly the instantaneous model is not suitable, but it is helpful for visualizing what the profile should look like (what it \textit{does} look like inside of the reactor) and how sampling effects distort that behavior. Over the course of conducting experiments on the phenyl radical + propene system (section 4.2), \( k_{\text{sampling}} \) was fit over a range of \( T \), \( P \) and reactor gas composition, from which it was observed that \( k_{\text{sampling}} \) is typically \( \sim 1000 \text{ s}^{-1} \) (such as in Figure 2-19) and decreases with increasing pressure and propene concentration, \( C_{\text{C}_3\text{H}_6} \). The last two observations are consistent with diffusion within the reactor being the rate-limiting transport step, as both increasing \( P \) and \( C_{\text{C}_3\text{H}_6} \) will inhibit diffusion. From this analysis, the fastest process that could be measured reliably with time-resolved TOF-MS is \( \sim 500 \text{ s}^{-1} \) (half of \( k_{\text{sampling}} \)) giving a time-resolution of \( \sim 1 \text{ ms} \). Of course this resolution can and should be improved down to a 10-100 μs time scale, for instance by using a reactor \( P < 10 \) Torr or working to improve the radial
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uniformity of the photolysis beam. Nonetheless, for the purpose of primary product branching quantification, a 1 ms time resolution is sufficient so long as primary products can still be distinguished from later generation products, which was found to be the case for the phenyl radical + propene system. This is especially true considering that the LAS portion of the apparatus already has μs time resolution and as a non-intrusive detection technique is preferable for kinetic measurements.

Figure 2-19: Measured (markers) time-resolved PI TOF-MS profile of I atom at 127 amu following 266 nm photodissociation of iodobenzene in the presence of C₃H₆ at 707 K, 10 Torr. Lines are two different models of MB sampling: instantaneous (blue) and delayed by fitting a $k_{\text{sampling}}$ of 750 s⁻¹ (black). Back-extrapolation of $S_{1,0}$ for initial radical concentration quantification is also shown.

The slowest $k'$ that can be measured with TOF-MS is limited by convective transport of the reactive gas out of the MS Sampling region (Figure 2-4). For a typical total residence time of 1 s the residence time in the MS Sampling region is ~50 ms. Therefore, the range of pseudo-first-order rate coefficients that can be measured using the PI TOF-MS method is as follows:

$$20 < k' < 500 \text{s}^{-1}$$
Depending on the identity of the species being sampled for PI TOF-MS, the lower bound on \( k' \) could be higher due to wall reaction loss. Clearly this is a very restrictive range, but it is sufficient for extracting quantitative product branching by PI TOF-MS.

The mass resolution of the PI TOF-MS, \( m/\Delta m \), is \( \approx 400 \) as measured by fitting a gaussian to each of the seven peaks in the calibration gas mass spectrum and taking the full width at half maximum, FWHM, of the fit as \( \Delta m \) (see Figure 2-20). This resolution is more than sufficient to distinguish chemical species with \( m/z \) values separated by 1 amu over the \( m/z \) range of interest, 1-200 amu. For example, in Figure 2-20 the \( ^{13}\text{C} \) isotopologue for each species is clearly resolvable. The current cation flight time is relatively short (~20 µs for \( m/z = 200 \) amu), therefore it is certainly possible to achieve higher mass resolution by extending the length of the flight path.

![Figure 2-20: Representative mass spectrum of calibration gas with gaussian fits to each peak in order to estimate \( \Delta m \). Calibration gas consists of propene (\( m/z=42 \) amu), 1,3-butadiene (54), furan (68), benzene (78), cyclohexane (84), toluene (92) and n-heptane (100). There is a fragment of an iodobenzene impurity (\( \text{C}_6\text{H}_5\text{I} \)) at 77 amu and an acetone impurity at 58 amu. Other unidentified peaks are likely accumulated impurities in the reactor. Courtesy of Te-Chun Chu.](image-url)
Table 2-1 summarizes the sensitivity and resolution of both parts of the apparatus. Using the phenyl radical as an example, the PI TOF-MS detection limit is ~2 orders of magnitude lower than it is for LAS. As already mentioned, for a typical initial radical concentration of $1 \times 10^{12}$ molecules cm$^{-3}$, the LAS S/N will be ~10, and the various products that are subsequently formed with concentrations of $\sim 1 \times 10^{11}$ molecules cm$^{-3}$ will appear in the TOF-MS with S/N up to ~100. Despite its lower sensitivity (currently), LAS can measure much faster values of $k'$. The advantage of combining both experiments is clear: while PI TOF-MS can only be used to accurately measure $k'$ values up to 500 s$^{-1}$, LAS can extend that range to $1 \times 10^6$ s$^{-1}$. Furthermore, even if the time resolution of the PI TOF-MS experiment is too slow to resolve $k'$, it can still be used to accurately quantify product branching fractions down to ~10%. Finally, other than wall reactions, all of the limitations in Table 2-1 are technical rather than fundamental, therefore they all have technical solutions. As an example, routes to improve the fastest TOF-MS $k'$ have already been discussed, while the slowest TOF-MS $k'$ (due to convection out of the MS-sampling region) could be doubled by shifting the entire TOF-MS sampling assembly (pinhole, skimmer, TOF-MS, PI laser) to the exit of the narrow reactor region (or simply decreasing the gas residence time). As another example, the detection limit of LAS could drop by an order of magnitude by increasing the number of probe laser passes accordingly, such as in cavity ringdown spectrometry, or with an astigmatic Herriott cell. It also bears mentioning that although LAS in this apparatus currently uses a picosecond Ti:Sapphire laser, there is no reason that another UV/visible laser with a narrower bandwidth could not be directly used instead to allow more selective radical detection. For example, a dye laser tuned to the 308 nm absorbance band of hydroxyl radical, OH, an important oxidant in atmospheric and combustion chemistry. Despite all of the dimensions in which this complex apparatus could improve even further, the current iteration is perfectly capable of achieving the original goal: simultaneous measurements of overall kinetics with high time-resolution and quantitative primary product branching (see section 4.2).
Table 2-1: Summary of LAS and PI TOF-MS apparatus characterization.

<table>
<thead>
<tr>
<th>Detection Technique</th>
<th>Detection Limit</th>
<th>Slowest Measurable k'</th>
<th>Fastest Measurable k'</th>
<th>Mass Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAS</td>
<td>$3 \times 10^{-8}$</td>
<td>$1 \times 10^{11}$</td>
<td>50</td>
<td>Low-Pass RC Filter of Oscilloscope</td>
</tr>
<tr>
<td>PI TOF-MS</td>
<td>$2 \times 10^{-8}$</td>
<td>$1 \times 10^{9}$</td>
<td>20</td>
<td>Convection/Wall Reactions</td>
</tr>
</tbody>
</table>

*Absorption and photoionization cross sections of phenyl radical at 504.8 nm and 10.5 eV taken from Tonokura et al.\textsuperscript{105} and Sveum et al.\textsuperscript{107} respectively.

2.3.3 Precision and Accuracy

Besides verifying that the LAS and PI TOF-MS apparatus can be used to measure overall kinetics and product branching, it is equally important to know how precisely and accurately those quantities can be measured and why. Table 2-2 summarizes the answers to these questions.

Table 2-2: Summary of precision and accuracy for both overall kinetics and product branching measurements using LAS and PI TOF-MS, respectively.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Kinetics by LAS</td>
<td>&lt;1</td>
<td>Fitting k'</td>
</tr>
<tr>
<td>Product Branching by PI TOF-MS</td>
<td>10</td>
<td>Fluctuations in PI Laser/VUV Generation</td>
</tr>
</tbody>
</table>

For overall kinetics measured by LAS, the precision is very high, $<\pm 1\%$ uncertainty in fitting k', due to the high density of data points for a given absorbance decay. However, the accuracy is limited by $\pm 5\%$ systematic uncertainty in the mass flow controller (MFC) calibrations used to control gas flow rates, which translates into $\pm 10\%$ systematic uncertainty in the excess reagent concentrations needed to convert k' into the bimolecular rate coefficient of interest, k. If each MFC was specifically calibrated for the gas that is used to flow during an experiment, then the accuracy would improve to $\pm 1\%$.

For product branching measured by PI TOF-MS, the precision is $\pm 10\%$ due to fluctuations in the 118 nm photoionization laser energy. This was determined by comparing replicate measurements of both photolysis-dependent and independent MS signals, both of which have one standard deviation uncertainties of 10%, suggesting that it is fluctuations in the PI Laser/VUV generation and not the photolysis laser that mostly contributes to the random uncertainty.
uncertainty in the signal. The accuracy is limited to ±15% due to systematic uncertainties in photoionization cross sections (PICS) needed for quantification. This is a well-known limitation of MS-based quantification techniques, but perhaps if relative PICS were measured with the same instrument and then applied to a measured product signal ratio the resulting product branching ratio would be known with much greater accuracy because of a large cancellation of systematic uncertainties.
Chapter 3

Kinetics of Atmospheric Reactions

All of the atmospheric reactions discussed below involve some kind of cycloaddition reaction of the simplest Criegee intermediate: either a dipolar 1,3-cycloaddition across an unsaturated alkene (section 3.1) or carbonyl (section 3.3) bond, or a head-to-tail cycloaddition to itself (section 3.2). Sections 3.1 and 3.2 adapted with permission from Buras et al.\textsuperscript{74} and Buras et al.\textsuperscript{75} Copyright 2014 American Chemical Society. Section 3.3 adapted with permission from Elsamra et al.\textsuperscript{76} Copyright 2016 John Wiley & Sons.

3.1 Kinetics of CH$_2$OO + Alkenes

3.1.1 Introduction

Carbonyl oxide biradicals are an important class of atmospheric species formed as intermediates during alkene ozonolysis.\textsuperscript{113} Once formed in the atmosphere, carbonyl oxides can impact the budgets of many important atmospheric species, such as OH,\textsuperscript{114} organic acids,\textsuperscript{115} and SO$_2$\textsuperscript{116} with far reaching implications. The simplest carbonyl oxide, CH$_2$OO, is commonly referred to as the simplest Criegee Intermediate (CI) after Rudolf Criegee, who first proposed their formation in 1949.\textsuperscript{117}

Despite the prediction of these species for decades, carbonyl oxides such as CH$_2$OO were not directly measured experimentally until 2012 when Welz et al. demonstrated reliable and stable production of CH$_2$OO \textit{via} the first two steps of Scheme 3-1 below (248 nm rather than 355 nm photolysis was used by Welz et al.).\textsuperscript{118}
This discovery has enabled many subsequent experimental studies on both the spectroscopy and kinetics of CH$_2$OO as summarized in a recent review by Taatjes.$^{119}$ This method for forming CH$_2$OO was employed to measure the kinetics of CH$_2$OO reacting with SO$_2$, NO$_2$, NO, H$_2$O, CH$_3$CHO and CH$_3$COCH$_3$ using photoionization mass spectrometry and laser-induced fluorescence of both HCHO and OH.$^{55, 118, 120-121}$ Sheps has also measured the reaction of CH$_2$OO with SO$_2$ using cavity-enhanced absorption$^{122}$ by probing the broad absorption feature from 250-450 nm assigned to the B $^1A'$ $\leftrightarrow$ X $^1A'$ transition in CH$_2$OO by Beames et al.$^{123}$ and Lee et al.$^{124}$ Criegee Intermediates are commonly formed by reactions of ozone with alkenes, so the rate of CI reacting with alkenes is of considerable interest. Until recently, however, there were no experiments and only one theoretical study on the reaction of CH$_2$OO with alkenes, with no predicted reaction rates.$^{125}$ Very recently Vereecken et al. predicted the first rate coefficients for CH$_2$OO + alkenes using quantum calculations and transition state theory (TST).$^{126}$ Here we report the first experimental measurement of the kinetics of CH$_2$OO reacting with various alkenes using multiple-pass ultraviolet absorption at 375 nm and report additional quantum chemical calculations on these reactions.

### 3.1.2 Experimental Methods

All experiments were conducted on a modified version of the MIT laser-photolysis/Herriott multiple-pass laser-absorption apparatus described by Ismail et al.$^{96}$ This apparatus was modified to incorporate a time of flight mass spectrometer (TOF-MS) with supersonic molecular beam sampling from the center of the reactor and is described in detail by Middaugh.$^{68}$ For the purpose
of this work, where only the absorption capability of the apparatus was utilized, Ismail’s
description is still mostly accurate. The only relevant changes pertain to the dimensions of the
reactor and the manner in which it is heated. The new reactor is 86 cm long, 6 cm in diameter
and resistively heated by four heaters wrapped along the length of the reactor to create a uniform
temperature profile (±2% standard deviation) through the overlap region of the absorption and
photolysis lasers. In order to minimize excited I atom formation and eliminate the possibility of
CH₂ formation via a single-photon process the third harmonic output of an Nd:YAG laser (355
nm) operated at a 2 Hz repetition rate was used to photolyze CH₂I₂ instead of a shorter
wavelength such as the fourth harmonic of an Nd:YAG laser (266 nm). The frequency-doubled
output of a mode-locked Ti:Sapphire laser (80 MHz pulsed laser with 1.2 ps FWHM wide
pulses) was used to generate the ultraviolet probe beam, and the fundamental wavelength was
measured before each experiment using a recently calibrated Ocean Optics USB2000
spectrometer. A narrow linewidth low-noise continuous-wave diode laser was used to generate
an infrared beam tuned to the \((F = 3 \, ^2P_{1/2} \leftarrow F = 4 \, ^2P_{3/2})\) I atom atomic transition. Multiple-
pass ultraviolet probe laser path lengths were in the range of 10 – 15 m and infrared path
lengths for I atom absorption, which were only single-pass, were in the range of 50 – 70 cm.
Both ultraviolet and infrared absorbance traces were averaged over 500 acquisitions. 375 nm was
chosen as the ultraviolet probe wavelength because this was the closest wavelength to the peak
of the \(B' \, ^1A' \leftarrow X \, ^1A'\) transition at ~350 nm that could be used with the available Herriot
mirrors. Using 375 nm rather than shorter wavelengths also made it easier to reduce the
interference from scattered 355 nm photolysis light. Helium was used as the bath gas in all
experiments, which minimizes thermal lensing of the probe beam. CH₂I₂ was purchased from
Sigma-Aldrich at 99% purity and was further purified by successive freeze-pump-thaw cycles.
CH₂I₂ was introduced into the reactor by a helium flow through a room temperature bubbler
maintained at 750 Torr. Helium (Airgas, 99.999%), oxygen (BOC, 99.999%), ethene (Airgas,
99.5%), propene (Airgas, 99.95%), iso-butene (Airgas, 99%), 1-butene (Airgas, 99%) and 2-
butenes (Airgas, 99%) were all used directly from their cylinders without further purification.

3.1.3 Computational Methods

The electronic structure and rate coefficient estimation methods employed were identical to
those used recently by Jalan et al. to study chemically activated reactions between CH₂OO and
HCHO, CH₃CHO and CH₃COCH₃. All stationary points reported here were optimized using restricted Kohn-Sham calculations with the B3LYP density functional and the MG3S basis set, equivalent to 6-311+G(2df,2p) for systems containing only H, C, and O. All B3LYP/MG3S calculations employed an ultrafine density-functional integration grid (using Int=Ultrafine in Gaussian 03). Zero-point energies were computed using the same DFT model chemistry and scaled by a factor of 0.99 before use in TST calculations. Electronic energies were computed using the RCCSD(T)-F2 method with the VTZ-F12 basis using the Molpro program suite at geometries optimized using the B3LYP/MG3S electronic model chemistry. Conventional TST calculations for rate coefficients were performed using the CanTherm computer code. Eckart tunneling corrections were used where applicable. One-dimensional hindered rotor corrections were applied to the partition functions using relaxed scans along torsional degrees of freedom. The relaxed scans were performed at 10⁶ intervals using the B3LYP/MG3S model chemistry.

3.1.4 Results and Discussion

3.1.4.1 Probing CH₂O at 375 nm

To first verify CH₂O was being probed in our apparatus at 375 nm, CH₂I₂ was photolyzed at 355 nm in the presence of eight different oxygen concentrations ranging from 0.10 × 10¹⁵ to 49.3 × 10¹⁵ molecules cm⁻³ (detailed experimental conditions given in Appendix A). Both ultraviolet absorption at 375 nm and single-pass infrared absorption tuned to the (F = 3 ²P₁/₂ ← F = 4 ²P₃/₂) I atom atomic transition were simultaneously recorded as shown in Figure 3-1.
Figure 3-1: Measurement of CH\textsubscript{2}OO formation at 298 K and 25 Torr using ultraviolet absorption of CH\textsubscript{2}OO at $\lambda = 375$ nm (Panel A) and infrared absorption of I atom at $\lambda = 1315.246$ nm (Panel B) over the following range of O\textsubscript{2} concentrations (units of molecules cm\textsuperscript{-3}): \([O_{2}] = 0\) (black), \(9.7 \times 10^{15}\) (blue) and \(49.3 \times 10^{15}\) (green). The infrared absorbance trace with no O\textsubscript{2} is shifted up for visual comparison and is not included in the model fit. Every 200\textsuperscript{th} point is shown for clarity. Solid black lines are model fit.

The model fits shown in Figure 3-1 represent the analytical solutions (shown below) to the kinetic model given in Scheme 3-1. These were obtained assuming excess O\textsubscript{2} and alkene and also that ultraviolet (375 nm) absorption is mostly attributable to CH\textsubscript{2}OO.

\[
[\text{CH}_2\text{OO}](t) = \frac{\alpha k_1 [O_2] [\text{CH}_2\text{I}]_0}{k_1 [O_2] - k_2 [\text{Alkene}]} \left( e^{-(k_2 [\text{Alkene}] + k_3) t} - e^{-k_1 [O_2] t} \right) \quad (3-1)
\]

\[
[I](t) = \frac{[\text{CH}_2\text{I}]_0}{k_1 [O_2] - k_4} \left( [(1 + \alpha) k_1 [O_2] - k_4] e^{-k_4 t} - \alpha k_1 [O_2] e^{-k_1 [O_2] t} \right) \quad (3-2)
\]
\[ A_{375}(t) = \sigma_{\text{CH}_2\text{OO}}(\lambda = 375 \text{ nm}) I_{375}[\text{CH}_2\text{OO}](t) + \text{shift} \]  
\[ A_1(t) = \sigma_1(\lambda = 1315.246 \text{ nm}) I_1[I](t) \]  
where \( A \) is absorbance, \( \sigma \) is absorption cross section and \( l \) is path length. The global fit parameters in this model are \( \alpha \), \( k_1 \) and \( \sigma_{\text{CH}_2\text{OO}}(\lambda = 375 \text{ nm}) \). Different values for \([\text{CH}_2\text{I}]_0 \), \( k_3 \), and \( k_4 \) were fit for each experiment. No alkene was present during these experiments so those terms do not affect the inferred reaction rate of interest, \( k_1 \). A baseline offset, with parameter name “shift”, was also fit for each ultraviolet absorbance trace to account for any small contributions by other species. \( \sigma_1(\lambda = 1315.246 \text{ nm}) \) was computed for each reactor condition using the integrated cross section given by Ha et al.\(^7\)\(^8\) and the approximation of the Voigt profile given by Whiting\(^1\)\(^4\)\(^3\) to account for Doppler and collisional broadening. Both path lengths are also known, albeit with 20-25% uncertainty due to imprecise knowledge of exactly where the probe beams intersect the photolysis beam. The full results from this fit are presented in Appendix A along with comparison to literature. The value obtained for \( k_1 \) is \((1.4 \pm 0.1) \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{s}^{-1}\), in good agreement with Huang et al.\(^1\)\(^4\)\(^4\) \([(1.58 \pm 0.22) \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{s}^{-1}]\), Stone et al.\(^1\)\(^4\)\(^5\) \([(1.67 \pm 0.04) \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{s}^{-1}]\) and Eskola et al.\(^1\)\(^4\)\(^6\) \([(1.39 \pm 0.01) \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{s}^{-1}]\). We also measured \( k_1 \) at 700 K following the same procedure as above in order to confirm that the same species was observable at high temperatures (see Appendix A). We found \( k_1(700 \text{ K}) = (1.0 \pm 0.1) \times 10^{-13} \text{ cm}^3 \text{ molecule}^{-1} \text{s}^{-1}\), which is qualitatively consistent with the negative temperature dependence observed by Eskola et al.\(^1\)\(^4\)\(^6\)

The results above demonstrate that the species absorbing strongly at 375 nm is a product of \( \text{CH}_2\text{I} + \text{O}_2 \). Both Huang et al.\(^1\)\(^4\)\(^4\) and Stone et al.\(^1\)\(^4\)\(^5\) concluded that at 25 Torr (the pressure used in all experiments reported here unless otherwise noted) \( \text{CH}_2\text{OO} \) should be the major species, with \( \alpha \approx 0.90 \). Furthermore, we measured that at 298 K and 4 Torr the 375 nm absorbing species reacts with acetone at a rate of \((2.03 \pm 0.15) \times 10^{-13} \text{ cm}^3 \text{ molecule}^{-1} \text{s}^{-1}\) (see section 3.3 for details), in good agreement with the measured \( \text{CH}_2\text{OO} + \) acetone rate of \((2.3 \pm 0.3) \times 10^{-13} \text{ cm}^3 \text{ molecule}^{-1} \text{s}^{-1}\) from Taatjes et al.\(^1\)\(^2\)\(^0\)

As shown in Scheme 3-1, \( \text{CH}_2\text{OO}, \text{CH}_2\text{O} \) and \( \text{IO} \) are all other possible products of \( \text{CH}_2\text{I} + \text{O}_2 \) and therefore could be contributors to the ultraviolet absorbance signal observed above. \( \text{CH}_2\text{OO} \) and \( \text{CH}_2\text{O} \) are both known to absorb only weakly at this wavelength\(^1\)\(^2\)\(^4\)\(^1\)\(^4\)\(^7\) and therefore will make negligible contributions to the absorbance. \( \text{IO}, \) however, does absorb strongly in this
range, particularly at wavelengths longer than 375 nm\textsuperscript{148}. Nonetheless, the following evidence indicates that the contribution of IO is also negligible at our conditions. First, there is the agreement of the measured rate above with literature for CH\textsubscript{2}OO + acetone. Second, as shown in Figure A 6, the transient absorption was found to decrease with increasing $\lambda$ between 370 and 385 nm, consistent with the spectrum of CH\textsubscript{2}OO\textsuperscript{122} and inconsistent with IO\textsuperscript{148}. Third, the literature values for $\alpha$ and the IO cross section at 375 nm\textsuperscript{148} would give an absorption an order of magnitude smaller than the transient absorption we observe. Finally, the probe wavelength was moved from 375 to 427.2 nm where IO is known to absorb strongly due to the 4,0 band of its $A^2\Pi \leftarrow X^2\Pi$ transition\textsuperscript{149}. Figure 3-2 compares the measured pseudo-first-order decay rates of the absorbance traces observed for $\lambda = 375$ nm and $\lambda = 427.2$ nm taken at the same conditions as a function of propene concentration. The decay rate measured at $\lambda = 375$ nm is clearly dependent on [C\textsubscript{3}H\textsubscript{6}], whereas at $\lambda = 427.2$ nm it is not. This demonstrates that two different species are being predominantly probed at 375 and 427.2 nm, which we attribute to CH\textsubscript{2}OO and IO, respectively. Details of the experiment to probe IO at $\lambda = 427.2$ nm can be found in Appendix A.

![Graph](image)

**Figure 3-2:** Comparison of pseudo-first-order decay rates $k'$ vs. propene concentration for species measured at $\lambda = 375$ nm (CH\textsubscript{2}OO, □) and $\lambda = 427.2$ nm (IO, Δ) at $T = 298$ K and $P = 25$ Torr.

Taken together, this evidence suggests that whatever contribution IO makes to the absorbance signal at 375 nm is small compared to CH\textsubscript{2}OO and independent of alkene concentration, and should therefore not affect the $k_2$ values reported here. At the high
temperature extreme of 700 K the fit value obtained for $\sigma_{\text{CH}_2\text{OO}}$ decreases only slightly from the 300 K measurements, suggesting that the same species is still predominantly being probed. Hence, we assume this species is still CH$_2$OO at 700 K.

3.1.4.2 Experimental Measurements of CH$_2$OO + Alkene Rates

At alkene concentrations > $10^{16}$ molecules cm$^{-3}$ a noticeable increase in the decay rate of CH$_2$OO was observed, as shown in Figure 3-3.

![Image of Figure 3-3: Representative decays of CH$_2$OO absorbance ($\lambda = 375$ nm) at 494 K and 25 Torr over the following range of C$_3$H$_6$ concentrations (units of molecules cm$^{-3}$): [C$_3$H$_6$] = 0 (red), $6.5 \times 10^{16}$ (blue), $13.0 \times 10^{16}$ (green) and $19.5 \times 10^{16}$ (purple). Every 200$^{th}$ point is shown for clarity. Single-exponential fits are shown as solid black lines.]

Care was taken to ensure that the time scale of CH$_2$OO formation was at least an order of magnitude faster than CH$_2$OO decay so that the decay portion could be fit to a single exponential and a simple pseudo-first-order analysis could be conducted. The decay of CH$_2$OO in the absence of any alkene was also described adequately by a single exponential fit, suggesting a first order loss process. Control experiments were conducted to ensure that substantially increasing photolysis power or precursor concentration did not increase the measured second order rate constants above their error bounds, and all measurements were conducted such that the reaction cell contents were totally refreshed between photolysis shots. A full description of the
experimental conditions and error analysis is given in the Appendix A. Sample linear fits of $k'$ versus [Alkene] for ethene and propene at 298 K are shown in Figure 3-4.

**Figure 3-4:** Pseudo-first-order CH$_2$OO decay rate $k'$ vs. alkene concentration for propene (□) and ethene (○) at $T = 298$ K and $P = 25$ Torr. Error bars are not given for individual $k'$ values because the uncertainty due to fitting a single exponential to a measured decay was very small (< 0.1%).

The rate of CH$_2$OO reacting with ethene, propene and the three butene isomers (isobutene, 1-butene and a mixture of cis- and trans-2-butene) at 298 K was measured from 10 to 50 Torr as shown in Figure 3-5. The pressure dependence appears flat over this range for all of the CH$_2$OO + alkenes rates, especially considering the uncertainty of the measurements. From these results, $k_2$ appears to be pressure independent over this range using helium as a bath gas. For atmospheric models, however, where nitrogen acts as a more efficient stabilizer, we recommend using the rates reported here at low pressures as reasonable lower bounds.
Figure 3-5: Experimental CH$_2$OO + Alkenes rates at 298 K as a function of pressure, normalized to 25 Torr measurement.
CH₂OO + alkenes rates were also measured at 298, 390 and 494 K (all at 25 Torr). Attempts were made to measure the rate at 600 K as well, but at this temperature CH₂OO decayed very rapidly even in the absence of any excess reagent ($k_3 \approx 2000 \text{ s}^{-1}$ as opposed to $100 - 300 \text{ s}^{-1}$ at the lower temperatures) possibly due to unimolecular decomposition of CH₂OO. There was also a reproducible baseline offset in the 375 nm absorption at 600 K that was not observed at lower temperatures possibly due to absorption by an unknown product (see Figure A 4). For these reasons the temperature dependence of CH₂OO + alkenes was only measured up to 494 K. Figure 3-6 shows the measured temperature dependence of all five alkenes and Table 3-1 summarizes the Arrhenius fit parameters obtained. The theoretical predictions (also shown in Figure 3-6) are discussed in the following section.
Figure 3-6: Comparison of experimental and theoretical rate coefficients for \( \text{CH}_2\text{O} + \text{C}_2\text{H}_4, \text{C}_3\text{H}_6, 1\text{-C}_4\text{H}_8, \text{iso-C}_4\text{H}_8 \) (top) and \( \text{CH}_2\text{O} + \text{C}_2\text{H}_4 \) and \( 2\text{-C}_4\text{H}_8 \) (bottom). Theoretical predictions are represented by the curves and have all been scaled down by a factor of 5. Experimental rate coefficients are represented by filled circles and correspond to measurements at 298 K, 390 K and 494 K and \( P = 25 \text{ Torr} \).

Table 3-1: Arrhenius fit parameters and experimental rate constants at 298 K for the reaction of \( \text{CH}_2\text{O} \) with alkenes at 25 Torr. The uncertainty of the rate constants reported here includes both random and systematic uncertainty contributions as detailed in Appendix A. The form of the Arrhenius equation is \( k(T) = A \, e^{\frac{E_a}{RT}} \).

<table>
<thead>
<tr>
<th></th>
<th>( A ) 10^{-15} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}</th>
<th>( E_a ) \text{ (J mol}^{-1} )</th>
<th>( k_2 ) (298 K) 10^{-15} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethene</td>
<td>11 ± 3</td>
<td>7000 ± 900</td>
<td>0.7 ± 0.1</td>
</tr>
<tr>
<td>Propene</td>
<td>8 ± 2</td>
<td>3700 ± 600</td>
<td>1.8 ± 0.3</td>
</tr>
<tr>
<td>Iso-Butene</td>
<td>5 ± 2</td>
<td>3400 ± 1300</td>
<td>1.4 ± 0.3</td>
</tr>
<tr>
<td>1-Butene</td>
<td>5 ± 2</td>
<td>3200 ± 1400</td>
<td>1.5 ± 0.3</td>
</tr>
<tr>
<td>2-Butene</td>
<td>2 ± 1</td>
<td>3500 ± 1700</td>
<td>0.7 ± 0.2</td>
</tr>
</tbody>
</table>

The measured rate coefficients reported here for \( \text{CH}_2\text{O} + \) alkenes at 298 K and 25 Torr (see Table 3-1) are 1-4 orders of magnitude slower than for the reactions of \( \text{CH}_2\text{O} \) with \( \text{SO}_2, \text{NO}_2, \text{ketones and aldehydes at similar pressures}^{118,\,120} \) but an order of magnitude faster than the upper
limit rate for reaction with H₂O. The possible impact of the CH₂OO + alkenes reaction in the atmosphere is discussed in more detail in a later section. Also interesting to note is that ethene, as the only alkene without any alkyl substitution, has an apparent activation energy (Eₐ) almost twice that of the other substituted alkenes studied here, consistent with the trend computed by Vereecken et al. 126

3.1.4.3 Theoretical Predictions of CH₂OO + Alkene Rates

Figure 3-7: DFT optimized saddle point for the CH₂OO + C₂H₄ cycloaddition reaction. Bond lengths shown in Å.

1,3-dipolar cycloaddition is expected to be the dominant mode of reaction between CH₂OO and alkenes. Several 1,3-dipolar cycloaddition reactions (especially those of O₃) have been studied previously using quantum chemical methods. Like O₃, the reaction between CH₂OO and alkenes involves formation of a weak Van der Waals complex before the cycloaddition saddle point. For this study, we assume any pre-reaction complex formation to have little effect on the overall kinetics and use conventional transition state theory (TST) along with ab initio calculations for the concerted cycloaddition reactions between CH₂OO and ethene (C₂H₄), propene (C₃H₆) and butene isomers (iso-C₄H₈, 1-C₄H₈, 2-C₄H₈) to understand the experimentally observed difference in reactivity.

Because of symmetry numbers and optical isomers (or “reaction path degeneracy”) the actual reaction rate coefficient is 4 times larger than the calculated value for the unique CH₂OO + C₂H₄ saddle point (Figure 3-7). An important feature of the CH₂OO + C₂H₄ saddle point is the
central O (O2 in Figure 3-7) which puckers out of the C1-C2-C3-O1 ‘ring’ plane. Using conventional TST, the overall rate of CH2OO + C2H4 (accounting for symmetry and optical isomers) was fit to a simple Arrhenius expression (neglecting the curvature of the predictions) with $A = 3.8 \times 10^{-14}$ cm$^3$/molecule-sec and $E_a = 4600$ J mol$^{-1}$ (1.1 kcal/mol). The highest-level calculations of Vereecken et al.\textsuperscript{126} on this reaction agree very closely with our calculations, even though somewhat different electronic structure methods were used. The quantum calculations predict $E_a$ within ~1 kcal/mole and the $A$ factor within a factor of ~4, about as well as one could expect for conventional TST for such low-barrier reactions.

![Figure 3-8: DFT optimized saddle points for the CH2OO + C3H6 cycloaddition reaction. Bond lengths shown in Å.](image)

However, for CH2OO + C3H6, there are four distinct cycloaddition channels (Figure 3-8) corresponding to methyl substitution at each vinylic H atom in the CH2OO + C2H4 saddle point. A comparison of our computed ZPE inclusive reaction barriers ($E_0$) for the four CH2OO + C3H6
cycloaddition channels is shown in Table 3-2. Vereecken et al.\textsuperscript{126} used lower level theory for this reaction than for the CH\textsubscript{2}OO + ethene reaction, and with that lower level of theory they obtained lower E\textsubscript{o}’s (by a few kJ/mole), but qualitatively similar results: both calculations agree that saddle point A1 is “submerged”, i.e. has an energy lower than that of the reactants.

**Table 3-2:** Comparison of ZPE inclusive barrier heights (E\textsubscript{o}) for the four CH\textsubscript{2}OO + C\textsubscript{3}H\textsubscript{6} cyclo-addition channels. The E\textsubscript{o} value of CH\textsubscript{2}OO + C\textsubscript{2}H\textsubscript{4} was calculated to be 2930 J mol\textsuperscript{-1}.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Site of –CH\textsubscript{3} substitution</th>
<th>E\textsubscript{o} (J mol\textsuperscript{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel A1</td>
<td>H1</td>
<td>-3340</td>
</tr>
<tr>
<td>Channel A2</td>
<td>H2</td>
<td>840</td>
</tr>
<tr>
<td>Channel A3</td>
<td>H3</td>
<td>6690</td>
</tr>
<tr>
<td>Channel A4</td>
<td>H4</td>
<td>7520</td>
</tr>
</tbody>
</table>

Both channels A1 and A2 have E\textsubscript{o} lower than the barrier for CH\textsubscript{2}OO + C\textsubcript{2}H\textsubscript{4} and are characterized by methyl substitution on the C atom (C3 in Figure 3-7) under attack by the O end of CH\textsubscript{2}OO (O1 in Figure 3-7). Channel A1 has –CH\textsubscript{3} and the puckered O atom (similar to O2 in Figure 3-7) on opposite sides of the forming C-C-C-O plane while Channel A2 has them on the same side. It is possible that steric repulsion between the –CH\textsubscript{3} group and puckered O atom leads to the higher barrier for channel A2. Methyl substitution on C2 (Channels A3 and A4) appears to have the opposite effect leading to an increase in the reaction barrier compared to CH\textsubscript{2}OO + C\textsubscript{2}H\textsubscript{4}. The position of the –CH\textsubscript{3} group above or below the ring plane has a very small effect on the barrier height in these cases.\textsuperscript{152}

Similar to CH\textsubscript{2}OO + C\textsubscript{3}H\textsubscript{6}, the reactivity of CH\textsubscript{2}OO towards I-C\textsubscript{4}H\textsubscript{8} depends on the position of the –C\textsubscript{2}H\textsubscript{5} substituent on the CH\textsubscript{2}OO+C\textsubscript{2}H\textsubscript{4} saddle point in Figure 3-7. The resulting barrier heights follow similar relative trends and are summarized in Table 3-3. It is interesting to note that with the exception of Channel A1, barrier heights for all other saddle points decrease by 1800-2000 J mol\textsuperscript{-1} in going from –CH\textsubscript{3} to –C\textsubscript{2}H\textsubscript{5} as the substituent. The barrier height for Channel A1 also goes down but only by ~500 J mol\textsuperscript{-1}.
Table 3-3: Comparison of ZPE inclusive barrier heights ($E_0$) for the four CH$_2$OO + 1-C$_4$H$_8$ cyclo-addition channels. The $E_0$ value of CH$_2$OO + C$_2$H$_4$ was calculated to be 2930 J mol$^{-1}$.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Site of $\text{-C}_2\text{H}_5$ substitution</th>
<th>$E_0$ (J mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel A1</td>
<td>H1</td>
<td>-3800</td>
</tr>
<tr>
<td>Channel A2</td>
<td>H2</td>
<td>-1650</td>
</tr>
<tr>
<td>Channel A3</td>
<td>H3</td>
<td>4720</td>
</tr>
<tr>
<td>Channel A4</td>
<td>H4</td>
<td>5710</td>
</tr>
</tbody>
</table>

Table 3-4: Comparison of ZPE inclusive barrier heights ($E_0$) for the CH$_2$OO + iso-C$_4$H$_8$ and CH$_2$OO + 2-C$_4$H$_8$ cyclo-addition channels. The $E_0$ value of CH$_2$OO + C$_2$H$_4$ was calculated to be 2930 J mol$^{-1}$.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Site of $\text{-CH}_3$ substitutions</th>
<th>$E_0$ (J mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_2$OO + iso-C$_4$H$_8$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel A1</td>
<td>H1, H2</td>
<td>-2440</td>
</tr>
<tr>
<td>Channel A2</td>
<td>H3, H4</td>
<td>12080</td>
</tr>
<tr>
<td>CH$_2$OO + 2-C$_4$H$_8$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Channel A1$^a$</td>
<td>H1, H3</td>
<td>-950</td>
</tr>
<tr>
<td>Channel A2$^b$</td>
<td>H1, H4</td>
<td>-1250</td>
</tr>
<tr>
<td>Channel A3$^b$</td>
<td>H2, H3</td>
<td>2830</td>
</tr>
<tr>
<td>Channel A4$^a$</td>
<td>H2, H4</td>
<td>3200</td>
</tr>
</tbody>
</table>

$^a$ Calculated with respect to cis-2-C$_4$H$_8$

$^b$ Calculated with respect to trans-2-C$_4$H$_8$

Unlike 1-C$_4$H$_8$, both 2-C$_4$H$_8$ and iso-C$_4$H$_8$ are characterized by two $\text{-CH}_3$ substitutions compared to C$_2$H$_4$. They can proceed through several different transition states as seen in Table 3-4. As seen in Table 3-4, the barrier heights for these reactions are bounded by the CH$_2$OO+iso-C$_4$H$_8$ system while the CH$_2$OO+2-C$_4$H$_8$ reactions lie in between. The upper bound on these barrier heights corresponds to both $\text{-CH}_3$ groups on C3 (Channel A2 for iso-C$_4$H$_8$) while the lower bound has both $\text{-CH}_3$ groups on C2 (Channel A1 for iso-C$_4$H$_8$). For CH$_2$OO+2-C$_4$H$_8$, all saddle points with a $\text{-CH}_3$ substitution at H1 (Channels A1, A2) have a negative barrier similar to CH$_2$OO + C$_3$H$_6$. Both Channels A3 and A4 have a $\text{-CH}_3$ substitution at H2 and have barrier heights comparable to or slightly higher than CH$_2$OO + C$_2$H$_4$. For 2-C$_4$H$_8$, it is not surprising that the highest barrier channel corresponds to both $\text{-CH}_3$ substituents on the same side of the plane as the puckered O atom.

A comparison of predicted absolute rate coefficients for CH$_2$OO + C$_2$H$_4$, C$_3$H$_6$, 1-C$_4$H$_8$ and iso-C$_4$H$_8$ is shown in Figure 3-6. Our computed TST (high-pressure-limit) rates at 298 K
agree very closely with Vereecken et al.’s highest level calculation for \( \text{CH}_2\text{OO} + \text{C}_2\text{H}_4 \), but less well with their lower-level calculations for \( \text{CH}_2\text{OO} + \text{propene} \) and \( \text{CH}_2\text{OO} + 2\text{-butene} \). Our calculations consistently overestimate the rate coefficient by factors varying between 5 and 10 depending on the alkene type and temperature. In general, the discrepancy is highest at low temperatures. The calculated rates for \( \text{C}_3\text{H}_6 \) and \( 1\text{-C}_4\text{H}_8 \) give curved Arrhenius plots due to the contributions of distinct saddle points, and flatten out at lower temperatures because of the submerged saddle points. Even though current calculations overestimate the absolute rate coefficients in the 300-500 K temperature range, they capture qualitative trends in relative reactivity between the alkenes. As seen in Figure 3-6, the reaction with \( \text{C}_3\text{H}_6 \) is faster at lower temperatures but because of the relatively stronger temperature dependence of \( \text{CH}_2\text{OO} + \text{C}_2\text{H}_4 \), the difference in reactivity decreases as temperature increases. Both experiments and calculations agree that the rate coefficients for \( \text{CH}_2\text{OO} \) reacting with propene, 1-butene, and isobutene are very similar (within 40% at all temperatures), but do not agree on the details. The comparison is more complicated for \( 2\text{-C}_4\text{H}_8 \) as it is the sum of the rates for the \textit{cis} and \textit{trans} isomers weighted by their respective equilibrium distribution at the temperature of interest. For simplicity, the calculated values for \textit{cis} and \textit{trans} isomers are shown separately in Figure 3-6 (bottom) along with the experimental measurements. As expected the \textit{trans} isomer is relatively more reactive and the corresponding rates are upper bounds for the overall \( \text{CH}_2\text{OO}+2\text{-C}_4\text{H}_8 \) rate. Similarly, the rates for the \textit{cis} isomer represent lower bounds on the calculated overall \( 2\text{-C}_4\text{H}_8 \) rate coefficients. The \textit{trans} isomer is thermodynamically favored and should be more representative of the overall behavior of \( 2\text{-C}_4\text{H}_8 \). Similar to \( \text{C}_3\text{H}_6 \), the lowest barrier heights for \( \text{CH}_2\text{OO} + \text{cis}-2\text{-C}_4\text{H}_8 \) and \( \text{CH}_2\text{OO} + \text{trans}-2\text{-C}_4\text{H}_8 \) computed by Vereecken et al.\textsuperscript{126} are systematically lower compared to corresponding values obtained here using higher level calculations.

More accurate estimation of the flux through shallow/submerged saddle points like those discussed here requires a two-bottlenecks-in-series variational TST treatment,\textsuperscript{153-154} which is beyond the scope of the present work. The rate coefficients for \( \text{CH}_2\text{OO} + \text{alkenes} \) reported here are almost 2 orders of magnitude smaller than the corresponding measurements for addition to carbonyl compounds\textsuperscript{120} indicating a shift from a very loose TS to a tight TS. This is because the saddle point for addition to carbonyls is deeply submerged (\( E_0 \sim -21000 \text{ J mol}^{-1} \)), while \( E_0 \) for alkenes was found to be much higher varying between -4000 J mol\(^{-1}\) and 12000 J mol\(^{-1}\).
3.1.4.4 Impact of CH$_2$OO + Alkene Measurements on Atmospheric Models

Alkenes are an important constituent of the atmosphere. They are emitted as products of combustion$^{155-156}$ and also as chemical intermediates in the manufacturing of plastic and other industrial and agricultural processes.$^{157}$ Natural sources of alkenes include emissions from vegetation, soils and the oceans.$^{158}$ As such, it is worthwhile to investigate what impact alkenes may have on CH$_2$OO chemistry in the atmosphere.

The recent study of Percival et al.$^{159}$ on atmospheric sulfuric acid concentrations concluded that three reactions - with H$_2$O, SO$_2$ and NO$_2$ - can have a comparable effects on atmospheric CH$_2$OO levels, combining to give CI removal rates of 20 s$^{-1}$ or faster by bimolecular reaction. They did not consider possible reactions of CI with alkenes, though of course they noted that reaction of alkenes with ozone is a major source of CI in the environment.

Recent measurement of the concentration of a small subset of alkenes (C2-C6) in polluted urban areas was found to exceed 100 ppb.$^{160}$ Combining this concentration with our newly measured CH$_2$OO rate coefficient at 298 K results in a relatively small CI removal rate of $\sim 2 - 5 \times 10^{-3}$ s$^{-1}$. We expect alkenes to compete with H$_2$O, SO$_2$ and NO$_2$ in the removal of CI only if alkene concentrations reach 400 ppm ($1 \times 10^{16}$ molecule cm$^{-3}$), which is possible in alkene rich environments such as emission plumes, polymer melts, rubber, etc.$^{161-162}$ Since the CI formation rate is highest in alkene-rich environments, the reactions of CI with alkenes may be significantly more important than one would compute from atmospheric averages which implicitly assume CI formation and CI destruction to be uncorrelated. Our measurements also reveal that the reaction of alkenes with CH$_2$OO is faster than the reaction of alkenes with the CI's parent molecule O$_3$, $\sim 5 \times 10^{-17}$ cm$^3$ molecule$^{-1}$ s$^{-1}$.$^{159}$

3.1.5 Conclusions

Using Herriott multiple-pass laser-absorption we have probed the B $^1A'$ $\leftarrow$ X $^1A'$ transition in the simplest Criegee Intermediate, CH$_2$OO. The identity of CH$_2$OO is confirmed by room temperature measurement of the CH$_2$I + O$_2$ reaction rate as well as the reaction rate of CH$_2$OO + acetone, both of which agree well with previous measurements. We then measured kinetics of CH$_2$OO reacting with C2-C4 alkenes at 25 Torr and temperatures ranging from 298 K - 494 K. The Arrhenius fits from these measurements are given below.

**Ethene:** $k_2 = (11 \pm 3) \times 10^{-15}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ exp$[-(7000 \pm 900)]$ mol$^{-1}$/RT

**Propene:** $k_2 = (8 \pm 2) \times 10^{-15}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ exp$[-(3700 \pm 600)]$ mol$^{-1}$/RT
Iso-Butene: \( k_2 = (5 \pm 2) \times 10^{-15} \text{cm}^3\text{molecule}^{-1}\text{s}^{-1} \exp[-(3400 \pm 1300)\text{J mol}^{-1}/RT] \)

1-Butene: \( k_2 = (5 \pm 2) \times 10^{-15} \text{cm}^3\text{molecule}^{-1}\text{s}^{-1} \exp[-(3200 \pm 1400)\text{J mol}^{-1}/RT] \)

2-Butene: \( k_2 = (2 \pm 1) \times 10^{-15} \text{cm}^3\text{molecule}^{-1}\text{s}^{-1} \exp[-(3500 \pm 1700)\text{J mol}^{-1}/RT] \)

We recommend using the above rates as reasonable lower bounds for atmospheric rates. Theory predicts some of the Arrhenius plots are significantly curved, consistent with the experiments, and the error bars are significant, so caution is recommended when extrapolating these fits outside of the experimental temperature range. For all alkyl substituted alkenes \( E_a \approx 3500 \pm 1000 \text{J mol}^{-1} \), whereas for ethene \( E_a \approx 7000 \pm 900 \text{J mol}^{-1} \). Ab initio calculations for the concerted cycloaddition reactions between CH₂OO and the various alkenes combined with conventional TST calculations qualitatively capture reactivity trends between C₂H₄, C₃H₆, 1-C₄H₈ and iso-C₄H₈ although the absolute rate coefficients are all overestimated. The reactivity of 2-C₄H₈ depends on the cis-trans distribution with the trans isomer expected to dominate. Interestingly, the reaction of Criegee Intermediate with alkenes is at least an order of magnitude slower than the analogous reaction with carbonyl compounds, due to the significantly different submerged barrier height. In normal atmospheres where the concentration of alkenes is less than 100 ppb, Criegee Intermediates are expected to react with other species (e.g. H₂O, NO₂, SO₂) much faster than they react with alkenes, but the reactions of Criegee Intermediates with C=C double bonds could be important in environments with higher concentrations of alkenes, such as in emission plumes or in rubber exposed to ozone. These high-alkene environments are the locations where Criegee Intermediates are also formed the fastest.

### 3.2 Kinetics of CH₂OO Self-Reaction

#### 3.2.1 Introduction

Following the discovery of an efficient route to produce the simplest Criegee Intermediate, CH₂OO, by photolysis of diiodomethane, CH₂I₂, in the presence of O₂,¹¹⁸ there has been a tremendous amount of experimental work done on this species as summarized in a recent review by Taatjes et al.¹⁶³ Many of these experiments involve such high concentrations of CH₂OO that self-reaction needs to be taken into account. As such, it is important to have an accurate rate coefficient for this reaction, \( k_{self} \). Vereecken et al. recently predicted a rate coefficient for this reaction at 300 K of \( \sim 4 \times 10^{-11} \text{cm}^3\text{molecule}^{-1}\text{s}^{-1} \) (factor of five uncertainty) using variational Transition State Theory.¹²⁶ Even more recently, using FTIR, Su et al. recommended a
value approaching the collision limit, \( k_{\text{self}} = 40 \pm 20 \times 10^{-11}\text{cm}^3\text{molecule}^{-1}\text{s}^{-1} \) near room temperature in 20-100 Torr of N\(_2\) bath gas.\(^{164}\)

We have shown that CH\(_2\)OO can be selectively probed using UV absorbance at \( \lambda = 375 \) nm (section 3.1.4.1). It is often difficult to determine absolute concentrations of reactive intermediates, which is needed to determine self-reaction rate coefficients, but we are able to quantify absolute concentrations by probing the 1315.246 nm \( F = 3 \ ^2P_{1/2} \leftrightarrow F = 4 \ ^2P_{3/2} \) atomic transition of I atom formed as the co-product of CH\(_2\)OO formation. This provides a very direct way of accurately determining the absolute concentration of CH\(_2\)OO. In this work we combine both of these measurements with laser flash photolysis to measure \( k_{\text{self}} \). By simultaneously measuring the absolute CH\(_2\)OO and I atom concentrations, which have very different time-dependences, we have also put an upper bound on the rate coefficient for CH\(_2\)OO + I. Finally, we have determined an absolute absorption cross-section for CH\(_2\)OO at our ultraviolet probe wavelength in good agreement with a recent measurement by Ting et al.\(^{165}\) but in disagreement with the measurement of Sheps.\(^{122}\) Accurate quantification of the absolute absorption spectrum of CH\(_2\)OO in this ultraviolet range is necessary in order to predict the true fate of CH\(_2\)OO in the troposphere.

### 3.2.2 Experimental Methods

The relevant aspects of the apparatus were described in section 3.1.2 so only a few details are noted here. All measurements were conducted at 297 K. The fourth harmonic output of an Nd:YAG laser (266 nm) operated at either a 0.5, 0.91 or 2 Hz repetition rate was used to photolyze CH\(_2\)I\(_2\). Different pairs of convex and concave lenses were used to collimate the photolysis beam to various diameters. For all experiments, except for the single UV pass control, the UV probe beam was in a Herriott multiple-pass configuration giving effective path lengths in the range of 10 - 15 m. The I atom laser was single-pass for all experiments (45 - 60 cm path length). Both UV and infrared absorbance traces were averaged over 500 acquisitions. CH\(_2\)I\(_2\) was purchased from Sigma-Aldrich at 99% purity and was further purified by successive freeze-pump-thaw cycles. CH\(_2\)I\(_2\) was introduced into the reactor by flowing bath gas (either He or N\(_2\), depending on the experiment) through a room temperature bubbler maintained at 750 Torr. Helium (Airgas, 99.999%), nitrogen (Airgas, 99.99%) and oxygen (Airgas, 99.999%) were all used directly from their cylinders without further purification.
3.2.3 Results and Discussion

3.2.3.1 Quantifying [CH$_2$OO]$_0$ using I Atom Absorbance

In order to determine self-reaction rate coefficients, it is necessary to quantify the initial concentration of the species of interest. We are able to quantify [CH$_2$OO]$_0$ by fitting simultaneously recorded absorbance traces of co-produced I atom (Figure 3-9).

![I atom absorbance trace](image)

**Figure 3-9:** Representative I atom absorbance trace at 297 K, in 50 Torr He and [O$_2$] = 1.1 $\times$ 10$^{17}$ cm$^{-3}$ with model fit (black line) to extract value of [CH$_2$OO]$_0$.

We have previously shown (section 3.1.4.1) that the growth and decay of I atom for this system can be captured by the simple kinetic model in **Scheme 3-2**, which has the biexponential analytical solution shown below.
\[
\begin{align*}
\text{CH}_2\text{I}_2 & \xrightarrow{266 \text{ nm}} \text{I} + \text{CH}_2\text{I} \\
\text{CH}_2\text{I} + \text{O}_2 & \xrightarrow{\alpha k_{\text{growth}}} \text{I} + \text{CH}_2\text{OO} \\
& \xrightarrow{\beta k_{\text{growth}}} \text{I} + \text{Products other than CH}_2\text{OO} \\
& \xrightarrow{\gamma k_{\text{growth}}} \text{Non-I atom forming channels} \\
& \xrightarrow{k_{\text{uni,I}}} \text{Products}
\end{align*}
\]

Products other than CH\(_2\)OO (e.g., HCOOH, dioxirane, CH\(_2\)O + O)

Scheme 3-2: Kinetic model for I atom growth

\[
[I](t) = \left(\frac{1}{k_{\text{growth}}[O_2] - k_{\text{uni},I}}\right)\left(\left([I]_0 + [\text{CH}_2\text{OO}]_0\right)k_{\text{growth}}[O_2] - [I]_0 k_{\text{uni},I}\right)e^{-k_{\text{uni},I}t} - [\text{CH}_2\text{OO}]_0 k_{\text{growth}}[O_2]e^{-k_{\text{growth}}[O_2]t}
\]

(3-5)

\[
A_1(t) = \sigma_1(\lambda = 1315.246 \text{ nm})[I](t)
\]

(3-6)

Note that \([\text{CH}_2\text{OO}]_0 \neq [\text{CH}_2\text{OO}]_0(t = 0)\) in this model. The initial jump in I atom absorbance shown in Figure 3-9, \(A_{1,1}\), corresponds to the initial photolytic production of CH\(_2\)I + I, while the second rise, \(A_{1,2}\), corresponds to production of I atom by the reaction CH\(_2\)I + O\(_2\) \rightarrow CH\(_2\)OO + I with rate coefficient \(k_{\text{growth}}(=1.4 \pm 0.1 \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1})\). Here we assume that the amount of I atom produced by this second process, \([I]_{0,2}\), is equal to the maximum amount of [CH\(_2\)OO] formed, \([\text{CH}_2\text{OO}]_0\) (i.e., branching of CH\(_2\)I + O\(_2\) to other CH\(_2\)OO isomers or their fragments is negligible, \(\beta \ll \alpha\)). With this assumption \([\text{CH}_2\text{OO}]_0\) can be calculated using Beer's Law.

\[
[I]_{0,2} = \frac{A_{1,2}}{\sigma_1(\lambda = 1315.246 \text{ nm})l_l}
\]

(3-6)

More details of calculating \([\text{CH}_2\text{OO}]_0\) using this procedure, including a propagation of uncertainty, are included in Appendix B. From this analysis, the overall uncertainty in our determination of \([\text{CH}_2\text{OO}]_0\) is 35%. Assuming \(\beta \ll \alpha\) is partially justified by the 10% upper bound on the branching fraction of CH\(_2\)I + O\(_2\) to formic acid determined by Welz et al., the same limit can be placed on dioxirane formation, assuming it has a comparable photoionization.
cross section as formic acid). Several researchers have also measured CH₂O in similar reaction conditions,¹¹⁸,¹⁴⁵ and found that most of it is formed by secondary chemistry (presumably from CH₂OO) on a much longer timescale than that shown in Figure 3-9, again consistent with \( \beta \ll \alpha \). Furthermore, one would expect any channel of CH₂I + O₂ that produces I atom and decomposition products of CH₂OO (e.g., CH₂O + O) to be pressure dependent, but as shown below our results are insensitive to pressure and bath gas, lending further credence to the assumption that \( \beta \ll \alpha \).

Several prior researchers have measured the ratio of \( \frac{A_{1,2}}{A_{1,1}} \) (this ratio is often assumed to equal \( \alpha \) in the literature).¹⁴⁴⁻¹⁴⁵ Our measurements are consistent with the prior work, though our error bar is higher: literature values of this ratio at our conditions are about 0.8, and our measurements range from 0.6-1.0 with an error bar of about 0.2 (Appendix B). We note that some assumptions are required to equate \( \alpha = \frac{A_{1,2}}{A_{1,1}} \): first that \( \beta \) is negligible (\( \beta \ll \alpha \)), and second that the CH₂I + I producing channel dominates over any other photolysis channel producing I atoms. For the analysis in this paper, we do not need to know the ratio \( \frac{A_{1,2}}{A_{1,1}} \), only the value of \( A_{1,2} \), which appears in Eq. 3-6, nor do we need to know the value of \( \alpha \) or \( \gamma \), but only that \( \beta \ll \alpha \) (i.e., that the reaction of CH₂I + O₂ forms I atoms and CH₂OO in a 1:1 ratio).

### 3.2.3.2 Measured CH₂OO self-reaction

The decays of both CH₂OO and I atom were recorded simultaneously by UV and IR absorbance respectively, for a range of experimental conditions as summarized in Table 3-5.
**Table 3-5:** Summary of experimental conditions (T = 297 K for all experiments and \([O_2] = 0.55\) and \(1.1 \times 10^{17}\) cm\(^{-3}\) for all 25 and 50/100 Torr experiments, respectively)

<table>
<thead>
<tr>
<th>Experiment Title</th>
<th>Photolysis beam diameter (cm)</th>
<th>(l_s) (cm)</th>
<th>FPR(^b)</th>
<th>Bath gas</th>
<th>P (Torr)</th>
<th>([\text{CH}_2\text{I}_2]) (10^{14}) molecule/cm(^3)(^c)</th>
<th>Photolysis power (mJ/pulse) (10^{12}) molecule/cm(^3)</th>
<th>([\text{CH}_2\text{O}]_6)(^d)</th>
<th>Number Of traces</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 Torr N(_2)</td>
<td>1.15</td>
<td>55</td>
<td>1.5</td>
<td>N(_2)</td>
<td>25</td>
<td>2</td>
<td>15 – 65</td>
<td>2 – 8</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>55</td>
<td>1.5</td>
<td>N(_2)</td>
<td>25</td>
<td>1.5</td>
<td>65</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>55</td>
<td>1.5</td>
<td>N(_2)</td>
<td>25</td>
<td>1</td>
<td>65</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>50 Torr N(_2)</td>
<td>1.15</td>
<td>55</td>
<td>1.5</td>
<td>N(_2)</td>
<td>50</td>
<td>4</td>
<td>15 – 65</td>
<td>2 – 11</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>55</td>
<td>1.5</td>
<td>N(_2)</td>
<td>50</td>
<td>3</td>
<td>65</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1.15</td>
<td>55</td>
<td>1.65</td>
<td>N(_2)</td>
<td>50</td>
<td>2</td>
<td>65</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>100 Torr N(_2)</td>
<td>1.3</td>
<td>64</td>
<td>1.51</td>
<td>N(_2)</td>
<td>100</td>
<td>4</td>
<td>15 – 65</td>
<td>3-9</td>
<td>6</td>
</tr>
<tr>
<td>25 Torr He</td>
<td>1.15</td>
<td>55</td>
<td>1.5</td>
<td>He</td>
<td>25</td>
<td>3</td>
<td>15 – 65</td>
<td>2 – 9</td>
<td>6</td>
</tr>
<tr>
<td>50 Torr He</td>
<td>1.15</td>
<td>55</td>
<td>1.65</td>
<td>He</td>
<td>50</td>
<td>6</td>
<td>15 – 65</td>
<td>5 – 18</td>
<td>6</td>
</tr>
<tr>
<td>Double FPR Control</td>
<td>1.15</td>
<td>55</td>
<td>3.3</td>
<td>N(_2)</td>
<td>50</td>
<td>4</td>
<td>15 – 65</td>
<td>3-11</td>
<td>6</td>
</tr>
<tr>
<td>Half FPR Control</td>
<td>1.15</td>
<td>55</td>
<td>0.85</td>
<td>He</td>
<td>50</td>
<td>6</td>
<td>15 – 65</td>
<td>4-13</td>
<td>6</td>
</tr>
<tr>
<td>Smaller Photolysis Beam Control</td>
<td>1.0</td>
<td>47</td>
<td>1.65</td>
<td>N(_2)</td>
<td>50</td>
<td>4</td>
<td>15 – 65</td>
<td>2 – 13</td>
<td>6</td>
</tr>
<tr>
<td>Larger Photolysis Beam Control</td>
<td>1.3</td>
<td>58</td>
<td>1.65</td>
<td>N(_2)</td>
<td>50</td>
<td>4</td>
<td>15 – 65</td>
<td>3 – 9</td>
<td>6</td>
</tr>
<tr>
<td>Single UV Pass Control</td>
<td>1.3</td>
<td>60</td>
<td>1.65</td>
<td>N(_2)</td>
<td>50</td>
<td>4</td>
<td>15 – 65</td>
<td>3 – 10</td>
<td>6</td>
</tr>
</tbody>
</table>

\(^a\)25% relative uncertainty in all \(l_s\) values reported

\(^b\)FPR = Flashes per Refresh

\(^c\)\([\text{CH}_2\text{I}_2]\) was estimated by using the vapor pressure of \(\text{CH}_2\text{I}_2\) at 298 K\(^{106}\) and assuming that after passing through the bubbler the gas was saturated with \(\text{CH}_2\text{I}_2\). Therefore, these values represent upper bound estimates of the true \([\text{CH}_2\text{I}_2]\).

\(^d\)Determined from simultaneously recorded \(I\) atom absorbance at short times. All \([\text{CH}_2\text{O}]_6\) values reported have 35% relative uncertainty.
[CH₂OO](t) and [I](t) were first fit to the “complex” kinetic model shown in Scheme 3-3, which requires numerical integration.

\[
\begin{align*}
\text{CH}_2\text{OO} & \xrightarrow{k_{\text{uni}}} \text{Products} \\
2 \text{CH}_2\text{OO} & \xrightarrow{k_{\text{self}}} \text{Products} \\
\text{CH}_2\text{OO} + I & \xrightarrow{k_{\text{CH}_2\text{OO}+I}} \text{Products} \\
I & \xrightarrow{k_{\text{uni},I}} \text{Products} \\
2I + M & \xrightarrow{k_{\text{self},I}} I_2 + M
\end{align*}
\]

\[
[\text{CH}_2\text{OO}]_0 = \frac{A_{I,2}}{\sigma_I(\lambda = 1315.246 \text{ nm})l_I}
\]

\[
[I]_0 = \frac{A_{I,0}}{\sigma_I(\lambda = 1315.246 \text{ nm})l_I}
\]

**Scheme 3-3:** “Complex” kinetic model for simultaneous CH₂OO and I atom decay

\[
\frac{A_{375}(t)}{A_{375,0}} = (1 + b) \frac{[\text{CH}_2\text{OO}](t)}{[\text{CH}_2\text{OO}]_0} - b \quad (3-7)
\]

\[
\frac{A_I(t)}{A_{I,0}} = (1 + c) \frac{[I](t)}{[I]_0} - c \quad (3-8)
\]

Following the recommendation of Su et al., we have included CH₂OO + I in this model. We have also included self-reaction of I atom using the recommended overall third order rate coefficients of Baulch et al. based on extensive literature review for different bath gases, M. Note that in this model, t = 0 is defined as the time at which both CH₂OO and I atom are at their maximum concentrations. Because the growth of both CH₂OO and I atom occur on a time scale at least two orders of magnitude faster than their respective decays, we found it was unnecessary to include the formation step (Appendix B). We have previously shown at similar conditions that IO does not make a noticeable contribution to the observed absorbance at 375 nm (section 3.1.4.1), therefore we assume \(A_{375}(t) \propto [\text{CH}_2\text{OO}](t)\) only. This assumption is most readily validated using the present data by the fact that \(A_{375}(t)\) returns to baseline at timescales (\(\sim 10\) ms) where [IO] would still be near its maximum.

[CH₂OO]₀ and [I]₀ are both obtained by fitting the I atom absorbance trace at short times when formation occurs as discussed in the previous section. The global fit parameters (constant for a given experiment) in this model are \(k_{\text{uni}}\), \(k_{\text{self}}\), \(k_{\text{CH}_2\text{OO}+I}\) and \(k_{\text{uni},I}\). Local fit parameters
(allowed to vary from trace to trace) are b and c, which are included to take into account the fact that the oscilloscope signal sometimes goes below baseline, and the value of $[\text{CH}_2\text{OO}]_0$, which was allowed to vary within its $\pm 35\%$ relative uncertainty. Representative decays and fits of the "complex" model are shown in Figure 3-10.

Figure 3-10: Measured decays of $\text{CH}_2\text{OO}$ (left) and I atom (right) at 297 K and 50 Torr He over a range of $[\text{CH}_2\text{OO}]_0$ values. Solid black lines are fits of the "complex" model. Only every 100th data point is shown for clarity.

The fit parameters obtained by fitting this model to all of the experiments in Table 3-5 are summarized in Table B 1. Interestingly, while the decay of $\text{CH}_2\text{OO}$ becomes faster and appears more second-order for higher $[\text{CH}_2\text{OO}]_0$ values as expected, the decay of I atom is completely insensitive to $[\text{CH}_2\text{OO}]_0$ and $[\text{I}]_0$. From the experiments where the diiodomethane concentration
was also varied we found that the I atom decay is insensitive to $[\text{CH}_2\text{I}_2]$. A separate experiment was conducted at varying $\text{O}_2$ concentrations to show that oxygen also has no effect (Figure B.6). This leaves diffusion out of the beam as the dominant loss process for I atom, which is corroborated by the fact that the only experimental parameter that significantly decreased the time constant of the decay of I atom signal was switching the bath gas from $\text{N}_2$ to He (Appendix B). Furthermore, at these low pressures and for our photolysis beam diameters, diffusion is expected to occur on a time scale of $10 - 100$ ms, consistent with the $\sim 15$ ms timescale for I atom decay observed here.\textsuperscript{104}

This suggests that CH$_2$OO + I is not significant, and indeed if $k_{\text{CH}_2\text{OO}+\text{I}}$ is unconstrained during the fitting procedure very good fits are obtained with $k_{\text{CH}_2\text{OO}+\text{I}} \approx 0$ (Appendix B). Furthermore, if $k_{\text{CH}_2\text{OO}+\text{I}}$ is constrained to equal $5 \times 10^{-11}$ cm$^3$ molecule$^{-1}$s$^{-1}$, the theoretically predicted value by Su et al.,\textsuperscript{164} the model is not able to simultaneously fit the decay of both CH$_2$OO and I atom well. Only for $k_{\text{CH}_2\text{OO}+\text{I}} < 1.0 \times 10^{-11}$ cm$^3$ molecule$^{-1}$s$^{-1}$ is the model able to adequately fit the data (Figure B.2). Therefore we conclude that $1.0 \times 10^{-11}$ cm$^3$ molecule$^{-1}$s$^{-1}$ is a conservative upper bound on the rate coefficient for CH$_2$OO + I at 297 K.

If CH$_2$OO + I is removed from the kinetic model, it is no longer necessary to fit the decays of CH$_2$OO and I together and a “simplified” kinetic model, shown in Scheme 3-4, for the decay of CH$_2$OO only can be fit to the data.

\[ \text{CH}_2\text{OO} \rightarrow^{k_{\text{uni}}} \text{Products} \]
\[ 2 \text{CH}_2\text{OO} \rightarrow^{k_{\text{self}}} \text{Products} \]
\[ [\text{CH}_2\text{OO}]_0 = \frac{A_{1/2}}{\sigma_1(\lambda = 1315.246 \text{ nm})l_f} \]

**Scheme 3-4:** “Simplified” kinetic model for CH$_2$OO decay

The analytical solution to this “simplified” model is shown below.

\[
\frac{A_{375(\text{t})}}{A_{375,0}} = (1 + b) \frac{[\text{CH}_2\text{OO}(\text{t})]}{[\text{CH}_2\text{OO}]_0} - b = (1 + b) \frac{k_{\text{uni}}}{(k_{\text{uni}}+2k_{\text{self}}[\text{CH}_2\text{OO}]_0)e^{k_{\text{uni}}t}-2k_{\text{self}}[\text{CH}_2\text{OO}]_0} - b \quad (3-9)
\]

Unlike the “complex” model, in this model $[\text{CH}_2\text{OO}]_0$ is fixed at the value determined by the simultaneous I atom measurement for a given trace (not allowed to vary ±35%) and $k_{\text{uni}}$ is a
local fit parameter. $k_{\text{uni}}$ captures the contributions of CH$_2$OO + I as well as other first order loss processes such as unimolecular decay of CH$_2$OO and diffusion out of the beam. (Because the concentration of I atom drops by at most 20%, and in most cases less than 10%, over the ~2 ms time scale that CH$_2$OO decays, the CH$_2$OO + I reaction can be treated as pseudo-first-order. This provides another way to estimate $k_{\text{CH}_2\text{OO}+\text{I}}$ as discussed in Appendix B). Representative fits of this “simplified” model are shown in Figure 3-11 and Table 3-6 summarizes the fit values of $k_{\text{self}}$ and $k_{\text{uni}}$ obtained. Because $k_{\text{self}}$ and [CH$_2$OO]$_0$ are always multiplying each other in this “simplified” model, the 35% relative uncertainty in [CH$_2$OO]$_0$ causes $k_{\text{self}}$ to also be uncertain by at least ±35%.

![Graph](image)

**Figure 3-11:** Representative decays of normalized CH$_2$OO absorbance ($\lambda = 375$ nm) at 297 K and 50 Torr He over a range of [CH$_2$OO]$_0$ values ($5 - 18 \times 10^{12}$ molecules cm$^{-3}$). Solid black lines are fits of the “simplified” model.
Table 3-6: Fit CH$_2$OO self-reaction rate coefficient, $k_{self}$, and first order decay, $k_{uni}$, from “simplified” model for all experiments (T=297 K)

<table>
<thead>
<tr>
<th>Base Case Experiments</th>
<th>$k_{self}^{b}$ (10$^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$)</th>
<th>Range of $k_{uni}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P = 25 Torr He</td>
<td>4.7 ± 1.6</td>
<td>69 - 146</td>
</tr>
<tr>
<td>P = 25 Torr N$_2$</td>
<td>4.2 ± 1.5</td>
<td>96 - 246</td>
</tr>
<tr>
<td>P = 50 Torr He</td>
<td>5.4 ± 1.9</td>
<td>34 - 228</td>
</tr>
<tr>
<td>P = 50 Torr N$_2$</td>
<td>6.8 ± 2.4</td>
<td>8 - 249</td>
</tr>
<tr>
<td>P = 100 Torr N$_2$</td>
<td>5.9 ± 2.1</td>
<td>73 - 283</td>
</tr>
<tr>
<td>Control Experiments$^a$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larger Photolysis Beam (1.3 cm)</td>
<td>4.7 ± 1.6</td>
<td>91 - 401</td>
</tr>
<tr>
<td>Smaller Photolysis Beam (1 cm)</td>
<td>7.7 ± 2.7</td>
<td>0 - 304</td>
</tr>
<tr>
<td>Single UV Pass</td>
<td>4.5 ± 1.6</td>
<td>206 - 490</td>
</tr>
<tr>
<td>Double Flashes per Refresh (3)</td>
<td>7.4 ± 2.6</td>
<td>24 - 155</td>
</tr>
<tr>
<td>Half Flashes per Refresh (0.9)</td>
<td>5.9 ± 2.1</td>
<td>2 - 270</td>
</tr>
</tbody>
</table>

$^a$Control experiments were at a total pressure of 50 Torr N$_2$, except for "Half Flashes per Refresh" experiment, which was in 50 Torr He

$^b$Uncertainty in $k_{self}$ reflects 35% uncertainty in [CH$_2$OO]$_0$

As shown, the fit $k_{self}$ values range from 4.2 - 7.7 x 10$^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ and are all within each other’s uncertainty. Because of the large calculated exothermicity of this reaction and the relatively small predicted barrier to chemically activated products, the rate coefficients we measure here should not depend on either pressure or bath gas. Therefore, rather than being representative of any real trend, the $k_{self}$ values measured at different pressures and bath gases are representative of our overall uncertainty in $k_{self}$.

Of course, it is important to also note that all of the control experiments give $k_{self}$ values in reasonable agreement. The control experiment with a single pass of the UV probe beam is particularly important. In this experiment the UV and I atom probe beams followed the same single-pass path through the reactor. The fact that the $k_{self}$ value obtained from this experiment is in good agreement with those measured using a very different multiple-pass geometry strongly suggests that any spatial inhomogeneity in the photolysis beam is small such that a nearly homogenous cylinder of radicals is generated at each photolysis flash. As expected, diffusion out
of the single-pass beam is much faster than diffusion out of the large region covered by the Herriott multiple pass geometry, resulting in the consistently higher \( k_{\text{uni}} \) values for this experiment.

Furthermore, the absorption cross section of \( \text{CH}_2\text{OO} \) at the UV probe wavelength (\( \lambda = 375 \text{ nm} \)) was measured as \( 6.2 \pm 2.2 \times 10^{-18} \text{ cm}^2 \text{ molecule}^{-1} \) for the single UV pass experiment (Figure B 5) in good agreement with our previous measurement (Figure A 1) as well as the recent measurement of Ting et al. (\( 7.7 \pm 0.385 \times 10^{-18} \text{ cm}^2 \text{ molecule}^{-1} \) at 375 nm), who used a different method to determine \( [\text{CH}_2\text{OO}]_0 \).\(^{165}\) We note that our values and those of Ting et al. are significantly lower than the absolute cross section measured by Sheps (\( 25 \pm 6 \times 10^{-18} \text{ cm}^2 \text{ molecule}^{-1} \)), who in addition to using a different method to estimate \( [\text{CH}_2\text{OO}]_0 \) also had a different multiple-pass reactor geometry.\(^{122}\) This agreement of \( \sigma_{\text{CH}_2\text{OO}}(\lambda = 375 \text{ nm}) \) values between us and Ting et al. provides evidence that the way in which we are quantifying \( [\text{CH}_2\text{OO}]_0 \) using the I atom absorbance is accurate.

Finally, based on the range of values we have measured we recommend using \( k_{\text{self}} = 6.0 \pm 2.1 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \). This value is within the large uncertainty of the theoretical prediction of Vereecken et al.\(^{126}\) but much smaller than the experimentally and theoretically determined estimate of Su et al.\(^ {164}\) The authors of that previous work later revised their recommended \( k_{\text{self}} \) to \( 8 \pm 4 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \) based on subsequent ultraviolet absorption experiments,\(^ {168}\) in much better agreement with our measurements. Chhantyal-Pun et al. also later measured \( k_{\text{self}} = 7.3 \pm 0.6 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \) using cavity ring down spectroscopy,\(^ {169}\) again in good accord with the measurements reported here.

Using this newly measured self-reaction rate-coefficient we can estimate at what \( [\text{CH}_2\text{OO}]_0 \) this sink of \( \text{CH}_2\text{OO} \) will compete with other loss processes, \( [\text{CH}_2\text{OO}]_{0,\text{min}} \). Typically in both the atmosphere and in laboratory experiments, \( k_{\text{uni}} \approx 100 \text{ s}^{-1}.\(^ {118}\) Therefore \( [\text{CH}_2\text{OO}]_{0,\text{min}} = \frac{k_{\text{uni}}}{k_{\text{self}}} \approx 2 \times 10^{12} \text{ molecules cm}^3 \), which is unlikely to be reached in the atmosphere\(^ {170}\) but is certainly typical in many laboratory experiments including alkene ozonolysis.\(^ {171}\)

3.2.4 Conclusions

The rate of self-reaction of the simplest Criegee Intermediate, \( \text{CH}_2\text{OO} \), is of importance in many current laboratory experiments where \( \text{CH}_2\text{OO} \) concentrations are high, such as flash photolysis and alkene ozonolysis. Using laser flash photolysis while simultaneously probing both
CH₂OO and I atom by direct absorption we can accurately determine absolute CH₂OO concentrations as well as the UV absorption cross section of CH₂OO at our probe wavelength (λ = 375 nm), which is in agreement with a recently published value. Knowing absolute concentrations we can accurately measure \( k_{\text{self}} = 6.0 \pm 2.1 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \) at 297 K. We are also able to put an upper bound on the rate coefficient for CH₂OO + I of \( 1.0 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \).

### 3.3 Kinetics of CH₂OO + Carbonyls

#### 3.3.1 Introduction

Criegee Intermediates (CI) were postulated many years ago as important biradicals in atmospheric alkene ozonolysis\(^{117}\) where they are likely to be formed with high internal energy and can initiate tropospheric oxidation reactions.\(^{113}\) They also impact the atmospheric budgets of SO₂\(^{116}\) and NOₓ\(^{118, 172}\) and are linked to the formation of H₂SO₄.\(^{173}\) Reaction of CI with water dimer is by far the major bimolecular loss for this intermediate, which is based on the high concentration of H₂O in the troposphere and the moderate rate constant of the reaction of CI with water dimer.\(^{174}\) For its potential importance in the atmosphere, reactions of CI with neutral atmospheric molecules have been of interest to many experimentalists and theoreticians.\(^{55, 74, 113, 116, 118, 120, 172-176}\)

However, direct kinetic measurements were only accessible recently, after Welz et al. demonstrated an efficient route for the formation of the simplest CI (CH₂OO) through the reaction of CH₂I + O₂.\(^{118}\) Reactions with carbonyl compounds have received special attention as the highly exothermic and barrierless cycloaddition of CI to the C=O bond makes them efficient CI scavengers. In the present work, we report the temperature dependent rate coefficients for reactions of CH₂OO with acetone (CH₃COCH₃) and acetaldehyde (CH₃CHO) and compare these with similar studies on C₂-C₄ alkenes (ethene, propene and butenes).\(^{74}\) Existing literature on the carbonyl reactions has been limited to room temperature.\(^{55, 120, 175-177}\) Taatjes et al.\(^{120}\) used Photo-Ionization Mass Spectrometry (PIMS) and found the reaction with CH₃CHO to be 4 times faster than with CH₃COCH₃ at P = 4 Torr. In the case of CH₃COCH₃ they observed products at two masses: m/z =104 amu, which they assigned to the secondary ozonide (SOZ) and m/z = 89 amu, which they hypothesized was the daughter ion of another 104 amu isomer. Acetic
acid (CH₃COOH), formaldehyde (HCHO) and formic acid (HCOOH) were all detected as products in the reaction between CH₂OO and CH₃CHO. Stone et al.⁵⁵ investigated the reaction of CH₂OO with CH₃CHO at pressures between 25 Torr and 300 Torr. They monitored HCHO using LIF and found the HCHO yield from the reaction to decrease with pressure, implying that the reaction is pressure dependent. Horie et al.¹⁷⁵ used FT-IR to measure the rate of CH₂OO reaction with CH₃CHO relative to CF₃COCF₃ in the solution phase and observed SO₂ formation in both reactions. Berndt et al.¹⁷⁶ measured the room temperature rate coefficient for the reactions of CH₂OO with CH₃CHO and CH₃COCH₃. In their work, CH₂OO radicals were generated from the reaction of ozone with C₂H₄ at atmospheric pressure and the rate coefficient was indirectly measured by detecting H₂SO₄ after titration with SO₂. Several ab initio calculations have been performed on CH₂OO + carbonyls.¹²⁸, ¹⁷⁷⁻¹⁷⁸ Recently Jalan et al.¹²⁸ used electronic structure and RRKM calculations to determine both the rates and the product branching of the title reactions. We previously reported rates for reactions of CH₂OO with alkenes (section 3.1) and found the kinetics to be slow relative to carbonyl compounds with small positive experimental Ea's. The main interest of this work is to measure and understand the T-dependence of CH₂OO + C=O bonds in CH₃CHO and CH₃COCH₃ and compare these with similar results for CH₂OO + C=C bonds obtained earlier. We also report the effect of pressure on the kinetics of the title reactions at 298 K and 444 K. The products of the reactions were measured at 298 K and 10, 25 and 50 Torr by Photo-Ionization Time-of-Flight Mass Spectrometry (PI TOF-MS). The MS study was limited to products with ionization energy ≤ 10.5 eV. Finally, our measurements were compared against theoretical predictions using the molecular geometries and energies computed by Jalan et al. (RCCSD(T)-F12a/cc-pVTZ-F12//B3LYP/MG3S level of theory).¹²⁸

3.3.2 Experimental Methods

All experiments were conducted on a modified version of the MIT laser-photolysis/Herriot multiple-pass laser-absorption apparatus described by Ismail et al.⁹⁶ This apparatus was modified to incorporate a PI TOF-MS with supersonic molecular beam sampling from the center of the reactor. Detailed descriptions of the apparatus are available in a published MIT Ph.D. thesis⁶⁸ and only the essential details are included here. The stainless steel reactor is 86 cm long, 6 cm in diameter and resistively heated by four heaters wrapped along the length of the reactor to create a
uniform temperature profile (standard deviation ±2% of average) through the overlap region of
the absorption laser. The heaters enable the gas mixture to be heated up to 700 K, though in the
present work, measurements were limited to 500 K to avoid secondary chemistry that could arise
from the thermal decomposition of CH₂OO at high temperatures. The internal pressure of the
reactor was monitored by a capacitance manometer and controlled via an automated butterfly
valve. In order to minimize the possibility of CH₂ formation (via a single-photon process\textsuperscript{27}) or
photolytic fragmentation of either CH₃CHO or CH₃COCH₃, the third harmonic output of an
Nd:YAG laser (355 nm) operated at a repetition rate of 2 Hz was used to photolyze CH₂I₂
instead of a shorter wavelength such as the fourth harmonic of an Nd:YAG laser (266 nm). The
frequency-doubled output of a Ti:Sapphire laser (80 MHz pulsed laser with 1.2 ps full width at
half maximum, FWHM, pulses) was used to generate the 375 nm probe beam. The fundamental
wavelength of the Ti:Sapphire laser was measured before each experiment using a recently
calibrated Ocean Optics USB2000 spectrometer. Multiple-pass probe laser path lengths were in
the range of 10–15 m. Because the probe laser generates a continuous pulse train, a complete
transient absorption trace is recorded for each photolysis flash. Transient absorbance traces were
averaged over 500 acquisitions. Helium was used as a balance gas. The flow of this gas was
varied to adjust the total gas mixture flow and maintain the same number of photolysis flashes
per refresh. All experiments were operated at one flash per refresh to avoid secondary chemistry.

The relative time-dependent product concentrations were determined using the PI TOF MS
method. A small amount of the reactive gas mixture was continuously sampled via a small
pinhole at the tip of a cone that juts slightly into cross section of the photolysis beam at the
center of the reaction cell. The sampled gas was supersonically expanded, and the center of the
resultant free jet was passed through a Beam Dynamics skimmer to form a collimated molecular
beam. The gas in the molecular beam was effectively “frozen” in composition by cooling while
in transit to the ionization region of the PI TOF-MS, where it was photo-ionized using 118.2 nm
(10.487 eV) light. The 118.2 nm light was generated by focusing the third harmonic (355 nm)
output of a pulsed Nd:YAG laser (<12 ns FWHM wide pulses at 2 Hz) in a 1:10 Xe:Ar gas cell at
a total pressure of 90–100 Torr. The relative abundance of ions at different mass-to-charge ratios
(m/z) were analyzed using a Kore Time-of-Flight mass spectrometer and detected using the
Kore-supplied discrete dynode electron multiplier detector and analog pre-amplifier. The
 correspondence between time-of-flight and m/z was determined by calibration with a mixture of
known stable species. Control experiments were conducted with and without acetone, O₂ or CH₂I₂.

CH₂I₂ was purchased from Sigma-Aldrich at 99% purity and was further purified by successive freeze-pump-thaw cycles. CH₂I₂ was introduced into the reactor by a helium flow through a room temperature bubbler maintained at 750 Torr. CH₃COCH₃ (Sigma Aldrich, ≥ 99.9%) and CH₃CHO (Sigma Aldrich, ≥ 99.5%) were used after purification by freeze-pump-thaw cycles using liquid nitrogen. During use, the carbonyl compounds were maintained at constant temperatures such that their respective vapor pressures were sufficient to drive the flow through an MKS mass flow controller (MFC). Because the MFC's have been calibrated with N₂, the uncertainty in the concentration of CH₃CHO and CH₃COCH₃ in the reactor is 10%, as we have previously explained, which is the dominant contribution to the uncertainty in our measurements of overall rate coefficients. In the TOF-MS experiments a small flow of calibration gas, consisting of 100 ppm each of nine species with known photoionization cross sections diluted in helium, was simultaneously introduced as an internal standard. The uncertainty in the concentration of the calibration gas is also 10% for the same reasons, which has been accounted for in the final reported uncertainty of our TOF-MS results. Helium (Airgas, 99.999%) and oxygen (BOC, 99.999%) were used directly without further purification.

3.3.3 Results and Discussion
3.3.3.1 Generation of CH₂OO
CH₂OO radicals were generated utilizing the method demonstrated by Welz et al., (but using 355 nm instead of 248 nm photolysis)

\[
\begin{align*}
\text{CH}_2\text{I}_2 & \xrightarrow{355\text{ nm}} \text{CH}_2\text{I} + \text{I} \\
\text{CH}_2\text{I} + \text{O}_2 & \xrightarrow{k_1} \text{CH}_2\text{OO} + \text{I}
\end{align*}
\]

Figure 3-12 shows the CH₂OO 375 nm absorption following 355 nm photolysis of CH₂I₂ in the presence of O₂. Flat signal was observed in the absence of either CH₂I₂ or O₂. Previous work in our laboratory has demonstrated that CH₂OO is the dominant radical being probed at 375 nm (section 3.1.4.1). This was verified by measuring the formation rate of CH₂OO by simultaneously recording the UV absorption at 375 nm and the infrared absorption of the co-produced I atom (probing the F=3 ²P₁/₂ ← F=4 ²P₃/₂ hyprefine atomic
transition)\(^\text{127}\) at different concentrations of \(O_2\). The resulting rate coefficient \((k_1)\) agreed well with literature confirming that the species being monitored is a product of \(CH_2I + O_2\). Furthermore, the room temperature reaction rate of this species with \(CH_3COCH_3\) agreed well with Taatjes’s value\(^\text{120}\) for \(CH_2OO + CH_3COCH_3\) at the same temperature and pressure. As a result we think the change in the absorption intensity of the probe, \(A_{375\text{nm}}(t)\), in our system is representative of the concentration of \(CH_2OO\) as a function of time:

\[
A_{375\text{nm}}(t) \propto [CH_2OO](t)
\]

From our previous study on \(CH_2OO\) self-reaction (section 3.2), the absorption cross section of \(CH_2OO\) at 375 nm, \(\sigma_{CH_2OO}(375\text{ nm})\), is \((6.2 \pm 2.2) \times 10^{-18} \text{ cm}^2 \text{ molecule}^{-1}\). For further discussion of the absorption spectrum of \(CH_2OO\) see Ting et al.\(^\text{165}\)

Once generated, \(CH_2OO\) radicals undergo reactions with the co-reactants \(CH_3COCH_3/CH_3CHO\) \((k_2, k_3)\) and are also removed from the center of the reactor by other processes. Possible removal processes of \(CH_2OO\) in our system include:

\[
CH_2OO + CH_3COCH_3 \xrightarrow{k_2} \text{Product}
\]

\[
CH_2OO + CH_3CHO \xrightarrow{k_3} \text{Product}
\]

\[
CH_2OO + CH_2OO \xrightarrow{k_{self}} \text{Products}
\]

\[
CH_2OO + I \xrightarrow{k_{CH_2OO+I}} \text{Products}
\]

\[
CH_2OO \xrightarrow{k_4} \text{Products}
\]

Reactions are carried out under pseudo first order conditions, where the co-reactant, \(CH_3COCH_3\) or \(CH_3CHO\), is in great excess over the initial concentration of \(CH_2OO\) and \(I\), so the first-order processes dominate. Most of the radicals react with the species which is in excess. This simplifies the analysis of the transient concentration data greatly, as the kinetics can be accurately fitted by a single exponential function of the form \(a \exp(-k't) + c\), black dashed line in Figure 3-12.

In most of our absorption experiments, the maximum \([CH_2OO]\) is small enough, \(4.9 \times 10^{11} \text{ molecule cm}^{-3}\), that the second-order reaction is negligible. The rate constant for the self-reaction of \(CH_2OO\) was reported recently by Buras et al.,\(^\text{75}\) Ting et al.,\(^\text{168}\) and Pun et al.\(^\text{169}\) Employing an average value of \(k_{self}= 7 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}\) and the
upper bound rate coefficient for CH$_2$OO + I of $1 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, the computed removal by second order processes is always less than 35 s$^{-1}$, at least an order of magnitude slower than the first-order processes. Therefore once the CH$_2$OO formation process is complete, the measured exponential decay of the signal due to CH$_2$OO absorption in our system can be described by a simple equation:

$$A_{375}(t) = a \exp(-k'_{\text{total}}t) + c$$  \hspace{1cm} (3-10)

$$k'_{\text{total}} = k_{\text{co-reactant[co-reactant]}} + k'_{4}$$  \hspace{1cm} (3-11)

where $k'_{4}$ is a catch-all rate that captures effects such as diffusion out of the probe beam, reaction with contaminants and unimolecular decomposition of CH$_2$OO, $a$ is a scaling factor and $c$ is a vertical offset.

Figure 3-12: Time resolved CH$_2$OO absorption signal at 3 temperatures for $P = 25$ Torr, [O$_2$] = $6 \times 10^{16}$ molecules cm$^{-3}$, [CH$_2$I$_2$] = $1.4 \times 10^{14}$ molecules cm$^{-3}$ and [CH$_3$CHO] = $1.0 \times 10^{15}$ molecules cm$^{-3}$. The dashed lines are single exponential fits. The reaction is fastest at low T.

A single exponential function was able to fit the absorption traces well at all temperatures less than 500 K. The resultant pseudo-first order plots at 298 K, as shown in Figure 3-13,
squares, have a relatively small intercept, \( k_4 \), compared to the total removal rate in the presence of the maximum concentration of the co-reactant. This observation demonstrates that reactions with CH\(_3\)COCH\(_3\)/CH\(_3\)CHO are the dominant consumption routes for CH\(_2\)OO radicals at room temperature. However, as the temperature increases, triangles and circles in Figure 3-13, the title reactions become slower, and the secondary chemistry becomes competitive. Attempts to measure the rate of the title reactions at temperatures above 500 K were made, but, as we have previously shown,\(^7\) even at low photolysis energy (50 mJ/pulse) and low CH\(_2\)I\(_2\) concentration, the decay of the CH2OO absorption was fast (~2000 s\(^{-1}\)) and not very sensitive to the concentration of the co-reactant, so we could not accurately determine \( k_2 \) or \( k_3 \). We hypothesize that this is due to the onset of fast unimolecular decomposition at \( T>500 \) K.

Control experiments were carried out at different experimental conditions of [CH\(_2\)I\(_2\)] and photolysis energy. The results are consistent with the base condition ([CH\(_2\)I\(_2\)] = 1.4 \times 10^{14} \) molecules cm\(^{-3}\) and 50 mJ/pulse), implying that the effect of laser energy and precursor concentration on the measured rate coefficients is negligible. The conditions and results of the control experiment are shown in Appendix C.

### 3.3.3.2 T-dependence of CH\(_2\)OO + CH\(_3\)COCH\(_3\) and CH\(_2\)OO + CH\(_3\)CHO

A series of 375 nm absorption decay profiles were collected at \( P = 25 \) Torr under identical \( \text{O}_2 \) and CH\(_2\)I\(_2\) concentrations at different temperatures between 298 K and 500 K. The decay constants, \( k'_\text{total} \), extracted from each absorption signal were then plotted against the co-reactant concentration at a given temperature. Sample kinetic plots for CH\(_2\)OO+CH\(_3\)COCH\(_3\) and CH\(_2\)OO+CH\(_3\)CHO at \( T = 298 \) K, 390 K and 494 K are shown in Figure 3-13.
Figure 3-13: Pseudo-first-order rate coefficient of CH\textsubscript{2}OO decay as a function of (a) [CH\textsubscript{3}COCH\textsubscript{3}] and (b) [CH\textsubscript{3}CHO] at P=25 torr and T = 298 K (squares), 390 K (triangles) and 494 K (circles). For discussion of uncertainties, see the text.

Bimolecular rate coefficients for the title reactions (k\textsubscript{2} and k\textsubscript{3}) at any given temperature were obtained from the slopes of the k\textsubscript{total} vs. [CH\textsubscript{3}COCH\textsubscript{3}] and [CH\textsubscript{3}CHO] plots respectively, Table 3-7. The decrease in the rate coefficients with temperature reflects the slower removal of CH\textsubscript{2}OO by the co-reactant.
**Table 3-7:** Bimolecular rate coefficients for the reaction of CH$_2$OO + CH$_3$COCH$_3$, $k_2$, and CH$_2$OO + CH$_3$CHO, $k_3$, as a function of temperature at $P = 25$ Torr.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>$k_2$ (cm$^3$ molecule$^{-1}$ s$^{-1}$)</th>
<th>$k_3$ (cm$^3$ molecule$^{-1}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>298</td>
<td>$(3.0 \pm 0.6) \times 10^{-13}$</td>
<td>$(1.2 \pm 0.2) \times 10^{-12}$</td>
</tr>
<tr>
<td>340</td>
<td>$(1.9 \pm 0.3) \times 10^{-13}$</td>
<td>$(8.0 \pm 1.1) \times 10^{-13}$</td>
</tr>
<tr>
<td>390</td>
<td>$(1.3 \pm 0.3) \times 10^{-13}$</td>
<td>$(4.9 \pm 0.8) \times 10^{-13}$</td>
</tr>
<tr>
<td>444</td>
<td>$(7.9 \pm 1.9) \times 10^{-14}$</td>
<td>$(3.6 \pm 0.5) \times 10^{-13}$</td>
</tr>
<tr>
<td>494</td>
<td>$(7 \pm 2) \times 10^{-14}$</td>
<td>$(2.7 \pm 0.6) \times 10^{-13}$</td>
</tr>
</tbody>
</table>

*reported uncertainty includes statistical and systematic errors.

The errors resulting from fitting a single exponential to the measured decay profile are very small (<0.1%); therefore, error bars are not given for individual $k'$ values, Figure 3-13. The main uncertainty in our experiments is due to the imperfect control of the concentrations. We expect maximum systematic errors of ~10% in the reported concentrations due to the uncertainties in the flow controller calibration. As a result, we assumed errors of ±10% for every concentration of the co-reactant to calculate the upper and lower limits of the corresponding rate constants. The reported uncertainties in Table 3-7, Table 3-8, Figure 3-14 and Figure 3-15 include statistical fitting errors as well as our estimates of the maximum systematic error over the T and P range of interest.

Our measured rate coefficients are largely consistent with prior room temperature measurements. At 298 K and 25 torr, our measurement for CH$_2$OO + CH$_3$CHO $(1.2 \pm 0.2) \times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ is consistent within the uncertainties with the indirect measurement by Berndt et al. $(1.7 \pm 0.5) \times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ and in slight disagreement with Stone et al.’s indirect measurement of $(1.48 \pm 0.04) \times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$. The kinetics of CH$_2$OO + CH$_3$CHO was found to be ~4 times faster than CH$_2$OO + CH$_3$COCH$_3$ across all the temperature range studied here. At 4 torr, our rate coefficients for both reactions are consistent with the room temperature values reported by Taatjes et al.$^{120}$

The temperature dependence of both reactions follows simple Arrhenius kinetics with distinct negative temperature dependence:
\[ k_2(T) = (7 \pm 2.5) \times 10^{-15} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \exp\left[+\frac{(9251 \pm 2918)}{RT}\right] \]
\[ k_3(T) = (3 \pm 0.8) \times 10^{-14} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \exp\left[+\frac{(9076 \pm 2652)}{RT}\right] \]

The variations in \( k_2 \) and \( k_3 \) with temperature are shown in Figure 3-14. Also shown are the rate coefficients for \( \text{CH}_2\text{OO} + \text{alkenes} \) measured in section 3.1. Such negative temperature dependencies are common for reactions that have a long-range attraction between the reactants and low or submerged reaction barriers.\(^{179}\) When comparing the reactivity of \( \text{CH}_3\text{CHO} \) and \( \text{CH}_3\text{COCH}_3 \) with our previous data for alkenes (Figure 3-14), the differences are obvious. At room temperature, rate coefficients for \( \text{CH}_2\text{OO} + \text{carbonyl compounds} \) were found to be two orders of magnitude higher than with alkenes. Considering that reactions of \( \text{CH}_2\text{OO} \) with double bonds are expected to proceed mainly via 1,3 dipolar cycloaddition,\(^{126}\) then the increase in the rate coefficients in going from alkenes to carbonyl compounds is likely due to the differences in the nature of the corresponding double bonds. The C=O bond is expected to be more reactive towards \( \text{CH}_2\text{OO} \) on account of its higher dipolar character compared to the \( \text{C=C} \) bonds in alkenes. The reported pre-exponential factor for the reaction of \( \text{CH}_2\text{OO} \) with alkenes is similar to that reported here for the reaction with carbonyl compounds, \( \text{CH}_3\text{COCH}_3 \) and \( \text{CH}_3\text{CHO} \), implying that the differences in their reactivity towards \( \text{CH}_2\text{OO} \) is due primarily to the depth of the submerged transition state. Further explanation is given in the theory section below (section 3.3.3.5).
Figure 3-14: Arrhenius plot of the experimentally determined rate constants for CH$_2$OO + CH$_3$COCH$_3$, $k_2$, and CH$_2$OO + CH$_3$CHO, $k_3$, together with the best fit to $k = A \exp(-E/RT)$, solid line, and statistical and systematic errors. Also included are data for CH$_2$OO + alkenes.\textsuperscript{74}

3.3.3.3 P-Dependence of CH$_2$OO + CH$_3$COCH$_3$ and CH$_2$OO + CH$_3$CHO

Experiments were done at $P = 4$, 25 and 50 Torr. The corresponding rate coefficients are presented in Figure 3-15 and Table 3-8. Within the uncertainty of our measurements, weak pressure dependence was observed for both reactions at 298 K. Any pressure dependence in the rate coefficients is even harder to discern at 444 K. The difference between the rate coefficients across the measured pressure range of interest is comparable to the uncertainty associated with the individual measurements.
Figure 3-15: Plot of the pressure-dependence of the rate coefficients for the reactions (a) CH$_2$OO + CH$_3$COCH$_3$, $k_2$, and (b) CH$_2$OO + CH$_3$CHO, $k_3$. Both statistical (fitting) and systematic errors have been incorporated in the error bars.
Table 3-8: Bimolecular rate coefficients\(^a\) for the reaction of CH\(_2\)OO + CH\(_3\)COCH\(_3\), \(k_2\), and CH\(_2\)OO + CH\(_3\)CHO, \(k_3\), as a function of pressure at 298 K and 444 K.

<table>
<thead>
<tr>
<th>Pressure (Torr)</th>
<th>(k_2) ((\text{cm}^3\text{ molecule}^{-1}\text{s}^{-1}))</th>
<th>(k_3) ((\text{cm}^3\text{ molecule}^{-1}\text{s}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>T = 298 K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>((2.6 \pm 0.6) \times 10^{-13})</td>
<td>((1.1 \pm 0.1) \times 10^{-12})</td>
</tr>
<tr>
<td>25</td>
<td>((3.0 \pm 0.6) \times 10^{-13})</td>
<td>((1.2 \pm 0.2) \times 10^{-12})</td>
</tr>
<tr>
<td>50</td>
<td>((3.5 \pm 0.8) \times 10^{-13})</td>
<td>((1.3 \pm 0.2) \times 10^{-12})</td>
</tr>
<tr>
<td>T = 444 K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>((8.5 \pm 2.2) \times 10^{-14})</td>
<td>((3.6 \pm 0.5) \times 10^{-13})</td>
</tr>
<tr>
<td>25</td>
<td>((7.9 \pm 1.9) \times 10^{-14})</td>
<td>((3.6 \pm 0.5) \times 10^{-13})</td>
</tr>
<tr>
<td>50</td>
<td>((7.4 \pm 1.2) \times 10^{-14})</td>
<td>((3.6 \pm 0.5) \times 10^{-13})</td>
</tr>
</tbody>
</table>

*reported uncertainty includes statistical and systematic errors.

3.3.3.4 TOF-MS Results

Because we were not able to detect any products in the PI TOF-MS for the CH\(_2\)OO + CH\(_3\)CHO system at 25 Torr using 10.5 eV photoionization, the results in this section focus exclusively on CH\(_2\)OO + CH\(_3\)COCH\(_3\). The time resolved mass spectra for CH\(_2\)OO + CH\(_3\)COCH\(_3\) were recorded at three different pressures 10, 25 and 50 Torr. In all cases the CH\(_2\)OO reactant was observed at m/z = 46 amu. Figure 3-16 shows a section of our measured mass spectra for CH\(_2\)OO + CH\(_3\)COCH\(_3\) as a function of reaction time. Two cations from products were observed, at m/z = 104 amu and 89 amu. The m/z = 104 amu channel is attributed\(^{120}\) to the parent ion of the secondary ozonide (SOZ), an expected major product. The m/z=89 amu channel was assigned as a daughter ion of another mass 104 species that fragments upon photo-ionization; Taatjes et al. proposed that this easily fragmented, mass 104 species is methoxymethyl acetate.\(^{120}\)
Figure 3-16: Section of mass spectrum at 298 K, 10 Torr, $[O_2] = 6 \times 10^{16}$ cm$^{-3}$, $[CH_2I_2] = 2.44 \times 10^{14}$ cm$^{-3}$ and $[CH_3COCH_3] = 1.24 \times 10^{15}$ cm$^{-3}$ showing time dependence of two product peaks of $CH_2OO + CH_3COCH_3$: $m/z = 89$ and 104 amu. The spectrum at $t = -0.2$ ms has been subtracted so that only species formed following the photolysis flash at $t=0$ are evident.

To achieve sufficient signal-to-noise ratio, a higher $[CH_2OO]$ was used in the mass spectrometry experiments than in the absorbance experiments reported above, increasing the contribution from the self-reaction of $CH_2OO$ ($k_{self}$). Therefore, the self-reaction of $CH_2OO$ is included in the kinetic model for $CH_2OO + CH_3COCH_3$, as shown in Scheme 3-5. Once formed in the presence of acetone, $CH_3COCH_3$, we assume that $CH_2OO$ can react with $CH_3COCH_3$ ($k_2$), react with itself ($k_{self}$), or unimolecularly decompose/diffuse out of the sampling volume ($k_4$). The product branching fractions to SOZ, methoxymethyl acetate, and formic acid are represented by $\beta_{104}$, $\beta_{89}$ and $\beta_{46}$. Formic acid is expected to be a major product, but we cannot observe this channel because the ionization energy (IE) of formic acid is larger than 10.5 eV.
CH$_2$OO + CH$_3$COCH$_3$ \( \rightarrow \) Products \( \beta_{89} \) Product which forms \( \frac{m}{z} = 89 \) 
\( \beta_{104} \) \( \frac{m}{z} = 104 \) Product (SOZ) 
\( \beta_{46} \) HCOOH + CH$_3$COCH$_3$

CH$_2$OO \( \rightarrow \) Products 
2 CH$_2$OO \( \rightarrow \) Products 

\[ [\text{CH}_2\text{OO}] (t = 0) = [\text{CH}_2\text{OO}]_0 \]

**Scheme 3-5:** General kinetic model for CH$_2$OO + CH$_3$COCH$_3$

This kinetic model is consistent with the measured time-dependence, Figure 3-17, though at long times the stable product signals decline, presumably due to diffusion out of the volume illuminated by the photolysis laser.

We couldn’t determine absolute product branching fractions of the CH$_2$OO + CH$_3$COCH$_3$ reaction, \( \beta_i \) (where \( i = 89 \) or 104), as the photoionization cross section for the products, \( \sigma_{89} \) and \( \sigma_{104} \), are not known. However, we can ratio the measured value of \( \sigma_i \beta_i \) at one pressure to another pressure. Assuming \( \sigma_i \) is pressure-independent, then the relative pressure dependent yield of product \( i \) is given by the following expression:

\[
\frac{(\beta_i)_{P1}}{(\beta_i)_{P2}} = \frac{\left( \frac{S_i(t \rightarrow \infty)}{[\text{Products}_{\text{CI}+\text{Acetone}}] (t \rightarrow \infty)} \right)_{P1}}{\left( \frac{S_i(t \rightarrow \infty)}{[\text{Products}_{\text{CI}+\text{Acetone}}] (t \rightarrow \infty)} \right)_{P2}}
\]

Where \( S_i \) is the integrated MS peak area for the species \( i \), \( \overline{S}_{\text{calmix},j} \) is the average value of the integrated peak area of MS signals for one of the calibration mixture species used as internal standards, \( j \), \( \sigma_i(E) \) is the photoionization cross-section of species \( i \) at energy \( E \), \( [\text{calmix},j] \) is the concentration of calibration species \( j \), and \( [\text{Products}_{\text{CI}+\text{Acetone}}] (t \rightarrow \infty) \) is the steady state concentration of all CH$_2$OO + Acetone products. An analytical expression for \( [\text{Products}_{\text{CI}+\text{Acetone}}] (t \rightarrow \infty) \) obtained by solving the kinetic model represented by Scheme 3-5 is given in Appendix C along with details of how it is quantified. A full derivation of Eq. 5 is also provided in the Appendix C.

\( S_i(t \rightarrow \infty) \) and \( \overline{S}_{\text{calmix},j} \) are determined from the PI TOF-MS data as shown in Figure 3-17 and Figure C 4. If the product species concentration was constant after being formed, then the value of \( S_i(t \rightarrow \infty) \) would simply be the TOF-MS signal at long times. However, the
products do undergo subsequent reactions and they also diffuse out of the sampling volume as manifested by a slow, but noticeable decay in signal. Therefore, $S_i(t \rightarrow \infty)$ is obtained by first fitting $S_{46}(t)$, $S_{89}(t)$ and $S_{104}(t)$ to the kinetic model shown in Scheme 3-5 with the addition of a first-order loss term for the 89 and 104 amu products (solid lines in Figure 3-17). The fit model is then simulated without the first order loss-terms for 89 and 104 amu (dashed lines in Figure 3-17) and $S_i(t \rightarrow \infty)$ is taken as the values of these simulations at long time. $S_{\text{calmix},j}(t)$ was recorded simultaneously as $S_i(t)$ and averaged over all of the time points to obtain $S_{\text{calmix},j}(t)$ as indicated by the line in Figure C 4. Control experiments were conducted at the same conditions as the experiment in Figure 3-17, but without CH$_3$COCH$_3$, O$_2$ or the calibration mixture to support the identification of the $\frac{m}{z} = 89$ amu and $\frac{m}{z} = 104$ amu species as products of CH$_2$OO + CH$_3$COCH$_3$ and not as products of something else. Details of the control experiments are in Appendix C.

Figure 3-17: Measured TOF-MS signals at 298 K, 10 Torr, $[O_2] = 5.95 \times 10^{16}$ cm$^{-3}$ and $[CH_3COCH_3] = 1.24 \times 10^{15}$ cm$^{-3}$ for $\frac{m}{z} = 46$ amu (black squares), $\frac{m}{z} = 89$ amu (red crosses) and $\frac{m}{z} = 104$ amu (blue circles) recorded simultaneously as the benzene internal standard signal shown in Figure C 4. The lines are fits to the kinetic model described by Scheme 3-5 with (solid) and without (dashed) the addition of first-order loss terms for the 89 and 104 amu products. $S_i(t \rightarrow \infty)$ is taken as the maximum value of the dashed lines. Note that the signal at $t = -0.20$ ms was subtracted from all subsequent time points so that the signal is roughly zero at $t = 0$. 

120
Figure 3-18 shows the measured values of \( \frac{(P_1)_{m_1}}{(P_1)_{m_2}} \) for \( \frac{m}{z} = 89 \) amu. The error bars are from propagation of uncertainty. The yield of the species leading to the \( \frac{m}{z} = 89 \) amu signal increases by about a factor of 2 as the pressure is increased from 10 torr to 25 torr and then stabilizes. For \( \frac{m}{z} = 104 \) amu, however, the TOF-MS signal was too low to discern a trend with respect to pressure (see Figure C 5). The relative pressure dependent yield of SOZ in a He bath gas predicted by Jalan et al.\(^{128}\) is also shown in Figure 3-18 for comparison. The measured P-dependence of the 89 amu signal is quite different from the P-dependence predicted for SOZ, supporting the hypothesis that the 89 amu signal is coming from a different species, not SOZ.

![Graph showing relative yield vs. pressure](image)

**Figure 3-18:** Relative yield of \( \frac{m}{z} = 89 \) amu product from CH\(_2\)OO + CH\(_3\)COCH\(_3\) normalized to the 50 Torr measurement \( \frac{(P_{89})_{P=50\text{Torr}}}{(P_{89})_{P=50\text{Torr}}} \) at 298 K (markers) compared to predicted relative yield of SOZ at the same conditions from Jalan et al.\(^{128}\) (line).

The relative ratio of \( \frac{P_{89}}{P_{104}} \) can be determined by the following equation.
The results are shown in Figure 3-19 below. Because of the weakness of the \( m/z = 104 \) amu signal the error bars are large and we cannot determine conclusively if the ratio is \( P \)-dependent.

\[
\frac{\beta_{89}}{\beta_{104}/P_1} = \frac{\beta_{104}(t \to \infty)/P_1}{\beta_{89}(t \to \infty)}
\]

\[ (3-13) \]

**Figure 3-19:** Ratio of \( m/z = 89 \) to \( m/z = 104 \) amu product yield from \( \text{CH}_2\text{OO} + \text{CH}_3\text{COCH}_3 \) normalized to the 50 Torr measurement \( \left( \frac{\beta_{104}}{\beta_{89}} \right)_\text{50 Torr} \).

The results of our MS experiments agree qualitatively with the previous results of Taatjes et al.,\(^\text{120}\) in that the only products observed from the reaction \( \text{CH}_2\text{OO} + \text{CH}_3\text{COCH}_3 \) are at \( m/z = 104 \) and \( m/z = 89 \) (they also did not go to high enough ionization energies to see formic acid) and the MS signal for the latter is about 5 times more intense than that of the former. All of our results are discussed in the context of Jalan et al.'s predictions of the overall rate coefficient and the product branching in the following section.\(^\text{128}\)
3.3.3.5 Theoretical Analysis of Temperature Dependence and Product Branching

As shown by Jalan et al., the entrance channels for the title reactions are characterized by two transition states: a loose outer transition state (TSouter) leading to the formation of the Van der Waals (VdW) complex and an inner 1,3-cycloaddition transition state (TSinner) leading to the secondary ozonide (SOZ). Either of these transition states can be rate-limiting depending on the temperature and pressure of interest. Figure 3-20 depicts the entrance channel for both reactions and the simple phenomenological mechanism employed to model this process.

![Figure 3-20: Schematic of entrance channel PES for CH2O + CH3CHO/CH3COCH3. Relative energies for VdW and TSinner are -7.3 kcal/mol and -5.3 kcal/mol for the CH2O + CH3CHO system respectively and are -7.6 kcal/mol and -4.9 kcal/mol for the CH2O + CH3COCH3 system (including zero point energy corrections).]

As shown, the reactants may either skip directly to the SOZ and other products via a chemically activated process with T,P-dependent rate coefficient kdirect, or they may be stabilized in the VdW complex well with a rate coefficient kouter. However, owing to its shallow well, even the stabilized VdW complex has a very short lifetime, and it will either redissociate to the reactants, kouter,rev, or cross TSinner, kinner. Applying the pseudo-steady-state approximation
(PSSA) to the VdW complex and assuming pseudo-first-order conditions with respect to the carbonyl, one arrives at the following equation for the experimentally observable second-order rate coefficient for the decay of CH$_2$OO, $k_{\text{observable}}$:

$$k_{\text{observable}}(T, P) = k_{\text{direct}}(T, P) + k_{\text{outer}}(T, P) \left( \frac{k_{\text{inner}}(T, P)}{k_{\text{outer}, \text{rev}}(T, P) + k_{\text{inner}}(T, P)} \right)$$  \hspace{1cm} (3-14)

Cantherm, a computer code developed as part of the RMG-Py software package,\textsuperscript{181} was used to obtain values for all of the T,P-dependent k’s in Eq. 3-14 by solving the 1-D master equation using the Reservoir State approximation (the same results are obtained in the low- and high-pressure limits using the Modified Strong Collision approximation). All inputs to Cantherm (electronic energies, vibrational frequencies, rotational constants and hindered rotor scans for all stationary points, as well as the collisional energy transfer model) were supplied by the calculations of Jalan et al.\textsuperscript{128} The only remaining input left to be specified is $k_{\text{outer}}$ in the high-pressure limit, $k_{\text{outer}, \text{rev}}(T)$. This is because $T_{\text{Souter}}$, as a loose barrierless transition state, would require a variable reaction coordinate (VRC-TST) treatment to be located accurately. Instead, by supplying an estimate of $k_{\text{outer}, \text{rev}}(T)$, microcanonical rate coefficients, $k_{\text{outer}}(E)$, can be obtained from the inverse Laplace transform of $k_{\text{outer}, \text{rev}}(T)$.$^7$

A reasonably accurate estimate of $k_{\text{outer}, \text{rev}}(T)$ can be obtained using analytical expressions from Georgievski and Klippenstein\textsuperscript{182} for typical long-range interactions between reacting fragments. These analytical expressions rely on estimates of the dipole moment, quadrupole moment and polarizability of the reacting fragments in addition to the masses. For the systems of interest here, these properties were estimated using the B3LYP density functional with the MG3S basis set used by Jalan et al. for the CH$_2$OO + CH$_3$CHO and CH$_2$OO + CH$_3$COCH$_3$ potential energy surfaces.\textsuperscript{128} Ionization energies (required for estimating the contribution from dispersion interactions) for CH$_3$CHO and CH$_3$COCH$_3$ were obtained from the NIST Chemistry Webbook while the value for CH$_2$OO was obtained from the work of Lee et al.\textsuperscript{124} The contributions from each of the long-range interactions for CH$_2$OO + CH$_3$CHO and CH$_2$OO + CH$_3$COCH$_3$ are shown in Table 3-9.
Table 3-9: Contributions from various long-range interactions to the overall capture rate $k_{P=\infty}^P(T)$ for CH$_2$OO + CH$_3$CHO and CH$_2$OO + CH$_3$COCH$_3$. All rate expressions in units of $(10^{-10} \text{ cm}^3 \text{ molecule}^{-1} \text{ sec}^{-1})$ and temperatures in K.

<table>
<thead>
<tr>
<th>Interaction</th>
<th>CH$_2$OO + CH$_3$CHO</th>
<th>CH$_2$OO + CH$_3$COCH$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(10^{-10} \text{ cm}^3 \text{ molecule}^{-1} \text{ sec}^{-1})$</td>
<td>$(10^{-10} \text{ cm}^3 \text{ molecule}^{-1} \text{ sec}^{-1})$</td>
</tr>
<tr>
<td>Dipole-dipole</td>
<td>21.39 T$^{-\frac{1}{6}}$</td>
<td>20.17 T$^{-\frac{1}{6}}$</td>
</tr>
<tr>
<td>Dipole-induced dipole</td>
<td>7.17</td>
<td>6.80</td>
</tr>
<tr>
<td>Induced dipole – induced dipole</td>
<td>1.42 T$^{\frac{1}{6}}$</td>
<td>1.45 T$^{\frac{1}{6}}$</td>
</tr>
<tr>
<td>Dispersion</td>
<td>1.88 T$^{\frac{1}{6}}$</td>
<td>1.89 T$^{\frac{1}{6}}$</td>
</tr>
</tbody>
</table>

For the purpose of our master equation calculations, only the most significant long-range interaction (the dipole-dipole interaction) was used for $k_{P=\infty}^P(T)$ because the various contributions cannot simply be summed together. Furthermore, as will be shown later, our results are largely insensitive to the absolute value of $k_{P=\infty}^P(T)$ in our T and P range.

Figure 3-21 compares our calculation of $k_{\text{observable}}$ for both reactions at 298 and 444 K as a function of pressure with the experimental measurements. Also shown is the predicted branching to the major products, computed using a modified version of Eq. 3-14 where $k_{\text{direct}}$ and $k_{\text{inner}}$ are for specific products rather than the sum of all products. Clearly there are low and high-P limits to $k_{\text{observable}}$ in all cases, although the difference becomes less pronounced at higher temperatures. The difference between $k_{\text{observable}}^P=0$ and $k_{P=\infty}^P$ is due to the states of TS$_{\text{inner}}$ below the energy of the separated reactants being inaccessible in the collisionless low-P limit. In the high-P limit, these submerged states are populated and $k_{\text{observable}}$ increases correspondingly. At higher temperatures, the inclusion or exclusion of the submerged TS$_{\text{inner}}$ states matters less, as more of the higher energy states are populated, and these dominate the rate.
The bottleneck to $k_{\text{observable}}$ in both the low and high-P limits over the temperature range of interest to us (298-500 K) is $\text{TS}_{\text{inner}}$. This is demonstrated for $k_{\text{P=0}}^{\text{observable}}$ by varying $k_{\text{outer}}^{\text{P=0}}(T)$ over two orders of magnitude (Figure C 6). As shown, increasing $k_{\text{outer}}^{\text{P=0}}(T)$ by a factor of ten has a negligible effect on $k_{\text{P=0}}^{\text{observable}}$, while decreasing it by a factor of ten has a more noticeable, but still small impact on $k_{\text{P=0}}^{\text{observable}}$.

In the high-P limit, $k_{\text{direct}}(T,P) = 0$ and Eq. 3-14 simplifies to the following.

$$k_{\text{P=0}}^{\text{observable}}(T) = k_{\text{P=0}}^{\text{outer}}(T) \left( \frac{k_{\text{P=0}}^{\text{inner}}(T)}{k_{\text{outer,rev}}^{\text{P=0}}(T)+k_{\text{inner}}^{\text{P=0}}(T)} \right)$$

(3-15)

If $k_{\text{outer}}^{\text{P=0}}(T)$ was rate-limiting, then $k_{\text{outer,rev}}^{\text{P=0}}(T) \ll k_{\text{inner}}^{\text{P=0}}(T)$ and Eq. 3-15 would simplify to $k_{\text{P=0}}^{\text{outer}}(T)$. This is clearly not the case, because, as shown in Figure 3-21, in the high-P limit $k_{\text{P=0}}^{\text{observable}}(T)$ is three orders of magnitude smaller than $k_{\text{P=0}}^{\text{outer}}(T)$ (shown by the dotted black
line). Furthermore, if $k_{\text{inner}}^{P=\infty}(T)$ is indeed rate-limiting in the high-P limit, $k_{\text{outer,rev}}^{P=\infty}(T) \gg k_{\text{inner}}^{P=\infty}(T)$ and Eq. 3-15 simplifies further.

$$k_{\text{observable}}^{P=\infty}(T) = \frac{k_{\text{outer,rev}}^{P=\infty}(T)}{k_{\text{outer,rev}}^{P=\infty}(T)} \times k_{\text{inner}}^{P=\infty}(T)$$  \hspace{1cm} (3-16)$$

Using canonical TST expressions for the three high-P k's above results in a simple expression for $k_{\text{observable}}^{P=\infty}(T)$:

$$k_{\text{observable}}^{P=\infty}(T) = \frac{k_B T}{h} \left( \frac{Q_{\text{TS,outer}}}{Q_{\text{reactants}}} \frac{Q_{\text{TS,inner}}}{Q_{\text{VdW complex}}} \right) \times \exp \left( -\frac{\left[ E_{0,\text{outer}} - E_{0,\text{reactants}} + E_{0,\text{VdW}} - \left( E_{0,\text{TS,inner}} - E_{0,\text{VdW}} \right) \right]}{RT} \right)$$  \hspace{1cm} (3-17)$$

$$k_{\text{observable}}^{P=\infty}(T) = \frac{k_B T}{h} \left( \frac{Q_{\text{TS,inner}}}{Q_{\text{reactants}}} \right) \times \exp \left( -\frac{\left[ E_{0,\text{TS,inner}} - E_{0,\text{reactants}} \right]}{RT} \right)$$  \hspace{1cm} (3-18)$$

where E is the zero-point inclusive energy and Q is the partition function per unit volume for a given species. Equation 3-18 is the canonical TST equation one would obtain by simply ignoring TS$_{\text{outer}}$ and the VdW complex and is therefore denoted $k_{\text{TST}}$. Figure 3-22 compares $k_{\text{observable}}^{P=\infty}(T)$, $k_{\text{observable}}^{P=\infty}(T)$ from Eq. (3-15), and $k_{\text{TST}}(T)$ along with our experimental measurements. $k_{\text{TST}}(T)$ is virtually indistinguishable from $k_{\text{observable}}^{P=\infty}(T)$, because the inner transition state is rate-limiting, as expected.
Figure 3-22: Predicted T-dependence for CH$_3$OO + CH$_3$CHO (upper)/CH$_3$COCH$_3$ (lower) in the low- and high-pressure limits, $k^{P=0}_{\text{observable}}(T)$ and $k^{P=\infty}_{\text{observable}}(T)$, respectively. Predictions of simple TST calculations are also shown, $k_{\text{TST}}(T)$. Blue and red dots represent experimental measurements for CH$_3$OO + CH$_3$CHO and CH$_3$OO + CH$_3$COCH$_3$, respectively (P = 25 Torr in Helium).
For both CH$_2$OO + CH$_3$CHO and CH$_2$OO + CH$_3$COCH$_3$, Figure 3-21 suggests that our experimental measurements were conducted in the low-P limit with respect to $k_{\text{observable}}$, which is consistent with the lack of P-dependence observed for either $k_2$ or $k_3$. In the case of CH$_2$OO + CH$_3$CHO, $k_{\text{observable}}^{P=0}(T)$ is within a factor of two of experiment, whereas for CH$_2$OO + CH$_3$COCH$_3$ $k_{\text{observable}}^{P=0}(T)$ is higher by about a factor of five. We observed a similar order of magnitude discrepancy between predictions and measurements for the case of CH$_2$OO + alkenes (section 3.1.4.3), which we attribute mostly to uncertainty in the PES. Table 3-10 compares simple Arrhenius fits between the predictions (P=0) and experiment. It appears from the discrepancy between the model predictions and the experimental data that the theoretically calculated A-factors are mostly at fault, whereas the computed submerged barrier heights give $E_a$'s in remarkable agreement with experiment.

**Table 3-10:** Theoretical Arrhenius parameters in the low-pressure limits (in units of A: cm$^3$/molecule/sec and $E_a$: kcal/mole) for the CH$_2$OO + CH$_3$CHO and CH$_2$OO + CH$_3$COCH$_3$ systems for T in the 300-500 K range. Experimentally determined values shown for comparison.

<table>
<thead>
<tr>
<th>System</th>
<th>Theory</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P = 0$</td>
<td>$(P = 25 \text{ Torr in He})$</td>
</tr>
<tr>
<td>CH$_2$OO + CH$_3$CHO</td>
<td>A: $6.6 \times 10^{-14}$</td>
<td>$(3 \pm 0.8) \times 10^{-14}$</td>
</tr>
<tr>
<td></td>
<td>$E_a$: -2.1</td>
<td>-2.2 $\pm$ 0.6</td>
</tr>
<tr>
<td>CH$_2$OO + CH$_3$COCH$_3$</td>
<td>A: $2.8 \times 10^{-14}$</td>
<td>$(7 \pm 2.5) \times 10^{-15}$</td>
</tr>
<tr>
<td></td>
<td>$E_a$: -2.4</td>
<td>-2.2 $\pm$ 0.7</td>
</tr>
</tbody>
</table>

Product branching from CH$_2$OO + CH$_3$CHO and CH$_2$OO + CH$_3$COCH$_3$ has already been discussed in detail by Jalan et al.$^{128}$ who used detailed RRKM/Master equation calculations to provide evidence for organic acid formation at low-pressures. Similar calculations of the product distribution, shown in Figure 3-21, suggest that the acetaldehyde system is in the low-pressure limit for the product distribution under the current experimental conditions (P = 4 to 50 Torr in Helium). In contrast, the acetone system is predicted to exhibit notable pressure dependence in the product branching over the same pressure range, which is qualitatively consistent with the P-dependence of the m/z = 89 isomer yield shown in Figure 3-18. However, the CH$_2$OO + CH$_3$COCH$_3$ PES used does not include a m/z = 104 isomer other than SOZ that is produced in significant quantities. Our TOF-MS results and prior work by Taatjes et al.$^{120}$ strongly suggests
another m/z =104 adduct is formed, probably in higher concentration than the SOZ. Our work (Figure 3-18) even suggests that this adduct might be in its high-P limit in 50 Torr He. Further investigation of this PES would be most beneficial to understanding these experimental results.

The high yield of 88% HCHO from CH₃OO+CH₃CHO in 4 Torr N₂ estimated by Stone et. al.,⁵⁵ appears to be in disagreement with our predicted low-pressure product distribution in Figure 3-21, where HCHO accounts for only ~25% of the yield. However, this discrepancy can be explained by taking into consideration the uncertainties in both the measurements and predictions, as detailed in Appendix C. Qualitatively, their measured decrease in HCHO yield with pressure is consistent with our predictions.

Calculations of kₜₛₜ were also conducted up to 2000 K and compared to identical calculations for CH₃OO + alkenes (section 3.1.4.3) in order to evaluate the real A factors as T → ∞. Similar to Figure 3-14, Figure 3-23 shows that although values of k for CH₃OO + carbonyls are 2-3 orders of magnitude higher than for CH₃OO + alkenes at room T, as T increases the two sets of k values merge to within a factor of two of each other. This demonstrates that the A factor (entropic term) is similar for CH₃OO + C=O and C=C cycloadditions and the large difference in k’s at room temperature is almost entirely due to the energetic difference of the reaction barrier. The strong curvature of the carbonyl predictions at high T is due to the emerging dominance of the entropic term. Specifically, the positive temperature dependence of the ratio of inner TS to reactant vibrational partition functions dominates over other contributions at high T (Figure C 7). The larger k for the acetaldehyde reaction as compared to acetone over the entire T range is attributable partly to the 0.4 kcal/mol difference in submerged TSinner barrier heights and partly to the larger A-factor for the former.
3.3.4 Conclusions

We have determined the temperature dependence of the rate constants, $k_2$ and $k_3$ for the CH$_2$OO + CH$_3$COCH$_3$ and CH$_2$OO + CH$_3$CHO reactions over the temperature range 298-500 K. The results show a decrease in $k_2$ and $k_3$ of a factor of 4 over this temperature range. Theoretical analysis suggests that the overall kinetics are determined mainly by the tight 1,3-cycloaddition saddle point. The computed high- and low-pressure rate-coefficients both show negative temperature dependence although the experimentally determined slope is in much better agreement with the low-pressure estimates. Weak pressure dependence is observed for both reactions at 298 K over the pressure range 10 to 50 Torr He. Under our experimental conditions, no pressure effect could be discerned at 444 K. These findings are supported by the theoretical calculations, which predict that the

Figure 3-23: Predicted T-dependence for CH$_2$OO + carbonyls/alkenes in the high-pressure limit up to 2000 K demonstrating similar A factors.
variation of the overall rate coefficients for both reactions are negligible as a function of pressure in the pressure range of interest. Previous work on these systems has shown that organic acids, HCOOH and CH₃COOH are the dominant products for the CH₂OO + CH₃CHO reaction at low pressures.¹²⁰, ¹²⁸ HCOOH formation was predicted to be dominant for the CH₂OO + CH₃COCH₃ reaction. The yield of SOZ is relatively small compared to organic acids at the pressure range studied. Using PI TOF-MS, two product masses were observed; m/z = 89 and m/z = 104 for the reaction of CH₂OO + CH₃COCH₃, which have been tentatively assigned¹²⁰ to a daughter ion of methoxy methyl acetate and SOZ, respectively. The relative yield of these products was found to have zero-to-weak pressure dependence at 298 K while the yield of m/z = 89 increases with pressure over the same range. Both of these experimental results are consistent with the previous conclusions of Taatjes et al.¹²⁰ regarding the identity of the m/z = 89 species, but there are many unknowns in the chemistry of chemically-activated SOZ, and further theoretical exploration of the CH₂OO + CH₃COCH₃ PES would be most helpful.
Chapter 4

Kinetics and Product Branching of Combustion Reactions

Two reaction systems relevant to polycyclic aromatic hydrocarbon (PAH) formation under combustion conditions were studied: vinyl radical + 1,3-butadiene in section 4.1, which can affect formation of the first aromatic ring (benzene), and phenyl radical + propene in section 4.2, which can affect second-ring formation (indene). The phenyl radical + propene work is especially important as it is the only chemical system reported in this thesis that used the improved version of the LAS/PI TOF-MS apparatus described in Chapter 2. As such, the phenyl radical + propene work is the best guide for future experiments/modeling. Section 4.1 is adapted with permission from Buras et al. Copyright 2015 American Chemical Society.

4.1 Vinyl Radical + 1,3-Butadiene

4.1.1 Introduction

Soot is an undesirable by-product of hydrocarbon combustion that is primarily composed of polycyclic aromatic hydrocarbons (PAH). Besides being deleterious to human health and the environment, soot formation also represents an inefficient use of hydrocarbon fuel. For all of these reasons, it is important to understand the physical and chemical processes leading to soot formation so that these pathways can be minimized.

As described in detail in the reviews of Richter and Howard, McEnally et al. and Wang, formation of the first aromatic ring is a crucial step in the path to PAH and eventually soot. For many flames it is thought to be the rate limiting step. Benzene is the prototypical first aromatic ring, although others such as toluene, styrene, phenylacetylene, indene and naphthalene are certainly possible and have been considered in the literature. Several reactions that have received special attention over the last 30 years as potential sources of benzene in
various flames are the following: 1. \( n - C_4H_3/n - C_4H_5 + C_2H_2 \), \(^{193-197} \) 2. \( C_2H_3 + 1,3 - C_4H_6 \), \(^{193-194, 198-205} \) and 3. \( C_3H_3 + C_3H_3 \). \(^{195, 206-208} \) Chemistry of five carbon rings (i.e., cyclopentadienyl, cyclopentadiene and fulvene) is also thought to lead to larger aromatic rings.\(^{206, 209-210} \) With the exception of propargyl radical recombination, \( C_3H_3 + C_3H_3 \), there is a dearth of direct experimental measurements of the reactions listed above.

Scheme 4-1 summarizes the currently accepted pathways for the reaction of vinyl radical with 1,3-butadiene, \( C_2H_3 + 1,3 - C_4H_6 \). There are several pathways leading to cyclic species that could conceivably undergo subsequent reactions to form benzene or other aromatics. Specifically, the cyclohexadiene isomers \( (c - C_6H_8) \) could lose two hydrogen atoms, either by \( H_2 \) elimination or \( H \)-abstraction followed by spontaneous \( H \) emission, to form benzene.\(^{211-217} \) Cavallotti et al. computed the pathway to cyclopentadiene \( (c - C_5H_6) \) that could also lead to aromatic ring formation.\(^{202} \)

\[
\text{Scheme 4-1: Proposed reaction network for } C_2H_3 + 1,3 - C_4H_6 \text{ (modified from Cavallotti et al.}^{202}, \text{ with nomenclature used in this work. Asterisks denote ro-vibrationally excited isomers.}
\]

As early as 1984, Cole et al. considered the role of \( C_2H_3 + 1,3 - C_4H_6 \) in a 1,3-butadiene flame, but they concluded that this reaction did not produce sufficient cyclohexadiene to explain
the amount of benzene formed.\textsuperscript{193} Weissman and Benson reached a similar conclusion when studying methyl chloride pyrolysis.\textsuperscript{199} However, others have concluded that $\text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6$ is a significant pathway to benzene formation in $1,3$-butadiene flames,\textsuperscript{194, 200-201} hexane pyrolysis,\textsuperscript{198} a $1,3$-butadiene doped methane flame\textsuperscript{204} and ethane pyrolysis.\textsuperscript{205}

Of course, whether a certain reaction is important in a given system depends on a host of system variables, which are myriad for something as complex as a flame. For example, temperature, pressure, equivalence ratio and chemical identity of the fuel are all sensitive variables. So the lack of consensus in the literature with respect to the importance of $\text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6$ to benzene formation in different environments is not surprising. What is concerning, however, is the large disagreement in the literature with respect to the overall rate coefficient for the title reaction. In particular, the overall rate coefficient predictions of Westmoreland et al.,\textsuperscript{194} Cavallotti et al.\textsuperscript{202} and Xu et al.\textsuperscript{205} disagree by more than two orders of magnitude at some conditions and display strikingly different temperature and pressure dependence. While they differ on the rate, all three predictions agree that at atmospheric pressure and below $\sim 1000 \text{ K}$ the dominant product is the linear adduct ($n\text{C}_6\text{H}_9$). Above this temperature, however, Westmoreland et al. predict the linear $\text{C}_6\text{H}_8$ isomer ($n\text{C}_6\text{H}_8$) to dominate, whereas Cavallotti et al. and Xu et al. predict cyclic species ($c\text{C}_6\text{H}_8$ or $c\text{C}_5\text{H}_6$) to eventually dominate. In at least one recent case, this disagreement has prevented the inclusion of the $\text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6$ reaction in a model of a $1,3$-butadiene flame.\textsuperscript{218}

Despite these clear discrepancies for a reaction that is of known importance, to our knowledge there has not yet been any direct experimental measurement of either the overall rate of $\text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6$, nor the product branching. In this work, we report the first such experiment over a relatively limited temperature and pressure range of $297 - 700 \text{ K}$ and $4 - 100 \text{ Torr}$. Coupled with theoretical predictions, however, these results can be extrapolated to combustion temperatures for direct use in modeling. Discrepancies between our results and the literature are discussed, along with possible implications for soot formation.

4.1.2 Experimental Methods

All experiments were conducted on a modified version of the MIT laser-photolysis/Herriott multiple-pass laser-absorption apparatus described by Ismail et al.\textsuperscript{93} This apparatus was modified to incorporate a photoionization time-of-flight mass spectrometer (PI
TOF-MS) with supersonic molecular beam sampling from the center of the reactor. A detailed description of this apparatus was given by Middaugh and only the essential details are included here. The reactor is 86 cm long, 6 cm in diameter, constructed of stainless steel and resistively heated by four heaters wrapped along the length of the reactor to create a uniform temperature profile (standard deviation ±2%) through the overlap region of the absorption laser. The heaters enable the gas mixture to be heated up to 700 K. The internal pressure of the reactor was monitored by a capacitance manometer and controlled via an automated butterfly valve. For some control experiments the inside of the reactor was coated with polydimethylsiloxane (PDMS), which has previously been used to minimize wall reactions in both a stainless steel and Pyrex reactor up to 750 K. The fourth harmonic output of a Nd:YAG laser (266 nm) operated at a repetition rate of 0.91, 2 or 5 Hz was used to photolyze vinyl iodide, C₂H₃I, and produce C₂H₃ + I. Unless noted otherwise, the repetition rate of the photolysis laser was such that the contents of the reaction cell were completely refreshed between photolysis flashes (Flashes per Refresh, FPR, < 1). The frequency-doubled output of a Ti:Sapphire laser (80 MHz pulsed laser with 1.2 ps full width at half maximum, FWHM, pulses) was used to generate the visible probe beam. The fundamental wavelength was measured before each experiment using a recently calibrated Ocean Optics HR2000+ spectrometer. The wavelength, λ, of the probe beam was 423.2 nm for all experiments reported here due to the strong absorption of C₂H₃ at this wavelength as we have previously observed and the lack of interference by other absorbing species (i.e., allylic species) at least at low temperatures (T < 400 K). The path length of the multiple-pass visible probe laser was ~20 m, allowing sensitive detection of C₂H₃ at concentrations as low as ~10¹² molecules cm⁻³ as used here. Absorbance traces were averaged over 500 flashes.

A small amount of the reactive gas was continuously sampled via a small pinhole at the tip of a cone that juts slightly into the photolysis beam at the center of the reaction cell. The sampled gas was supersonically expanded, and the center of the resultant free jet passed through a Beam Dynamics skimmer to form a collimated molecular beam. The gas in the molecular beam was effectively "frozen" in composition by cooling while in transit to the ionization region of the PI TOF-MS, where it was photoionized using 118.2 nm (10.487 eV) light. The 118.2 nm light was generated by focusing the third harmonic (355 nm) output of a pulsed Nd:YAG laser (<12 ns FWHM pulses, repetition rate set to match the photolysis laser) in a 1:10 Xe:Ar gas cell at a total
A pressure of 90-100 Torr. The relative abundance of ions at different mass-to-charge ratios (m/z) were analyzed using a Kore TOF-MS and detected using the Kore supplied discrete dynode electron multiplier detector and analog pre-amplifier. Mass spectra were also averaged over 500 acquisitions. The correspondence between time-of-flight and \( \frac{m}{z} \) was determined by calibration with a mixture of stable species.

Helium was used as the bath gas in all of the experiments reported here. \( \text{C}_2\text{H}_3\text{I} \) was purchased from Oakwood Chemicals at \( \geq 95\% \) purity and was further purified by successive freeze-pump-thaw cycles. Helium (Airgas, 99.999\%) and 1,3-butadiene (Sigma-Aldrich, \( \geq 99\% \)) were used directly without further purification. Although the purchased 1,3-butadiene contains p-tert-butylcatechol as an inhibitor, PI TOF-MS analysis revealed no signal at the parent mass of this species or its fragment (m/z =166 and 151 amu, respectively). The largest observable impurity in the 1,3-butadiene was its dimer (4-vinylcyclohexene), which from Gas Chromatography analysis is only \( \sim 0.1\% \). PDMS (MW = 70,000 - 80,000) was purchased from Spectrum Chemical.

4.1.3 Computational Methods

Electronic energies of all species studied in this work were determined at the CCSD(T)-F12a/cc-pVTZ-F12\textsuperscript{133-135,138} level of theory using Molpro,\textsuperscript{220} and are shown in Figure 4-1 below. Molecular geometries and force constants for species and saddle points were determined at the M08SO/MG3S\textsuperscript{129,221} level of theory, utilizing QChem 4.1.\textsuperscript{222} A computational grid with 75 radial points and 434 angular points per radial point was used in the calculations for all species. Frequencies were scaled by the recommended value of 0.983.\textsuperscript{223} Loose internal degrees of freedom for relevant adducts and transition states (i.e., hindered rotors) were treated separately by performing relaxed potential energy scans about the bond defining the internal rotor; these calculations were performed in Gaussian 03\textsuperscript{132} at the BMK/6-311+G(d,p) level of theory.\textsuperscript{224} Reduced internal moments of inertia for all internal rotors were estimated at the r\textsuperscript{2,3} level as defined by East and Radom.\textsuperscript{225} Cantherm\textsuperscript{142} was used for all TST and RRKM/Master Equation calculations, which were performed in the regions of 300-2000 K, and 1 Torr \( \sim 7.6 \times 10^4 \) Torr (or 100 atm) in both Helium and Nitrogen bath gases. The master equation for energy transfer was solved using the modified strong collision (MSC) method, which is documented elsewhere.\textsuperscript{7} Eckart\textsuperscript{226} tunneling corrections were applied to all relevant reactions.
The exponential down model for collisional energy transfer was adopted in this work. A temperature dependent formulation was used for the average downward energy transferred per collision,

\[
\langle \Delta E_d \rangle = \langle \Delta E_d \rangle_{300} \left( \frac{T}{300 \, \text{K}} \right)^n \text{cm}^{-1}
\]  

(4-1)

With \( \langle \Delta E_d \rangle_{300} = 175.5 \) and \( 400 \text{ cm}^{-1} \), and \( n = 0.95 \) and \( 0.7 \) for He and \( \text{N}_2 \) respectively. Values for Nitrogen were adopted based on toluene energy collision parameters,\(^{197,207}\) while those for Helium were adopted from recent calculations of Jasper and Miller,\(^{227}\) with \( \langle \Delta E_d \rangle_{300} \) increased by 50%. Lennard Jones collision diameters and well depths were estimated via the Joback\(^{228}\) method, which is based on the critical temperature and pressure of parent compounds. The method of corresponding states was subsequently used to estimate the LJ parameters\(^{229}\) and is described in the context of RMG elsewhere.\(^{230}\)

4.1.4 Results and Discussion

4.1.4.1 Potential Energy Surface for \( \text{C}_2\text{H}_3 + 1,3-\text{C}_4\text{H}_6 \)

Regarding the terminal addition of vinyl to 1,3-butadiene, a Gaussian 03 IRC calculation at the CBS-QB3 level of theory followed by single point electronic calculations at the CCSD(T)-F12a/cc-pVTZ-F12 indicated the presence of a van der Waals complex stabilized by -1.0 kcal/mol relative to the reactants, and a 0 K barrier height of 0.14 kcal/mol (not including ZPE, 0.3 with ZPE). A stable transition state could not be located for the entrance channel at the M08SO/MG3S level of theory; transition state searches repeatedly resulted in multiple imaginary frequencies. Thus, CBS-QB3 (B3LYP/CBSB7) geometries and frequencies were used for computing the high pressure limit rate of the entrance channel.

We note that the uncertainty in the present addition barrier height (1 kcal/mol for CCSD(T)-F12a/cc-pVTZ-F12) exceeds the barrier height itself. Thus, a high level variational TST or variable reaction coordinate approach would be more appropriate for this reaction, and is recommended as future work. However, because the predicted entrance channel rate is in good agreement with the experimental values obtained in this work, a higher level rate theory calculation for the entrance channel was not conducted. The potential energy surface relevant to the ME/RRKM calculations discussed below is illustrated in Figure 4-1. A sensitivity analysis of the predicted entrance channel rate constant to a \( \pm 1.0 \text{ kcal mol}^{-1} \) change in entrance barrier height demonstrates that the contributions to overall rate uncertainties at 300, 500, and 1000 K
are a factor of 5.4, 2.7, and 1.7, respectively. The overall estimated uncertainty in the high pressure limit entrance channel rate is further discussed below.

In this work, vinyl addition to the secondary carbon of 1,3-butadiene, forming 2-methylene-3-butenyl, was not considered in the ME/RRKM simulations because this slower channel does not contribute significantly to the overall rate of vinyl + 1,3-butadiene under the conditions of this study. This was confirmed through a calculation at the CCSD(T)-F12a/cc-pVTZ-F12 level of theory, with a computed barrier of 4.9 kcal/mol (at 0 K, including ZPE). Thus, the corresponding high-pressure limit rate relative to the preferred terminal addition reaction is negligible (less than 0.02% at 300 K, rising to 2% at 1000 K, and 5% at 2000 K). Similarly, the two possible H-abstraction channels were also not included in the ME simulations because the barriers for H-abstraction from the 1- and 2- sites of 1,3-butadiene were calculated to be 11.5 and 9.4 kcal/mol, respectively (at 0 K, including ZPE). Thus, they are not competitive with the addition reactions under the conditions of this work.

4.1.4.2 Overall Rate of \( \text{C}_2\text{H}_3 + 1,3\text{-C}_4\text{H}_6 \)

In order to measure the overall reaction rate of \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \), \( k_1 \), several kinetic models described below and in Appendix D were developed and fit to the absorbance data. \( k_1 \)
can be apportioned into the fraction, $\alpha$, that forms the linear adduct isomer, $n - C_6H_9$, and the remaining fraction, $1 - \alpha_{n-C_6H_9}$, that forms all of the other products.

$$C_2H_3 + 1,3 - C_4H_6 \xrightarrow{\alpha_{n-C_6H_9}k_1} n - C_6H_9$$  \hspace{1cm} (R1a)$$

$$C_2H_3 + 1,3 - C_4H_6 \xrightarrow{(1-\alpha_{n-C_6H_9})k_2} \text{Other Products}$$  \hspace{1cm} (R1b)$$

The reason for this distinction will become clear in coming paragraphs. In addition to undergoing bimolecular reaction with $1,3 - C_4H_6$, $C_2H_3$ can also undergo a number of other first-order and pseudo-first-order processes such as diffusion out of the probe beam, unimolecular decay and reaction with the $C_2H_3I$ precursor. The total first-order rate of all of these processes, $k_2$, should be constant for a given experiment where temperature ($T$), pressure ($P$), $[C_2H_3I]$ and the laser alignment are kept fixed, as was done here. Therefore, all of these processes may be adequately captured by a single pseudo-first-order reaction in our models.

$$C_2H_3 \xrightarrow{k_2} \text{Products}$$  \hspace{1cm} (R2)$$

$C_2H_3$ can also undergo self-reaction with rate coefficient $k_{self}$. However, we have found that including $k_{self}$ decreases $k_2$ from $\sim250$ s$^{-1}$ to $\sim150$ s$^{-1}$ with no impact on $k_1$ (Figure D 4 and Figure D 5). For the sake of simplicity and because the goal of this work is to measure $k_1$, the model presented here neglects $k_{self}$. This approximation is most convincingly justified by the observation that in the absence of $1,3 - C_4H_6$ the decay of $C_2H_3$ is fit well by a single-exponential decay with rate $k_2$, as shown for representative traces in Figure 4-2 and Figure 4-3.

A major challenge to measuring $k_1$ using laser flash photolysis is the well-known ultraviolet photodissociation of $1,3 - C_4H_6$. The major products of this process are thought to be propargyl and methyl radicals ($C_3H_3 + CH_3$) with measurable contributions of ethylene + acetylene ($C_2H_4 + C_2H_2$) and vinylacetylene + $H_2$ ($C_4H_4 + H_2$) as well. This complicating side-phenomenon is likely a major reason why there is currently no direct measurement of $C_2H_3 + 1,3 - C_4H_6$. Recently, while measuring the branching fractions of ethynyl radical, $C_2H$, reacting with $1,3 - C_4H_6$, Lockyear et al. found that using 248 nm photolysis there is a noticeable amount of $C_3H_3$ and $C_4H_4$ formed from $1,3 - C_4H_6$ photodissociation. We indeed observe transient absorbance of our visible probe laser light if a sufficiently high concentration of $1,3 - C_4H_6$ is photolyzed at 266 nm, which we attribute to $C_3H_3$. Although, to our knowledge, the visible absorption spectrum of $C_3H_3$ has not yet been measured, given the chemical similarity between $C_3H_3$ and the allyl radical, $C_3H_5$, which is known to absorb visible light, it is
reasonable to assume that \( \text{C}_3\text{H}_3 \) can also absorb substantially around 400 nm. Photodissociation of 1,3-\( \text{C}_4\text{H}_6 \) is therefore undesirable for our experiment for two reasons: 1. Visible absorbance of \( \text{C}_3\text{H}_3 \) will convolute the interpretation of our transient absorbance results, and 2. The additional radicals formed, i.e. \( \text{C}_3\text{H}_3 \) and \( \text{CH}_3 \), can react with \( \text{C}_2\text{H}_3 \) from \( \text{C}_2\text{H}_3 \)-photolysis and make it difficult to extract the actual rate coefficient of interest, \( k_1 \). For both of these reasons, in all experiments reported here [1,3-\( \text{C}_4\text{H}_6 \)] and the 266 nm photolysis energy were kept sufficiently low (\(< 5 \times 10^{16}\) molecules cm\(^{-3}\) and \(<30\) mJ/pulse, respectively) such that no transient absorbance was detectable at \( \lambda = 423.2\) nm when only 1,3-\( \text{C}_4\text{H}_6 \) was photolyzed (Figure D 1). At these conditions \( \text{CH}_3 \) is also not observed using PI TOF-MS and we can therefore estimate \([\text{CH}_3]_0 < 0.3 \times 10^{12}\) molecules cm\(^{-3}\) based on the sensitivity of the TOF-MS. Only at 700 K is a measurable amount of \( \text{CH}_3 \) detected. While this constraint resolves the first issue mentioned above, it doesn’t guarantee that side reactions involving \( \text{C}_3\text{H}_3 \) and \( \text{CH}_3 \) are not occurring. To address this concern we conducted control experiments to measure \( k_1 \) at different photolysis energies. If 1,3-\( \text{C}_4\text{H}_6 \) photodissociation is affecting the measured kinetics via \( \text{C}_3\text{H}_3 \), \( \text{CH}_3 \) or some other channel, then by doubling the photolysis power the measured \( k_1 \) should also change substantially. As shown later, this is not what was observed and we therefore conclude that at our experimental conditions 1,3-\( \text{C}_4\text{H}_6 \) photodissociation does not affect the main results presented here.

Table 4-1 summarizes the experimental conditions of this work. At each T, P, Photolysis Energy and \([\text{C}_2\text{H}_3]\) condition, \( \lambda = 423.2\) nm absorbance traces were recorded at 6-9 different [1,3-\( \text{C}_4\text{H}_6 \)] values ranging from \( 0 - 5 \times 10^{16}\) molecules cm\(^{-3}\), in evenly spaced intervals. Note that in all but two experiments the photolysis energy was kept relatively low at 15 mJ/pulse to minimize 1,3-\( \text{C}_4\text{H}_6 \) photodissociation. For the two experiments where the energy was doubled, \([\text{C}_2\text{H}_3]\) was also halved in order to maintain close to the same \([\text{C}_2\text{H}_3]\) and therefore keep the effects of \( \text{C}_2\text{H}_3 \) self-reaction negligible on the obtained values of \( k_1 \). Attempts were also made to measure \( k_1 \) at 599 and 700 K, but unfortunately at these elevated temperatures 1,3-\( \text{C}_4\text{H}_6 \) photodissociation significantly interfered with the measurements.
Table 4-1: Summary of experimental conditions for \( \lambda = 423.2 \) nm absorbance experiments. In all cases the number of Flashes per Refresh (FPR) was less than one and \([1,3 - C_4 H_6]\) was varied from \(0 - 5 \times 10^{16} \) molecules \(cm^{-3}\) for each experiment.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>P (Torr)</th>
<th>Photolysis Energy (mJ/pulse)</th>
<th>([C_2 H_3 I]_0) ((10^{14} \text{ molecule/cm}^3))</th>
<th>([C_2 H_3]_0) ((10^{12} \text{ molecule/cm}^3))</th>
<th>(A_0) ((10^{-4}))</th>
<th>Number of traces</th>
<th>Model Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>297</td>
<td>4</td>
<td>15</td>
<td>2.4</td>
<td>1.5 ± 0.5</td>
<td>9</td>
<td>9</td>
<td>Low-T</td>
</tr>
<tr>
<td>297</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>1.8 ± 0.9</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>297</td>
<td>25</td>
<td>30</td>
<td>1.2</td>
<td>1.6 ± 0.8</td>
<td>9</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>297</td>
<td>50</td>
<td>15</td>
<td>2.4</td>
<td>1.5 ± 0.8</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>297</td>
<td>100</td>
<td>15</td>
<td>2.4</td>
<td>1.0 ± 0.6</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>340</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>2.0 ± 1.1</td>
<td>11</td>
<td>9</td>
<td>Low-T</td>
</tr>
<tr>
<td>390</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>2.1 ± 1.2</td>
<td>11</td>
<td>9</td>
<td>High-T</td>
</tr>
<tr>
<td>444</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>1.7 ± 1.0</td>
<td>8</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>494</td>
<td>4</td>
<td>15</td>
<td>2.4</td>
<td>1.7 ± 0.9</td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>494</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>1.9 ± 1.1</td>
<td>8</td>
<td>9</td>
<td>High T</td>
</tr>
<tr>
<td>494</td>
<td>25</td>
<td>30</td>
<td>1.2</td>
<td>1.9 ± 1.1</td>
<td>8</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>494</td>
<td>100</td>
<td>15</td>
<td>2.4</td>
<td>1.7 ± 1.1</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

In these experiments, \([C_2 H_3]_0\) was determined from the initial absorbance of the visible probe laser, \(A_0\), its pathlength, \(l_{\text{probe}}(= 2000 \pm 600 \text{ cm})\), and the measured cross section of vinyl as a function of temperature and pressure at the probe wavelength, \(\sigma_{C_2 H_3}(\lambda = 423.2 \text{ nm})\), according the following equation.

\[
[C_2 H_3]_0 = \frac{A_0}{\sigma_{C_2 H_3}(\lambda=423.2 \text{ nm})l_{\text{probe}}} \tag{4-2}
\]

Using the values of \(A_0\) in Table 4-1 and of \(\sigma_{C_2 H_3}(\lambda = 423.2 \text{ nm})\) in Table D 3, it is straightforward to see how the values of \([C_2 H_3]_0\) were calculated. Note that the measured fraction of \(C_2 H_3 I\) that photodissociates to \(C_2 H_3\) is \(\sim 0.7\% \sim 1.4\%\), consistent with \(\sigma_{C_2 H_3 I}(\lambda = 266 \text{ nm}) \approx 5 \times 10^{-19} \text{ cm}^2 \text{ molecule}^{-1}\) reported in the literature, \(^{234}\) and our photolysis diameter and energy of 1.2 cm and 15 mJ (30 mJ).

As shown in Table 4-1 a distinction is made between “Low-T” \((T < 390 \text{ K})\) and “High-T” \((T \geq 390 \text{ K})\) data. For the Low-T data, only reactions R1 and R2 are necessary to completely describe the transient absorbance traces. This Low-T model emerges as the well-known pseudo-first-order model.

\[
\frac{[C_2 H_3 I](t)}{[C_2 H_3]_0} = e^{-(k'_1 + k_2)t} \tag{4-3}
\]

\[
\frac{A(t)}{A_0} = (1 + a)\frac{[C_2 H_3 I](t)}{[C_2 H_3 I]_0} - a \tag{4-4}
\]

\[
a = \frac{(k'_1 + k_2)}{R C_2 H_3 I(k'_1 + k_2)} \tag{4-5}
\]
[C₂H₃]₀ is the initial concentration of C₂H₃, k₁' = k₁[1,3 - C₄H₆], A(t) is the time-dependent absorbance and RC is the time constant for our electronic data collection circuit that acts as a high-bandpass filter on the recorded decays (= 65 ms as we have shown previously⁷⁵). Each Low-T experiment was fit to this model, where k₁ and k₂ are both global fit parameters (a single value of each was fit for all 6-9 traces of a given experiment). A more conventional pseudo-first-order analysis was also employed wherein a local k' value ( = k₁' + k₂) was fit to each trace and k₁ was extracted from the slope of k' versus [1,3 - C₄H₆] (Figure D 3). As shown in Figure D 4 and Figure D 5, the values of k₁ and k₂ obtained are the same in either case (global or local fit), but the uncertainty bounds are smaller when global values of k₁ and k₂ are fit to the whole body of data by virtue of parameter reduction. For this reason, we prefer the global model. For the chemical decays of this work that occur on timescales ≤ 10 ms, the effect of the RC electronics is adequately captured by including a without distorting the measured decay time constant (k₁ and k₂ in this case). Values of α are ≤ ~0.05. Figure 4-2 shows representative fits of the Low-T model to 300 K absorbance traces. Considering that only 2 parameters are used to fit 6-8 decays, the fits are in good agreement.

**Figure 4-2:** Representative measured decays of C₂H₃ using λ = 423.2 nm absorbance at relatively low-T (297 K, 100 Torr) and at the following 1,3 - C₄H₆ concentrations (units of molecules cm⁻³): 0 (red circles), 1.2 × 10¹⁶ (blue squares) and 5 × 10¹⁶ (green triangles). The experimental decays have been smoothed using a 200 point moving average. Solid black lines are fits of the low-T model (single-exponential).
Implicit in the Low-T model is the assumption that $C_2H_3$ is the sole contributor to the 423.2 nm absorbance. This assumption is justified for $T < 390$ K by the good fits of the single-exponential model to the data, but for $T \geq 390$ K this assumption breaks down because at these higher temperatures the allylic products of the title reaction also contribute to the absorbance. Two of the expected $C_6H_9$ products are allylic radicals so it is expected that like allyl, they also absorb visible light relatively strongly. However, from earlier predictions of the product branching, as well as our predictions shown later, we can assume that at our experimental conditions only the $n-C_6H_9$ allylic radical was produced at concentrations sufficient to affect the measured absorbance. As mentioned earlier, $\lambda = 423.2$ nm was specifically chosen to avoid competing absorbance by allylic radicals. This approach was successful for $T < 390$ K, where the vibronic bands we are probing are defined relatively sharply. At higher temperatures, however, the bands broaden and merge due to population of higher vibrational states at the ground electronic energy. This makes it much more difficult, if not impossible, to find a wavelength to probe one species selectively in a mixture. Here, we have taken the approach of modelling the contributions of both $C_2H_3$ and $n-C_6H_9$ to the overall 423.2 nm absorbance. R1 and R2 serve as the basis for this model, which only needs to be expanded on by the addition of one reaction of the allylic product.

\[ n-C_6H_9 \xrightarrow{k_3} \text{Products} \]  

(R3)

R3 is analogous to R2 already considered for $C_2H_3$. Initially, we also included a fourth reaction of $n-C_6H_9 + 1,3-C_4H_6$, but found that this reaction was too slow for us to detect. Again we have neglected possible radical-radical reactions, i.e. self-reaction or cross reaction of $C_2H_3 + n-C_6H_9$, on the basis of low experimental radical concentrations; if these reactions were important exponentials would not fit the data. A straightforward analytical solution exists for this High-T model represented by R1-3. The solution for $[C_2H_3](t)$ is the same exponential decay function as in Eq. 4-3, whereas $[n-C_6H_9](t)$ is a biexponential function.

\[ [n-C_6H_9](t) = \frac{\alpha_{n-C_6H_9}k'_1[C_2H_3]_0}{k'_1+k_2-k_3} [1 - e^{-(k'_1+k_2-k_3)t}] e^{-k_3t} \]  

(4-6)

The expression for the overall $A(t)$ can then be determined by weighting the contributions of $[C_2H_3](t)$ and $[n-C_6H_9](t)$ by their respective absorption cross sections, $\sigma(423.2 \text{ nm})$. The normalized solution is shown below.
\[
\frac{A(t)}{A_0} = e^{-(k_1' + k_2)t} + \frac{bk_1'}{k_1' + k_2 - k_3} \left[ 1 - e^{-(k_1' + k_2 - k_3)t} \right] e^{-k_3 t}
\]  
(4-7)

\[
b = \frac{\alpha_{n-C_6H_9} \sigma_{n-C_6H_9}(423.2 \text{ nm})}{\sigma_{C_2H_3}(423.2 \text{ nm})}
\]  
(4-8)

Equations 4-7 and 4-8 constitute the High-T model. \( k_1, k_2, k_3 \) and \( b \) are all global fit parameters. There is no \( a \) parameter as in the Low-T model because it is a small correction (typically <5% of the full scale as mentioned earlier) and Eqs. 4-4 and 4-5 were derived for the case of a simple exponential chemical decay. A benefit of this model is that there are a reasonable number of fit parameters (4 parameters to fit the entire transient behavior of \( 6-9 \) absorbance decays) each of which can be ascribed to an observable physical process. Furthermore, values of \([C_2H_3]_0, \sigma_{C_2H_3}, \sigma_{n-C_6H_9}, \alpha_{n-C_6H_9}\) and the probe laser pathlength don’t need to be known in order to obtain accurate values of \( k_1 \), the quantity of interest. Note that if \( b = 0 \) (no contribution of \( n-C_6H_9 \) either because it is not being produced, \( \alpha_{n-C_6H_9} = 0 \), or its cross sections is small compared to that of \( C_2H_3 \)) the pseudo-first-order model of Eq. 4-3 is recovered. Representative fits of 494 K absorbance traces to the high-T model are shown in Figure 4-3. Clearly the decays are not single exponential, this is most evident for high \([1,3-C_4H_6]\). As shown, the High-T biexponential model describes this behavior very well, especially considering the use of only four fit parameters.
Figure 4-3: Representative measured absorbance decays using $\lambda = 423.2$ nm at relatively high-T (494 K, 100 Torr) and at the following $1,3 - C_4H_6$ concentrations (units of molecules cm$^{-3}$): 0 (Panel A), $1.2 \times 10^{16}$ (Panel B) and $5 \times 10^{16}$ (Panel C). The experimental decays have been smoothed using a 200 point moving average. Green dashed lines are the modeled $C_2H_3$ decay, blue dashed-dotted lines are the modeled n-$C_6H_9$ growth and decay and the solid red lines are the fits of the overall high-T model.
All of the fit parameter values for the High-T model are included in Table D2. It is worth mentioning here that the fit values of b vary from ~0.25 - 0.40 and increase as a function of increasing T and decreasing P. Assuming that α_{n-C₆H₉} ≈ 1, which is predicted at our conditions as shown in the next section, these values of b simply represent the ratio of n-C₆H₉ to C₂H₃ cross sections. We have previously measured T- and P-dependent values of σ_{C₂H₃}(λ) using the approach of Ismail et al., but currently we cannot measure σ_{n-C₆H₉}(λ) without available n-C₆H₉I or n-C₆H₉Br precursors nor, to our knowledge, have these values been measured in the literature. Nonetheless, we have measured the T- and P-dependent cross section of the allyl radical, C₃H₅, which we expect to be similar to σ_{n-C₆H₉}(λ). As shown in Figure D2, our measured \( \frac{σ_{C₃H₅}}{σ_{C₂H₃}} \) (423.2 nm) values are in excellent agreement with the fit b values mentioned above, lending credibility to our model, and supporting the conclusion made later that n-C₆H₉ is the dominant product at our conditions (α_{n-C₆H₉} ≈ 1).

Figure 4-4 is an Arrhenius plot that summarizes our measured temperature dependence of \( k_1 \) with comparisons to literature. The error bars on individual \( k_1 \) measurements in Figure 4-4 and Figure 4-5 include fitting uncertainty as well as systematic uncertainty due to 10% uncertainty in \([1,3-C₄H₆] \) as discussed previously. Our experimental results are fit well by the simple Arrhenius expression

\[
(1.1 \pm 0.2) \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \times \exp \left( -\frac{9.9 \pm 0.6 \text{ kJ mol}^{-1}}{RT} \right),
\]

as shown by the dotted-dashed black line. The fact that \( k_1 \) values obtained from both the Low- and High-T models all lie along the same Arrhenius fit provides confidence in our interpretation of the absorbance results. The calculations of the total rate of vinyl + 1,3-butadiene performed in this work at 25 Torr He and 760 Torr N₂ are also shown in Figure 4-4 and are in good agreement with the current experimental data. From these predictions, \( k_1 \) in the high pressure limit can be expressed in modified Arrhenius form as \( 6.5 \times 10^{-20} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \times T^{2.40} \exp \left( -\frac{1.76 \text{ kJ mol}^{-1}}{RT} \right) \) from 300 to 2000 K. The slope of our measurements and predictions also agree well with the TST predictions of Cavallotti et al. However, the absolute values of our measurements and predictions are significantly different from any of the predictions mentioned above. Most strikingly, our results disagree both quantitatively and qualitatively with the pressure dependent
predictions of Cavallotti et al and Xu et al. These differences are discussed in more detail in the following section on product branching.

Figure 4-4: Arrhenius plot of our measured overall rate constant for $C_2H_3 + 1,3-C_4H_6$ at 25 Torr (symbols) with a simple Arrhenius fit (dotted-dashed black line) and comparison to literature predictions: Westmoreland et al. (blue lines), 2002 Cavallotti et al. (red lines), 2004 Cavallotti et al. (green line) and Xu et al. (purple line). Also shown are the theoretical predictions of this work (black lines).

At the two temperature extremes of our experiments (297 and 494 K) we measured $k_1$ at both 15 and 30 mJ pulse$^{-1}$ of photolysis energy and found the values to be within their error bars. These results justify our assumption that $1,3-C_4H_6$ photodissociation is not affecting the measured kinetics as discussed earlier. The 494 K result is particularly convincing given that photodissociation is more likely to occur at higher temperature.

Figure 4-5 shows the measured pressure dependence of $k_1$ again at the temperature extremes of 297 and 494 K. Although some of the measurements at the same T are outside of the error bars of others, no consistent trend is discernible from these results. The outlying data points
are suggestive not that there is any pressure dependence at our conditions, but that our error bars are underestimated perhaps by a factor of two. The measured lack of pressure dependence is consistent with both our own predictions and those of Westmoreland et al. \(^{194}\) (Figure 4-4) showing that even at the relative low P of this work (\(\leq 100\) Torr) we are already near the high-P limit (\(k_\infty\)).

It is informative to compare our measured \(k_1\) for vinyl radical addition to 1,3-butadiene with other radical additions to 1,3-butadiene. Phenyl + 1,3-butadiene provides a good comparison because its overall rate coefficient has been measured in an experimental study quite similar to this work. \(^{236}\) Phenyl decay was measured by cavity ringdown spectrometry (CRDS) at \(\lambda = 504.8\) nm from 298 – 450 K at 40 Torr. At these conditions the authors also concluded they were already in the high-pressure limit and the dominant product was expected to be the radical adduct. The Arrhenius pre-exponential factor that they measured is around an order of magnitude higher than what we measured for vinyl + 1,3-butadiene in the same T,P-range, while the \(E_A\) values are nearly identical. A similar difference between vinyl and phenyl radical addition to the same unsaturated C-C bond has also been observed for vinyl/phenyl radical addition to acetylene. \(^{196, 237}\) This comparison provides greater confidence in our measurement. Refer to Figure D 6 for Arrhenius comparison plots of vinyl/phenyl + 1,3-butadiene/acetylene.
4.1.4.3 Product Branching of $C_2H_3 + 1,3-C_4H_6$

Experiments were conducted at both 4 and 25 Torr over a range of temperatures using PI TOF-MS in order to measure the products of $C_2H_3 + 1,3-C_4H_6$, as summarized in Table 4-2. For the 4 Torr experiments, we were able to obtain useful results for $T \geq 494$ K despite significant $1,3-C_4H_6$ photodissociation that prevented absorbance measurements at 599 and 700 K. At each $T$ and $P$ there is a “Base Case” experiment, and several control experiments to aid in interpreting the results.
### Table 4-2: Summary of experimental conditions for PI TOF-MS experiments

<table>
<thead>
<tr>
<th>Experiment Title</th>
<th>T (K)</th>
<th>P (Torr)</th>
<th>PDMS coated?</th>
<th>Photolysis Energy (mJ/pulse)</th>
<th>Photolysis Diameter (cm)</th>
<th>$[C_2H_3I]$ $10^{16}$ molecule/cm$^3$</th>
<th>$[1,3-C_4H_6]$ $10^{16}$ molecule/cm$^3$</th>
<th>FPR$^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
<td>297</td>
<td>25</td>
<td>No</td>
<td>50</td>
<td>1.2</td>
<td>2.5</td>
<td>1.2</td>
<td>0.94</td>
</tr>
<tr>
<td>C$_2$H$_6$ Only Control</td>
<td>297</td>
<td>25</td>
<td>No</td>
<td>50</td>
<td>1.2</td>
<td>2.5</td>
<td>0</td>
<td>0.94</td>
</tr>
<tr>
<td>I,3-C$_4$H$_6$ Control</td>
<td>297</td>
<td>25</td>
<td>No</td>
<td>50</td>
<td>1.2</td>
<td>0</td>
<td>1.2</td>
<td>0.94</td>
</tr>
<tr>
<td>Base Case</td>
<td>494</td>
<td>25</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>C$_2$H$_6$ Only Control</td>
<td>494</td>
<td>25</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>0.92</td>
</tr>
<tr>
<td>I,3-C$_4$H$_6$ Control</td>
<td>494</td>
<td>25</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>0</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>2x[C$_2$H$_3$I] Control</td>
<td>494</td>
<td>25</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>2.4</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>2x Photolysis Control</td>
<td>494</td>
<td>25</td>
<td>No</td>
<td>50</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>2x FPR Control</td>
<td>494</td>
<td>25</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>2.30</td>
</tr>
<tr>
<td>Base Case</td>
<td>494</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>I,3-C$_4$H$_6$ Only Control</td>
<td>494</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>0.92</td>
</tr>
<tr>
<td>No Cal Mix Control</td>
<td>494</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>PDMS Coated Control</td>
<td>494</td>
<td>4</td>
<td>Yes</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>1.5 cm Photolysis Diameter Control</td>
<td>494</td>
<td>4</td>
<td>Yes</td>
<td>30</td>
<td>1.5</td>
<td>1.2</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>Maximum Photolysis Power Control</td>
<td>494</td>
<td>4</td>
<td>Yes</td>
<td>80</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.92</td>
</tr>
<tr>
<td>Base Case</td>
<td>599</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.93</td>
</tr>
<tr>
<td>I,3-C$_4$H$_6$ Only Control</td>
<td>599</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>0.93</td>
</tr>
<tr>
<td>No Cal Mix Control</td>
<td>599</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.93</td>
</tr>
<tr>
<td>C$_2$H$_6$ Only Control</td>
<td>599</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>0.93</td>
</tr>
<tr>
<td>Base Case</td>
<td>700</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.93</td>
</tr>
<tr>
<td>I,3-C$_4$H$_6$ Only Control</td>
<td>700</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>0</td>
<td>0.93</td>
</tr>
<tr>
<td>No Cal Mix Control</td>
<td>700</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>0.93</td>
</tr>
<tr>
<td>Half 1,3-C$_4$H$_6$ Control</td>
<td>700</td>
<td>4</td>
<td>No</td>
<td>30</td>
<td>1.2</td>
<td>1.2</td>
<td>0.6</td>
<td>0.93</td>
</tr>
</tbody>
</table>

$^1$FPR = Flashes per Refresh
Figure 4-6 shows a section of our measured transient mass spectra at both 25 and 4 Torr (494 K and 599 K, respectively) under conditions where \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \) occurs. Other than the I Atom signal at 127 amu, transient behavior was not observed in any other region of the spectrum (due to significant dissociative ionization of \( \text{C}_2\text{H}_3\text{I} \) to \( \text{C}_2\text{H}_3 \), the transient behavior of \( \text{C}_2\text{H}_3 \) could not be discerned even after background subtraction). At both pressures, there is clearly growth occurring at \( m/z = 81 \) amu, which we tentatively assign to some mixture of \( \text{C}_6\text{H}_9 \) isomers produced by the title reaction (Scheme 4-1 and Figure 4-1). This assignment was confirmed by control experiments showing that the 81 amu species requires the simultaneous presence of \( \text{C}_2\text{H}_3 \) and \( 1,3 - \text{C}_4\text{H}_6 \) to form. The mass spectra obtained at 297 K and 25 Torr exhibits identical behavior as at 494 K and 25 Torr (Figure D 8), although the signal-to-noise was lower due to the slower \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \) reaction rate at this temperature, resulting in a lower product concentration.

![Figure 4-6: Transient mass spectra obtained under conditions where \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \) can occur for A. 494 K and 25 Torr, and B. 599 K and 4 Torr. In both cases \([\text{C}_2\text{H}_3\text{I}] = 1.2 \times 10^{14} \) and \([1,3 - \text{C}_4\text{H}_6] = 1.2 \times 10^{16} \) molecules cm\(^{-3}\). The spectrum acquired at a reaction time of \(-0.20 \text{ ms}\) was subtracted from all subsequent spectra so that only transient changes are observed. The spectra were also smoothed and baseline corrected.](image-url)
At 4 Torr, there is also a transient peak at 80 amu, which control experiments confirm as another product of \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \). This species was not observable in any of the 25 Torr experiments. We assign this species to a mixture of 1,3- and 1,4-cyclohexadiene isomers \((c - \text{C}_6\text{H}_8)\), based on our predictions of the product branching shown in Figure 4-9 below.

There is one final peak at 79 amu that is present at both pressures and that does not correspond to an expected product of \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \). In Appendix D we discuss control experiments aimed at identifying this species and ultimately conclude that it is likely not a product of \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \). At 700 K there were also several other transient species besides 79, 80 and 81 amu, (e.g., 15 and 78 amu) but none of these species required the presence of \( \text{C}_2\text{H}_3 \) and are therefore attributed to 1,3 - \( \text{C}_4\text{H}_6 \) photodissociation and subsequent reactions. Despite these complications, the transient signals at 80 and 81 amu were found to be the only species clearly attributable only to \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \) at all of the T and P conditions of Table 4-2.

Unfortunately, we cannot discern among \( \text{C}_6\text{H}_9 \) isomers using our PI TOF-MS with fixed ionization energy. Neither can we provide an estimate of the quantitative branching fraction to this channel because the photoionization cross sections of the \( \text{C}_6\text{H}_9 \) isomers have not yet been measured. Nonetheless, our theoretical predictions below provide strong evidence that the 81 amu signal is solely due to \( n - \text{C}_6\text{H}_9 \) \((\alpha_{n-\text{C}_6\text{H}_9} \approx 1)\), which is also consistent with our interpretation of the fit b parameters in the previous section.

Similarly, we can’t distinguish between 1,3- and 1,4-cyclohexadiene. However, the photoionization cross sections of both isomers are known at our ionization energy (10.5 eV). Therefore we were able to quantify the total branching to both cyclohexadiene isomers at 4 Torr and relatively high temperature conditions (494, 599 and 700 K) where they become significant products (see Appendix D for details of quantification). Control experiments conducted after coating the inside of the stainless steel reactor with PDMS gave the same quantitative cyclohexadiene branching fractions as experiments without the coating. PDMS has previously been used in similar kinetic studies to render reactor walls inert up to 750 K. Therefore, we conclude that wall reactions do not consume a significant portion of the vinyl radical pool, possibly due to the unique geometry of our reactor.

Figure 4-7 compares our measurement of this branching with our predictions. In both cases, the branching fraction of total \( \text{C}_6\text{H}_8 + \text{H} \) products increases with higher temperature, as expected for a chemically activated channel. However, the model greatly overpredicts the
branching. The large error bars on the experimental measurements are from propagation of uncertainty (see Appendix D for an account of the various contributors).

![Graph of branching fractions](image)

**Figure 4-7:** Branching fractions for major bimolecular product species (minor contributions not shown) of the reaction of vinyl + 1,3-butadiene at 4 Torr He. Predicted branching fractions of \( n-C_6H_9 \) (dashed line) and total \( C_6H_8 + H \) (thick solid line), are compared with measured branching fractions (filled circles). Also depicted is an estimated uncertainty bound in the calculations of a factor of 5; see text for discussion.

Sensitivity analyses of the predicted total branching fraction for the \( C_6H_8 \) isomers \([+ H]\) were performed with respect to several input parameters: relevant barrier heights, the average downward energy transferred upon collision with the He bath gas, and the influence of 1,3-butadiene as a colliding partner. The lower bound illustrated in Figure 4-7 represents a combined \( \pm 1 \) kcal/mol barrier uncertainty with a factor of two increase in \( \langle \Delta E_d \rangle_{300} \) for Helium. Additional uncertainties arise from the use of Eckart tunneling corrections, the MSC solution to the master equation, and A-factors for reactions where hindered internal motions are important. Last, uncertainties also arise from the fact that gas mixtures for 4 Torr experiments contained up to 22% 1,3-butadiene (see Table D 5), which was not considered in the branching fractions predicted in Figure 4-7. The average downward energy transferred upon collision for 1-butene (a suitable analog to 1,3-butadiene) is a factor of eight larger than that for Helium in observations of excited toluene stabilization. Sensitivity analyses performed using weighted averages of energy transfer properties where the bath gas consists of 20% 1,3-butadiene and 80% Helium suggest branching to total \( C_6H_8 + H \) is twice as low between 500-700 K and at 4 Torr. Although the
current branching fractions are uncertain by at least a downward factor of five, it is expected that future high-accuracy rate calculations may reconcile predicted branching fractions with those observed in this work at 4 Torr in Helium. We also note that while uncertainties in predicted branching are high for simulations at low pressure and with Helium as a bath gas, the simulations in $N_2$ at and above 1 atm – combustion relevant conditions – are more reliable due to the larger $\langle \Delta E_d \rangle_{300}$ of $N_2$.

The product branching calculations performed here and shown in Figure 4-9 support the observation that the dominant product species at and above 25 Torr is n-C$_6$H$_9$, of mass 81 amu. Thus, at 1 atmosphere, the formation of c-C$_5$H$_6$ + CH$_3$ is negligible, in contrast to previous predictions by Cavallotti et al.$^{202-203}$ As noted in previous works and also illustrated in Figure 4-4, there remains a great deal of disparity between theoretical predictions of the total rate of vinyl + 1,3-butadiene. The two sets of computed results by Cavallotti et al.$^{202-203}$ and predictions of recent work by Xu et al.$^{205}$ are more than an order of magnitude faster than those predicted here and earlier by Westmoreland et al.$^{194}$ We note that the rate constant for the entrance channel computed by Cavallotti (private communications) used a 2-dimensional treatment of the hindered rotor that not only accounts for the rotation of the two moieties about the axis defining the forming bond, but also one of the rocking motions in the transition state. Cavallotti et al. employed the Unimol code originally developed by Gilbert and Smith.$^{241}$ Use of this code to treat a 2D internal rotor resulted in a factor of 400 increase in the pre-exponential factor compared with treating all internal degrees of freedom as harmonic oscillators. It was further noted by Cavallotti that this approach, as implemented in the Unimol code, can lead to substantial errors, thus explaining the large discrepancy between computed high pressure limit rate coefficients presented in this work and those of Cavallotti et al. (private communications).

The discrepancy between the high-pressure limit entrance channel rate computed in this work and that reported by Xu et al.$^{205}$ is primarily due to differences in predicted barrier heights (0.3 kcal/mol \textit{via} the F12 method and -0.6 via CBSQB3) and in choice of rate parametrization (strict vs modified Arrhenius). Gaussian output files used for the TST calculation by Xu et al along with their corresponding TST-derived rates for the high pressure limit rate of the entrance channel were provided by means of personal communication. One can see that the RRHO rates computed using the Xu et al. geometry and frequencies (blue line of Figure 4-8), and the RRHO rate computed using the geometry and frequencies computed here using a different DFT
functional and basis set, are very similar after compensating for the 1 kcal/mole difference in computed barrier height (black dashed line), differing by less than a factor of 3 over the full T range. The strict Arrhenius fit used by Xu et al. (red line of Figure 4-8) differs significantly from the computed k(T) at some temperatures, since it does not allow for the strong curvature of k(T) on the Arrhenius plot. Considering all the calculations and the experimental data, it appears that the computed rates are all uncertain by a factor of 3 or more; the rates computed here are (perhaps fortuitously) close to the low temperature experimental measurements giving us a little more confidence in the predictions at higher temperatures. Thus, an overall factor of 3 uncertainty is recommended for the predicted high-pressure limit rate coefficient for the reaction of vinyl radical + 1,3-butadiene.

![Figure 4-8: Comparisons of computed high pressure limit rates for the reaction of vinyl radical + 1,3-butadiene between experimental and computed values of this work, as well as those of Xu et al.](image)

In comparing predicted rates of individual product channels between this work and previous studies, the 25 Torr rates shown in Figure 4-9 are in good qualitative agreement with the corresponding lower pressure estimates of Westmoreland et al., albeit their simulations were performed in a CO bath gas. However, the aforementioned authors predict the formation of n - C₆H₆ + H to dominate around 1250 K, while the current calculations suggest this channel to dominate at considerably higher temperatures.
A general observation made in this work and supported both by present experiments and computation is the negligible chemically activated well skipping to bimolecular product channels at temperatures below 500 K and pressures above 25 Torr. Clearly evident from Figure 4-9 is that $n-C_6H_9$ is the dominant product not just at 25 Torr, but also at 760 Torr. At 25 Torr and 300 K, 94% of the product is predicted to be the linear adduct, while at 1000 K, 71% of the product is $n-C_6H_9$, with the two $c-C_6H_8$ species representing the remaining product distribution. At 1000 K and 760 Torr, only 2% of the product species are predicted to be the two $c-C_6H_8$ species + H. This is in contrast to the recent work by Xu et al.,\textsuperscript{205} who predict these channels to contribute more equally to the total product distribution at 0.8 atm and at 1000 K and above. Because the PES used here and the Master Equation solution method, MSC, are both similar to that employed by Xu et al., it is unclear why these differences exist. Higher level collisional energy transfer models may increase the total predicted branching to bimolecular products, further increasing the discrepancy in predicted and measured branching shown in Figure 4-7. Nonetheless, recommended future work entails a rate theory calculation more reliable than the MSC method.

The overall dominance of the $n-C_6H_9$ adduct suggests this species could persist long enough to undergo bimolecular reactions with other gas phase species at low enough temperatures, and of course where there is sufficient vinyl and 1,3-butadiene. If this is the case, care should be taken to ensure that the fate of $n-C_6H_9$ is properly accounted for. Compared to some previous kinetic models which use rates that predict a larger proportion of bimolecular c5- and c6-ring products, inclusion of the present rates in kinetic models may in fact decrease overall predicted benzene concentrations for relevant conditions.
4.1.4.4 Implications for Soot Formation

The impact of our newly measured rate coefficient on pre-existing pyrolysis or combustion models will depend on the conditions of the system. For example, if \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \) is already the dominant route for benzene production, then a larger \( k_1 \) will increase the predicted benzene formation if the addition step is rate-limiting. If, however, another route involving vinyl radicals dominates benzene formation, such as \( \text{C}_2\text{H}_3 \rightarrow \text{n - C}_4\text{H}_5 \rightarrow \text{C}_6\text{H}_6 + \text{H} \) as suggested by Miller et al.,\(^{16} \) it is conceivable that increasing \( k_1 \) will actually decrease benzene formation by converting reactive \( \text{C}_2\text{H}_3 \) to long-lived, resonantly-stabilized \( \text{n - C}_6\text{H}_9 \), acting effectively as a trap for vinyl radicals. Regardless of the overall effect, we recommend that future models incorporate the rates reported here to improve the accuracy of predictions and to assess the true role of \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6 \).

4.1.5 Conclusions

We report the first direct rate coefficient measurement of \( \text{C}_2\text{H}_3 + 1,3 - \text{C}_4\text{H}_6, k_1 \), using laser flash-photolysis with visible probe absorbance. Photodissociation of \( 1,3 - \text{C}_4\text{H}_6 \) is kept at an acceptable level by using relatively low \([1,3 - \text{C}_4\text{H}_6]\) and photolysis energy, as well as maintaining \( 297 \text{ K} \leq T \leq 494 \text{ K} \) for all absorbance experiments reported here. For \( T < 390 \text{ K} \),
the decay of $C_2H_3$ could be monitored selectively using $\lambda = 423.2$ nm as the probe wavelength, enabling a straightforward pseudo-first-order analysis of the results. For $T \geq 390$ K, however, the major allylic product, $n - C_6H_9$, makes a non-negligible contribution to the absorbance and a model that accounts for this behavior is used. Our interpretation of the absorbance traces at different temperatures is validated by the good fits of the model to the data, as well as the fact that a simple Arrhenius fit is able to capture the resulting temperature dependent $k_1$ measurements, shown below.

$$k_1 = (1.1 \pm 0.2) \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \times \exp\left(-\frac{9.9 \pm 0.6 \text{ kJ mol}^{-1}}{RT}\right)$$

$k_1$ is pressure-independent at the conditions of our experiment ($4 - 100$ Torr, $T \leq 494$ K), leading us to conclude that we are already in the high-pressure limit, consistent with our predictions and others in literature.\textsuperscript{194}

Analysis of the reaction products at $T \leq 494$ K and $P = 25$ Torr using photoionization time-of-flight mass spectrometry (PI TOF-MS) reveals only species with $m/z = 81$ amu, consistent with the molecular formula $C_6H_9$. Predictions of the product branching using quantum chemistry and pressure dependent rate calculations show the dominant product at almost all combustion relevant $T$ and $P$ (including our experimental conditions) to be the linear allylic species $n - C_6H_9$. This prediction is consistent both with the PI TOF-MS results cited above, and with the measured contribution of $n - C_6H_9$ to the absorbance traces at $T \geq 390$ K. Furthermore, the measured overall rate of $C_2H_3 + 1,3 - C_4H_6$ is in excellent agreement with the predictions. However, for $494 \leq T \leq 700$ K and $P = 4$ Torr we experimentally measured $\sim10\%$ or less branching to the sum of 1,3- and 1,4-cyclohexadiene isomers, which was a factor of five lower than the predicted branching. We attribute this discrepancy to uncertainty in $\langle \Delta E_d \rangle_{300}$ and the computed barrier heights.

The predicted temperature and pressure dependent product branching rates are presented in a form that can be easily incorporated into combustion and pyrolysis models for $300 \leq T \leq 2000$ K and $P \geq 1$ Torr. We recommend that these rates be used in future detailed kinetic models so that the role of $C_2H_3 + 1,3 - C_4H_6$ in the formation of the first aromatic ring can finally be elucidated.
**4.2 Phenyl Radical + Propene**

### 4.2.1 Introduction

The addition of phenyl radical, $\text{C}_6\text{H}_5$, to the unsaturated C=C bond in propene, $\text{C}_3\text{H}_6$, produces two different propylbenzene radicals depending on the addition site, which are representative of a broader class of alkylaromatic radicals. As defined here, alkylaromatic radicals consist of an aromatic group, which can either be a single benzene ring or a polycyclic aromatic hydrocarbon (PAH) of arbitrary size, and at least one alkyl side chain of arbitrary length and branching on which the radical site resides. Alkylaromatic radicals can form either by “bottom-up” growth of smaller molecules, such as $\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6$, or by “top-down” decomposition of larger molecules, such as in the combustion or pyrolysis of gasoline, diesel and jet fuels which contain significant amounts of closed-shell alkylaromatic compounds like propylbenzene. Once formed, the subsequent decomposition, growth or oxidation of alkylaromatic radicals can dictate the extent of PAH and soot formation, with potentially deleterious effects on climate and human health. Soot, or “coke”, formation is also usually undesirable in industrial processes such as ethane steam cracking, where fouling of the reactor can necessitate costly shutdowns for cleaning. Alkylaromatic linkages and radicals are also important in the chemistry of heavy oils, coal, kerogen, lignin and many polymers. Understanding all of the ways in which alkylaromatic radicals can react is therefore critical to a number of diverse applications including combustion, industrial cracking, organic geochemistry, and utilization of waste materials and biomass.

The two propylbenzene radicals directly formed by $\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6$ have served as relatively simple surrogates for more complicated alkylaromatic radicals in many top-down experimental and theoretical studies of propylbenzene oxidation and pyrolysis, recently summarized by Yuan et al., and in nine bottom-up studies utilizing $\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6$ (including this work) summarized in Table 4-3. From this large body of work on the $\text{C}_9\text{H}_{11}$ potential energy surface (PES) a consensus has emerged (with some caveats discussed below) regarding the major expected reaction pathways of the $\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6$ system, shown in Scheme 4-2. $\text{C}_6\text{H}_5$ mostly reacts with $\text{C}_3\text{H}_6$ by addition to the terminal and central C=C sites, and by hydrogen, H, abstraction from the allylic carbon in $\text{C}_3\text{H}_6$. The two propylbenzene radicals formed by addition can easily interconvert via a 1,2-phenyl-migration, and are usually assumed to be equilibrated at combustion-relevant conditions.
temperatures. The central-addition product will mostly β-scission a methyl radical, CH₃, to form styrene, whereas the terminal-addition product will β-scission an H on one of the two neighboring carbons to form 3- or 1-phenylpropene. Alternatively, if the radical site on the terminal addition product can shift to the end of the alkyl chain via a 1,2-H-migration, the resulting alkylaromatic radical can easily undergo a secondary ring-closure to form a five-membered ring. Subsequent β-scission of an H forms indane, which can make indene following loss of two more H atoms. Indene is a precursor to PAH and soot, and it is mostly because of this potential route to indene that C₆H₅ + C₃H₆ has been of such interest. However, the 1,2-H-migration that enables indane formation has a barrier at least 6 kcal/mol higher than the various β-scissions mentioned above, rendering that pathway uncompetitive, even at combustion conditions. The lack of indane formation from C₆H₅ + C₃H₆ and the dominance of styrene and phenylpropene isomers as products is supported both by calculations of the product branching, and by experiments conducted under single-collision and thermal environments.

Scheme 4-2: Major expected reaction pathways of phenyl radical + propene
### Table 4-3: Summary of literature on phenyl radical + propene system.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Experiment</th>
<th>Reaction Conditions</th>
<th>Detection Technique</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>1972 Hefter et al.(^{243})</td>
<td>Photolytically-generated C(_6)H(_5) in liquid C(_3)H(_6) (183-213 K)</td>
<td>Electron Spin Resonance of products</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2006 Park et al.(^{8})</td>
<td>Photolytically-generated C(_6)H(_5) in excess C(_3)H(_6)/Ar gas (296-496 K, 40 Torr)</td>
<td>Cavity Ring Down Specrometry (CRDS) of C(_6)H(_5)</td>
<td>G2M(RCC6)//B3LYP</td>
<td></td>
</tr>
<tr>
<td>2008 Zhang et al.(^{11})</td>
<td>Crossed Molecular Beams (CMB) of C(_6)H(_5) and C(_3)H(_6) ((\geq)31 kcal/mol collision energy)</td>
<td>Electron Impact (EI)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2008 Zhang et al.(^{31})</td>
<td>CMB of C(_6)H(_5) and C(_3)H(_6) (~10 kcal/mol collision energy)</td>
<td>EI QMS</td>
<td>G3(MP2,CC)//B3LYP(^{a}) + RRKM(^{b})</td>
<td></td>
</tr>
<tr>
<td>2012 Kaiser et al.(^{13})</td>
<td>Pyrolytically-generated C(_6)H(_5) in excess C(_3)H(_6) gas (1200-1500 K, 300 Torr)</td>
<td>Tunable Vacuum Ultraviolet (VUV) Molecular Beam Mass Spectrometry (MBMS)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2012 Kislov et al.(^{9})</td>
<td>-</td>
<td>-</td>
<td>G3(MP2,CC)//B3LYP(^{a}) + RRKM(^{b})/ME(^{c})/TST(^{d})</td>
<td></td>
</tr>
<tr>
<td>2013 Albert et al.(^{18})</td>
<td>CMB of C(_6)H(_5) + C(_3)H(_6) ((\geq)20 kcal/mol collision energy)</td>
<td>VUV QMS</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2014 Wang et al.(^{66})</td>
<td>Photolytically-generated C(_6)H(_5) in excess C(_3)H(_6)/He gas (295-707 K, 10-50 Torr)</td>
<td>Multiple-pass laser absorbance of C(_6)H(_5), C(_3)H(_5) and C(_7)H(_7)</td>
<td>CBS-QB3 + TST(^{d})</td>
<td></td>
</tr>
</tbody>
</table>

---

\(^{a}\)Same level of theory used in this work, which is described in Theoretical section. \(^{b}\)RRKM = Rice-Ramsperger-Kassel-Marcus theory for k(E). \(^{c}\)ME = Master Equation model of T,P-dependent kinetics. \(^{d}\)TST = Transition State Theory for high-P, T-dependent kinetics.
The single-collision experiments, conducted in crossed molecular beam (CMB) apparatuses with Quadrupole Mass Spectrometry (QMS) detection, ruled out significant indane formation at collision energies, $E_{col}$, of $\sim 10$ kcal/mol$^{13}$ and $\sim 30$ kcal/mol$^{11}$ based on both the measured exoergicity of the H-loss channel and from experiments with deuterated C$_3$H$_6$. The thermal experiment, conducted in a fast pyrolysis reactor maintained at 1200-1500 K in 300 Torr of C$_3$H$_6$, ruled out indane formation based on the measured photoionization efficiency (PIE) curves of the product(s) at a mass-to-charge ratio, m/z, of 118 amu, corresponding to the mass of the various H-loss products with molecular formula C$_9$H$_{10}$.

Although there is qualitative agreement in the literature regarding what the major products of C$_6$H$_5$ + C$_3$H$_6$ should (styrene and phenylpropene isomers) and should not (indane) be, quantitatively there are three discrepancies. First, the extent of H-abstraction is predicted to be significant, increasing from $\sim 10\%$ of the product branching at 300 K to $\sim 80\%$ at 3000 K, but this has never been quantified experimentally. Of the six previous experimental studies listed in Table 4-3, only the photolysis experiments of Heffer et al. in liquid C$_3$H$_6$ reported measurable products of H-abstraction: benzene, C$_6$H$_6$, and allyl radical, the most thermodynamically stable of the C$_3$H$_5$ isomers.$^{243}$ In that work, C$_6$H$_5$ was found to prefer radical addition to the terminal C=C carbon in propene over the other two major entrance reactions (Scheme 4-2), consistent with the low temperatures used (182-213 K). Of the two remaining experiments conducted in a thermal reactor, the fast pyrolysis experiment of Zhang et al. were done under aggressive conditions that would encourage many side, secondary, tertiary and higher reactions,$^{31}$ making it impossible to extract quantitative information about the underlying chemistry without a detailed kinetic mechanism. The Cavity Ring Down Spectrometry (CRDS) experiments of Park et al. were conducted under more controlled conditions, and the probe laser wavelength used, 504.8 nm, was tuned to a known absorbance feature of C$_6$H$_5$,$^{105}$ where few other radicals absorb, enabling selective detection of C$_6$H$_5$. While convenient for accurate quantification of overall consumption rates, selective detection of a photolytically-generated radical reactant (C$_6$H$_5$ in this case) leaves the experimentalist blind to subsequent product formation, which was the case in Park et al.$^8$ Finally, all three of the CMB experiments with QMS detection were unable to detect C$_6$H$_6$, likely due to overlap with the large $^{13}$C peak of scattered C$_6$H$_5$.$^{18}$
The second quantitative discrepancy is the extent of CH$_3$-loss relative to H-loss. Kaiser et al. computed relative product yields under single-collision conditions by combining G3(MP2,CC)//B3LYP calculations of the C$_9$H$_{11}$ PES with microcanonical Rice-Ramsperger-Kassel-Marcus (RRKM) theory for energy-dependent rate coefficients, $k(E)$, and then applying the steady-state approximation to the set of differential equations describing the reaction network. This calculation does not include the contribution of H-abstraction because as noted above it was not possible to observe products of H-abstraction in the CMB experiments. The single-collision product calculations of Kaiser et al. were quantitatively consistent with CMB experiment reported in that same work at $E_{\text{col}} \approx 10$ kcal/mol, where yields of CH$_3$- and H-loss products were measured as ~70% and ~30%, respectively. At higher $E_{\text{col}}$ it was predicted that the yield of CH$_3$-loss would drop steadily to ~20% at ~45 kcal/mol to be replaced by various H-loss products (mostly 3-phenylpropene). This prediction was also consistent with earlier CMB experiments at $E_{\text{col}} > 30$ kcal/mol, where only H-loss products were observed, and the CH$_3$-loss yield was approximated as <10% due to the detection limit. However, Albert et al. measured a much higher relative product yield of CH$_3$- to H-loss at intermediate $E_{\text{col}}$’s of ~20 and 25 kcal/mol than expected based on the calculations of Kaiser et al.: ~10:1 and ~3:1, respectively. One proposed explanation for the experimental discrepancy between Albert et al. and Kaiser et al. is that the latter used 80 eV electron impact ionization, necessitating the deconvolution of fragments, whereas the former used 9.9 eV “soft” vacuum ultraviolet (VUV) photoionization (PI). Furthermore, the G3(MP2,CC)//B3LYP C$_9$H$_{11}$ PES first reported by Kaiser et al. was later combined with RRKM theory to solve the Master Equation (ME) describing temperature- and pressure-dependent kinetics under thermal conditions. These thermal calculations predict similar yields of CH$_3$ and H-loss products from 1200-1500 K and at 300 Torr, whereas Zhang et al. measured ~5× more styrene from CH$_3$-loss than the sum of all H-loss products at the same conditions. As mentioned earlier, however, this discrepancy could be due to secondary chemistry occurring during the pyrolysis.

Finally, there is disagreement regarding the identity of the dominant H-loss isomer. While there is wide agreement that styrene is the dominant CH$_3$-loss product, there are conflicting reports in the literature as to whether 3-phenylpropene or 1-phenylpropene dominates H-loss. The single-collision and thermal calculations of Kaiser et al. and Kislov et al., respectively, both predict that 3-phenylpropene will have the highest yield of any H-loss product.
by far over all conditions considered. This is in nominal agreement with the PIE curves measured at m/z=118 amu by Zhang et al., which could be fit by assuming almost 100% 3-phenylpropene, but given the number of potential 118 amu isomers (indane, both cis- and trans-1-phenylpropene, 2-phenylpropene and 3-phenylpropene) this fit is best considered as just one possible solution.\textsuperscript{31}

In contrast, the earlier CMB experiments of Zhang et al. identified 1-phenylpropene as the dominant H-loss isomer at $E_{\text{col}} \approx 45$ kcal/mol based on experiments with deuterated isotopologues of C$_3$H$_6$.\textsuperscript{11} Albert et al. also tentatively assigned the H-loss product observed in ~20-25 kcal/mol CMB experiments to 1-phenylpropene, based on analogy to the products observed from C$_6$H$_5$ + 2-butene, 2-C$_4$H$_8$, in the same work.\textsuperscript{18}

This work aims to alleviate the first two of the three discrepancies summarized above (extent of H-abstraction and the extent of CH$_3$- to H-loss) by applying a different detection technique to the problem: time-resolved molecular beam MS (MBMS) with VUV PI. The reaction conditions used here are most similar to those in the work of Park et al.\textsuperscript{8} (photolytically generated C$_6$H$_5$ in a thermal environment), but the use of time-resolved MBMS for detection allows for quantification of all products as they are formed, including C$_6$H$_6$ from H-abstraction. Additionally, unlike the fast pyrolysis experiments of Zhang, which also used MBMS under thermal conditions, the primary products of C$_6$H$_5$ + C$_3$H$_6$ can be easily distinguished from later generation products based on their faster appearance, enabling more conclusive quantification of CH$_3$- to H-loss as a function of temperature and pressure. The experimental apparatus used in this work is also equipped to do multiple-pass laser absorbance measurements, allowing for precise quantification of the overall C$_6$H$_5$ consumption rate, which is compared to the CRDS measurements of Park et al.\textsuperscript{8} Finally, benzyl radical was observed as an unexpected primary product of C$_6$H$_5$ + C$_3$H$_6$. This finding was rationalized by the inclusion of a new “aromatic-catalyzed” 1,2-hydrogen-migration pathway on the C$_6$H$_{11}$ PES. All experimental measurements were quantitatively compared to the predictions of the Reaction Mechanism Generator (RMG), which was then used to predict the products of a slightly more complicated alkylaromatic system, 1-naphthyl + 2-butene, in order to demonstrate the general applicability of the insights made into the C$_6$H$_5$ + C$_3$H$_6$ system.

4.2.2 Experimental Methods

The modified LAS and PI TOF-MS apparatus used in this work was already described in Chapter 2. Both iodobenzene, C$_6$H$_5$I, (Sigma-Aldrich, 98%) and nitrosobenzene, C$_6$H$_5$NO
(Sigma-Aldrich, ≥97%) were used as photolytic precursors of C₆H₅ because both are known to almost entirely photodissociate to C₆H₅ + I/NO at 266 nm.⁵-⁶ Iodobenzene was purged of oxygen by successive freeze-pump-thaw cycles, while nitrosobenzene, a powder at room temperature, was simply degassed. Both precursors were placed in air-tight bubblers and introduced into the reactor by flowing a controlled amount of helium through/over them. Because of the strong reactivity of C₆H₅ towards O₂,¹⁰⁵ even ∼100 ppm of residual air in the reactor could have a measurable impact on the experiments. The clearest indicators of O₂ present somewhere in the reactor or associated gas lines are a strong visible absorbance signal from phenyl peroxy radical, C₆H₅OO, and a product at m/z=94 amu (likely phenol, C₆H₅OH, also seen by Zhang et al.³¹) in the MS following photolytic C₆H₅ generation. When C₆H₅I was used as the precursor, it was possible to eliminate all signs of O₂ from the experiment. With C₆H₅NO, however, there was always some residual O₂ in the precursor, manifested by both C₆H₅OO absorbance and C₆H₅OH MS signal. C₆H₅I can also be used up to 900 K before thermal decomposition on the residence time scale of this experiment (1 s) becomes important,⁷³ whereas for C₆H₅NO the limit is only 700 K.⁵ I atom from C₆H₅I photolysis can also be quantified by IR absorbance, providing an estimate of the initial C₆H₅ concentration. For all of these reasons, C₆H₅I was the precursor of choice for almost all of the experiments reported here.

Helium, He, was used as the bath gas in all experiments reported here and was purchased from Airgas (UHP grade, 99.999%). C₃H₆ was also purchased from Airgas (CP grade, 99%) and used without further purification.

### 4.2.3 Computational Methods

The C₇H₁₁ PES has already been exhaustively explored both by Park et al. using G2M(RCC6)//B3LYP⁸ and Kislov et al. using G3(MP2, CC)//B3LYP.⁹ Wang et al. reported CBS-QB3 calculations on a portion of the PES, focused on the 1,2-phenyl-migration connecting the terminal and central addition products.⁶⁶ This work took the C₇H₁₁ PES calculated by Kislov et al., and added on one new C₇H₁₁ isomer, three new transition states (TS’s) and one new bimolecular product channel (benzyl radical, C₇H₇, + ethene, C₂H₄) that together comprise the newly discovered aromatic-catalyzed 1,2-H-migration and subsequent resonance stabilized radical (RSR) formation pathway. For consistency, the same level of theory was used. Briefly, geometries and frequencies of the new minima and saddle points were optimized using B3LYP/6-311G(d,p). Starting from the optimized geometries, relaxed potential energy scans
were performed (also using B3LYP/6-311G(d,p)) as a function of dihedral angle in 10° increments around all C-C and nascent C-C bonds that are likely to undergo internal rotation for all stationary points on the C₉H₁₁ PES. In some cases the scan revealed that the starting geometry was not the conformational minimum and the geometry was re-optimized accordingly. The 0 K electronic energies of the optimized geometries were refined by using a simplified version of the composite G3(MP2, CC) method:

\[ E_0[G3(MP2, CC)] = E[RCCSD(T)/6 - 311G(d,p)] + (E[MP2/G3large] - E[MP2/6 - 311G(d,p)]) + E(ZPE) \]  

(4-9)

The first term on the right-hand side is the ground state electronic energy calculated with a high level of theory (spin-restricted coupled cluster) and a small basis set (6-311G(d,p)). The second term, in brackets, is an estimation of the error introduced by using a small basis set instead of a larger one (G3large, in this case). The last term is the zero point energy (ZPE) correction, calculated based on the B3LYP frequencies scaled by a recommended factor of 0.967.²⁴⁵ The G3(MP2, CC)//B3LYP method has been applied to many aromatic-containing PES’s because it offers a good compromise between accuracy and computational cost.⁶¹,²⁴² Gaussian03¹³² was used for all B3LYP calculations, and Molpro²²⁰ was used for all coupled cluster calculations.

Both high-pressure (P) and P-dependent thermal rate coefficients, \( k(T) \) and \( k(T, P) \), were calculated on the G3(MP2, CC)//B3LYP C₉H₁₁ PES using Cantherm, an open-source software included with RMG.¹⁸¹ \( k(T) \)'s for every elementary chemical reaction were calculated by canonical transition state theory (TST) using the rigid-rotor harmonic oscillator (RRHO) approximation with low-energy (<10 kcal/mol barrier) internal rotations modelled as one-dimensional hindered rotors (1D-HR). Tunneling was modelled using the 1D-asymmetric Eckart correction.²²⁶ Phenomological \( k(T,P) \)'s were fit by applying RRKM/ME under the modified strong collision (MSC) approximation (RRHO and 1D-HR approximations also used in calculating densities of states).⁷ For the two barrierless exit channels found by Kislov et al., the high-P variational TST (VTST) \( k(T) \)'s calculated in that work were input to Cantherm and converted into \( k(E) \)'s for solution of the ME by inverse Laplace transform (ILT).⁷ Lennard-Jones and collisional energy-transfer (CET) parameters were taken from Mebel et al. for an argon bath gas,²⁴² and scaled down for a helium bath gas using the calculations of Jasper et al.²⁴⁶

The same custom scripts used in Kaiser et al.¹³ for simulating single-collision experiments on the C₉H₁₁ PES were also used here on the expanded PES. \( k(E) \)'s were calculated
using RRKM at a fixed E corresponding to \( E_{\text{col}} \). Using the calculated k(E) values, a system of ordinary differential equations (ODE’s) was constructed that describes the connectivity of the PES. The initial composition was set to either 100% of the terminal or central addition adduct. The ODE’s were solved under the steady-state approximation in order to determine predicted product branching as a function of \( E_{\text{col}} \) for comparison to CMB experiments. The product branching for the two different initial adducts were very similar, and a total product branching was estimated by summing the two sets of calculations weighted by the expected thermal branching between terminal and central addition. The temperature used to evaluate the thermal branching was calculated as \( 2/3 \times E_{\text{col}}/R \), or the temperature at which the average kinetic energy in a Boltzmann distribution is \( E_{\text{col}} \).

Finally, all elementary reactions on the \( \text{C}_9\text{H}_{11} \) PES were added as training reactions to the RMG database.\(^{181}\) Scheme 4-3 gives an example of one of the training reactions added in this work, and its position in the larger RMG database hierarchy. High-P kinetic data is provided with each training reaction, and in this case the TST calculated k(T)’s were used. The kinetic portion of the RMG database is currently divided into 53 reaction families common to gas-phase combustion chemistry, such as intramolecular H-migration (abbreviated as \text{intra}_\text{H}_\text{migration}). Each family uses reaction templates to describe the critical details for a given reaction. In the example given, the reaction template specifies a 1-4-H-migration from a carbon in a benzene ring (identified by the atom label “Cb”) to a secondary carbon radical. The template can also provide information about atoms not directly involved in the reaction. For example, one of atoms between the two reacting ends is another Cb, and one of the atoms bonded to the radical carbon is a Cs (a carbon with only single bonds, i.e., an \( \text{sp}^3 \) carbon). Such details can have large impacts on the real kinetics, and it is critical for RMG to be aware of these details so that good estimates can be made for reactions with unknown kinetics. Training reactions are the most specific representations of a reaction in the RMG database. When RMG proposes a reaction with unknown kinetics during automatic mechanism generation, it will match the new reaction to similar training reactions based on their similar reaction templates, and utilize the kinetic parameters of the training reactions to estimate parameters for the new reaction. For example, this work is primarily concerned with \( \text{C}_6\text{H}_5 + \text{C}_3\text{H}_6 \), but any arbitrary alkylaromatic radical system, such as 1-naphtyl + 2-butene, \( 1\text{-C}_{10}\text{H}_7 + 2\text{-C}_4\text{H}_8 \), will undergo many of the same reactions with similar kinetics and heats of reaction. By training the RMG database on reliable
kinetics for the C₉H₁₁ system, the knowledge gleaned from that specific system will automatically be applied to every analogous alkylaromatic system, including 1-C₁₀H₂ + 2-C₄H₈. This analogy is explored in more detail in section 4.2.4.6.

**Reaction Family:** intra₃HMigration

![Reaction Family Diagram]

**Training Reaction:** i1 ↔ i2 calculated using G3(MP2,CC)/B3LYP + TST

![Training Reaction Diagram]

**Scheme 4-3:** Example of an RMG training reaction and its position in the hierarchy of the RMG database.

4.2.4 Results and Discussion

4.2.4.1 Calculated Energetics and Kinetics of C₉H₁₁ PES

Figure 4-10 shows a reduced version of Kislov et al.'s G3(MP2,CC)/B3LYP C₉H₁₁ PES appended with the aromatic-catalyzed 1,2-H-migration and subsequent RSR formation pathway calculated in this work. For clarity, only the kinetically important features of the PES are shown,
and the same intermediate and product names are used as in the previous work (e.g., \( \text{i1} \) for intermediate 1 and \( \text{p1} \) for product 1, which is styrene). The major expected pathways of \( \text{C}_6\text{H}_5 + \text{C}_3\text{H}_6 \) forming styrene (\( \text{p1} \)), benzene (\( \text{C}_6\text{H}_6 \)) and phenylpropene isomers (\( \text{p2-p4} \)) were already discussed in section 4.2.1 and will not be repeated here.

Figure 4-10: Simplified phenyl radical + propene PES calculated using G3(MP2, CC)/B3LYP/6-311G(d,p). Radical addition pathways are shown on the left and hydrogen abstraction on the right. The direct and aromatic-catalyzed 1,2-hydrogen-migrations are highlighted in red and green, respectively. Energies and geometries for all stationary points were calculated by Kislov et al.,\(^9\) except for those in green and the \( \beta \)-scission of \( \text{i4} \) to \( \text{p10} + \text{C}_2\text{H}_4 \), which were calculated in this work.

The relatively high-energy (~40 kcal/mol) direct 1,2-H-shift from \( \text{i1} \) to \( \text{i4} \) is highlighted in red, and the lower-energy (~30 kcal/mol) aromatic-catalyzed 1,2-H-shift is highlighted in green. Once \( \text{i4} \) is formed, it can produce indane (\( \text{p5} \)) in two steps, as discussed in section 4.2.1, or it can simply \( \beta \)-scission a C-C bond to make benzyl radical, \( \text{C}_7\text{H}_7 \) (\( \text{p10} \)), and ethene, \( \text{C}_2\text{H}_4 \). It is because of the latter product channel, benzyl radical + \( \text{C}_2\text{H}_4 \), that the aromatic-catalyzed 1,2-H-migration was inferred from experiments described in the following sections.

The aromatic-catalyzed 1,2-H-migration proceeds in two steps. First \( \text{i1} \) undergoes a 1,4-H-migration, transferring one of the H's on an ortho-carbon to the secondary carbon radical on the alkyl side-chain via a 5-membered-ring TS (Figure 4-11). The barrier for this first, rate-limiting step in the aromatic-catalyzed 1,2-H-migration is energetically similar to the barrier for \( \beta \)-scission of \( \text{CH}_3 \) from \( \text{i2} \) (~30 kcal/mol), which is known to be a major loss channel for equilibrated \( \text{i1}/\text{i2} \). The new intermediate formed (\( \text{i12} \)) has a radical site on an ortho-carbon and a
fully saturated propyl side-chain. i12 can then undergo a 1,5-H-migration, transferring one of the H’s on the primary carbon at the end of the alkyl side-chain back to the ortho-carbon via a low barrier (~8 kcal/mol) 6-membered-ring TS (Figure 4-11) forming i4. To summarize, an overall reaction (i1→i4) that has a high barrier as a one-step process (1,2-H-shift), is more energetically feasible as a two-step process (1,4-H-shift + 1,5-H-shift) enabled by the presence of a catalyst that is unaltered at the end of the process (the phenyl side group). Hence, the two-step i1→i12→i4 process was given the name “aromatic-catalyzed” 1,2-H-shift in acknowledgement of the central role of the aromatic side group (phenyl in this case) as both a source and a sink of H-atom, much like a conventional Bronsted acid catalyst that acts as both source and sink of protons. This pathway is accessible to many radicals containing aromatic-groups as long as there is an H on at least one ortho-carbon site. The second step is fast if there is at least one H on a carbon in the chain in a β, γ or δ position relative to the aromatic group.

Figure 4-11: Optimized structures of transition states involved in aromatic-catalyzed 1,2-hydrogen-migration: 5-membered-ring intramolecular hydrogen-migration TS connecting i1 and i12 (top), and 6-membered-ring intramolecular hydrogen-migration TS connecting i12 to i4.

Given the favorable energetics of the previously-unreported aromatic-catalyzed 1,2-H-shift, it was deemed worthwhile to revisit calculations of the C₆H₅ + C₃H₆ product branching
under both thermal (T, P, see Figure 4-12) and single-collision (E, see Figure 4-13) conditions, and to re-assess previous experimental results in this new context.

![Graph showing predicted product branching of phenyl radical + propene](image)

**Figure 4-12:** Predicted product branching of phenyl radical + propene on a linear (top) and logarithmic (bottom) scale as a function of T and P for otherwise fixed conditions: 50 millisecond reaction time, $[\text{C}_3\text{H}_6] = 5 \times 10^6$ cm$^{-3}$ and $[\text{C}_6\text{H}_5]_0 = 3 \times 10^2$ cm$^{-3}$ ([He] provides the balance of the gas density).

The thermal product branching was calculated by simulating the network of Cantherm-generated phenomenological k(T,P)’s on the C$_6$H$_{11}$ PES in an isothermal, isobaric, homogeneous batch reactor in CHEMKIN$^{247}$ for 50 milliseconds. The initial C$_6$H$_5$ and C$_3$H$_6$ concentrations were kept fixed at $3 \times 10^2$ and $5 \times 10^6$ cm$^{-3}$, respectively, for all T, P conditions, with the helium bath
gas providing the balance of the gas density. These specific reaction conditions were chosen to closely simulate the conditions of the experiment reported in this work in order to facilitate comparison. The k(T,P)'s taken from Cantherm include both thermal, well-to-well rates (i1→i3, for example) and chemically-activated, well-skipping rates (i1→p10 + C2H4, for example). When simulated together, the combined thermal and chemically-activated k(T, P)'s provide a complete picture of the chemical evolution of the thermal system in question, neglecting side and secondary reactions not on the same PES (considered later).

Qualitatively, the thermal product branching shown in Figure 4-12 is very similar to that calculated by Kislov et al., albeit their definition of product branching is slightly different. At low-T stabilized i1 dominates the product distribution, but starting at 600 K styrene, p1, quickly comes to prominence. With further increase in T, branching to p1 gradually decreases to be replaced mostly with C6H6 from the three H-abstraction channels. Of course unlike the predictions of Kislov et al., a peak branching of ~10% benzyl radical, p10, is predicted at ~600 K and diminishes with T like styrene. Given the chemical complexity of previous thermal experiments probing C6H5 + C3H6, the lack of observable benzyl radical in those works could easily be attributed to side reactions. However, in the product mass spectrum reported by Zhang et al. there is a peak at m/z=91 amu (mass of benzyl radical) though it is not discussed.

Also unlike Kislov et al., the predicted pressure dependence from 10-1000 Torr over the whole T-range is negligible. This prediction was not sensitive to the choice of CET parameters or the method used to solve the ME. The discrepancy with Kislov et al. is likely due to the difference in the definition of product branching, specifically the inclusion of both thermal and chemically-activated pathways in the simulation. The predicted lack of P-dependence is shown to be consistent with experiments in section 4.2.4.3.

Finally, although the branching to indane, p5, is about an order of magnitude higher than in Kislov et al. due to the aromatic-catalyzed 1,2-H-shift promoting isomerization to i4, the overall amount of p5 formed is still small (~1% peak), consistent with the experiments of Zhang et al. Overall, the predicted thermal product branching reported here does not alter the current understanding of C6H5 + C3H6 much (styrene, phenylpropene isomers and benzene are all still major products) other than the inclusion of a non-negligible, pressure-independent ~10% yield of benzyl radical and C2H4.
An identical approach to quantifying product branching under single-collision conditions was taken here as in Kaiser et al.,\textsuperscript{13} and was already described in the section 4.1.3. Just as in the thermal case, the single-collision product branching shown in Figure 4-13 is very similar to what has previously been reported, this time by Kaiser et al., with some important exceptions. In terms of what is the same, \textbf{p1} dominates at low \(E_{\text{col}}\) and is gradually replaced by \textbf{p2} with increasing \(E_{\text{col}}\). This was the same qualitative observation made by all three CMB experiments regarding the effect of \(E_{\text{col}}\) on the CH\(_3\)- to H-loss ratio.\textsuperscript{11, 13, 18} What is different is up to \(\sim 15\%\) branching to benzyl radical, \textbf{p10}, at the lowest \(E_{\text{col}}\), followed by a steady decline. Considering that all of the CMB experiments were conducted at \(E_{\text{col}} \geq 10\text{ kcal/mol}\), any \textbf{p10} formed in those experiments was likely below the detection limit. The other important difference is an increased yield of \textbf{p5} (up to \(3\%\)), but that would have also been too small to detect in the CMB experiments, consistent with the observations made therein.\textsuperscript{11, 13}
To conclude this section, although the newly-discovered aromatic-catalyzed 1,2-H-migration is predicted to be both energetically and kinetically competitive with the other reactions on the C₉H₁₁ PES available to C₆H₅ + C₃H₆, none of the six previously published experiments on this system have seen clear evidence for it. In the case of the thermal experiments this is either because of complex chemistry with side and secondary reactions, or because the detection technique was not intended for product measurements, as in the CRDS experiments of Park et al. In the case of the CMB experiments, detection sensitivity is the issue.
Most of the remainder of this work will present experimental measurements coupled with detailed modelling that together quantitatively support the predictions above.

### 4.2.4.2 Overall k(T) Measured by 505.3 nm Absorbance

In addition to MBMS and laser absorbance experiments to quantify product branching, discussed in the following sections, 505.3 nm absorbance of C₆H₅ was also used to measure the total consumption rate coefficient, $k_{\text{total}}(T)$, of C₆H₅. These measurements of $k_{\text{total}}(T)$ are presented first because later results depend on them.

C₆H₅ is known to have a low-lying electronic transition at 504.8 nm at room temperature, but in this work 505.3 nm was used to probe C₆H₅ at all T,P conditions due to slightly higher absorbance observed at that wavelength. The other radicals formed in the C₆H₅ + C₃H₆ system (CH₃, C₃H₅ and C₇H₇) are not expected to absorb significantly at such a relatively long wavelength. Therefore, C₆H₅ can be probed selectively at 505.3 nm. However, as mentioned earlier, if O₂ is present in the reactor at a similar concentration as C₆H₅, C₆H₅O₂ will also absorb strongly and broadly ~500 nm, providing a convenient leak indicator.

$k_{\text{total}}(T)$ consists of contributions from five different C₆H₅ + C₃H₆ entrance channels (two radical additions and three H-abstractions):

$$C₆H₅ + C₃H₆ \rightarrow i₁$$

$$\rightarrow i₂$$

$$\rightarrow C₆H₆ + CH₂CHCH₂$$ (allyl radical, C₃H₅)

$$\rightarrow C₆H₆ + CH₃CCH₂$$

$$\rightarrow C₆H₆ + CH₂CHCH$$

From calculations of the barrier heights for these five elementary reactions (Figure 4-10) it is expected that terminal radical addition to form i₁ (1.4 kcal/mol barrier) will dominate C₆H₅ consumption, followed by central addition to i₂ (2.6 kcal/mol) and H-abstraction from the allylic carbon (3.6 kcal/mol). The other two H-abstractions have higher barriers (6.4 and 8.4 kcal/mol) and are predicted to be negligible below 1000 K.

Background absorbance traces are recorded with He only (or He and C₃H₆ only) following photolysis to account for spurious absorbance, which is likely due to heating of the Herriott cell optics from scattered photolysis light and subsequent steering of the probe laser.
beam slightly off of the signal photodiode. The background absorbance was subtracted from absorbance traces recorded with C₆H₅ present.

Each background-subtracted and normalized 505.3 nm absorbance trace was fit to an exponential decay assuming pseudo-first-order kinetics:

\[
\frac{A}{A_0} = (1 - a)e^{-k't} + a
\]

\[
k' = k_{\text{total}}[C_3H_6] + k_{\text{wall}}
\]

a is a vertical shift factor to account for slight offsets (usually ±10%) in the baseline due to noise, imperfect background subtraction and AC coupled detection electronics. k’ is the pseudo-first-order decay rate, which consists of a contribution from C₆H₅ + C₃H₆ and from k_{wall}. k_{wall} is a fit parameter that accounts for all of the other C₆H₅ loss processes (wall reaction, self-reaction, reaction with impurities like O₂, reaction with the precursor, transport out of the sampling volume, etc.). Figure 4-14 shows representative 505.3 nm absorbance traces fit to exponential decays.

![Figure 4-14: Representative 505.3 nm absorbance decays measured (markers) at 691 K, 10 Torr. Lines are exponential fits. Only every 10th point is shown for clarity.](image)

Table 4-4 summarizes the conditions of the fourteen 505.3 nm absorbance experiments. Each experiment was conducted at a fixed T and P, and consisted of at least five absorbance traces at different [C₃H₆]. The nominal T was varied from 300 to 700 K, and P was mostly kept
at 10 Torr, except for one control experiment at 25 Torr to demonstrate the independence of $k_{\text{total}}(T)$ on $P$. C$_6$H$_5$I was used as the photolytic C$_6$H$_5$ precursor in all but two of the experiments for the three reasons mentioned in section 4.2.2. Initial radical concentrations were quantified by single-pass IR absorbance of I atom, following the same procedure described previously. For a given experiment, [C$_3$H$_6$] was varied over a wide range to verify a linear relationship with $k'$. Some of the fit $k_{\text{wall}}$ values are rather large (>1000 s$^{-1}$), likely due to a small air leak during those experiments that was later fixed (importantly, all of the MBMS results presented in the next section were obtained without the leak). However, in all experiments [C$_3$H$_6$] was increased such that the decay of C$_6$H$_5$ due to C$_6$H$_5$ + C$_3$H$_6$ was 5-10× the contribution of $k_{\text{wall}}$. The vertical shift factor, $a$, was usually between -0.1 and 0.1, and in the worst case it was -0.25. Besides varying the precursor identity and $P$, control experiments were also conducted using different photolysis laser fluence, precursor concentration, radical concentration, and flashes per refresh (FPR), in order to verify the independence of a given $k_{\text{total}}(T)$ to all of these parameters. The reported uncertainty in $k_{\text{total}}(T)$ is at least 10% due to possible systematic uncertainty in [C$_3$H$_6$], as well as fitting uncertainty. For all experiments, the overlap pathlength between the Herriott cell and the photolysis laser was ~20 m. The absolute 505.3 nm absorbance signal observed for a given $[I]_0$=[$C_6H_5$]$_0$ was consistent with a C$_6$H$_5$ cross-section of ~2e-19 cm$^2$ at all conditions, similar to the measurement of Tonokura et al. (3.6±1.6e-19 cm$^2$ at 504.8 nm and 298 K).
Table 4-4: Summary of 505.3 nm absorbance experiments. Uncertainties represent two standard deviations.

| Exp. # | Nominal T (K) | Real T (K) | P (Torr) | X | \([C_6H_5X]^{b,c}\) \((10^{13} \text{ cm}^{-3})\) | \(F^d\) \((\text{mJ cm}^{-2})\) | \([C_3H_6]^{b}\) range \((10^{13} \text{ cm}^{-3})\) | IR \([H_2]\) \((10^{15} \text{ cm}^{-2})\) | \# of Traces | \(k_{\text{wall}}^c \times 10^{-14}\) | \(k_{\text{wall}}^c\) | Range of a
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>300</td>
<td>295.3±0.4</td>
<td>10</td>
<td>I</td>
<td>6.5</td>
<td>15</td>
<td>26.8-215</td>
<td>3.5±1</td>
<td>7</td>
<td>1.1±0.1</td>
<td>550</td>
<td>-0.02 to 0.05</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>295.3±0.4</td>
<td>10</td>
<td>I</td>
<td>13.0</td>
<td>15</td>
<td>13.4-215</td>
<td>6±2</td>
<td>7</td>
<td>1.1±0.1</td>
<td>690</td>
<td>0.002 to 0.06</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>295.3±0.4</td>
<td>10</td>
<td>I</td>
<td>6.5</td>
<td>30</td>
<td>26.8-215</td>
<td>6±2</td>
<td>6</td>
<td>1.3±0.1</td>
<td>520</td>
<td>-0.09 to 0.10</td>
</tr>
<tr>
<td>4*</td>
<td>300</td>
<td>295.3±0.4</td>
<td>10</td>
<td>I</td>
<td>6.5</td>
<td>15</td>
<td>26.8-215</td>
<td>3±1</td>
<td>7</td>
<td>1.2±0.1</td>
<td>390</td>
<td>-0.09 to 0.04</td>
</tr>
<tr>
<td>5</td>
<td>400</td>
<td>394±4</td>
<td>10</td>
<td>I</td>
<td>6.1</td>
<td>15</td>
<td>25.4-152</td>
<td>3±1</td>
<td>6</td>
<td>3.0±0.3</td>
<td>720</td>
<td>-0.06 to 0.10</td>
</tr>
<tr>
<td>6</td>
<td>500</td>
<td>494±8</td>
<td>10</td>
<td>I</td>
<td>6.1</td>
<td>15</td>
<td>20.1-120</td>
<td>3±1</td>
<td>6</td>
<td>6.3±0.8</td>
<td>600</td>
<td>-0.11 to 0.10</td>
</tr>
<tr>
<td>7</td>
<td>600</td>
<td>589±14</td>
<td>10</td>
<td>I</td>
<td>5.6</td>
<td>15</td>
<td>11.5-69.0</td>
<td>2.5±1</td>
<td>6</td>
<td>13.3±1.6</td>
<td>400</td>
<td>-0.09 to 0.14</td>
</tr>
<tr>
<td>8</td>
<td>700</td>
<td>691±16</td>
<td>10</td>
<td>I</td>
<td>5.9</td>
<td>15</td>
<td>9.8-58.6</td>
<td>3±1</td>
<td>6</td>
<td>19.4±2.5</td>
<td>1700</td>
<td>-0.08 to 0.09</td>
</tr>
<tr>
<td>9</td>
<td>700</td>
<td>691±16</td>
<td>25</td>
<td>I</td>
<td>6.2</td>
<td>15</td>
<td>10.3-61.8</td>
<td>3±1</td>
<td>6</td>
<td>18.7±2.2</td>
<td>600</td>
<td>0.0 to 0.08</td>
</tr>
<tr>
<td>10</td>
<td>700</td>
<td>691±16</td>
<td>10</td>
<td>I</td>
<td>11.8</td>
<td>15</td>
<td>4.9-24.4</td>
<td>6±2</td>
<td>5</td>
<td>20.5±2.5</td>
<td>1700</td>
<td>-0.08 to 0.12</td>
</tr>
<tr>
<td>11</td>
<td>700</td>
<td>691±16</td>
<td>10</td>
<td>I</td>
<td>5.9</td>
<td>30</td>
<td>9.8-58.6</td>
<td>6±2</td>
<td>6</td>
<td>20.8±2.5</td>
<td>2000</td>
<td>-0.25 to 0.02</td>
</tr>
<tr>
<td>12*</td>
<td>700</td>
<td>691±16</td>
<td>10</td>
<td>I</td>
<td>5.9</td>
<td>15</td>
<td>9.8-58.6</td>
<td>4±2</td>
<td>6</td>
<td>18.0±2.1</td>
<td>1100</td>
<td>-0.12 to 0.12</td>
</tr>
<tr>
<td>13</td>
<td>300</td>
<td>295.3±0.4</td>
<td>10</td>
<td>NO</td>
<td>0.6</td>
<td>4</td>
<td>25.8-301</td>
<td>-</td>
<td>6</td>
<td>1.3±0.1</td>
<td>80</td>
<td>-0.03 to 0.13</td>
</tr>
<tr>
<td>14</td>
<td>500</td>
<td>494±8</td>
<td>10</td>
<td>NO</td>
<td>0.6</td>
<td>4</td>
<td>25.1-150</td>
<td>-</td>
<td>5</td>
<td>6.1±0.9</td>
<td>1600</td>
<td>0.03 to 0.11</td>
</tr>
</tbody>
</table>

*Identity of X in precursor, \(C_6H_5X\).  **10% uncertainty in all values due to systematic uncertainty in mass flow controller calibrations.  *Precursor concentrations calculated assuming He exiting bubbler is saturated with \(C_6H_5X\) at its room T vapor pressure: 0.92 Torr for \(C_6H_5Cl\) and 0.6 Torr for \(C_6H_5NO\).  *Photolysis laser fluence.  *Units are molecule, s, cm.  *Vertical shift factor in fits to normalized absorbance traces.  *Repetition rate of photolysis laser doubled to 2 Hz to check effect of Flashes per Refresh (FPR).
Figure 4-15 compares the fourteen measurements of $k_{\text{total}}(T)$ in this work against the previous measurements of Park et al. using CRDS.\textsuperscript{8} The two sets of measurements agree well with each other, including the various control experiments. By using a different chemical precursor that does not significantly thermally decompose $<900$ K ($C_6H_5I$),\textsuperscript{73} this work is able to extend the upper $T$ at which $k_{\text{total}}(T)$ is measured by $~200$ K compared to the previous work ($C_6H_5NO$, $<700$ K$^5$).

![Figure 4-15](image)

**Figure 4-15:** Measured (markers) and predicted (lines) kinetics of phenyl radical + propene entrance reactions.

Also shown is the predicted $k_{\text{total}}(T)$, obtained by summing the TST calculated rate coefficients for the five different entrance channels. The barrier for terminal addition had to be lowered by 0.75 kcal/mol in order to obtain the agreement between experiment and theory shown in Figure 4-15. As expected, terminal addition to i1 is predicted to be the dominant entrance channel, especially at lower $T$, with central addition and allylic H-abstraction $\sim$1-2 orders of magnitude slower over the experimental range. The calculated entrance rates in Figure 4-15
(including the adjusted rate for terminal addition) were used in all subsequent $C_6H_5 + C_3H_6$ models discussed in the following sections.

4.2.4.3 Products Measured by MBMS

Table 4-5 summarizes the conditions of the 15 MBMS experiments. Only nominal temperatures of 600 and 700 K were explored because for $T<600$ K secondary reactions involving I atom will dominate the reaction flux (discussed later). Also, at lower $T$ a higher $[C_3H_6]$ is needed to ensure fast and near-unity reaction of $C_6H_5$ with $C_3H_6$, but higher $[C_3H_6]$ tends to lower the MBMS sensitivity both due to attenuation of VUV photons and a decrease in the density of the molecular beam for a heavier carrier gas. $P$ was 10 Torr for all of the experiments except for two conducted at 25 Torr and another two conducted at 50 Torr to test the effect of pressure on the product distribution.

For a given $T,P$-condition, the time-dependent product branching was typically measured over four different $[C_3H_6]$, including an experiment without $C_3H_6$. Control experiments were also conducted at different photolysis laser fluence, precursor concentration and radical concentration to check the effect of these variables. Both 505.3 nm absorbance of $C_6H_5$ and IR absorance of I atom were measured simultaneously with all of the MBMS experiments.
Table 4-5: Conditions of MBMS experiments. Uncertainties represent two standard deviations.

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>Nominal T (K)</th>
<th>Real T (K)</th>
<th>P (Torr)</th>
<th>$[C_2H_6]_a$ ($10^{13}$ cm$^{-3}$)</th>
<th>$[C_2H_5I]_a$ ($10^{13}$ cm$^{-3}$)</th>
<th>IR $C_{10}$ ($10^{12}$ cm$^{-3}$)</th>
<th>MS $C_{10}$ ($10^{12}$ cm$^{-3}$)</th>
<th>Photolysis Laser Fluence (mJ cm$^{-2}$)</th>
<th>$k_{samping}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>600</td>
<td>605±4</td>
<td>10</td>
<td>0</td>
<td>6.1</td>
<td>2±0.8</td>
<td>1±0.5</td>
<td>14</td>
<td>1500 0</td>
</tr>
<tr>
<td>2</td>
<td>600</td>
<td>605±4</td>
<td>10</td>
<td>7.5</td>
<td>6.1</td>
<td>2±0.8</td>
<td>1±0.5</td>
<td>14</td>
<td>1000 0.32</td>
</tr>
<tr>
<td>3</td>
<td>600</td>
<td>605±4</td>
<td>10</td>
<td>15.0</td>
<td>6.1</td>
<td>2±0.8</td>
<td>1±0.5</td>
<td>14</td>
<td>1000 0.58</td>
</tr>
<tr>
<td>4</td>
<td>600</td>
<td>605±4</td>
<td>10</td>
<td>30.0</td>
<td>6.1</td>
<td>2±0.8</td>
<td>1±0.5</td>
<td>14</td>
<td>1000 0.69</td>
</tr>
<tr>
<td>5</td>
<td>600</td>
<td>605±4</td>
<td>10</td>
<td>15.0</td>
<td>12.1</td>
<td>3.5±1.2</td>
<td>1.5±0.75</td>
<td>14</td>
<td>1000 0.46</td>
</tr>
<tr>
<td>6</td>
<td>700</td>
<td>707±6</td>
<td>10</td>
<td>0</td>
<td>5.9</td>
<td>3±1.2</td>
<td>1±0.5</td>
<td>14</td>
<td>1500 0</td>
</tr>
<tr>
<td>7</td>
<td>700</td>
<td>707±6</td>
<td>10</td>
<td>7.4</td>
<td>5.9</td>
<td>3±1.2</td>
<td>1±0.5</td>
<td>14</td>
<td>750 0.57</td>
</tr>
<tr>
<td>8</td>
<td>700</td>
<td>707±6</td>
<td>10</td>
<td>15.0</td>
<td>5.9</td>
<td>3±1.2</td>
<td>1.5±0.75</td>
<td>14</td>
<td>750 0.74</td>
</tr>
<tr>
<td>9</td>
<td>700</td>
<td>707±6</td>
<td>10</td>
<td>29.0</td>
<td>4.1</td>
<td>3±1.2</td>
<td>1.5±0.75</td>
<td>20</td>
<td>750 0.86</td>
</tr>
<tr>
<td>10</td>
<td>700</td>
<td>707±6</td>
<td>10</td>
<td>15.0</td>
<td>11.9</td>
<td>3±1.2</td>
<td>1±0.5</td>
<td>7</td>
<td>750 0.53</td>
</tr>
<tr>
<td>11</td>
<td>700</td>
<td>707±6</td>
<td>10</td>
<td>15.0</td>
<td>11.9</td>
<td>5±1.7</td>
<td>2±1.0</td>
<td>14</td>
<td>750 0.51</td>
</tr>
<tr>
<td>12</td>
<td>700</td>
<td>700±6</td>
<td>25</td>
<td>0</td>
<td>5.9</td>
<td>2.5±1.0</td>
<td>1±0.5</td>
<td>14</td>
<td>750 0</td>
</tr>
<tr>
<td>13</td>
<td>700</td>
<td>700±6</td>
<td>25</td>
<td>7.2</td>
<td>5.9</td>
<td>2.5±1.0</td>
<td>1±0.5</td>
<td>14</td>
<td>600 0.3</td>
</tr>
<tr>
<td>14</td>
<td>700</td>
<td>687±5</td>
<td>50</td>
<td>0</td>
<td>6.1</td>
<td>2±1.0</td>
<td>1±0.5</td>
<td>14</td>
<td>800 0</td>
</tr>
<tr>
<td>15</td>
<td>700</td>
<td>687±5</td>
<td>50</td>
<td>7.7</td>
<td>6.1</td>
<td>2±1.0</td>
<td>1±0.5</td>
<td>14</td>
<td>600 0.68</td>
</tr>
</tbody>
</table>

*a 10% uncertainty in all values due to systematic uncertainty in mass flow controller calibrations. *Fit first-order rate of MB sampling (see section 4.2.4.4.5). *Exponent in power law fit to mass discrimination factor, $R = b(m/z)^c$ (see section 4.2.4.4.4).
Figure 4-16 shows representative, time-resolved mass spectra that have had the pre-photolysis background subtracted out so that only transient signals are observed. The spectra are divided into two m/z regions for clarity: a lower range from 70-125 amu where all of the primary \( \text{C}_6\text{H}_5 + \text{C}_3\text{H}_6 \) product signals appear, and a higher range from 125-250 amu where the side and secondary product signals appear, many of them corresponding to iodide-containing species. No transient signals were observed below 77 amu (\( \text{C}_6\text{H}_5 \)) for any experiment. Qualitatively, all of the primary \( \text{C}_6\text{H}_5 + \text{C}_3\text{H}_6 \) products (see Figure 4-12 for prediction of product branching) are observed at their expected parent m/z: 78 amu for \( \text{C}_6\text{H}_6 \), 91 amu for \( \text{p10} \) (benzyl radical), 104 amu for \( \text{p1} \) (styrene), 118 amu for \( \text{p2-p4} \) (phenylpropene isomers) and 119 amu for \( \text{i1} \) and \( \text{i2} \). It should be reiterated that initially the 91 amu product was unexpected based on the previous \( \text{C}_6\text{H}_5 + \text{C}_3\text{H}_6 \) literature, but can now be rationalized by the aromatic-catalyzed 1,2-H-migration that facilitates \( \text{p10} \) formation discussed in section 4.2.4.1. The side and secondary products can also be assigned intuitively: 127 and 128 amu correspond to \( \text{I} \) atom and HI, 134 amu is the recombination product of \( \text{i1} + \text{CH}_3 \) (named \( \text{i1-CH}_3 \)), 142 amu is methyl iodide (\( \text{CH}_3\text{I} \)), 154 amu is biphenyl (\( \text{C}_6\text{H}_5\text{-C}_6\text{H}_5 \)), 168 amu is allyl iodide (\( \text{C}_3\text{H}_5\text{I} \)) and 248 amu is the recombination product of \( \text{i1} + \text{I} \) (named \( \text{i1-I} \)). There is also a small transient signal at m/z=160 amu that is difficult to discern in Figure 4-16 corresponding to \( \text{i1} + \text{allyl radical} \) (named \( \text{i1-C}_3\text{H}_5 \)).
Figure 4-16: Representative background-subtracted, time-resolved mass spectra at m/z range where primary phenyl radical + propene products appear (70-125 amu, top) and higher m/z values where mostly the parent cations of iodide-containing species appear (125-250 amu, bottom). Measured at 605 K, 10 Torr (Experiment #2). Only positive changes shown.

All of the transient MBMS signals were integrated and plotted against reaction time, as shown for three representative experiments in Figure 4-17 (experiments #2, 7 and 15). The thick solid lines in those plots correspond to model predictions, which will be described in the following section. Qualitatively, there are several features of Figure 4-17 that are consistent with the product branching predictions of Figure 4-12. First, the product branching has a strong dependence on T, which can be seen by comparing experiments #2 and 7, conducted at nominal T’s of 600 and 700 K, respectively, and 10 Torr. Second, p1 (104 amu) is the dominant product
at 700 K, assuming similar photoionization cross sections (PICS) for all products. The 104 amu signal is 3-4× any of the other product signals, which is in nearly quantitative agreement with Figure 4-12. Third, C_6H_6 is clearly observed as a primary product. The importance of C_6H_6 with increasing T was predicted both here and in Kislov et al.,⁹ but has never before been directly confirmed experimentally and was one of the main motivations for this work. Finally, the product branching has negligible P-dependence as seen by comparing experiments #7 and #15, both of which were nominally conducted at 700 K but at different P’s (10 and 50 Torr, respectively). Although the time-dependence of the product growth is slower at higher-P, that is likely due to slower radial diffusion impeding the transport of transient species to the MBMS sampling volume rather than a chemistry effect (section 4.2.4.4.5). Disregarding the time-dependence, both experiments #7 and #15 reach nearly identical steady-state product distributions, in agreement with the lack of P-dependence exhibited in the predictions of Figure 4-12. The 25 Torr experiment (#13) exhibits behaviour intermediate to the 10 and 50 Torr experiments (Figure E 9 and Figure E 10). Figure E 11 and Figure E 14 show that the instantaneous primary product ratios (relative to styrene/104 amu) at 25 and 50 Torr are essentially time-independent and in agreement with the model, further supporting the claim that the distinct time-dependence of the absolute signal at higher-P is due to transport rather than chemistry effects.
Figure 4-17: Time profiles of primary phenyl radical + propene products measured with MBMS at indicated conditions. Markers are experimental measurements and thick lines are model results.
Although there is great qualitative agreement between the measurements of Figure 4-17 and the predictions of Figure 4-12, there are some clear discrepancies. Most notably, at 600 K (experiment #2) the largest product signals are at m/z=118 and 119 amu, nominally corresponding to \textbf{p2-p4} and \textbf{i1}. The dominance of 119 amu at later times is especially unexpected given its assumed identity as a radical. Clearly there is more going on than suggested by Figure 4-12, and a more detailed model is needed. Specifically, a model that includes not just the major reactions on the \textit{C}_9\textit{H}_{11} PES, but also side and secondary reactions on other PES's, including those with I atom. Ideally, transport effects should also be accounted for in the model, as well as the weighting of each species' signal by its PICS, the contribution of $^{13}$C isotopologues and dissociative ionization (fragmentation). Such a model was developed (model predictions shown as thick solid lines in Figure 4-17) and is described in detail in the following section. Another purpose behind constructing a model for this flash photolysis system with MBMS detection is to test if the current theoretical understanding of \textit{C}_6\textit{H}_5 + \textit{C}_3\textit{H}_6 is sufficient to quantitatively explain the experimental measurements. Of specific interest is whether the proposed aromatic-catalyzed 1,2-H-migration can really explain the 91 amu signal. After describing the development of the model, its predictions will be compared in detail to each transient MBMS signal in order to test this understanding (section 4.2.4.4.7).

Regarding the unexpected dominance of 118 and 119 amu at 600 K, careful modelling (and a critical experiment) revealed that both m/z’s are actually mostly attributable to fragments of \textbf{i1-I}. At higher T’s, \textbf{i1} undergoes unimolecular isomerization and decomposition reactions much faster than it can react with I atom, so the role of I atom is largely diminished at 700 K. At lower T’s, the converse is true, hence MBMS experiments were not conducted below 600 K.

It should be mentioned that for the experiments without \textit{C}_3\textit{H}_6, evidence of catalysis by the walls was observed (Figure E 7 and Figure E 8). Specifically, fast hydrogenation of \textit{C}_6\textit{H}_5 to \textit{C}_6\textit{H}_6 was observed that was inexplicable by gas-phase chemistry (i.e., \textit{C}_6\textit{H}_5 self-reaction or reaction with the precursor). Slower, but still inexplicable, hydrogenation of I atom to HI was also observed. For this reason, MBMS experiments were conducted at various [\textit{C}_3\textit{H}_6] to confirm that sufficient \textit{C}_5\textit{H}_6 had been added such that \textit{C}_5\textit{H}_5 mostly reacted with \textit{C}_3\textit{H}_6 in the gas-phase, rather than abstracting an H-atom from the wall.
4.2.4.4 Modeling of Flash Photolysis with MBMS

The overall approach to modelling the MBMS experiments is summarized in Figure 4-18. Briefly, after being “trained” on the relevant alkylaromatic chemistry, RMG was used to automatically construct a chemical mechanism for the important hydrocarbon (HC) chemistry occurring in the flash photolysis experiment (see section 4.2.4.4.1 for details). A separate sub-mechanism for I atom chemistry was manually created (4.2.4.4.2), largely taking inspiration from recent work by Comandini et al. and Tranter et al., and combined with the HC mechanism. The initial radical concentration was fit to MBMS time-profiles of photolytically produced I atom (4.2.4.4.6), and the combined HC + I atom mechanism was simulated in an isothermal, isobaric batch reactor in order to obtain concentration profiles for each species \( C_i \). Each \( C_i \) is then weighted by the PICS for \( i, \sigma_{PI,i} \) at 10.5 eV. PICS are mostly obtained from...
literature, and for species where literature values are unavailable either estimates or measurements of the PICS were made (4.2.4.4.3). The PICS weighted C1 profiles were converted to simulated, instantaneous MBMS signals by applying the mass discrimination factor, R(m/z). R(m/z) was fit to the MBMS signals of internal standards, Sint-std, also present in the flash photolysis reactor during experiments at known, low concentrations (4.2.4.4.4). Transport effects were accounted for by a simple model adapted from Baeza-Romero et al.65 that lumps all of the steps in MB sampling into a single first-order rate coefficient, ksampling, which is fit to measured rise time of the I atom MBMS profile (4.2.4.4.5). Once, Si, sampled profiles had been calculated, 13C isotopologues of major species were created assuming a natural abundance of 1.1% × # carbon atoms. Only isotopologues with zero or one 13C are considered (or observed). Simulated species signals were then fragmented, again using either known, measured or estimated fragmentation patterns (4.2.4.4.3). Finally, species/fragments with the same m/z were summed and the total, simulated MBMS signal at a given m/z, Sm/z, sampled, was directly compared against experiments (4.2.4.4.7).

4.2.4.4.1. RMG Mechanism for Hydrocarbon Chemistry

RMG is an open-source tool for automatically generating detailed chemical mechanisms involving species that contain carbon, hydrogen, oxygen, nitrogen and sulfur (CHONS).181 As mentioned in section 4.2.3, RMG relies on a kinetic database of training reactions, as well as rate rules, to estimate the kinetics of any CHONS reaction (provided the reaction falls under one of the 53 reaction families). Therefore, the accuracy of the kinetic estimates made by RMG, and the corresponding quality of the final model, largely depend on what is in the database. Initially, there were few training reactions and rate rules related to the alkylaromatic chemistry encountered in the C6H5 + C3H6 system, and the subsequent predictions of RMG related to C6H5 + C3H6 were demonstrably poor. To remedy this situation, the 28 elementary reactions calculated on the “complete” C9H11 PES (Kislov et al.’s full PES9 + the aromatic-catalyzed 1,2-H-migration and subsequent RSR formation from this work) were added as training reactions to the RMG database. Besides simply importing the kinetic calculations into the database, the suitability of the matching reaction template, which is meant to convey only the critical features of the reaction (see Scheme 4-3), was checked and in many cases modified. For example, if either the reactant or product has a radical in a benzylic position that fact should be captured in some way by the reaction template because the added resonance stabilization will have a large impact on
the overall kinetics. If each training reaction is matched by a suitable reaction template, then the training reaction data will be utilized as intended when RMG encounters an analogous reaction for a different system (e.g., 1-naphthyl radical + 2-butene compared to C₆H₅ + C₃H₆). Of the 28 training reactions added, 15 belonged to the reaction family for radical addition to an unsaturated bond (abbreviated as R_Addition_MultipleBond, the reverse reaction is a β-scission), 5 belonged to the intramolecular radical addition to an unsaturated bond family (Intra_R_Add_Exocyclic), 5 belonged to the intramolecular H-migration family (intraH-migration), and 3 belonged to the H-abstraction family (H_Abstraction).

After training RMG on the relevant alkylaromatic chemistry, a hydrocarbon (HC only) mechanism was automatically generated that contained 69 species and 191 reactions. RMG was constrained to species with \( \leq 18 \) carbon atoms in order to capture \( \text{il} \) recombination with itself to make \( \text{il}-\text{dimer} \) in the case that is important. Pressure-dependent kinetics were included up to PES’s with 13 atoms total in order to capture the likely pressure dependence of \( \text{CH}_3 + \text{C}_3\text{H}_6 \). Pressure-dependence of the \( \text{C}_9\text{H}_{11} \) PES itself (20 atoms total) was neglected due to the predicted lack of P-dependence (Figure 4-12) and qualitatively confirmed by experiments (Figure 4-17).

![Scheme 4-4: Methyl + benzyl radical recombination reactions with overestimated kinetics in RMG.](image)

In initial tests, the RMG HC mechanism captured most of the important \( \text{C}_6\text{H}_5 + \text{C}_3\text{H}_6 \) chemistry, but overestimated the extent of \( \text{CH}_3 \) recombination with \( \text{p10} \) (Scheme 4-4). \( \text{CH}_3 + \text{p10} \) recombination was deemed too fast because the unaltered HC mechanism was predicting substantial concentrations of the corresponding products at \( m/z=106 \) amu, which as shown in Figure 4-16 was clearly not observed at all (at any condition). This was because the training reaction used by RMG to estimate \( \text{CH}_3 + \text{p10} \) recombination was for \( \text{CH}_3 + \text{cyclopentadienyl} \) radical (CPD’y1). While not a bad estimate considering that both \( \text{p10} \) and CPD’y1 have resonance stabilization, it failed to capture the full extent of \( \text{p10} \)’s stabilization, therefore the rate coefficient was slightly too fast. The HC mechanism was manually amended by replacing the
k(T)'s for the reactions in Scheme 4-4 with a new estimate: \(1/2 \times\) Troe et al.'s experimental measurement of \(\text{CH}_3 + \text{pI} \rightarrow \text{ethylbenzene}\),\(^{252}\) by analogy to \(\text{H} + \text{pI}\) at various resonance sites.\(^{253}\) The revised k(T)'s were slower than the previous estimates, and the overall model no longer predicted measurable MBMS signal at \(m/z=106\) amu. More generally, the lack of kinetic data for the reactions in Scheme 4-4 highlight them as candidates for future theoretical and/or experimental investigation.

Estimates of \(k_{\text{wall}}\) for the two most important radicals in the system, \(\text{C}_6\text{H}_5\) and \(\text{iI}\), were also manually added to the HC mechanism. For \(\text{C}_6\text{H}_5\), \(k_{\text{wall}} = 100\ \text{s}^{-1}\), which was fit to both 505.3 nm absorbance and 77 amu MBMS decays recorded simultaneously without \(\text{C}_3\text{H}_6\) (Figure E 7 and Figure E 8). For \(\text{iI}\), \(k_{\text{wall}}\) was estimated as half of the \(\text{C}_6\text{H}_5\) value (50 \(\text{s}^{-1}\)), based on the lower expected reactivity of an alkyl radical compared to an aryl radical. Although other radicals in the system (e.g., \(\text{H}, \text{CH}_3, \text{C}_3\text{H}_5\) and \(\text{pI}\)) should also have their own \(k_{\text{wall}}\) values, there was insufficient experimental information to obtain reliable estimates, and the main results presented in this work are insensitive to these parameters. For \(\text{iI}\), although \(k_{\text{wall}}\) is a guess, at 700 K the model predictions are insensitive to it because unimolecular isomerization/decomposition occurs much faster. For \(\text{C}_6\text{H}_5\), \(k_{\text{wall}}\) is important because it can alter the overall mass balance of the model, therefore it is reassuring that a relatively small value of 100 \(\text{s}^{-1}\) was sufficient to match experiments without \(\text{C}_3\text{H}_6\). Note that this value of \(k_{\text{wall}}\) is much smaller than many of the values fit in the 505.3 nm absorbance experiments of section 4.1.4.2 (Table 4-4). As mentioned in that section, this was due to a small air leak during those experiments that was fixed prior to the current MBMS experiments. Also, the simple pseudo-first-order model used in section 4.1.4.2 does not account for self-reaction, whereas the current detailed model does, which would have the effect of decreasing \(k_{\text{wall}}\). Finally, it is important to note that this fit value of \(k_{\text{wall}}\) is not meant to account for the fast wall catalysis of \(\text{C}_6\text{H}_5\) to \(\text{C}_6\text{H}_6\) observed in the absence of \(\text{C}_3\text{H}_6\) (Figure E 7 and Figure E 8). Apparently this phenomenon is too complex to model as a first order rate and the current model does not attempt to describe it. Instead, as mentioned in section 4.2.4.3, wall catalysis was determined to be negligible by control MBMS experiments conducted at increasing [\(\text{C}_3\text{H}_6\)], all of which the current gas-phase model was able to match sufficiently (including \(\text{C}_6\text{H}_6\), most importantly). Similarly, wall catalysis of \(\text{I}\) to \(\text{HI}\) was not included in the model.

Other than the two modifications/additions mentioned above (and the barrier for \(\text{C}_6\text{H}_5 + \text{C}_3\text{H}_6\) terminal addition being lowered by 0.75 kcal/mol to match the 505.3 nm absorbance
experiments), RMG’s HC mechanism was used as is. By minimizing the amount of manual intervention in the HC mechanism construction the real accuracy of RMG can be gauged when comparing to experiments. If the comparison is satisfactory, then RMG can be confidently applied to analogous systems (e.g., 1-naphthyl radical + 2-butene). If the comparison is not satisfactory, sources of discrepancies can be easily identified and rectified (e.g., the overestimated CH$_3$ + p1 reaction mentioned above).

4.2.4.4.2. Iodine Sub-Mechanism

As demonstrated by the various side and secondary products observed with MBMS in Figure 4-16, I atom is not merely an inert photolysis co-product of C$_6$H$_5$, but an active participant in much of the observed chemistry. In particular, I atom recombination with various radicals, R, to form iodide-containing species RI is prevalent. As such, any attempts at quantitatively modelling the MBMS experiments must include the contribution of I atom. Because RMG does not currently have the capability (or, more importantly, the data) to model halogen-containing species, the sub-mechanism of iodine chemistry had to be constructed manually. Fortunately, two recent mechanisms for shock tube pyrolysis of iodobenze under both neat$^{109}$ and acetylene-diluted conditions$^{251}$ provided a starting point for the current sub-mechanism.
Table 4-6: Thermochemistry and structures of iodide-containing species included in sub-mechanism.

<table>
<thead>
<tr>
<th>Species</th>
<th>Structure</th>
<th>$\Delta H_f^\circ$ (298 K) (kcal mol$^{-1}$)</th>
<th>$S_{\text{int}}^*$ (298 K) (cal mol$^{-1}$ K$^{-1}$)</th>
<th>$C_p^*$ (cal mol$^{-1}$ K$^{-1}$) @ 300 K</th>
<th>400 K</th>
<th>500 K</th>
<th>600 K</th>
<th>800 K</th>
<th>1000 K</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>-</td>
<td>25.5</td>
<td>43.2</td>
<td>5.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>251</td>
</tr>
<tr>
<td>HI</td>
<td>-</td>
<td>6.4</td>
<td>49.4</td>
<td>7.0</td>
<td>7.0</td>
<td>7.1</td>
<td>7.3</td>
<td>7.6</td>
<td>7.9</td>
<td>251</td>
</tr>
<tr>
<td>C$_6$H$_5$I</td>
<td><img src="image" alt="Structure" /></td>
<td>38.7</td>
<td>80.1</td>
<td>24.0</td>
<td>30.6</td>
<td>36.3</td>
<td>41.1</td>
<td>47.7</td>
<td>52.3</td>
<td><img src="image" alt="Reference" /></td>
</tr>
<tr>
<td>I$_2$</td>
<td>-</td>
<td>14.9</td>
<td>62.3</td>
<td>8.8</td>
<td>8.9</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>9.1</td>
<td>251</td>
</tr>
<tr>
<td>CH$_3$I</td>
<td>-</td>
<td>3.3</td>
<td>60.5</td>
<td>10.6</td>
<td>12.5</td>
<td>14.0</td>
<td>15.3</td>
<td>17.5</td>
<td>19.2</td>
<td>254</td>
</tr>
<tr>
<td>C$_3$H$_5$I</td>
<td><img src="image" alt="Structure" /></td>
<td>22.9</td>
<td>78.6</td>
<td>18.5</td>
<td>22.4</td>
<td>26.2</td>
<td>28.9</td>
<td>33.5</td>
<td>36.9</td>
<td><img src="image" alt="Reference" /></td>
</tr>
<tr>
<td>p10-I</td>
<td><img src="image" alt="Structure" /></td>
<td>30.0</td>
<td>93.0</td>
<td>28.1</td>
<td>36.3</td>
<td>43.9</td>
<td>49.6</td>
<td>58.5</td>
<td>64.7</td>
<td><img src="image" alt="Reference" /></td>
</tr>
<tr>
<td>il-I</td>
<td><img src="image" alt="Structure" /></td>
<td>17.5</td>
<td>111.0</td>
<td>40.1</td>
<td>51.7</td>
<td>61.6</td>
<td>69.5</td>
<td>81.4</td>
<td>89.6</td>
<td><img src="image" alt="Reference" /></td>
</tr>
</tbody>
</table>
Table 4-7: Kinetics of reactions involving iodide- containing species included in sub-mechanism

<table>
<thead>
<tr>
<th>Reaction #</th>
<th>Reaction</th>
<th>Arrhenius Parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I + i1 ⇌ i1-I</td>
<td>A = 5.8 × 10^{-11}, n = 0, E_A = 255, b</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>I + i1 ⇌ HI + p2</td>
<td>A = 2.0 × 10^{-11}, n = 0, E_A = 256, c</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>I + i1 ⇌ HI + p3</td>
<td>A = 1.3 × 10^{-11}, n = 0, E_A = 256, c</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>I + i2 ⇌ HI + p4</td>
<td>A = 0.7 × 10^{-12}, n = 0, E_A = 257</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>H + C_6H_5I + HI + C_6H_5</td>
<td>A = 1.4 × 10^{-18}, n = 11.0, E_A = 251, d</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>C_6H_5 + C_6H_5I ⇌ C_12H_{10} + I</td>
<td>A = 3.3 × 10^{-12}, n = 45.9, E_A = 73</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>C_6H_5I → C_6H_5 + I</td>
<td>A = 3.3 × 10^{-12}, n = 0, E_A = 251, d</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>C_6H_5 + I → C_6H_5I</td>
<td>A = 1.7 × 10^{-11}, n = 0, E_A = 251, d</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>H + I + M ⇌ HI + M</td>
<td>A = 1.3 × 10^{-31}, n = -1.87, E_A = 258, e</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>CH_3 + I ⇌ CH_3I</td>
<td>A = 1.0 × 10^{-11}, n = 0, E_A = 259, f</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>C_3H_5 + I ⇌ C_3H_5I</td>
<td>A = 1.6 × 10^{-10}, n = 0, E_A = 260, g</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>p10 + I ⇌ p10-I</td>
<td>A = 8.3 × 10^{-11}, n = 0, E_A = 261, h</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>I + I + M ⇌ I_2 + M</td>
<td>A = 3.3 × 10^{-10}, n = -1.14, E_A = 167, i</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>I + C_3H_6 ⇌ HI + C_3H_5</td>
<td>A = 3.0 × 10^{-11}, n = 18.0, E_A = 262</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>H + HI ⇌ H_2 + I</td>
<td>A = 6.6 × 10^{-11}, n = 0, E_A = 251, d</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>C_6H_5 + HI ⇌ C_6H_6 + I</td>
<td>A = 5.0 × 10^{-12}, n = 0, E_A = 251, d</td>
<td></td>
</tr>
</tbody>
</table>

*aModified Arrhenius expression used: k(T) = A exp(-E_A/RT). Units are kcal, molecule, s, cm. bEstimated by analogy to I + C_2H_5 → C_2H_5I measured at 298 K, 100 Torr Kr bath gas and increased by 5 x to match MBMS experiments. cEstimated as 0.3 x recombination rate (reaction #1) by analogy to I + C_2H_5 → HI + C_2H_4 and adjusted for number of hydrogens. dEstimated. eAr bath gas. fMeasured at 400 K, 82 Torr CH_3I bath gas. gMeasured at 296 K, 750 Torr N_2 bath gas. hMeasured at 750-950 K, 190-1900 Torr Ar bath gas. iHe bath gas.

Table 4-6 lists the eight iodide-containing species involved in the sub-mechanism and their thermochemical parameters. Four of the species were in the mechanism of Comandini et al. (I, HI, I_2 and C_6H_5I), wherein the thermochemistry was obtained from the Active Thermochemical Tables (ATcT). The thermochemistry of the remaining four species (CH_3I, C_3H_5I, p10-I and i1-I) was estimated by using Benson Group-Additivity Values (GAV). Table 4-7 lists the 16 reactions in the sub-mechanism, seven of which are recombination reactions with I atom (reactions #1 and 8-13). Of these R + I → RI reactions, only two of them include pressure-dependence: R = H and I. Even then, as noted in the footnotes, only for R = I has a pressure-dependent rate coefficient been measured for the same bath gas used in this work (helium). Nonetheless, the literature recombination kinetics listed in Table 4-7 (with experimental conditions given in the footnotes) provide some reasonable estimate of the real kinetics at the conditions of this work, particularly for larger R’s (such as p10), that are more likely to be in the high-P limit.
The most important reactions of the sub-mechanism are those involving \( i_1 \) (#1-4) because by diverting \( i_1 \) from unimolecular reaction, they affect the major product distribution of \( C_6H_5^+ \) and \( C_3H_6 \). Unfortunately, \( i_1 \) is far too specific of a radical for any previously published work to have studied the kinetics of its reaction with I atom. The closest analogue in the literature is ethyl radical, \( C_2H_5 + I \), the recombination kinetics for which were measured at 300 K and 100 Torr Krypton\(^{255} \) and the corresponding disproportionation reactions which were measured as \(-1/3\times\) recombination.\(^{256} \) In this work, it was found that a better match with the MBMS experiments could be obtained by increasing the recombination rate by \( 5\times \). The disproportionation rate was also increased accordingly, accounting for the different types and numbers of H-atoms on \( i_1 \) (and \( i_2 \)) compared to \( C_2H_5 \). Perhaps the \(-5\times\) difference between \( i_1 + I \) and \( C_2H_5 + I \) recombination is due to the latter, as a much smaller system, being further down the fall-off curve. Reassuringly, the fit \( i_1 + I \rightarrow i_1\-I \) rate is actually slightly smaller than the literature rate for the similarly sized \( p_{10} + I \rightarrow p_{10}\-I \) rate (reaction #12). Other than for reactions #1-4, all of the rate coefficients in the sub-mechanism were taken directly from literature (usually an experiment) for the specific reaction of interest and used without further adjustment.

The remaining six reactions merit some discussion as well. Reaction #5 is fast, and could become problematic in the presence of a high H concentration where a cycle might be established between \( C_6H_5 \) and H. Fortunately at the conditions of the MBMS experiments in this work H concentration is low, and what little H that is formed preferentially reacts with \( C_3H_6 \) rather than \( C_6H_5\-I \) due to \(-2\) orders of magnitude difference in concentration. The possibility of other radicals besides H initiating the halogen-atom transfer reaction of #5 (i.e., \( R + C_6H_5\-I \rightarrow RI + C_6H_5 \)) was also considered, but due to the relatively high C-I bond energy in \( C_6H_5\-I \) (~67 kcal/mol\(^{6} \)) such a reaction would be \( \geq 10 \) kcal/mol endothermic for any R other than H in this system (e.g., CH\(_3\), which is present in high concentration).\(^{264} \)

Although SN2 reactions such as #6 are highly favourable thermodynamically, kinetically they are slow. For \( C_6H_5 \) substituting for I in \( C_6H_5\-I \) the barrier is \(-11.0 \) kcal/mol, and even if H is the nucleophile the barrier is still \(-10 \) kcal/mol.\(^{257} \) Therefore these types of reactions will not be important at the conditions of this work (\( \leq 700 \) K).

Thermal decomposition of \( C_6H_5\-I \) (#7) has already been mentioned several times as the reason for imposing a 900 K upper bound on flash photolysis experiments with that precursor. H-abstraction from \( C_3H_6 \) by I atom (#14) will not be important due to a high barrier (18 kcal/mol),
and reactions #15 and 16 are unimportant due to a low concentration of both H and HI. As mentioned in the previous section, catalytic hydrogenation of I to HI is not included in the sub-mechanism, although it is observed experimentally in the absence of C3H6 (Figure E 7 and Figure E 8). Therefore, this model is not expected to match experimental HI profiles well.

As a final note, although I atom chemistry is important to take into account when quantitatively analyzing product distributions, it has no effect on pseudo-first-order measurements of the total C6H5 consumption rate measured by direct absorption (section 4.2.4.2), which happen too quickly for I atom secondary reactions to play a role.

4.2.4.4.3. Photoionization Cross Sections (PICS)

The concentration of each species i in the combined HC and iodine chemical mechanism, C_i, is solved for using the design equations for an isothermal, isobaric, homogeneous batch reactor. C_i can then be related to the instantaneous MS signal, S_{i,instantaneous}, through a simple proportionality:

\[ S_{i,instantaneous} = R(m/z)\sigma_{pI,i}C_i \]  

(4-12)

Where R(m/z) is the mass discrimination factor discussed in section 4.2.4.4.4 and \( \sigma_{pI,i} \) is the photoionization cross section (PICS) for species i discussed in this section. The subscript “instantaneous” indicates that transport delays during MB sampling are not taken into account yet (section 4.2.4.4.5). Although Eq. 4-12 is a drastic simplification of the complex relationship between concentration and MBMS signal, it will suffice for the purposes here and is hopefully transparent.

Any attempt to extract quantitative information from MS using PI must contend with the need for PICS. Although PICS have been measured for many common organic molecules and for a handful of common radicals, these measurements are a pittance compared to the number of possible organic molecules/radicals, even for a fixed molecular formula of reasonable size. Therefore, estimates of PICS are almost always needed. Fortunately, the ionization energy used for PI in this work (10.5 eV) is slightly above (~1 eV) the threshold ionization energy of many organic molecules in a region where PICS are often ~10 Megabarns (Mb). Furthermore, from the sizable (but obviously finite) database of measured PICS in the literature, smart estimates can be made for analogous molecules with unknown PICS. As a last resort, experimental measurements of PICS can also be made for particularly important
molecules/radicals. All three approaches to obtaining PICS were taken here (literature, smart estimates and measurements).

Table 4-8 shows all of the important species (both molecules and radicals) in the $C_6H_5 + C_3H_6$ MBMS model for which PICS were needed. For most of the smaller species (parent m/z < 130 amu) literature PICS were available, but for almost all of the larger species there were no previously published measurements. The four internal standards (1,3-butadiene, furan, cyclohexane and heptane) are also included and noted in Table 4-8. Even for species with measured PICS (including the internal standards), there is ±15% uncertainty, which translates into at least ±15% uncertainty in all MBMS model versus data comparisons.
Table 4-8: Structures and photoionization cross sections, $\sigma_{pi}$, at 10.5 eV of all important species in model of MBMS experiments.

<table>
<thead>
<tr>
<th>Species</th>
<th>Structure</th>
<th>Cation</th>
<th>m/z (amu)</th>
<th>$\sigma_{pi}$ at 10.5 eV (Mb)*</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$</td>
<td>-</td>
<td>CH$_3^+$</td>
<td>15</td>
<td>6.7$^{+2.4}_{-1.4}$</td>
<td>288</td>
</tr>
<tr>
<td>C$_3$H$_5$</td>
<td></td>
<td>C$_3$H$_5^+$</td>
<td>41</td>
<td>6.1 ± 1.2</td>
<td>269</td>
</tr>
<tr>
<td>1,3-Butadiene$^b$</td>
<td></td>
<td>C$_6$H$_6^+$</td>
<td>54</td>
<td>16.3 ± 3.3</td>
<td>267</td>
</tr>
<tr>
<td>Furan$^b$</td>
<td></td>
<td>C$_4$H$_4$O$^+$</td>
<td>68</td>
<td>14.4 ± 3.0</td>
<td>267</td>
</tr>
<tr>
<td>C$_6$H$_6$</td>
<td></td>
<td>C$_6$H$_6^+$</td>
<td>77</td>
<td>17.0 ± 2.5</td>
<td>107</td>
</tr>
<tr>
<td>C$_7$H$_6$</td>
<td></td>
<td>C$_7$H$_6^+$</td>
<td>78</td>
<td>31.8 ± 6.4</td>
<td>84</td>
</tr>
<tr>
<td>Cyclohexane$^b$</td>
<td></td>
<td>C$_6$H$_6^+$</td>
<td>84</td>
<td>21.3 ± 4.3</td>
<td>84</td>
</tr>
<tr>
<td>p10</td>
<td></td>
<td>C$_7$H$_7^+$</td>
<td>91</td>
<td>25.5 ± 4.0</td>
<td>270, 287</td>
</tr>
<tr>
<td>Heptane$^b$</td>
<td></td>
<td>C$_8$H$_6$+</td>
<td>100</td>
<td>9.9 ± 1.5</td>
<td>266</td>
</tr>
<tr>
<td>p1</td>
<td></td>
<td>C$_8$H$_8^+$</td>
<td>104</td>
<td>42.9 ± 4.3</td>
<td>265</td>
</tr>
<tr>
<td>p2/p3/p4</td>
<td></td>
<td>C$<em>9$H$</em>{10}^+$</td>
<td>118</td>
<td>38.8 ± 7.0</td>
<td>This work, see text</td>
</tr>
<tr>
<td>il</td>
<td></td>
<td>C$_7$H$_7^+$</td>
<td>91</td>
<td>5</td>
<td>Estimate, see text</td>
</tr>
<tr>
<td>I2</td>
<td></td>
<td>C$<em>{10}$H$</em>{11}^+$</td>
<td>119</td>
<td>5</td>
<td>Estimate, see text</td>
</tr>
<tr>
<td>Propylbenzene</td>
<td></td>
<td>C$<em>{10}$H$</em>{12}^+$</td>
<td>120</td>
<td>30.0 ± 4.5</td>
<td>265</td>
</tr>
<tr>
<td>I</td>
<td>-</td>
<td>I$^+$</td>
<td>127</td>
<td>74$^{+33}_{-24}$</td>
<td>288, 268</td>
</tr>
<tr>
<td>HI</td>
<td>-</td>
<td>HI$^+$</td>
<td>128</td>
<td>44 ± 7</td>
<td>268</td>
</tr>
<tr>
<td>ii-CH$_3$</td>
<td></td>
<td>C$<em>{10}$H$</em>{14}^+$</td>
<td>134</td>
<td>30</td>
<td>Estimate, see text</td>
</tr>
</tbody>
</table>

* Estimate,
$^b$ This work, see text,
Going down Table 4-8, the first species worth commenting on specifically are the phenylpropene isomers, p2-p4. None of these four isomers (trans-1-, cis-1-, 2- and 3-phenylpropene) have had their PICS quantified at any IE, although Zhang et al. measured the relative PIE curve for all of them.\(^3\) Given that p2 and p3 are expected to be measurable primary products of C6H5 + C3H6 (Figure 4-12) it was deemed worthwhile to experimentally measure the PICS of at least one of the isomers. p2 was chosen because it was predicted to be the most important of the H-loss products. The procedure for measuring the PICS of p2 is provided in Appendix E (Figure E 3). The value measured and reported in Table 4-8 (38.8 ± 7.0 Mb) is
consistent with other alkenylaromatic molecules, like styrene (42.9±4.3 Mb). The same PICS was used for all phenylpropene isomers.

The overall PICS for i1, obtained by roughly fitting the 600 K MBMS experiments, is 10 Mb, which seems anomalously low when compared to the closed-shell aromatic compounds with PICS ~30-40 Mb. However, as discussed by Xu and Pratt it is not uncommon for radicals to have PICS 2-4× lower than their closed-shell analogues (propylbenzene in the case of i1 with a PICS of 30±4.5 Mb) due to a correspondingly lower occupancy of the HOMO from which the electron is ejected. The fragmentation pattern of i1 was also roughly fit to the 600 K MBMS experiments. Specifically, a fast rise (~1 ms, at the time-resolution limit of the MBMS experiment as discussed in section 4.2.4.4.5) at m/z=91 amu could only be explained by a fragment of i1 that is 1:1 with the parent cation (5 Mb each). Although surprising initially, it is possible that the i1 parent cation undergoes a fast 1,2-H-migration to form the i4 parent cation, which can then easily fragment to C7H7+ + ethene + e−, where C7H7+ could be either a benzyl or tropylium cation. Such cation rearrangements have been observed before, particularly if the resulting fragments are thermodynamically favorable as in this case. The same small total PICS (10 Mb, no fragmentation) was also used for i2, which is present in low concentration in the model anyway.

Of the six closed-shell iodide-containing species, only two have PICS measured in literature (HI and CH3I), and both are ~50 Mb. Therefore, for the remaining four closed-shell iodide-containing species (C3H5I, p10-I, i1-I and i2) it was assumed that each of their overall PICS are ≥50 Mb. In the case of all but i1-I, the overall PICS was simply set at 50 Mb and not adjusted any further.

Given the relatively low C-I bond energy compared to C-C and C-H bonds, fragmentation of RI compounds to R+ is facile, even at 10.5 eV, and must be taken into account. This is especially true for C3H5I and p10-I, for which the C-I bond in question is at a particularly vulnerable allylic and benzylic site, respectively. The R+:RI' fragmentation pattern for C3H5I was measured by us as 55:45 (Figure E 4) and for C7H7I it was previously measured as ~10:1 close to 10.5 eV. Both fragmentation patterns were applied to the 50 Mb total PICS estimate for C3H5I and p10-I.

Understanding the fragmentation pattern of i1-I was most crucial to interpreting the 600 K MBMS experiments. Although i1-I cannot be purchased commercially, the bromide, i1-Br,
can and the measured fragmentation pattern of \textit{i1}-Br (Figure E 5) exhibited significant cations not only at the parent and \textit{i1}+ (119 amu) m/z, but also at 118 amu. This suggests a fragment channel to \( p3^+ + \text{HBr} + e^- \), which seems reasonable given the weak benzylic C-H bond. \textit{i1}-I is expected to form the same fragments as \textit{i1}-Br, but to a greater extent due to the weaker C-I bond relative to C-Br. Attempts to synthesize \textit{i1}-I via the Finkelstein reaction were mostly unsuccessful due to low conversion of \textit{i1}-Br and thermal production of phenylpropene isomers.\textsuperscript{274} Therefore, the only current recourse to quantifying \textit{i1}-I and its fragments was to fit their PICS to the 600 K experiments while maintaining the constraint that the overall PICS \( \geq 50 \) Mb. An overall PICS of 80 Mb and a 3:6:1 fragmentation pattern between \( \text{C}_9\text{H}_{10}^+ : \text{C}_9\text{H}_{11}^+ : \text{C}_9\text{H}_{11}\text{I} \) was fit.

Finally, as noted in Table 4-8, several of the closed-shell hydrocarbons had their PICS estimated by applying the bond-additivity concept of Bobeldijk et al.\textsuperscript{271} For example, the unknown PICS of biphenyl was estimated as 2\( \times \) the PICS of \( \text{C}_6\text{H}_6 \) (2 \( \times \) 32 = 64 Mb), and \textit{i1}-\text{C}_3\text{H}_5\text{I} was estimated as the sum of \( \text{C}_3\text{H}_6 \) and propylbenzene (10 + 30 = 40 Mb).

\subsection*{4.2.4.4. Mass Discrimination Factor, \textit{R}(m/z)}

As expressed in Eq. 4-12, \textit{R}(m/z) is essentially a conversion factor between PICS-weighted concentration in the reactor and MBMS signal. Generally, \textit{R}(m/z) increases monotonically as a function of m/z, and accounts for the greater radial spread of lighter species in the gas expansion (resulting in lower centerline concentrations and lower MBMS signals).\textsuperscript{64} Individual values of \textit{R}(m/z) are calculated for each of the four internal standards using their known concentrations (\( \sim \text{1e-11 cm}^{-3} \)) and PICS by rearranging Eq. 4-12:

\[ \text{R(int-std m/z)} = \frac{\text{S\text{int-std}}}{\sigma_{\text{P(int-std}\text{C\text{int-std}})}} \]  

The four resulting \textit{R}(m/z)'s are then fit to a power law:

\[ \text{R}(m/z) = b(m/z)^c \]  

A representative \textit{R}(m/z) fit with \( \text{C}_3\text{H}_6 \) is shown in Figure 4-19. All 15 MBMS experiments were conducted with the internal standards present, therefore individual \textit{R}(m/z)'s were fit to each experiment. Table 4-5 summarizes the fit values of the exponent, c, for each experiment, which is typically \( \sim 0.5 \).\textsuperscript{64} Without \( \text{C}_3\text{H}_6 \), however, \textit{R}(m/z) was essentially flat and a constant value was used. It should also be mentioned here that brief control experiments were conducted at each \text{\textit{T,P}}
condition without the internal standards, to ensure that their presence was not altering the product distribution.

Once $R(m/z)$ had been fit, all of the PICS-weighted concentration profiles in the model, $\sigma_{Pj,Ci}$, were multiplied by their corresponding $R(m/z)$ according to Eq. 4-12, in order to obtain the simulated, instantaneous signal profiles, $S_{i,\text{instantaneous}}$, which are not yet comparable to experiments because transport delays still need to be accounted for (next section).

Figure 4-19: Representative mass discrimination factors (markers) and fit (line) at 707 K, 10 Torr (Experiment 7). Error bars are from ±15% uncertainty in internal standard PICS.

4.2.4.4.5. Molecular Beam Sampling

The effect of effusive or molecular beam sampling on measured species profiles in kinetic studies has previously been described and quantified from a theoretical level.\textsuperscript{110-111} Although it is feasible to apply such a rigorous sampling model to a simple chemistry mechanism, for a complex chemistry mechanism, such as the one used in this work consisting of almost 100 species, a simpler model for sampling (and transport more generally) is desired. Moreover, theoretical models for sampling do not take into account transport within the reactor, i.e., if radicals are not initially distributed uniformly in the radial dimension following photolysis.
(usually due to a non-uniform photolysis beam profile) it will take some finite time for the non-uniformities to “smooth out” by diffusion. For the MBMS experiment reported here, diffusion within the reactor due to inhomogeneities does seem to be the rate-limiting transport step, as evidenced by the much slower appearance of products at 50 Torr compared to 10 Torr (Figure 4-17).

For these reasons, a simple model for transport that implicitly includes diffusion in the reactor was adapted from Baeza-Romero et al. In their model, all of the steps involved in transporting a species \( i \) from somewhere inside the reactor to the ionization region of the MS (diffusion to the pinhole, flow through the pinhole and transport to the ionization region via an effusive or supersonic expansion, as well as transport out of the ionization region for neutral molecules) are lumped into a single first-order rate, \( k_{\text{sampling}} \):

\[
\begin{align*}
  i \xrightarrow{k_{\text{sampling}}} & \ \ i, \text{sampled} \xrightarrow{k_{\text{sampling}}} \ i, \text{exit}
\end{align*}
\]

Therefore, for any arbitrarily complex chemical mechanism a set of ODE’s can be set up and numerically solved for the observed MBMS signal, \( S_{i,\text{sampled}} \), after accounting for transport effects:

\[
\frac{dS_{i,\text{sampled}}}{dt} = k_{\text{sampling}} \left( S_{i,\text{instantaneous}} - S_{i,\text{sampled}} \right) \quad (4-15)
\]

The set of ODE’s represented by Eq. 4-15 are only solved for dilute, time-dependent species. A new reactor type called “mbsampledReactor” was created in RMG to solve this set of ODE’s. \( S_{i,\text{sampled}} \) is directly comparable to experiments (section 4.2.4.4.7).

An advantage of this simple transport model is that \( k_{\text{sampling}} \) is the only parameter that needs to be fit, which is done by comparison to the rise time of the I atom MBMS signal at 127 amu (Figure 4-20). I atom is used for fitting \( k_{\text{sampling}} \) because it is formed in the reactor nearly instantaneously after photolysis and unlike \( C_6H_5 \) it has a long lifetime. In the limit of instantaneous sampling (\( k_{\text{sampling}} \rightarrow \infty \)) the model prediction is clearly not accurate, but after tuning \( k_{\text{sampling}} \) to 750 s\(^{-1}\) the agreement is good in this case (especially for the rise time, which is chemistry-independent). The modelled I atom signal decreases at longer times due to the reactions in Table 4-7. Values of \( k_{\text{sampling}} \) were fit to the I atom rise time in this manner for all 15 MBMS experiments, and are typically ~1000 s\(^{-1}\) (Table 4-5) although there is a trend toward slower sampling for higher P and with added \( C_3H_6 \), consistent with diffusion in the reactor being the rate-limiting transport step.
As shown for the 50 Torr MBMS experiments in Figure 4-17, this simple, one-parameter transport model is not sufficient to completely describe sampling at higher P's. In particular, the same $k_{\text{sampling}}$ that was fit to the MBMS rise time of I atom was used for all other species in the solution of Eq. 4-15, regardless of mass or size. If diffusion within the reactor is rate-limiting, then $k_{\text{sampling}}$ should decrease (get slower) with increasing species mass and collision diameter, $\sigma$. According to the Chapman-Enskog equation,\textsuperscript{104} for a relatively heavy species in a He bath gas the mass of the heavy species will have little effect on the diffusion coefficient, $D$, whereas $D \propto \sigma^{-2}$. Therefore, although I atom has a similar mass as the major products of C\textsubscript{6}H\textsubscript{5} + C\textsubscript{3}H\textsubscript{6} (127 versus 78-119 amu), because its collision diameter is likely at least 2× smaller it will have a $D \sim 4\times$ faster. This would explain why the C\textsubscript{6}H\textsubscript{5} + C\textsubscript{3}H\textsubscript{6} products at 50 Torr (and 25 Torr) appear in the MS even slower than predicted by the model. Nonetheless, the higher-P experiments still quantitatively determine the product distributions after diffusion has homogenized the composition (or if instantaneous product ratios are used instead, Figure E 11 and Figure E 14).
Although faster time-resolution for the MBMS measurements is desirable and achievable down to 10-100's of microseconds\textsuperscript{64-65} with the current time-resolution of $\sim$1 ms it is still possible to discern differences in chemical timescales. For example, as will be shown in section 4.2.4.4.7, it is possible to distinguish the faster growth time scale of $C_6H_6$ (direct H-abstraction) compared to $p1$ (CH$_3$-loss through an intermediate, ii). Furthermore, high time resolution is achieved using the laser absorbance portion of the apparatus, which can easily measure processes as fast as 10's of microseconds.\textsuperscript{75} For the purposes of this work (quantifying the primary products of $C_6H_5 + C_3H_6$), a 1 ms MBMS time resolution was deemed sufficient.

Finally, as discussed in more detail in the next section, the I Atom MBMS profile is also used to quantify the initial radical concentration by back-extrapolating the $k_{\text{sampling}} \rightarrow \infty$ simulation to $t=0$. The value obtained, $S_{1,0}$, indicated in Figure 4-20 is proportional to $C_{1,0}$ (and $C_{C6H5,0}$) according to Eq. 4-12.

4.2.4.4.6. Initial Radical Concentrations

As mentioned briefly in the previous section, $C_{1,0}$ (which is assumed = $C_{C6H5,0}$) is obtained from the following rearranged version of Eq. 4-12:

$$C_{1,0} = \frac{S_{1,0}}{\sigma_{PIR}(m/z=127 \text{ amu})} = p1 R(m/z=127 \text{ amu})$$

(4-16)

where $S_{1,0}$ is obtained by fitting and back-extrapolating the I atom MBMS profile (Figure 4-20). Values of $C_{1,0}$ obtained in this manner (labelled MS $C_{1,0}$) are summarized in Table 4-5. Compared to the $C_{1,0}$ values measured simultaneously by IR absorbance (labelled IR $C_{1,0}$), MS $C_{1,0}$ is typically $\sim 2\times$ lower, but still within their combined (large) uncertainties for most experiments. The systematic difference is likely due to an inhomogeneous photolysis beam profile, or a beam diameter that is slightly smaller than the reactor inner diameter where MBMS sampling occurs. In either case, MS $C_{1,0}$ should be (and was) used as the initial radical concentration in the model, because it is more representative of the local environment relevant to the MBMS experiments.

Another possible explanation for the systematic $\sim 2\times$ difference in IR and MS $C_{1,0}$ is the presence of excited ($^2P_{1/2}$) I atom, $I^\ast$, which has been measured as $\sim$30% of the total I atom yield immediately following 266 nm photodissociation of $C_6H_5I$.\textsuperscript{6} Because the PICS of $I^\ast$ has been measured to be up to $7\times$ lower than the PICS of I (ground state, $^2P_{3/2}$),\textsuperscript{275} even a small amount of $I^\ast$ in the overall I atom mixture could substantially lower the 127 amu MBMS signal. However, it was assumed that $I^\ast$ was quenched to I by collision with $C_3H_6$ at a faster rate than the
resolution of the MBMS experiment (~1 ms).\textsuperscript{96, 276} This assumption is supported by the independence of MS C\textsubscript{1,0} on [C\textsubscript{3}H\textsubscript{6}] shown in Table 4-5. Interestingly, even without C\textsubscript{3}H\textsubscript{6} (no quenching gas) MS C\textsubscript{1,0} is still the same, perhaps suggesting quenching on the walls during sampling.

4.2.4.4.7. Model Comparison to MBMS Experiments

Before delving into comparisons between the flash photolysis/MBMS model and experiments it is helpful to recap exactly what has been fit to the 600 K MBMS data specifically:

1. The rate of reactions between iI and I atom (both recombination and disproportionations).
2. The total PICS (10 Mb) and fragmentation pattern (1:1 at m/z=91:119 amu) of iI.
3. The total PICS (80 Mb) and fragmentation pattern (3:6:1 at m/z=118:119:248 amu) of iI-1.

Therefore, good agreement between the 600 K model and experiments is mostly expected, especially for m/z=118, 119 and 248 amu, which are all almost entirely attributable to iI-1. However, nothing was fit to the 700 K MBMS experiments, except for k\textsubscript{sampling} and C\textsubscript{1,0}, which had to be obtained from the I atom MBMS profiles. Therefore, the model should mostly be judged by its ability to simulate the 700 K experiments.

As already shown in Figure 4-17, the model described in detail from sections 4.2.4.4.1-4.2.4.4.6 matches the primary product profiles at 10 Torr and both 600 and 700 K. At 50 Torr and 700 K, although the simulated t-dependence is too fast because of inhibited diffusion as discussed in section 4.2.4.4.5, the final product distribution (and instantaneous product ratios in Figure E 11 and Figure E 14) is still matched well by the model. This section will focus on comparing every individual m/z with measured time-dependence against the model for both 600 and 700 K (10 Torr only), starting with the five primary products (m/z=78, 91, 104, 118 and 119 amu). Identical comparison plots are made for MBMS experiments at higher P (25 and 50 Torr) in Figure E 10 and Figure E 13.
Figure 4-21: Measured (markers) and modeled (thick lines) 78 and 104 amu MBMS signal at indicated conditions. These are the only two primary phenyl radical + propene product m/z's that are entirely attributable to one species: benzene and styrene, respectively.

78 and 104 amu are compared together in Figure 4-21 because they are both unique in being the only major product signals entirely attributable to just one species: C₆H₆ and p1 (styrene), respectively. As such, the 78:104 ratio is indicative of the competition between H-abstraction and radical addition in the reaction of C₆H₅ with C₃H₆, and the model could be fit to the measurements by adjusting the relative barrier heights of those two entrance channels. However, the measurements and the simulations already overlap considering the uncertainty in the model (at least ±15% due to the PICS), therefore it was deemed unnecessary (and essentially meaningless) to fit the barrier heights. Also, at 600 K, both the model and the experiment show a slower growth time scale for 104 amu (~10 ms), which is formed in two steps (C₆H₅ + C₃H₆ → i1 → p1 + CH₃), compared to 78 amu (~1 ms), which is formed in only one step (C₆H₅ + C₃H₆ → C₆H₆ + C₃H₅). This demonstrates that although the time resolution of the current MBMS experiments is only ~1 ms, important differences in chemical time-scales can still be resolved.
Figure 4-22: Measured (markers) and modeled (thick lines) 91 amu MBMS signal at indicated conditions. The thin lines correspond to different species contributing to the overall modeled 91 amu signal: the C7H7+ fragments of i1 (red) and benzyl iodide (black), and the parent cation of benzyl radical (blue).

91 amu, shown in Figure 4-22, is modelled as a complicated mixture of three different species signals all with distinct t- and T-dependence: p10 (benzyl radical) and fragments of both i1 and p10-I. For 600 K, the agreement at early times is due to fitting the extent of i1 fragmentation to 91 amu. The measurements at later time were not fit, however, and are in excellent agreement with the model, which mostly consists of the p10-I contribution. Even more remarkable is that the model still performs well at 700 K, where nothing was fit, and the contribution of i1 is greatly diminished because of its fast unimolecular isomerization/decomposition at that T. Once again, at later times the model is dominated by p10-I, in accord with the experiment. The measurements in Figure 4-22, and the ability of the model to quantitatively explain them, provides strong support for the never-before-seen aromatic-catalyzed 1,2-H-migration proposed in section 4.2.4.1. Without the addition of this pathway to Kislov et al.’s original PES,9 virtually no p10 or p10-I would be predicted, and the long-time 91 amu signal observed experimentally would be unaccounted for.
Figure 4-23: Measured (markers) and modeled (thick lines) 118 amu MBMS signal at indicated conditions. The thin lines correspond to different species contributing to the overall modelled 118 amu signal: the $\text{C}_9\text{H}_{10}^+$ fragment of ili-I (black) and the parent cations of 1-, 2- and 3-phenylpropene (blue, red and green, respectively).

Figure 4-24: Measured (markers) and modeled (thick lines) 119 amu MBMS signal at indicated conditions. The thin lines correspond to different species contributing to the overall modelled 119 amu signal: the parent cations of ili and i2 (blue and green, respectively), the $\text{C}_9\text{H}_{11}^+$ and $^{13}\text{C}$-containing $\text{C}_9\text{H}_{10}^+$ fragments of ili-I (red and orange, respectively) and the parent cations of $^{13}\text{C}$-containing 1-, 2- and 3-phenylpropene (cyan, gold and black, respectively).

Both 118 and 119 amu, shown in Figure 4-23 and Figure 4-24, respectively, have large contributions from fragmentation of ili-I. 119 amu in particular is dominated by ili-I in the simulations at both 600 and 700 K, with a negligible contribution from the parent cation of ili. 118 amu exhibits a more diverse mix of simulated species: at 600 K ili-I is the largest contributor.
to the 118 amu signal, but the phenylpropene isomers \( p_2 \) and \( p_3 \) also make a noticeable contribution. At 700 K, the roles are switched and \( p_2 \) and \( p_3 \) are dominant over \( i_1-I \). This is because \( i_1 \) is undergoing unimolecular reactions too quickly at higher T to participate in bimolecular recombination with \( I \) atom, hence the importance of \( i_1-I \) is diminished at 700 K. It is important to reiterate that the good agreement at 600 K between the model and the experiments at 118 and 119 amu (and 246 amu shown later) is due to fitting of the unknown PICS and fragmentation pattern of \( i_1-I \). However, the fact that the same PICS and fragmentation pattern are used in the model at 700 K with satisfactory results gives credibility to the model.

Overall, all five of the primary \( C_6H_5 + C_3H_6 \) product m/z's are well-described by the model, imparting greater confidence to the predictions of section 4.2.4.1 upon which the model is based, and encouraging the extension of those predictions to analogous systems (section 4.2.4.6). The remainder of this section will compare the model simulations to the MBMS experiments for all of the other transient m/z's.

![Figure 4-25](image_url)

**Figure 4-25:** Measured (markers) and modeled (thick lines) 127 (black) and 128 (blue) amu MBMS signals at indicated conditions, which are exclusively attributable to \( I \) and \( HI \).

Figure 4-25 compares \( I \) atom and \( HI \) at 127 and 128 amu, respectively. The rise time of the 127 amu signal was fit for \( k_{\text{sampling}} \), and its absolute value was roughly fit for \([I]_0\). Therefore, the agreement between the modelled and measured \( I \) atom at early times is unremarkable. At longer times, however, the simulated decay of \( I \) atom was not fit, and generally follows the trend of the measured 127 amu signal, especially considering that the \( I \) atom PICS is \( \sim 35\% \) uncertain (Table 4-8). Given the importance of \( i_1 \) recombination with \( I \) atom at 600 K in explaining many
of the observations made at that T, it is reassuring that the absolute I atom signal itself is also described well by the model over the entire measured time range.

As discussed earlier, HI is mostly formed through wall catalysis, which was not included in the model. Therefore, HI is underpredicted, especially at 600 K. At 700 K, the wall catalysis effect is reduced, probably because of less adsorption on the wall at higher T, but HI is still underpredicted. Nonetheless, matching HI is not critical to the main goals and conclusions of this work, and is not discussed further.

Figure 4-26: Top: Measured (markers) and modeled (thick lines) 77 (blue) and 154 (green) amu MBMS signals at indicated conditions, which are exclusively attributable to phenyl radical and biphenyl. Bottom: Measured (markers) and modeled (red line) 505.3 nm absorbance traces recorded simultaneously as MBMS plots on top.

Figure 4-26 compares the C₆H₅ signal measured both by MBMS at 77 amu and by simultaneously recorded 505.3 nm absorbance. As a short-lived species, C₆H₅ is difficult to resolve with MBMS, an issue that is compounded by the overlap of 77 amu with a fragment of
C₆H₅I, which is present in relatively high concentration. However, the decay of C₆H₅ was clearly resolved by 505.3 nm absorbance, which is a much faster and non-intrusive detection technique for measuring overall kinetics. The simulated C₆H₅ decay (without sampling effects, of course) is in good agreement with the 505.3 nm absorbance, which is expected given that the terminal addition rate of C₆H₅ + C₃H₆ was previously fit to absorbance measurements in section 4.2.4.2. Figure 4-26 and Figure 4-21 to Figure 4-24 illustrate the complementary nature of laser absorbance coupled with MBMS for kinetic studies: laser absorbance can resolve the time dependence of only one species (or at most a few species if there is spectral overlap that can be deconvoluted) with high t-resolution, whereas MBMS can resolve the time dependence of many species with lower t-resolution. Of course, the t-resolution of the MBMS measurements reported here can and should be improved in the future, but MBMS is unlikely to supplant laser absorbance as the preferred method for overall kinetics quantification.

Biphenyl, C₆H₅-C₆H₅, is also measured with MBMS at 154 amu (Figure 4-26), and the model is in near-quantitative agreement, especially considering that the PICS of C₆H₅-C₆H₅ was estimated by the method of Bobeldijk et al. The C₆H₅ self-recombination rate (C₆H₅ + C₆H₅ → C₆H₅-C₆H₅) used in the model is also an unadjusted estimate used directly from RMG.

Figure 4-27: Measured (markers) and modeled (thick lines) 120 amu MBMS signal at indicated conditions. The thin lines correspond to different species contributing to the overall modelled 120 amu signal: the parent cation of propylbenzene (blue), the ¹³C-containing C₆H₁₁⁺ fragment of i₁-i (cyan) and the parent cations of ¹³C-containing i₁ and i₂ (green and red, respectively). The overall 120 amu signal at 707 K was too low to be detected, therefore only the modeled signal is shown at that condition.
Figure 4-28: Measured (markers) and modeled (thick lines) 134 (blue) and 160 (green) amu MBMS signal at indicated conditions. Both signals are exclusively attributed to products of iI recombination with other radicals: methyl and allyl radical, respectively. Both signals were too low to be detected at 707 K, therefore only the modeled signal is shown at that condition.

Measured and modeled m/z signals corresponding to products of iI bimolecular recombination with H atom (120 amu), CH$_3$ (134 amu) and C$_3$H$_5$ (160 amu) are shown in Figure 4-27 and Figure 4-28. At 600 K, the signal at m/z=120 amu is actually mostly attributable to the $^{13}$C isotopologues of various 119 amu species/fragments (specifically, the fragment of iI-I), with propylbenzene (from iI adding an H either by recombination, H-abstraction or disproportionation) contributing ~1/3 of the total modelled signal. At 700 K, the simulated signal is about an order of magnitude lower, below the detection limit of the MBMS, consistent with the lack of any measurable 120 amu signal. 134 and 160 amu are entirely attributable to the expected species: iI-CH$_3$ and iI-C$_3$H$_5$. At 600 K, the signal is discernible but near the detection limit, and by 700 K the simulated and measured signals have dropped below the detection limit.

As mentioned before in a different context, this is because iI is too short-lived at higher T’s to undergo bimolecular reactions (such as recombination with I, CH$_3$ or C$_3$H$_5$). Although not shown, in the model another secondary product of iI bimolecular reaction, iI-dimer, has a similar absolute signal and T-dependence as the species in Figure 4-28. However, no transient signal at the corresponding parent m/z (238 amu) was observed even at 600 K (Figure 4-16). Given that the PICS of iI-dimer was estimated as 2× the PICS of propylbenzene (2×30=60 MB),

$^{271}$ its signal is probably slightly overpredicted, which so close to the detection limit can make the difference between seeing it and not seeing it experimentally.
Finally, Figure 4-29 shows the parent m/z’s of all of the important iodide-containing species: 142 amu for $\text{CH}_3\text{I}$, 168 amu for $\text{C}_3\text{H}_5\text{I}$ and 246 amu for $\text{iI-I}$. The parent m/z signal for $\text{p10-I}$ at 218 amu is below the detection limit due to its severe (~10:1) fragmentation to $\text{C}_7\text{H}_7^+$. The modeled $\text{C}_3\text{H}_5\text{I}$ and $\text{iI-I}$ both quantitatively match their respective m/z signal measurements at both T’s (keeping in mind that the PICS and fragmentation pattern of $\text{iI-I}$ was fit to the 600 K experiments). $\text{CH}_3\text{I}$, however, is overpredicted, especially at 700 K. As discussed in section 4.2.4.4.2, this is probably due to fall-off effects, not included in the I atom sub-mechanism, lowering the effective rate of $\text{CH}_3^+ + \text{I} \rightarrow \text{CH}_3\text{I}$ at higher T’s and lower P’s than where the original rate measurement was conducted (400 K, 82 Torr $\text{CH}_3\text{I}$). $^{259}$ Although the $\text{CH}_3^+ + \text{I} \rightarrow \text{CH}_3\text{I}$ rate could be fit to match the 142 amu MBMS signal, given the uncertainties in the many other $\text{CH}_3$ reactions and given that $\text{CH}_3$ was not observed with MBMS (discussed in following paragraph) it was decided that there were too many variables for too little data, and adjustment of one variable would have no physical significance.

Of equal importance as what was observed is what should have been observed but wasn’t. Specifically, the model predicted significant concentrations of $\text{CH}_3$, methane ($\text{CH}_4$, from H-abstraction by $\text{CH}_3$), $\text{C}_2\text{H}_4$ (co-product of $\text{p10}$), ethane ($\text{C}_2\text{H}_6$, from self-recombination of $\text{CH}_3$) and $\text{C}_3\text{H}_5$ (co-product of $\text{C}_6\text{H}_6$ and general product of H-abstraction from $\text{C}_3\text{H}_6$), none of
which were observed experimentally by MBMS. There are three explanations for the lack of MBMS signal for these species:

1. The species ionization energy is $>10.5$ eV, as in the case of CH$_4$ (12.6 eV$^{278}$), C$_2$H$_4$ (10.51 eV$^{279}$) and C$_2$H$_6$ (11.5 eV$^{280}$).

2. Although the simulated species concentration is high, once PICS and R(m/z) are taken into account the simulated signal is below the MBMS detection limit, as in the case of CH$_3$ at 600 K (CH$_3$ has a relatively small PICS and as a light species it is disfavored by R(m/z)).

3. The time-dependent species signal overlaps with some large time-independent signal, as in the case of CH$_3$ and C$_3$H$_5$, both of which overlap with a large C$_3$H$_6$-fragment.

As the co-product of p1, which is clearly observed as a dominant product at 700 K, CH$_3$ is the most glaringly absent signal in the MBMS. Besides the second and third experimental explanations above, the disparity between modelled and non-existent measured CH$_3$ could certainly be due to the model. Specifically, the model is overpredicting the concentration of CH$_3$ (Figure E 6) because as discussed in section 4.2.4.4.1 there is no $k_{wall}$ for CH$_3$.

To conclude this lengthy section on quantitatively modelling the MBMS experiments, the intention of building a detailed model following the approach of Figure 4-18 was not to “perfectly” match experiments. Given the 100’s of parameters in this model including rate coefficients, thermochemical parameters, PICS, $k_{sampling}$ and $C_{l,0}$, the relatively small experimental data set reported here (15 different conditions) could easily be fit perfectly and automatically. Rather, the goal was to build a model independent of the experiments that could quantitatively explain all of the major observations, using reasonable estimates. The model presented above has achieved this goal, and in the process has provided quantitative support for the predictions of section 4.2.4.1, which can now be confidently extended to other alkylaromatic systems using RMG (section 4.2.4.6).

4.2.4.5 Products Measured by Absorbance

Attempts were also made to quantify product branching by laser absorbance given that at room T three of the important radicals in the C$_6$H$_5$ + C$_3$H$_6$ system, C$_6$H$_5$, C$_3$H$_5$ and p10, are known to exhibit distinct visible absorbance features at 504.8,$^{105}$ 408.4$^{233}$ and 447.7 nm,$^{248}$ respectively (Figure 4-30). However, the strength of these features is expected to drop with increasing T due to line-broadening.$^{77}$ In particular, the peak absorbance cross section for p10 at
447.7 nm is known to sharply decrease by ~1 order of magnitude when increasing T from 300 to 600 K, such that at T ≥ 600 K all three radicals in Figure 4-30 will have similar absorbance cross sections of ~2e-19 cm².

Figure 4-30: Room temperature visible absorbance spectra measured by Tonokura et al. for allyl, benzyl and phenyl radicals. Insets show representative absorbance traces (markers are measured and lines are modeled) measured in this work at the different wavelengths indicated and otherwise identical conditions (707 K, 10 Torr, [C₃H₆] = 7.5×10¹⁵ cm⁻³).

Table 4-9 summarizes the conditions of the experiments to probe for products (C₃H₅ and p10) with laser absorbance. The experiment #’s are a continuation of those for the MBMS experiments. Experiments #2-4, 16-18 and 22-24 were conducted at nearly-identical conditions (nominally 600 K, 10 Torr and a range of [C₃H₆], the radical concentration was slightly higher for the product probing experiments) but the probe laser wavelength was varied from 505.3,
404.8 and 447.7 nm, respectively. Similarly for experiments #7-9, 19-21 and 25-27, which were conducted at 700 K and 10 Torr.

**Table 4-9:** Conditions of laser absorbance experiments probing for products. Uncertainties represent two standard deviations.

<table>
<thead>
<tr>
<th>Exp. #</th>
<th>Probe Laser Wavelength (nm)</th>
<th>Nominal T (K)</th>
<th>Real T (K)</th>
<th>P (Torr)</th>
<th>[C(_6)H(_3)](^a) (10(^{15}) cm(^{-3}))</th>
<th>[C(_6)H(_3)](^a) (10(^{15}) cm(^{-3}))</th>
<th>IR</th>
<th>Laser Fluence (mJ cm(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>408.4</td>
<td>600</td>
<td>605±8</td>
<td>10</td>
<td>7.5</td>
<td>6.1</td>
<td>4.5±1.5</td>
<td>18</td>
</tr>
<tr>
<td>17</td>
<td>408.4</td>
<td>600</td>
<td>605±8</td>
<td>10</td>
<td>15.0</td>
<td>6.1</td>
<td>4.5±1.5</td>
<td>18</td>
</tr>
<tr>
<td>18</td>
<td>408.4</td>
<td>600</td>
<td>605±8</td>
<td>10</td>
<td>30.0</td>
<td>6.1</td>
<td>4.5±1.5</td>
<td>18</td>
</tr>
<tr>
<td>19</td>
<td>408.4</td>
<td>700</td>
<td>707±11</td>
<td>10</td>
<td>15.0</td>
<td>6.1</td>
<td>3.5±1.2</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>408.4</td>
<td>700</td>
<td>707±11</td>
<td>10</td>
<td>7.5</td>
<td>6.1</td>
<td>3.5±1.2</td>
<td>18</td>
</tr>
<tr>
<td>21</td>
<td>447.7</td>
<td>600</td>
<td>605±8</td>
<td>10</td>
<td>15.0</td>
<td>6.1</td>
<td>4.2±1.4</td>
<td>18</td>
</tr>
<tr>
<td>22</td>
<td>447.7</td>
<td>600</td>
<td>605±8</td>
<td>10</td>
<td>30.0</td>
<td>6.1</td>
<td>4.2±1.4</td>
<td>18</td>
</tr>
<tr>
<td>23</td>
<td>447.7</td>
<td>700</td>
<td>707±11</td>
<td>10</td>
<td>7.5</td>
<td>6.1</td>
<td>4.0±1.3</td>
<td>18</td>
</tr>
<tr>
<td>24</td>
<td>447.7</td>
<td>700</td>
<td>707±11</td>
<td>10</td>
<td>15.0</td>
<td>6.1</td>
<td>4.0±1.3</td>
<td>18</td>
</tr>
<tr>
<td>25</td>
<td>447.7</td>
<td>700</td>
<td>707±11</td>
<td>10</td>
<td>30.0</td>
<td>6.1</td>
<td>4.0±1.3</td>
<td>18</td>
</tr>
</tbody>
</table>

\(^{a}\)10% uncertainty in all values due to systematic uncertainty in mass flow controller calibrations.

The insets of Figure 4-30 compare the 700 K background-subtracted and normalized absorbance measurements at the three probe wavelengths. As already discussed (section 4.2.4.2) 505.3 nm absorbance of C\(_6\)H\(_5\) typically returns to the baseline within ±10% due to noise and imperfect background subtraction (Table 4-4). C\(_6\)H\(_5\) continues to contribute substantially to the absorbance at the lower wavelengths as well, similar to previous measurements of its UV-visible spectrum. At 447.7 nm, the absorbance also essentially returns to baseline, but at 408.4 nm there is a clear, reproducible baseline-shift of ~30%, which exceeds the typical baseline shift fluctuations of ±10%. Similar results were obtained at 600 K (no reliable baseline shift at 505.3 and 447.7 nm, and a possible baseline shift of ~10% at 408.4 nm). Once again, the model of section 4.2.4.4 was used to gain quantitative insight into what is happening.

The normalized absorbance traces at 408.4 and 447.7 nm were modelled as weighted sums of the simulated C\(_6\)H\(_5\) and product concentration profiles in the reactor (unsampled):

\[
\frac{A}{A_0} = \frac{C_{C_6H_5}}{C_{C_6H_5,0}} + \alpha \frac{C_{\text{product}}}{C_{C_6H_5,0}}
\]

(4-17)

where product is either C\(_3\)H\(_5\) or \(p\)10, C\(_{C_6H_5,0}\) is the initial C\(_6\)H\(_5\) concentration and \(\alpha\) is the weighting factor that accounts for the ratio of product to C\(_6\)H\(_5\) cross sections at the given visible wavelength. \(\alpha\) was measured as ~1 for C\(_3\)H\(_5\) at 408.4 nm (at both 600 and 700 K) by back-to-back flash-photolysis experiments with C\(_6\)H\(_3\)I and C\(_3\)H\(_5\)I. For \(p\)10 at 447.7 nm, \(\alpha\) was approximated as 1 at both 600 and 700 K based on the measured cross section of C\(_6\)H\(_5\) in this
work (~2 × 10^{-19} \text{ cm}^2, largely independent of either T or wavelength) and the experiments of Matsugi et al. measuring the T-dependence of p10's cross section.281

The model results are shown as thick red lines in the insets of Figure 4-30, where the individual contributions of C_{6}H_{5} and C_{product} are also shown as dashed lines. Although the model is in good quantitative agreement with the 447.7 and 505.3 nm measurements, at 408.4 nm the baseline shift in the model is only ~10% compared to ~30% measured experimentally. However, it was found that the predicted C_{3}H_{5} yield (and the modelled baseline shift at 408.4 nm) was sensitive to the C_{3}H_{5} + I \rightarrow C_{3}H_{5}I rate coefficient. If this reaction was entirely removed, the C_{3}H_{5} yield approximately doubled at short times, and the modelled 408.4 nm baseline shift increased to around 20% (Figure E 15), which is in reasonable agreement with the 30% measured experimentally considering the 10% baseline fluctuations regularly observed. Of course, C_{3}H_{5} + I recombination is occurring, because C_{3}H_{5}I was observed as an MBMS product. Perhaps C_{3}H_{5} and I are recombining on the walls close to where MBMS sampling occurs, whereas in the gas-phase probed by absorbance little recombination occurs due to the pressure dependence of the reaction (which is not included in the model).

A different explanation for the poorly modelled 408.4 nm baseline shift is absorbance by something else entirely, especially given the relatively short wavelength. In any case, MBMS detection of stable products (C_{6}H_{6} in the case of C_{6}H_{5} + C_{3}H_{6} H-abstraction) is a much preferred method for quantifying product branching than trying to probe for one radical product with laser absorbance in a “soup” of different radicals that might also absorb. It was demonstrated in the previous section that the model developed in this work could quantitatively explain all of the major product MBMS signals, including C_{6}H_{6}. The inability of the same model to quantitatively match all of the absorbance experiments should not detract from it significantly, especially considering the complications involved in quantitative absorbance measurements mentioned above.

4.2.4.6 Generalizing Aromatic-Catalyzed 1,2-Hydrogen Migration to Other Alkylaromatic Systems using RMG

The aromatic-catalyzed 1,2-H-migration proposed in section 4.2.4.1 and experimentally supported in section 4.2.4.4 is not limited to the C_{6}H_{5} + C_{3}H_{6} system, but will apply to any arbitrary alkylaromatic radical system with at least three carbons in a linear chain and at least one
H in an ortho-position. RMG, and other automatic mechanism generators like it, provides a convenient tool for generalizing new chemistry findings, such as the aromatic-catalyzed 1,2-H-migration, and exploring their implications for more complicated systems. In this case, the slightly more complicated alkylaromatic system considered is 1-naphthyl radical + 2-butene, 1-C<sub>10</sub>H<sub>7</sub> + 2-C<sub>4</sub>H<sub>8</sub>, the radical addition product for which is shown and labelled in Scheme 4-5. This particular system was chosen because both the number of aromatic rings and the length of the side chain have increased by one compared to C<sub>6</sub>H<sub>5</sub> + C<sub>3</sub>H<sub>6</sub>. As will be shown, even these modest modifications to the original C<sub>6</sub>H<sub>5</sub> + C<sub>3</sub>H<sub>6</sub> framework will have consequential effects on the possible chemistry.

Scheme 4-5: Addition product of 1-naphthyl radical + 2-butene with atom labels.

As already discussed in sections 4.2.3 and 4.2.4.4.1, RMG was “taught” the aromatic-catalyzed 1,2-H-migration (and alkylaromatic chemistry more generally) using training reactions. Scheme 4-6 shows the “aromatic-catalyzed pathways” found by RMG and included in the final, converged mechanism for 1-C<sub>10</sub>H<sub>7</sub> + 2-C<sub>4</sub>H<sub>8</sub> at 600 K and 1 atm. Following aromatic-catalyzed 1,2-H-migration, the radical formed was actually predicted to react in two main ways: β-scission C<sub>2</sub>H<sub>4</sub> to form an RSR directly (analogous to p10 + C<sub>2</sub>H<sub>4</sub> formation in C<sub>6</sub>H<sub>5</sub> + C<sub>3</sub>H<sub>6</sub>, right branch of Scheme 4-6) or undergo a 1,3-phenyl shift and then β-scission C<sub>3</sub>H<sub>6</sub> to form an RSR (left branch). Both RSR’s are then predicted to recombine with CH<sub>3</sub> at various sites, although the extent of these reactions is overestimated by RMG as they were for CH<sub>3</sub> + p10 recombination (Scheme 4-4).
Scheme 4-6: Aromatic-catalyzed 1,2-hydrogen-migration for 1-naphthyl radical + 2-butene and subsequent RMG-predicted pathways.

From Scheme 4-6 alone it can already be seen that simply adding one more carbon to the alkyl chain of i1 opens up new chemistry (left branch). However, there are two more novel applications of the “aromatic-catalyzed” concept to the 1-C_{10}H_{7} + 2-C_{4}H_{8} system that were not found by RMG. In the first, rather than the ortho-carbon, labelled 2 in Scheme 4-5, serving as the “active site” in the aromatic catalyst (source and sink of H), carbon 9 could instead. In fact, carbon 9 is probably a better active site than carbon 2 because in the rate-limiting step of the aromatic-catalyzed 1,2-H-migration carbon 2 loses its H in a 5-membered-ring TS (Figure 4-10 and Figure 4-11) whereas carbon 9 would form a more favourable 6-membered-ring TS. In the second application, carbon 2 could still be the active site, but instead of abstracting an H back from carbon 11 in the second step, as in Scheme 4-6, it could abstract an H from carbon 14. In this case, the net effect would be a 1,3-H-migration. The fact that RMG was unable to extrapolate the aromatic-catalyzed 1,2-H-migration that it was trained on to a different active site or to a 1,3-H-migration (or to a combination of both: a 1-3-H-migration using carbon 9 as the active site) points to areas of future work.
Figure 4-31: Major (left) and aromatic-catalyzed (right) products of 1-naphthyl radical + 2-butene predicted by RMG.

Figure 4-31 shows RMG's quantitative predictions of the product branching for 1-C_{10}H_{7} + 2-C_{4}H_{8} at 600 K and 1 atm. Just as in the case of C_{6}H_{5} + C_{3}H_{6}, the major products are from H-abstraction (red line) and radical addition followed by CH_{3} loss (black) or H loss (magenta and green). All of the "aromatic-catalyzed products" each have a yield of less than 1%, and in total they only account for ~4% of the product branching. However, if RMG had found the other three aromatic-catalyzed reactions described in the previous paragraph the branching would be higher. Nonetheless, the general applicability of aromatic-catalyzed reactions has been demonstrated and applied to the example 1-C_{10}H_{7} + 2-C_{4}H_{8} system using RMG. Given the staggering number of different alkylaromatic structures that would be encountered in a real application (e.g., gasoline, kerogen) a tool like RMG is needed to extrapolate findings made for model systems (e.g., aromatic-catalyzed 1,2-H-migration in C_{6}H_{5} + C_{3}H_{6}) to all possible analogous systems, even if the extrapolation is currently unsophisticated.

4.2.5 Conclusions

By applying a different experimental approach (flash photolysis with time-resolved MBMS) to a chemical system that has already been studied extensively both experimentally and computationally (C_{6}H_{5} + C_{3}H_{6}) several new insights were made.

First, and most importantly, a previously-unreported aromatic-catalyzed 1,2-H-migration was proposed to explain unexpected benzyl radical formation observed experimentally from C_{6}H_{5} + C_{3}H_{6}. Quantum calculations of the energetics and RRKM/ME calculations of the kinetics
for the new pathway were both favorable, predicting up to ~10 and 15% product branching to benzyl radical at thermal and single collision conditions, respectively. In order to gain further confidence in these predictions, a detailed model for the flash photolysis/MBMS experiment was developed that includes both hydrocarbon and iodine chemistry, as well a simple empirical model for transport. The model could quantitatively explain the complicated time- and temperature-dependence of the unexpected product (as well as the other four primary product m/z’s) observed experimentally, providing strong support for the aromatic-catalyzed pathway as the main route to benzyl radical (and resonance stabilized radicals more generally).

Second, the extent of H-abstraction from C₆H₅ + C₃H₆ was quantified experimentally for the first time, using MBMS detection of the stable product (C₆H₆), and found to be in good agreement with the model described above (and the theoretical calculations upon which the chemistry portion of the model relies). Attempts to quantify H-abstraction by probing for the radical product (C₃H₅) with laser absorbance were less quantitatively successful, however, either due to poorly understood secondary chemistry involving I atom or spectral overlap of other radicals at the relatively short wavelength used (408.4 nm).

Finally, the competition between CH₃-loss and H-loss following radical addition of C₆H₅ + C₃H₆ was quantified experimentally and matched by the model. At the conditions of these experiments (600 and 700 K) CH₃-loss was dominant.

The only outstanding discrepancy in the C₆H₅ + C₃H₆ literature that this work did not address experimentally was the isomeric identity of the H-loss product. However, trapping of the effluent of the flash photolysis reactor followed by GC/MS detection of the stable C₆H₅ + C₃H₆ products might be a practical approach to addressing this issue in the future.

Given that the current theoretical understanding of C₆H₅ + C₃H₆ was sufficient to quantitatively explain the many experimental results of this work, this knowledge was “taught” to RMG using the language of training reactions. The ability of RMG to apply this knowledge to a slightly more complicated alkylaromatic system, 1-C₁₀H₇ + 2-C₄H₈, was demonstrated, although areas for improvement were clearly identified. Specifically, RMG only applied the aromatic-catalyzed concept narrowly to the kind of 1,2-H-migration seen in the C₆H₅ + C₃H₆ system, instead of applying it more broadly to 1,3-H-migrations with different “active-sites” of the aromatic catalyst. Despite these shortcomings, RMG and similar automated tools are currently the best options for extrapolating detailed chemistry insights, such as the ones made in
this work, to real applications. Hopefully the overall framework presented here for translating fundamental experimental and theoretical insights into broader applications using RMG will serve as a guide for future fruitful work. For example, experiments with naphthyl radicals or butene isomers would be a logical extension of this work.
Chapter 5

RMG-Aided Modelling of Natural Gas High Temperature Pyrolysis

This chapter demonstrates how insights into detailed chemistry, made either experimentally or theoretically, can be used in an application via the Reaction Mechanism Generator (RMG). The application discussed is natural gas high temperature pyrolysis (NG HTP) for the production of C2 commodity chemicals.

5.1 Introduction

Natural gas is a fossil fuel that is primarily composed of methane. Based on the origin of natural gas, it can also have varying amounts of heavier alkanes and minor amounts of species such as carbon dioxide, nitrogen, helium, hydrogen sulfide and water.\(^{283}\) Natural gas is widely used around the world for a variety of applications pertaining to power generation, transportation, and residential usage and as a chemical industry feedstock.\(^{284}\) Due to an increase in natural gas reserves around the world, it is expected that natural gas will become more important as a chemical feedstock.\(^{285}\) As a result, it is of interest to convert natural gas to useful fuels and chemicals such as syngas and acetylene. Acetylene can be converted to ethylene through catalytic hydrogenation,\(^{286}\) and ethylene is a building block for polymers and a number of chemical intermediates such as acetaldehyde, ethanol, ethylene glycol, etc.,\(^{283}\) which can be used to make everyday products.

Non-catalytic, high-temperature pyrolysis (HTP) is commercially used to convert methane to acetylene.\(^{286-287}\) In HTP, acetylene can be produced from methane/natural gas either through a one-step or a two-step process.\(^{286}\) The well-known one-step process for acetylene production is the partial oxidation process (POX) developed by BASF.\(^{286}\) In POX, methane and oxygen are premixed at an equivalence ratio greater than one in a mixing zone, ignited in a burner, combusted for milliseconds before quenching the products using water or heavy oil.\(^{288}\) The two-
step process developed by Hoechst consists of two reaction zones, followed by a quenching zone.\textsuperscript{286, 289} In the first reaction zone, a stoichiometric mixture of fuel and oxygen are combusted in the burner to provide the heat required for the pyrolysis reactions in the second reaction zone. A fresh hydrocarbon feed (cracking gas) is introduced in the second reaction zone. The cracking gas mixes with the hot effluent from the first reaction zone and pyrolyzes to form acetylene. The two-step process produces higher yields of acetylene when compared to the POX process, due to lower concentrations of oxidizing species such as OH, O and HO\textsubscript{2} in the second reaction zone.\textsuperscript{290} However, the major drawback in non-catalytic HTP is the tendency of this process to produce soot.\textsuperscript{291} Therefore, in this work, the two-step HTP process is modeled for natural gas and various cracking gas compositions, and the yield of acetylene, ethylene and soot-precursors (aromatic hydrocarbons up to 2-rings) are determined.

Partial oxidation processes has been extensively investigated, both experimentally and computationally in batch reactors,\textsuperscript{285, 292-293} flow reactors\textsuperscript{287, 294-297} and premixed flames.\textsuperscript{298-301} However, limited studies are present in literature for the 2-step process. High temperature pyrolysis of hydrocarbons was investigated by Ktalkherman et al., where hydrogen and air were combusted in the first reaction zone, followed by addition of propane,\textsuperscript{302} LPG\textsuperscript{303} or naphtha\textsuperscript{304} in the second reaction zone, to produce ethylene. The yield of ethylene was significantly higher when compared to the conventional steam cracking\textsuperscript{302} and pyrolysis methods.\textsuperscript{304} Recently, Zhang et al. numerically investigated the 2-step process using coke oven gas as primary feed, and methane as a secondary feed and optimized the design of a jet-in-cross flow reactor to maximize the acetylene production.\textsuperscript{290}

A natural gas chemical kinetic mechanism is required to predict the yield of acetylene and other products from the HTP process. GRI-Mech 3.0\textsuperscript{305} is a commonly used chemical kinetic mechanism for combustion of natural gas,\textsuperscript{285, 290, 294} and consists of hydrocarbons up to propane. Other commonly used natural gas oxidation mechanisms are Glarborg,\textsuperscript{295} Leeds,\textsuperscript{306} Petersen,\textsuperscript{307} Konnov\textsuperscript{308} and Curran\textsuperscript{309} mechanisms (to cite a few). The highest carbon number additive in the natural gas mechanisms in literature is n-pentane (C\textsubscript{5}H\textsubscript{12}).\textsuperscript{309-310}

The natural gas and cracking gas compositions used in this study are shown in Table 5-1 and Table 5-2. Natural gas used in this study consists of heavy alkanes up to C\textsubscript{6} and cracking gas compositions range from C\textsubscript{1}-C\textsubscript{6} hydrocarbons and also includes alcohols such as butanol and amyl alcohol. As per the authors’ knowledge no natural gas mechanism exists in literature which
includes the reaction kinetics for all the species shown in Table 5-1 and Table 5-2. Therefore, the primary objective of this work is to develop a comprehensive mechanism for HTP of natural gas and all of the additives listed in Table 5-2, in order to predict the yield of acetylene, ethylene, aromatics (up to naphthalene) and other major intermediates formed in the 2-step HTP process.

**Table 5-1: Natural gas composition used in this study**

<table>
<thead>
<tr>
<th>Species</th>
<th>Concentration (mol %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane (CH₄)</td>
<td>91.612</td>
</tr>
<tr>
<td>Ethane (C₂H₆)</td>
<td>5.038</td>
</tr>
<tr>
<td>Nitrogen (N₂)</td>
<td>1.604</td>
</tr>
<tr>
<td>Carbon Dioxide (CO₂)</td>
<td>1.389</td>
</tr>
<tr>
<td>Propane (C₃H₈)</td>
<td>0.266</td>
</tr>
<tr>
<td>Allene (C₃H₄)</td>
<td>0.036</td>
</tr>
<tr>
<td>n-Butane (C₄H₁₀)</td>
<td>0.027</td>
</tr>
<tr>
<td>Isopentane (C₅H₁₂)</td>
<td>0.012</td>
</tr>
<tr>
<td>Hexane (C₆H₁₄)</td>
<td>0.0075</td>
</tr>
<tr>
<td>Cyclohexane (C₆H₁₂)</td>
<td>0.0075</td>
</tr>
</tbody>
</table>

**Table 5-2: Cracking gas composition used in this study**

<table>
<thead>
<tr>
<th>#</th>
<th>Species</th>
<th>Concentration (mol %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Natural gas (NG, composition shown in Table 1)</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>NG/Ethane (C₂H₆)</td>
<td>80/20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>54/46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0/100</td>
</tr>
<tr>
<td>2</td>
<td>NG/Propane (C₃H₈)</td>
<td>87/13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64/36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6/94</td>
</tr>
<tr>
<td>3</td>
<td>NG/n-Butane (C₄H₁₂)</td>
<td>89/11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70/30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25/75</td>
</tr>
<tr>
<td>4</td>
<td>NG/1-Butene (C₄H₁₀)</td>
<td>59/41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>68/32</td>
</tr>
<tr>
<td>5</td>
<td>NG/(Isopentane(iC₅H₁₂, 0.3)/n-Pentane (C₅H₁₂, 0.997))</td>
<td>86/14</td>
</tr>
<tr>
<td>6</td>
<td>n-Hexane (C₆H₁₄)</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>NG/(n-Hexane (C₆H₁₄, 0.84)/Cyclohexane (C₆H₁₂, 0.16))</td>
<td>76/24</td>
</tr>
<tr>
<td>8</td>
<td>NG/Hexene (C₆H₁₂)</td>
<td>77/23</td>
</tr>
<tr>
<td>9</td>
<td>NG/Butanol (C₄H₁₀O)</td>
<td>72/28</td>
</tr>
<tr>
<td>10</td>
<td>NG/Amyl alcohol (C₃H₁₂O)</td>
<td>77/23</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>87/13</td>
</tr>
<tr>
<td>12</td>
<td>NG/(n-Pentane(C₅H₁₂, 0.20)/Hexane(C₆H₁₄, 0.54)/Butanol(C₄H₁₀O, 0.26))</td>
<td>78/22</td>
</tr>
</tbody>
</table>
Another major contribution of this study is the development of a methodology for modeling the 2-step HTP process. The HTP reactor in this study was modeled using a chemical reactor network and a detailed natural gas mechanism, which includes elementary kinetics for all the species listed in Table 5-1 and Table 5-2. The natural gas mechanism was developed using the automated mechanism generation software, RMG (Reaction Mechanism Generator). The results from the HTP reactor model were compared against pilot plant reactor data and the accuracy of the model in predicting the major products methane (CH₄), hydrogen (H₂), acetylene (C₂H₂), ethylene (C₂H₄), carbon monoxide (CO) and carbon dioxide (CO₂) is verified. The effect of cracking gas feed compositions and overall equivalence ratio, φ, on C2 (acetylene and ethylene) and aromatics yields is also investigated. Finally, the dominant decomposition and aromatic-forming pathways for the most highly-sooting pilot plant run are discussed.

5.2 Pilot Plant Data

The pilot plant data of the high temperature pyrolysis reactor was obtained from SABIC. The pilot plant data consisted of 71 runs. Natural gas was used as the fuel and oxygen was used as the oxidizer in the burner. The reactor heat duty was varied by changing the flow rates of the fuel and oxidizer while still maintaining stoichiometric conditions. The pressure in the burner section varied from 1.8-3.1 atm. The pressure in the cracking gas region varied from 1.2-1.5 atm. The overall equivalence ratio, φ, in the reactor ranged from 2-3.5. The cracking gas composition in the secondary reaction zone was also varied, as shown in Table 5-2. The dry product composition at the exit of the reactor was measured. The measured products included hydrogen (H₂), methane (CH₄), ethene (C₂H₄), acetylene (C₂H₂), carbon monoxide (CO) and carbon dioxide (CO₂). The inlet and outlet temperatures of cooling water in the burner and cracking gas regions were also measured.

5.3 Model Description

The model for NG HTP can be broken down into three components: 1.) A detailed chemical mechanism generated by RMG, 2.) A network of ideal reactors in series, and 3.) An approximation for heat loss along the length of the pilot plant reactor. Each component is discussed in detail below, with special emphasis on the chemical mechanism.
5.3.1 Mechanisms

RMG is an open-source tool for automatically generating gas-phase reaction mechanisms using a flux-based criterion. RMG’s kinetics database consists of 53 “reaction families” that describe how different functional groups can react. These families are populated with kinetic data in the form of general “rate rules”, and specific “training reactions”. Initially, RMG was not well-suited for predicting the chemistry of aromatic compounds because the rate rules and training reactions in the database were almost entirely for linear/branched hydrocarbons/oxygenates, which are oftentimes not extensible to cyclic or aromatic molecules. More fundamentally, the existing reaction families may not capture all of the ways in which aromatic molecules can react or form.

Due to these two initial limitations on RMG’s aromatic prediction capability (lack of relevant kinetic data and non-exhaustive reaction families) it was necessary to rely on a “reaction library” of aromatic reactions at first. The chemical mechanism of Narayanaswamy et al., which was developed for high temperature combustion of gasoline surrogate mixtures, was converted into RMG reaction and thermochemistry libraries for this purpose. The Narayanaswamy mechanism was developed on top of a base mechanism from Blanquart et al., and the combined mechanism has been validated against an array of experimental data sets for the combustion of linear and branched alkanes, as well as substituted aromatics. Importantly, the Narayanaswamy mechanism includes PAH formation up to four aromatic rings, unlike other well-known combustion mechanisms such as GRI-Mech and USC II. Although many of the kinetic parameters in this mechanism are global (i.e., non-elementary) estimates, especially for reactions involving PAH, the sources of the estimates are well-documented and can usually be traced back to a quantum mechanical (QM) calculation of the potential energy surface (PES) consisting of elementary chemical reactions.

The overall strategy for obtaining a reliable, detailed chemical mechanism for NG HTP including PAH formation (at least up to indene/naphthalene) was therefore the following: 1.) Create an RMG mechanism for NG HTP, referred to hereafter as Mech v1, using the Narayanaswamy reaction library to capture PAH chemistry. 2.) Evaluate the performance of Mech v1 by combining it with the reactor network and heat loss model of the pilot plant, and compare the predictions and measurements. 3.) If Mech v1 performs satisfactorily, use it to identify the critical pathways to the following aromatics/aromatic precursors through sensitivity...
analysis: 1, 3-cyclopentadiene (CPD), benzene, indene and naphthalene. 4.) Add the missing aromatic chemistry identified in step 3 to RMG’s kinetic and thermochemistry databases in the form of new reaction families, training reactions and Benson-style group additivity values (GAV’s) and corrections for thermochemistry. 5.) Create an RMG mechanism for NG HTP, referred to hereafter as Mech v2, without relying on the Narayanaswamy reaction library, such that all PAH chemistry is derived from RMG’s database. Mech v2 will then consist entirely of elementary steps for PAH formation, the predictions of which can be validated against the pilot plant measurements.

The main advantage of a chemical mechanism consisting of all elementary steps, as opposed to one containing non-elementary, empirically-fitted steps, is twofold. First, it is easier to extrapolate such a mechanism to other reaction conditions because the real temperature (and sometimes pressure) dependence of each elementary step is already accounted for. Second, improvement of the mechanism is straightforward. For example, if a sensitive reaction is identified that relies on a general rate rule, the modeler can easily improve upon this estimate by performing a QM calculation of the reactants and transition state (TS) involved in the elementary reaction, using transition state theory (TST) to predict the high-pressure limit kinetics, and adding the new kinetic parameters to the RMG database in the form of a training reaction. The new training reaction will then be used in subsequent RMG jobs not only to describe the kinetics of the sensitive reaction in question, but will also be applied to analogous reactions. In this manner, both the specific mechanism of interest to the modeler improves with time, as does the RMG database.

The following subsections describe the results obtained with Mech v1 and the improvements made to the RMG database as a result, specifically in relation to aromatic chemistry. The predictions of Mech v2 are then presented in the Results and Discussions section. It is the hope of the authors that the methodology presented here, which allowed us to go from limited, empirical knowledge of a type of chemistry (aromatic chemistry in this case) to a detailed, physics-based mechanism, can serve as an example to future mechanism developers.

Because the process being modeled consists of two distinct steps, burning of fuel for heat and cracking of hydrocarbons to produce C2’s, both Mech v1 and v2 were also generated in a two-step process, Figure 5-1. The mechanisms were initiated with a “seed mechanism” consisting of H₂/O₂ chemistry. The first RMG job was run using the conditions of the burner,
and relying on several libraries of small molecule thermochemistry that are not well-described by
group-additivity estimates, as well as a reaction library based on the Foundational Fuel
Chemistry Model Version 1.0 (FFCM-1) for combustion of small hydrocarbon fuels (such as
methane). The RMG-predicted burner exit composition is then mixed with 12 different cracking
gas mixtures, representative of the pilot plant runs, in different ratios ("Low" versus "High" heat
duty). A total of 24 different RMG jobs are spawned, each for a different cracking gas mixture,
to simulate the chemistry in the cracking section. The cracker simulations also use the same
small-molecule thermochemistry and reaction libraries as the burner simulation. In the case of
Mech v1, the Narayanaswamy reaction library is also used. Once all 25 jobs have converged,
they are automatically merged such that overlapping reactions are not duplicated. Finally, if
requested, libraries of aromatic reactions (or any reactions) can be appended onto the
mechanism. This can be useful if the modeler wants to guarantee that certain chemistry is
included in the mechanism that might have been overlooked by RMG’s flux-based criterion. The
final merged (and possibly appended) mechanisms can then be used to simulate both the burner
and cracker sections, for a variety of cracking gas mixtures. More detailed versions of Figure
5-1 specific to Mech v1 and v2 are included in Appendix F.

![Diagram](image)

**Figure 5-1:** General flow diagram for development of RMG mechanisms for two-stage NG
HTP. The composition of *additives are listed in Table 5-2.
5.3.1.1 Mech v1 (RMG + Narayanaswamy)

The agreement between the measurements and Mech v1 predictions of the pilot plant runs was deemed satisfactory and sensitivity analysis was performed, Table 5-3 (see section 5.4.3 for a detailed description of how sensitivity was quantified). Briefly, Table 5-3 shows the most sensitive reactions with respect to the composition of the six major species (C\textsubscript{2}H\textsubscript{2}, C\textsubscript{2}H\textsubscript{4}, CO, CO\textsubscript{2}, CH\textsubscript{4} and H\textsubscript{2}) and of four representative aromatics/aromatic precursors (CPD, benzene, indene and naphthalene), across all 71 simulated pilot plant runs. Remarkably, only 19 reactions (out of more than 10,000 reactions total in the mechanism) distinguish themselves as most sensitive across a wide range of pilot plant conditions. Importantly, 13 out of the 19 highly sensitive reactions are non-elementary. In various ways described below, previous mechanism developers have converted these complex, multi-step chemical processes into simple, single-step effective reactions that empirically match experiments.

For the small molecules, almost all of the sensitive reactions (#1-9) come from the FFCM-I reaction library,\textsuperscript{4} including the three non-elementary reactions: #1, 6 and 7. In turn, the authors of FFCM-I obtained kinetic parameters for reactions #1, 6 and 7 from low-pressure limit calculations on each PES.\textsuperscript{3,317-318} As demonstrated by pressure-dependent calculations on these surfaces, for most combustion relevant pressures (<100 atm) assuming the kinetics to be in the low-pressure limit is entirely justifiable.

The 10 remaining reactions (#10-19) are all non-elementary and they all came from the Narayanaswamy library,\textsuperscript{311} wherein different assumptions were made to obtain the simplified kinetics ultimately used. Reactions #10 and #12 were estimated based on experimental measurements.\textsuperscript{319-320} For reactions #11, 13 and 14, phenomenological kinetics were used based on full RRKM/ME pressure-dependent calculations on the relevant surface.\textsuperscript{207,321} For reactions #15, 17 and 18, entrance onto the corresponding PES was assumed to be rate-limiting, and therefore was adopted as the overall rate coefficient.\textsuperscript{322-324} #16 was estimated based on the analogous methyl radical + cyclopentadienyl radical system.\textsuperscript{321} Finally, #19 was simply assumed to be in the collision limit.

Although most of the sensitive reactions in Mech v1 are based on estimates, this analysis illuminated what are expected to be the dominant pathways to aromatics, and therefore dictated what pathways should be added to the RMG database. Recombination of propargyl radical (C\textsubscript{3}H\textsubscript{3}) to form either fulvene or benzene (#13 and 14) was found to be particularly important,
because without this pathway benzene will not form, severely limiting PAH formation. However, this pathway involves some unusual singlet carbene chemistry that was not included in the RMG database. Therefore, an entire subsection (5.3.1.2) is dedicated to this one critical pathway, and the many additions to the RMG database needed to account for it. The remaining, more conventional, aromatic forming pathways added to the database are then discussed together in a single subsection (5.3.1.3). Finally, section 5.3.1.4 details another important improvement that had to be made to the database before Mech v2 could be created: a better algorithm for estimating thermochemistry of highly strained polycyclics.

Following all of the aforementioned changes to the RMG database, Mech v2 was generated in RMG following the general flow diagram in Figure 5-1 (specific flow diagram shown in Figure F 2). All of the model predictions in the Results and Discussions sections were obtained using Mech v2.
Table 5-3: Summary of most sensitive reactions for major species using Mech v1. + and – indicate net positive or negative sensitivity.

<table>
<thead>
<tr>
<th>#</th>
<th>Sensitive Reactions</th>
<th>$C_2H_2$</th>
<th>$C_2H_4$</th>
<th>CO</th>
<th>$CO_2$</th>
<th>$H_2$</th>
<th>$CH_4$</th>
<th>CPD</th>
<th>Benzene</th>
<th>Indene</th>
<th>Naphthalene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\cdot CH_3 + \cdot CH_3 \Leftrightarrow H^+ + H_3C\cdot CH_2$</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$H^+ + HC\equiv CH \Leftrightarrow HC\equiv CH_2$</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$H^+ + CH_4 \Leftrightarrow H_2 + \cdot CH_3$</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$H^+ + H_3C\equiv CH_2 \Leftrightarrow H_2 + HC\equiv CH_2$</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$H^+ + HC\equiv OH \Leftrightarrow HC\equiv COH$</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$\cdot OH + HC\equiv CH \Leftrightarrow H^+ + O\equiv C\equiv CH_2$</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$\cdot OH + CO \Leftrightarrow H^+ + O\equiv C\equiv O$</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$H^+ + \cdot CH_3 \Leftrightarrow CH_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$H^+ + H_2C\equiv CH_2 \Leftrightarrow H_2C\equiv CH_3$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$HC\equiv C\equiv CH_2 \Leftrightarrow HC\equiv CH$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$\cdot CH_3 + \cdot C_5 \Leftrightarrow 2H^+ + \cdot C_5$</td>
<td></td>
<td>+</td>
<td>+</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$H^+ + \cdot C_5 \Leftrightarrow HC\equiv CH + HC\equiv CH$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$HC\equiv C\equiv CH_2 \Leftrightarrow HC\equiv CH$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$HC\equiv C\equiv CH_2 \Leftrightarrow HC\equiv CH$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>$\cdot CH_2 + HC\equiv CH \Leftrightarrow H^+ + \cdot C_9$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>$\cdot CH_3 + \cdot C_9 \Leftrightarrow \cdot C_9 + 2H^+$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chemical Structure</td>
<td>Reaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>--------------------</td>
<td>----------</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td><img src="image1" alt="Chemical Structure" /></td>
<td><img src="image2" alt="Chemical Structure" /> + H⁺</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td><img src="image3" alt="Chemical Structure" /></td>
<td><img src="image4" alt="Chemical Structure" /></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td><img src="image5" alt="Chemical Structure" /></td>
<td><img src="image6" alt="Chemical Structure" /></td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3.1.2 Improvements to RMG Database 1: Enable Propargyl Radical Recombination to Benzene

Scheme 5-1: Elementary steps from propargyl radical recombination to fulvene and benzene.

As shown in Scheme 5-1, the pathway from C₃H₃ recombination to fulvene/benzene involves two cyclic singlet carbenes as critical intermediates. Therefore, RMG must first be able to accurately estimate singlet carbene thermochemistry using its group additivity approach before any kinetic information can be imported. Fortunately, the thermochemistry of seven singlet carbenes containing a diversity of functional groups have already been calculated \(^{(7)}\) (RQCISD(T)/cc-PVQZ//B3LYP/6-311++G(d,p) with bond additivity corrections) and are included in RMG’s built-in “DFT_QCI” thermo library. These seven carbenes were used to fit seven new thermochemistry group corrections specifically for singlet carbenes, which were organized into a new branch of RMG’s thermochemistry group correction tree (Figure 5-2 and Table 5-4). In addition, both the five- and six-membered cyclic singlet carbenes that appear on the C₃H₃ recombination PES have readily available thermochemistry from Miller et al.\(^{(207)}\) (same level of theory as for the other carbenes), which were used to create thermochemistry group corrections specific to those critical intermediates (CsJ2_singlet-(Cds-Cds-Cds-Cds)Cs_5_ring and CsJ2_singlet-(Cds-Cds-Cds-Cds)Cs_6_ring, respectively). It is crucial that these two
intermediates have their own thermochemistry group correction(s) that captures the stabilizing, electron-donating effect of the doubly-conjugated π-bond network neighboring the vacant p-orbital of the singlet carbene, since it is the atypical stability of these carbenes that make the overall pathway to fulvene/benzene feasible. 

Figure 5-2: Organization of thermochemistry group corrections for singlet carbenes added to RMG database. Any unspecified ligand or valency is a wild card.
Table 5-4: Details of singlet carbene thermochemistry group corrections added to RMG database.

<table>
<thead>
<tr>
<th>Group</th>
<th>Name</th>
<th>Source of Thermochemistry</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>*C</td>
<td>CJ2_singlet</td>
<td>CsJ2_singlet-CsH</td>
<td>316</td>
</tr>
<tr>
<td>*C</td>
<td>CsJ2_singlet-HH</td>
<td>CH₂</td>
<td>316</td>
</tr>
<tr>
<td></td>
<td>CsJ2_singlet-OsH</td>
<td>H-C-OH</td>
<td>316</td>
</tr>
<tr>
<td></td>
<td>CsJ2_singlet-CH</td>
<td>CsJ2_singlet-CsH</td>
<td>316</td>
</tr>
<tr>
<td></td>
<td>CsJ2_singlet-CsH</td>
<td>H-C-CH³</td>
<td>316</td>
</tr>
<tr>
<td></td>
<td>CsJ2_singlet-CtH</td>
<td>H-C≡C≡C</td>
<td>316</td>
</tr>
<tr>
<td></td>
<td>CsJ2_singlet- (Cds- Cds-Cds-Cds)C</td>
<td>CsJ2_singlet- (Cds-Cds-Cds-Cds)Csᵦ 6_ring</td>
<td>207</td>
</tr>
<tr>
<td></td>
<td>CsJ2_singlet- (Cds-Cds-Cds-Cds)Csᵦ 5_ring</td>
<td></td>
<td>207</td>
</tr>
</tbody>
</table>
Once the capability to accurately estimate singlet carbene thermochemistry was added to RMG, attention could be given to the kinetics aspect of C\textsubscript{3}H\textsubscript{3} recombination. Of the 13 elementary steps in Scheme 5-1, only two belonged to an existing reaction family in RMG (both “tail-to-tail” and “head-to-head” recombination belong to the R_Recombination family; “tail-to-head” is not shown because it is essentially a dead-end). The remaining 11 elementary reactions were grouped into eight new reaction families and added as training reactions to the new families in the RMG database, Table 5-5.

At this point, it is worthwhile to mention the advantage of “teaching” RMG new chemistry using the approach presented here (thermochemistry group corrections, reaction families and training reactions) as opposed to simply creating a thermochemistry/reaction library for the relevant chemistry. By incorporating new chemistry into the RMG database, rather than circumventing it via libraries, this knowledge will automatically be applied to all analogous systems, whereas a library will not. Using C\textsubscript{3}H\textsubscript{3} recombination as an example, if one of the hydrogens in propargyl radical was replaced with a methyl group, RMG would be able to apply the new reaction families and thermo group corrections to find an analogous pathway to a branched aromatic. The possibility of such pathways was proposed by Miller et al. when the original C\textsubscript{3}H\textsubscript{3} recombination route to benzene was first fully elucidated\textsuperscript{207} but to our knowledge this chemistry has not been explored, likely due to the overwhelming number of possible radical recombination pairs. RMG can facilitate this exploration, but only if it is aware of the relevant chemistry, as it is now.
Table 5-5: New reaction families added to RMG database in order to capture elementary steps from propargyl radical recombination to benzene. All training reactions are from Miller and Klippenstein.\textsuperscript{207}

<table>
<thead>
<tr>
<th>Family</th>
<th>Name</th>
<th>Training Reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^1c=^2c=^3c \leftrightarrow ^6c=^1c )</td>
<td>6_membered_central_C-C_shift*</td>
<td>![Reaction Image]</td>
</tr>
<tr>
<td>( ^1c=^2c=^3c=^4c=^5c=^6c \leftrightarrow 7c )</td>
<td>Concerted_Intra_Diels_alder_monocyclic_1,2_shiftH</td>
<td>![Reaction Image]</td>
</tr>
<tr>
<td>( ^5c \leftrightarrow ^6c=^5c=^4c=^3c=^2c )</td>
<td>Cyclopentadiene_Scission</td>
<td>![Reaction Image]</td>
</tr>
<tr>
<td>( ^3c \leftrightarrow ^1c=^2c )</td>
<td>Intra_2+2_cycloaddition_Cd</td>
<td>![Reaction Image]</td>
</tr>
<tr>
<td>( ^1c=^5c=^4c=^3c=^2c \leftrightarrow ^4c=^3c )</td>
<td>Intra_5_membered_conjugated_C=C_C=C_addition</td>
<td>![Reaction Image]</td>
</tr>
<tr>
<td>( ^1c=^2c \leftrightarrow ^6c )</td>
<td>Intra_Diels_alder_Monocyclic</td>
<td>![Reaction Image]</td>
</tr>
</tbody>
</table>
Reaction family is its own reverse, therefore every training reaction appears twice in RMG database, in both forward and reverse directions.
Finally, as a check that all of the relevant aspects of the C$_3$H$_3$ recombination pathway to benzene were incorporated into the RMG database, RMG was used to reproduce the 1,5-hexadiyne pyrolysis experiments of Stein et al.$^{26}$ (Figure 5-3). This experiment was used by Miller et al. to validate their predictions,$^{207}$ which are also show for comparison. The slight disagreement in the transition from a 3,4-methylenecyclobutene dominated product distribution to a fulvene dominated distribution is likely due to subtle thermochemistry differences because the RMG predictions are relying on group additivity estimates for all species. Nonetheless, the agreement is satisfactory and provides confidence that RMG should now be able to accurately predict benzene formation through C$_3$H$_3$ recombination, which has long been considered the dominant path to benzene and higher aromatics starting from only small molecules (like those in NG).

![Comparison between predictions of Miller$^{207}$ and RMG, following database changes, and 1,5-hexadiyne pyrolysis experiments of Stein et al.$^{26}$ (symbols).](image)

**Figure 5-3:** Comparison between predictions of Miller$^{207}$ and RMG, following database changes, and 1,5-hexadiyne pyrolysis experiments of Stein et al.$^{26}$ (symbols).
5.3.1.3 Improvements to RMG Database 2: Include Kinetics of Other Aromatic Forming/Consuming Pathways

In addition to the aromatic-forming/consuming pathways identified by the Mech v1 sensitivity analysis in section 5.3.1.1, Mebel et al. also identified a total of ten important pathways to naphthalene (six) and indene (four)\(^6\) that were added in this work as elementary training reactions to the RMG database. Four of the pathways overlap between Mebel et al. and the sensitivity analysis on Mech v1 presented in Table 5-3 (reactions #15-18). In total, 15 different pathways to/from aromatics/aromatic precursors (CPD, fulvene, benzene, indene and naphthalene) were added to the RMG database, Table 5-6. Many of the pathways involve steps on different sections of the same PES (C\(_{10}\)H\(_9\) for example), and incorporating all of them into RMG’s database helps a more complete understanding of each PES emerge.

The sources of the kinetic parameters are indicated, almost all of which are derived from calculations already available in literature. New calculations were needed only for the phenyl radical (C\(_6\)H\(_5\)) + propene (C\(_3\)H\(_6\)) pathway. For C\(_6\)H\(_5\) + C\(_3\)H\(_6\), Kislov et al.\(^9\) covered all of the major pathways on their calculated PES except for the new “aromatic-catalyzed” 1,2-H-migration discussed in section 4.2. The aromatic-catalyzed pathway, which enables benzyl radical (C\(_7\)H\(_7\)) and C\(_2\)H\(_4\) to appear as major products of C\(_6\)H\(_5\) + C\(_3\)H\(_6\), has been added as training reactions to RMG’s database.
Table 5-6: Pathways to aromatics/aromatic precursors added as elementary training reactions to RMG database.

<table>
<thead>
<tr>
<th>Route</th>
<th>Global Pathway to CPD/Fulvene/Benzene/Indene/Naphthalene</th>
<th>Molecular Formula of Relevant PES's</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$\text{HC} \equiv \text{C} = \text{CH}_2 + \text{HC} \equiv \text{CH}$</td>
<td>$\text{C}_5\text{H}_5$</td>
<td>326</td>
</tr>
<tr>
<td>B</td>
<td>$\text{H}_2\text{C} \equiv \text{C} = \text{CH}_2 + \text{HC} \equiv \text{CH}$</td>
<td>$\text{C}_5\text{H}_7$</td>
<td>326</td>
</tr>
<tr>
<td>C</td>
<td>$\text{HC} \equiv \text{C} = \text{CH}_2 + \text{HC} \equiv \text{C} = \text{CH}_2$</td>
<td>$\text{C}_6\text{H}_6$</td>
<td>207</td>
</tr>
<tr>
<td>D</td>
<td>$\text{H}^+ \rightarrow \text{H}^+ + \text{C}_6\text{H}_7$</td>
<td>$\text{C}_6\text{H}_7$</td>
<td>326</td>
</tr>
<tr>
<td>E</td>
<td>$\text{CH}_3 + \text{HC} \equiv \text{CH}$</td>
<td>$\text{C}_6\text{H}_8$</td>
<td>321</td>
</tr>
<tr>
<td>F</td>
<td>$\text{HC} \equiv \text{CH}_2 + \text{HC} \equiv \text{CH} \rightarrow \text{C}_6\text{H}_9$</td>
<td>$\text{C}_6\text{H}_9$</td>
<td>77, 327</td>
</tr>
<tr>
<td>G</td>
<td>$\text{C}_6\text{H}_6 + 2\text{HC} \equiv \text{CH}$</td>
<td>$\text{C}_6\text{H}_7$</td>
<td>328</td>
</tr>
<tr>
<td>H</td>
<td>$\text{C}_6\text{H}_6 + \text{HC} \equiv \text{C} = \text{CH}_2$</td>
<td>$\text{C}_6\text{H}_8$</td>
<td>322</td>
</tr>
</tbody>
</table>
Besides simply inputting kinetic data as training reactions in the RMG database, it is equally important that that the new training reactions match sufficiently descriptive "reaction templates" for a given reaction family. Otherwise, distinguishing chemical features of the new
A training reaction may go essentially unnoticed by RMG, representing an underutilization of the data. Therefore, care was taken to ensure that every training reaction added had its essential features captured by the matching reaction template of its reaction family. If a template was deemed insufficiently descriptive, more specific entries were added to that reaction family's hierarchical tree of functional groups that are used to construct the template. Scheme 5-2 summarizes the appropriate relationship between a reaction family, reaction template and training reaction. In this example (taken from the phenyl + vinylacetylene PES\textsuperscript{61}), the reaction template captures the essential features of an intramolecular hydrogen migration from a benzene ring to a resonantly-stabilized radical site on an ortho-positioned chain. The position of the reaction template within the reaction family's hierarchical structure is also important, as it determines how training reactions are generalized to similar reactions. Consideration was also given to this point when adding the training reactions of Table 5-6.

**Scheme 5-2:** Example of the relationship between a reaction family, reaction template and a training reaction in the RMG database. Any unspecified ligand or valency in the reaction family or template is a wild card.
Compared to C$_3$H$_3$ recombination to fulvene/benzene, the pathways in Table 5-6 are much more conventional. Almost all of the relevant elementary steps can be capture by five pre-existing RMG reaction families$^{181}$: R_Addition_MultipleBond, intra_H_migration, R_Recombination and Intra_R_Add_Exocyclic/Endocyclic. As shown in Table 5-7, however, there were a few elementary reactions that needed new RMG reaction families. The Intra_R_Add_Exo_scission reaction family is particularly interesting because it raises the possibility of an aromatic group “walking” along the length of an alkyl radical chain, which could have a measurable impact on the final products of alkylbenzene pyrolysis, for example.$^{330}$ This new family was trained on an elementary reaction found by Mebel et al. on the phenyl + vinylacetylene (C$_4$H$_4$) PES.$^6$ By generalizing this specific training reaction to an entirely new reaction family, RMG is more likely to encounter new, unexplored chemistry.
Table 5-7: New reaction families added to RMG database in order to capture all known elementary steps involved in aromatic formation.

<table>
<thead>
<tr>
<th>Family</th>
<th>Name</th>
<th>Training Reactions</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><img src="image1.png" alt="Reaction 1" /></td>
<td>326</td>
</tr>
<tr>
<td></td>
<td></td>
<td><img src="image2.png" alt="Reaction 2" /></td>
<td>61</td>
</tr>
</tbody>
</table>

*Reaction family is its own reverse, therefore every training reaction appears twice in RMG database, in both forward and reverse directions.*
Most of the pathways to indene/naphthalene in Table 5-6 involve growth off of a phenyl radical substrate, largely through the straightforward 3-step process of C₆H₅ attack of an unsaturated hydrocarbon, cyclization and β-scission. The main exceptions are the pathways through CPD and 1,3-cyclopentadienyl radical (CPD’yl), which, as detailed by Merchant, go through a very different set of elementary steps, some involving tricyclic intermediates. As a means of validating RMG’s ability to predict the unusual, but important, chemistry of CPD following the database additions above, an RMG-generated mechanism for CPD pyrolysis was compared to experimental measurements of the same process (Figure 5-4). Only the six major species are shown (CPD, H₂, CH₄, benzene, indene and naphthalene), which together account for more than half of the mass balance at all temperatures (the remaining mass is mostly in larger PAH, which is not included in the RMG mechanism for reasons explained later). Although the predictions of RMG appear to be shifted to higher temperatures relative to the measurements, qualitatively all of the major species were found by RMG, and are predicted to have the correct relative abundance (mass fraction naphthalene > indene > benzene). As expected, indene is predicted to form mostly through the CPD + CPD’yl pathways, whereas naphthalene forms through CPD’yl + CPD’yl. Benzene forms through methyl radical (CH₃) addition to either CPD or CPD’yl (C₆H₉ and C₆H₈ PES’s in Table 5-6), followed by H-loss and rearrangement on the H-assisted fulvene isomerization PES (C₆H₇ in Table 5-6). The qualitative agreement in Figure 5-4 and subsequent pathway analysis demonstrates that following the improvements to the RMG database outlined above (and an improvement to polycyclic thermochemistry estimation, discussed in the next section) it is possible for RMG to reasonably describe the unique chemistry of CPD.
Figure 5-4: Comparison between predictions of RMG following database changes (lines), and 1,3-cyclopentadiene pyrolysis experiments of Djokic et al.\textsuperscript{331} (symbols).

A key selling point of RMG is its potential to predict chemistry that might otherwise be overlooked, and indeed during initial attempts at generating Mech v2 for NG HTP, RMG proposed an unexpected pathway to naphthalene: phenyl radical + diacetylene (C\textsubscript{4}H\textsubscript{2}), Scheme 5-3. Largely drawing from training reactions on the C\textsubscript{6}H\textsubscript{5} + C\textsubscript{4}H\textsubscript{4} PES, superficially C\textsubscript{6}H\textsubscript{5} + C\textsubscript{4}H\textsubscript{2} seems like a reasonable route to 2-naphthyl radical (i3) as well as a radical precursor to benzofulvene (i4). However, CBS-QB3 QM calculations on the energetics of the RMG proposed pathway show that although the initial radical addition (C\textsubscript{6}H\textsubscript{5} + i1), intramolecular H-migration (i1 to i2-trans) and ring-closing steps (i2-cis to i3 and i4) are all feasible (and estimated well by RMG's database), the step with the highest energy barrier is actually a trans-cis isomerization (i2-trans to cis). The CBS-QB3 calculated barrier is ~60 kcal, which is similar to what Kislov et al. calculated for the same high-energy isomerization.\textsuperscript{332} The trans-cis isomerization is necessary to orient the triple bond on the alkene chain close enough to the radical site on the ring to initiate five- or six-membered ring closure. Unfortunately, RMG currently does not distinguish cis-trans isomers, the underlying assumption being that the energetic barrier to rotation around the double bond is small compared to other unimolecular isomerization barriers, such that equilibration of the cis-trans isomers is fast relative to everything else. Clearly the assumption of fast cis-trans equilibration is not valid in the case of
C₆H₅ + C₄H₂, and as a solution library reactions from i2-trans to i3 and i4 were created using the kinetics of i2-trans to i2-cis as the effective rate for the overall process. Including this effective library reaction in subsequent iterations of Mech v2 generation precluded naphthalene (and benzofulvene) production from C₆H₅ + C₄H₂.

\[ C_6H_5 + C_4H_2 \]

Scheme 5-3: RMG-proposed pathways from phenyl radical and diacetylene to naphthalene and benzofulvene precursors. Forward activation energies given in kcal/mol (ZPE-inclusive CBS-QB3), with rate-limiting step in red.

As a final note regarding the kinetics of aromatic-forming/consuming reactions, Table 5-6 is by no means an exhaustive list of important aromatic chemistry, especially if larger PAH is considered. In particular, phenyl addition/cyclization (PAC), wherein single aromatic rings can rapidly grow to many-ring PAH (see section 6.3.2),²⁷ will not be described well by the current RMG database. This is primarily due to a lack of RMG-friendly kinetic data for PAC in the literature. Nonetheless, the pathways listed in Table 5-6 (and C₃H₃ recombination discussed in
section 5.3.1.2) should be sufficient to describe the chemistry of CPD, fulvene, benzene, indene and naphthalene. Because RMG is not expected to know all of the chemistry of larger PAH, a constraint was placed on Mech v2 to only generate species with at most ten carbon atoms (like naphthalene). There is also another more fundamental reason for placing a cap on the largest species generated by RMG, as discussed in the next section.

5.3.1.4 Improvements to RMG Database 3: Polycyclic Thermochemistry Estimation

RMG estimates the thermochemistry of cyclic or polycyclic species by adding a ring strain correction (RSC) on top of the molecule's group-additivity predicted thermochemistry. The RMG database contains a number of RSC's based on calculations for specific molecules, but it is impossible to have a specific pre-computed RSC for every possible cyclic/polycyclic. Therefore, empirical algorithms for estimating RSC's for any arbitrary ring structure have been developed and validated against a large data set of training molecules. For polycyclic molecules with three or more rings, the algorithm for estimating RSC's is exemplified by Scheme 5-4. Essentially, the polycyclic is broken down into bicyclic components that have RSC entries in the RMG-database. The bicyclic RSC's are summed, and to prevent double-counting the RSC's of overlapping monocyclics, also in the database, are subtracted, in order to obtain the estimated polycyclic RSC.

![Scheme 5-4](image)

Scheme 5-4: Example of polycyclic ring strain correction estimation algorithm.

The algorithm demonstrated in Scheme 5-4 works well provided the bicyclic and monocyclic components actually have RSC values in the database. However, compiling a complete database of RSC's just for bicyclic molecules is still combinatorically impractical, so another estimation algorithm was needed specifically for bicycles, Scheme 5-5. As shown, the RSC of an unsaturated bicyclic is estimated by starting with the RSC of its saturated form, subtracting out the RSC of the saturated monocyclic components, and adding in the RSC of the true unsaturated monocyclic components. For the example below, it is clear that the majority of the ring strain comes from the unsaturated 1,2-cyclopentadiene unit.
Without this bicyclic RSC estimation algorithm, if a highly strained bicyclic such as the one in Scheme 5-5 does not have an exact match in RMG’s RSC database, it will be approximated as the average RSC of similar molecules. The accuracy of the averaging approach is highly dependent on how well-populated the RSC database is and how “similar” is defined. Generally, the averaging approach largely underestimated RSC’s of strained bicycles, Figure 5-5, leading to an overprediction of such species in RMG, and diverting flux from more realistic species such as indene/naphthalene. The problem is compounded by the fact that the polycyclic RSC estimation algorithm in Scheme 5-4 relies on accurate bicyclic RSC’s, so if a particular bicyclic RSC is underestimated, so will the RSC of many higher-order polycyclics and the RMG mechanisms will become crowded with many highly-strained polycyclics.

Figure 5-5 demonstrates for a small sample of 19 strained bicycles (containing strained 1,2-CPD, cyclopentyno and cyclopropene monocyclic subunits) that the new bicyclic RSC algorithm matches their “true” (M06-2X calculations used as benchmark) thermochemistry much more accurately than the old averaging approach. A larger data set was later used to make this same point in Han et al. Both the polycyclic (Scheme 5-4) and bicyclic (Scheme 5-5) RSC estimation algorithms were implemented in creating Mech v2, which noticeably reduced the population of highly-strained polycyclics in the final mechanism.
Figure 5-5: Performance of RMG's GAV thermochemistry estimates for 19 strained bicyclics without (blue circles) and with (red squares) the new bicyclic estimation algorithm.

Another limitation of the algorithm in Scheme 5-4 is that it works best for linear polycyclics, such as the one in the example given. It starts to break down for fused tricyclics, such as the indene derived molecule in Scheme 5-6. In this case, the RSC of the strained tricyclic is estimated using a linear combination of RSC's for bicyclics and monocyclics with little to moderate ring strain. Clearly, none of the constituents in Scheme 5-6 can accurately capture the strain experienced by the tricyclic. As a result, the tricyclic is estimated to be much more stable than it actually is, and appears as a major product of NG HTP. This is the main reason for limiting the maximum number of carbon atoms in any species to ten in Mech v2. Until RMG can predict RSC's for fused polycyclics more accurately, such a constraint on maximum species size will always need to be in place in order to obtain reasonable mechanisms.
5.3.2 Reactor Network

The SABIC pilot plant HTP reactor was modeled as a series of ideal reactors, including a perfectly stirred reactor (PSR, also called CSTR in chemical engineering vernacular), plug flow reactors (PFR’s) and a mixer (Figure 5-6). The simulations were performed using CHEMKIN.\textsuperscript{1515} The burner section was simulated using a perfectly stirred reactor (PSR1) for the flame region and a short plug flow reactor (PFR1) for the post-flame region. The inlet streams to the PSR are a fuel (natural gas) and an oxidizer stream. The cracking gas is introduced after PFR1 and it instantaneously mixes with the effluent stream from PFR1 in a Mixer. The second reaction zone is simulated using two plug flow reactors with different diameters (PFR2 and PFR3). The exit composition from the last plug flow reactor (PFR3) was compared to the pilot plant data.

**Figure 5-6:** Reactor network for the High Temperature Pyrolysis (HTP) process.
A representative temperature profile from a reactor network simulation is shown in Figure 5-7. The temperature in the burner section is approximately 3100 K and it drops to 2800 K in the post-flame region. The addition of ‘cold’ cracking gas results in a temperature drop from 2800 to 1700 K. The temperature further decreases in the second reaction zone from 1600 K to 1200 K. The decrease in temperature along the axial length of the reactor is due to the addition of cracking gas at lower temperature, endothermic reactions and the use of a heat transfer coefficient which accounts for convective heat loss at the cooled walls of the reactor. More details about calculation of the heat transfer coefficient are provided in the next section.

![Figure 5-7: Representative axial temperature profile in the reactor network.](image)

Figure 5-8 shows the dry mole fractions of the species measured at the pilot plant for a representative run: methane (CH₄), hydrogen (H₂), carbon monoxide (CO), carbon dioxide (CO₂), acetylene (C₂H₂) and ethene (C₂H₄). The stoichiometric ratio of fuel and oxidizer in the burner results in immediate consumption of methane in the flame region, and a negligible dry mole fraction of methane in the burner region. Introduction of natural gas as cracking gas results in an increase in mole fraction of methane followed by a rapid and then a slower
decrease as it is consumed to form H₂ and C₂’s. CO and CO₂ are diluted by the added cracking gas, and are also affected at very early residence times by the cracking chemistry.

Figure 5-8: Representative dry mole fraction profiles of species measured at pilot plant vs. reactor axial distance. Lines are model predictions and symbols are measurements.

5.3.3 Heat Loss

The walls of the pilot plant reactor are water-cooled, necessitating a model for convective heat loss inside of the reactor. Without such a model, the predicted temperature profiles along the reactor length (Figure 5-7) are too high, resulting in accelerated chemistry that is not in agreement with the actual pilot plant measurements. Figure 5-9 shows the effect of heat loss on simulated temperature and major species profiles for a typical run. As shown, the major species concentrations are highly sensitive to heat loss. In particular, the temperature immediately after the cracking gas has been added is critical to the final composition because most of the cracking occurs at that location. Even a change of only ~60 K in this “critical temperature” has a substantial impact on the exit mole fractions of H₂, CO, CO₂ and CH₄. Therefore, it was necessary to accurately account for the convective heat loss within the reactor. Interestingly, the
exit mole fractions of C$_2$H$_2$ and C$_2$H$_4$ are predicted to be less impacted by such a variation in the critical temperature.

![Figure 5-9:](image)

(a) Temperature profile and (b) species profiles for a range of heat loss values in the reactor. Lines are model predictions and markers are measurements.

CHEMKIN models heat loss along a PFR using the following equation (PSR uses integrated form), where either the heat transfer coefficient, $h$, or the heat flux per unit length, $\frac{dQ}{dz}$, must be specified by the user (alternatively a temperature profile can be input directly):

$$\frac{dQ}{dz} = \pi Dh[T(z) - T_0]$$  \hspace{1cm} (5-1)

$D$ is the PFR diameter, $T$ is the gas temperature and $T_0$ is the wall temperature. For the model presented in this work $h$ was specified and the reactor wall temperature was assumed to be 300 K. $h$ was first estimated using the empirical correlation of Sieder and Tate for highly-turbulent forced convection in a tube$^{334}$:

$$Nu = \frac{hd}{k} = 0.026Re^{0.8}Pr^{\frac{1}{3}}\left(\frac{\mu_b}{\mu_0}\right)^{0.14}$$  \hspace{1cm} (5-2)

$Nu$ is the Nusselt number, $D$ is the tube diameter, $k$ is the gas thermal conductivity, $Re$ is the Reynold’s number, $Pr$ is the Prandtl number, and $\left(\frac{\mu_b}{\mu_0}\right)$ is the ratio of gas viscosities at the bulk and wall temperatures. The gas properties necessary for Eq. 5-2 were estimated from Tables/equations in Bird, Stewart and Lightfoot$^{335}$ (viscosity, $k$ and $Pr$) and RMG’s database (heat capacity). For typical pilot plant conditions, $Re > 20,000$, satisfying the highly-turbulent criteria for Eq. 5-2. Note that because $Re$ is proportional to linear flow velocity, $U$, which is in
turn proportional to the pilot plant heat duty (inlet flow of fuel and oxidizer and burner section), it is expected that $h$ will roughly scale as $(\text{Heat Duty})^{0.8}$.

Estimated values of $h$ at different heat duties according to Eq. 5-2 were then tuned to match the measured pilot plant heat loss in the burner and cracker sections for 42 of the 71 runs (quantified by the temperature rise of the cooling water). For each heat duty, it was necessary to fit a separate $h$ for the burner (PSR1 and PFR1) and cracker (PFR2 and PFR3) sections. The tuned cracker $h$ was well within the uncertainty of the estimate, whereas the tuned burner $h$ was typically ~3-4 times higher, possibly due to significant radiative heat loss at the burner temperature (~3000 K). Figure 5-10 compares the measured and predicted burner and overall (burner + cracker) heat loss after tuning $h$. As mentioned earlier, heat loss is shown to increase with heat duty. All subsequent predictions used this model for heat loss.

![Figure 5-10](image)

**Figure 5-10:** Parity plots of normalized heat loss along burner and overall length of pilot plant reactor.

### 5.4 Results and Discussion

All of the results below were generated using Mech v2 and the simple reactor network shown in Figure 5-6.

#### 5.4.1 Model Comparison to Pilot Plant Data

The (dry) exit mole fractions of major species for 71 runs measured at the pilot plant are compared to our model predictions in Figure 5-11. The various symbols denote different cracking gas compositions. The predicted dry mole fractions of $H_2$, CO and $CO_2$ are in close agreement with the pilot plant measurements, whereas $CH_4$ is systematically underpredicted. This discrepancy could be resolved by adjusting the rate parameters of important reactions.
within their uncertainty limits (#1, 2, 3, 6 or 8 shown in Table 5-8) or by tuning the heat transfer coefficient. However, because the predicted CH₄ concentration is still within a factor of 2 for most of the runs, such adjustments to the model were deemed unnecessary.

Figure 5-11: Parity plots of dry HTP reactor exit composition measured at the pilot plant and predicted by model.
Regarding the C2 products, while C2H2 is overpredicted for most of the runs and C2H4 is underpredicted, the combined yield of C2H2 and C2H4 is close to parity (Figure 5-12). Because C2H2 will be converted to C2H4 at a later stage in the process anyway, the agreement between the model and pilot plant measurements for C2 yield was deemed satisfactory for the current purposes. More accurately describing the distribution of C2’s between C2H2 and C2H4 will require a more detailed experimental data set against which to compare RMG’s predictions, such as the CH4 POX experiments of Kohler et al. This will be one of the objectives of a forthcoming chemistry-oriented publication spearheaded by Te-Chun Chu.

![Figure 5-12: Parity plot of dry C2 exit composition (acetylene + ethylene) measured at the pilot plant and predicted by model.](image)

### 5.4.2 Predicted C2 and Aromatic Yields

Both the predicted C2 and lumped aromatic yields at the exit of the HTP reactor for all 71 pilot plants runs are plotted as functions of overall equivalence ratio, $\phi$, and cracking gas carbon number in Figure 5-13 and Figure 5-14, respectively. C2 yield is defined as the fraction of carbon atoms in the cracking gas that are incorporated into C2’s (either C2H2 or C2H4) at the exit of the HTP reactor:

$$\text{C2 Yield} = \frac{\text{C atoms in C2H2 at exit} + \text{C atoms in C2H4 at exit}}{\text{Total C atoms in Cracking Gas}} \quad (5-3)$$

The lumped aromatic yield is simply the summed mass fraction of all of the aromatic containing compounds at the exit of the reactor (mostly consisting of benzene, phenylacetylene,
phenyldiacetylene, styrene, indene and naphthalene). Overall $\phi$ is defined as the ratio of the stoichiometric amount of $O_2$ that would be needed to convert all of the hydrocarbons (both in the fuel and cracking gas) into $CO_2$ and $H_2O$, and the actual amount of $O_2$ fed into burner section:

$$\phi = \frac{\text{Stoichiometric } O_2 \text{ Input}}{\text{Actual } O_2 \text{ Input}}$$  \hspace{1cm} (5-4)

For all of the pilot plant runs, $\phi > 2.0$ in order to maintain fuel-rich conditions appropriate for pyrolysis. Finally, the cracking gas carbon number is defined as the moles of carbon atoms per mole of cracking gas:

$$\text{Cracking Gas Carbon Number} = \frac{\text{Moles of } C \text{ atoms in Cracking Gas}}{\text{Moles of Cracking Gas}}$$  \hspace{1cm} (5-5)

For example, a pure NG cracking gas would have a carbon number $\approx 1$ (almost pure $CH_4$), and a cracking gas consisting of an equimolar mixture of NG and propane would have a carbon number $\approx 2$.

\[\text{Figure 5-13: Predicted C2 yield for 71 pilot plant runs as a function of overall equivalence ratio, } \phi, \text{ and cracking gas carbon number.}\]
Figure 5-14: Predicted lumped aromatic yield for 71 pilot plant runs as a function of overall equivalence ratio, $\phi$, and cracking gas carbon number.

The predicted C2 yield in Figure 5-13 has already been validated by comparisons to the actual pilot plant measurements in Figure 5-12. Interestingly, the C2 yield is always around 40-50%, largely independent of either overall $\phi$ or cracking gas carbon number. This observation might serve as a rule-of-thumb for future HTP reactor design. In contrast, there are no pilot plant measurements against which to validate the lumped aromatic yields predicted in Figure 5-14. Nonetheless, the trends exhibited by the predictions are intuitively sensible: the lumped aromatic yield appears to have a positive correlation with both overall $\phi$ and cracking gas carbon number. In other words, at more fuel-rich pyrolysis conditions with longer-chain cracking gases the propensity for aromatic formation is enhanced, entirely consistent with expectation. Of course, there are other variables to consider that are not captured by Figure 5-14, such as the degree of unsaturation of the cracking gas. Having the capability to make detailed (and hopefully accurate) models of aromatic formation will aid in future work to identify what are the critical variables dictating PAH growth, perhaps through principal component analysis (PCA). For our current purposes, however, the two variables selected by intuition, overall $\phi$ and cracking gas carbon
number, are sufficient to explain why certain pilot plant runs are expected to yield more aromatics than others.

The pilot plant runs predicted to make the most aromatics contain butane (cracking gas carbon number ≈ 3.2 and overall φ ≈ 3.1), butene (2 and 3.5) or hexane (6 and 3) in the cracking gas. The butene prediction is particularly illuminating, because during the pilot plant campaign adding 1-butene to the cracking gas caused severe coking in the reactor that necessitated a shutdown. However, the overall φ for the specific pilot plant run where severe coking occurred was actually at the lower end of the range in Figure 5-14, contrary to what our predictions would suggest. This is likely due to limitations of our very simple transport model that describes the complex mixing and heat loss processes occurring in the HTP reactor as a series of ideal, perfectly-mixed reactors. Specifically, at lower φ the overall heat duty is generally higher, meaning that there is more gas flow in the burner section, which might make mixing in of the cracking gas more difficult. Therefore, although the overall φ is lower at higher heat duties, the mixing might be incomplete, creating rich “pockets” of hot cracking gas in the HTP reactor that will tend to make coke. Clearly for a complicated process such as HTP, chemistry is not the only concern, and a parallel effort is underway to model the complex transport phenomenon using computational fluid dynamics (CFD). The coupling between chemistry and transport will be especially important to take into account when modeling scale-up of HTP from a pilot-plant to an industrial reactor. Nonetheless, the model used in this work, which combines a detailed chemical mechanism with simplified transport, is useful for determining what chemical pathways are important in the overall process, and can guide future mechanism reduction necessary for full CFD simulations. Sensitivity analysis on all 71 runs is discussed next, followed by an exploration and discussion of the major decomposition and aromatic-forming pathways of the most sooting run (NG + butane cracking gas, section 5.4.4).

5.4.3 Sensitivity Analysis

Given the wide range of conditions simulated in this work (71 pilot plant runs), it was necessary to develop a standardized approach to quantifying sensitivity for two reasons: 1.) to ensure that simulations can be directly compared with one another, and 2.) to avoid being overwhelmed by data. This standardized approach is described below before presenting sensitivity results.
Using the model described in section 5.3, sensitivity analysis was conducted on the exit concentration of the six major species measured at the pilot plant (C₂H₂, C₂H₄, CO, CO₂, CH₄ and H₂), as well as of four representative aromatic/aromatic precursor species (CPD, benzene, indene and naphthalene). For a PFR, CHEMKIN reports time-integrated sensitivities of species concentrations to reaction rate coefficients. Therefore, sensitivity coefficients at the exit of either PFR2 or PFR3 (Figure 5-6) were used in this analysis, depending on in which PFR the species in question was mostly produced (PFR2 for C₂H₂, C₂H₄, CO, CO₂, CH₄, H₂ and benzene; PFR 3 for CPD, indene and naphthalene). This choice of sensitivity coefficient is equivalent to perturbing each rate coefficient in the mechanism one-by-one, solving the PFR equations for the perturbed mechanism, and measuring the impact on the exit composition. The sensitivity coefficients obtained in this manner were normalized by the maximum concentration of the species of interest along the PFR length. Normalizing by maximum rather than local concentration is preferred in this case, because many of the species (such as C₂H₂, Figure 5-8) have near-zero concentrations near the PFR entrance, which can result in arbitrarily large sensitivity coefficients if local normalization is used.

For each of the ten species, the normalized, integrated sensitivity coefficients were ranked, and the top five from each of the 71 simulations were plotted against each other. The ten resulting sensitivity plots (one for each species) could each include up to 355 unique reactions (71 simulations × 5 top sensitive reactions), but fortunately there was a great deal of overlap between simulations, and the actual plots included a manageable number of reactions. Furthermore, it was clear from these plots that certain reactions distinguish themselves as being extremely sensitive across a wide range of simulated conditions. It is these extremely sensitive reactions that are reported in Table 5-3 above (Mech v1) and Table 5-8 below (Mech v2). As shown, there is significant overlap even amongst the extremely sensitive reactions with respect to the different species, such that there are only a handful of important reactions for NG HTP across all 71 simulations. Subsequently, it is this handful of reactions that are worth deeper, future investigation.

All of the sensitive reactions for small molecules shown in Table 5-3 (#1-4 and 6-8) were previously identified using Mech v1, and their kinetics are all from FFCM-1. The only exception is #6, OH + C₂H₂, for which pressure-dependent effects could be important at the pilot plant conditions, therefore a library of pressure-dependent kinetics for the OH + C₂H₂ system
was used, based on the calculations of Senosiain et al. The effects of sensitive reactions #1-4 and 6-8 are generally straightforward. For example, #1 is a well-skipping reaction that converts a C1 species (methyl radical) to a C2 species (ethyl radical) and a hydrogen. Therefore, CH₄ has a net negative sensitivity to #1, while the C2’s (C₂H₂ and C₂H₄) and H₂ have a positive sensitivity to #1. Another important small-molecule reaction is #7, OH + CO ↔ H + CO₂, which mostly runs in reverse as evidenced by the positive sensitivity for CO and negative sensitivities for H₂ and CO₂.

Unlike Mech v1, the sensitive reactions in Mech v2 for aromatics/aromatic precursor (#20-28) are all either elementary (#20, 22, 25, 27 and 28) or well-skipping based on master-equation simulations on an underlying elementary PES (#21, 23, 24, 26). None of the sensitive reactions #20-28 are empirically fitted and their kinetics can all be traced back to reliable sources. #20 and #21 produce CPD via vinyl radical + 1,3-butadiene and both come from route F in Table 5-6 (C₆H₉ PES). #22 and #23 are part of the pathway from propargyl radical recombination to benzene (C₆H₆ PES, route C) that was discussed extensively in section 5.3.1.2. As expected, #22 and #23 are sensitive not just for benzene, but for larger aromatic that depend on benzene formation (indene and naphthalene). #24 produces propyne that is later converted to propargyl radical (which can later recombine to form benzene), whereas #25-26 effectively consume propargyl radical by recombination with methyl radical to form a C4 that is eventually converted to either vinylacetylene or diacetylene. Finally #27 converts the adduct of phenyl + propargyl radicals into a radical that can undergo ring-closure to form indene (route H), and similarly #28 “activates” a closed-shell product of phenyl radical + vinylacetylene into a radical than can form naphthalene (route K). From this brief analysis of the most sensitive aromatic-related reactions the general outline of aromatic formation is already clear: benzene is formed through propargyl radical recombination and indene/naphthalene are formed through phenyl radical reaction with propargyl radical/vinylacetylene. ROP analysis of the most sooting run (NG + butane cracking gas) in the following section will confirm this understanding and provide some additional detail.
Table 5-8: Summary of most sensitive reactions for major species using Mech v2. + and – indicate net positive or negative sensitivity. Numbering is consistent with Mech v1 sensitivity results in Table 5-3.

<table>
<thead>
<tr>
<th>#</th>
<th>Sensitive Reactions</th>
<th>$C_2H_2$</th>
<th>$C_2H_4$</th>
<th>CO</th>
<th>$CO_2$</th>
<th>$H_2$</th>
<th>$CH_4$</th>
<th>CPD</th>
<th>Benzene</th>
<th>Indene</th>
<th>Naphthalene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\cdot CH_3 + \cdot CH_3 \leftrightarrow H' + H_2C-\cdot CH_2$</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$H' + HC\equiv CH \leftrightarrow HC=CH_2$</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$H' + CH_4 \leftrightarrow H_2 + \cdot CH_3$</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$\cdot OH + HC\equiv CH \leftrightarrow H' + O=C=CH_2$</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$H' + H_2C=CH_2 \leftrightarrow H_2 + HC\equiv CH_2$</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$H' + \cdot CH_3 \leftrightarrow CH_4$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$\cdot OH + CO \leftrightarrow H' + O=C=O$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$H' + CO \leftrightarrow H_2 + 6H$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$HC\equiv CH_2 \leftrightarrow HC=CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>$HC\equiv CH_2 \leftrightarrow HC\equiv CH_2$</td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.4.4 Rate of Production Analysis for Most Sooting Run

Scheme 5-7 summarizes the major predicted decomposition pathways of the butane additive in the most sooting pilot plant run. Butane mostly decomposes to propene, which can either lose a hydrogen and a methyl radical to form $C_2H_2$, or it can lose three hydrogens to form propargyl radical. As mentioned in the previous section, propargyl radical will mostly recombine with itself to form benzene, which can lose a hydrogen to from phenyl radical. Phenyl radical will mostly add to the acetylene and diacetylene present in high concentration to form closed shell phenylacetylene and phenyldiacetylene (and another hydrogen). Although not shown, a small amount of the phenylacetylene does go on to form naphthalene via the hydrogen abstraction acetylene addition pathway (HACA, route G in Table 5-6). Both phenylacetylene and phenyldiacetylene are essentially dead-ends in the current mechanism, consistent with the conclusion reached in many previous PAH studies that HACA alone is insufficient to explain rapid PAH growth.\textsuperscript{27} Specifically, if RMG were trained on the phenyl addition/cyclization pathway (PAC) then phenyl radical would have a more expedient route to larger PAH (section 6.3.2). However, given the current limitations of RMG for accurately predicting the thermochemistry of larger polycyclic molecules (section 5.3.1.4), the current mechanism without PAC will have to suffice, and phenylacetylene/phenyldiacetylene are best regarded as proxies for the larger PAH that would actually form.
Scheme 5-7: Major predicted decomposition pathways of butane additive to cracking gas.

Scheme 5-8 shows the major routes to indene/naphthalene, both of which are predicted to form in significantly lower concentration than phenylacetylene/phenyldiacetylene. Indene is mostly formed by phenyl + propargyl radical recombination, as suggested by sensitive reaction #27 in Table 5-8, but there is also a minor route to indene through phenyl radical + propene to benzyl radical (partially through the "aromatic-catalyzed" 1,2-hydrogen migration discussed in section 4.2) and subsequent addition to acetylene (route I). Finally, naphthalene is almost exclusively formed through phenyl radical + vinylacetylene (route K), although as mentioned in the preceding paragraph some of the phenylacetylene undergoes HACA (route G).
Scheme 5-8: Major predicted routes to indene and naphthalene.

From this analysis, it seems that access to propargyl radical should largely dictate PAH formation. Therefore, one can anticipate the extent of coking for HTP of a certain cracking gas mixture based on how chemically similar the constituents are to propargyl radical. For example, butane, butene and hexane can all easily decompose to propargyl radical, which would explain why our model predicts the highest aromatic yields for runs with those additives. Of course there are other routes to PAH that don’t involve propargyl radical at all, such as CPD’yl recombination (route L), so the best option for predicting the sooting tendency of a certain cracking gas is still a tool like RMG.

5.5 Conclusions

A model was developed for high temperature pyrolysis (HTP) of natural gas (NG) and other hydrocarbon additives. The model consists of a detailed chemical mechanism generated by RMG, a network of ideal reactors to simulate a pilot plant reactor and an empirical model for heat loss. The model compares mostly favorably with measurements of methane, hydrogen, acetylene, ethene, carbon monoxide and carbon dioxide made at the exit of the pilot plant reactor for 71 different runs using different cracking gases and heat duties. The model does slightly underpredict methane, which could be explained by the uncertainty in the handful of sensitive reactions dictating the small-molecule chemistry, or the empirical heat loss model. Ethene is also underpredicted whereas acetylene is overpredicted, but the sum of the two, which is of greatest
interest currently, is matched by the model. The model also predicts higher aromatic formation for richer overall conditions and longer-chain hydrocarbon additives. From sensitivity analysis of all 71 runs, and ROP analysis of the most sooting run, the general pathway from small-molecules to C2’s to aromatics was elucidated, which highlighted the central role of propargyl radical.

The most exciting part of this work was the enhancement of RMG’s ability to predict aromatic chemistry, which was discussed in great detail. The three components of the enhancement were: 1.) inclusion of the propargyl radical recombination pathway to benzene, 2.) inclusion of 14 other aromatic/aromatic precursor forming/consuming pathways, and 3.) a new algorithm for the estimation of bicyclic ring-strain. Following these changes, RMG is now able to model PAH formation up to indene/naphthalene starting from only small, linear molecules. In order for RMG to model higher-PAH formation, more improvements need to be made. Specifically, estimates of ring strain for fused polycyclic molecules need to be more accurate, and missing aromatic chemistry, such as phenyl addition/cyclization (PAC) should be added to the database.
Chapter 6

Recommendations

Over the course of completing this thesis work, I have explored many other research directions besides what was discussed in the previous chapters. Some of these alternative directions were fruitless, but for most of them there was simply insufficient time for further exploration. This concluding chapter summarizes some of the most promising/interesting directions for future research, divided into three categories: reactions systems for future study, improvements to the LAS/PI TOF-MS apparatus and improvements to RMG.

6.1 Reaction Systems for Experimental/Theoretical Study

Considering that the bulk of my PhD work was spent exploring different gas-phase reaction systems experimentally, this is also the area in which I am most qualified to give recommendations. The PES’s of some of the proposed systems below are also worth theoretical exploration, as noted.

6.1.1 Continuation of Molecular Weight Growth Experiments

The most obvious future experimental direction (and fastest route to publication) is to continue experiments on molecular weight growth in combustion, i.e., PAH formation. Given that the overall workflow from experiments to applications has been demonstrated in this thesis using phenyl radical + propene as an example (LAS/PI TOF-MS Experiments → Quantitative Model → RMG → Applications), any future work on molecular weight growth chemistry can take the same approach. Of course, as demonstrated by the 1-naphthyl radical + 2-butene thought experiment in section 4.2.4.5, as the chemical reactants get more complicated so too will the distribution of products observed, and it will certainly not be a simple case of “fill-in-the-blank” to apply the ideas established for phenyl radical + propene to another system. Practical issues will also arise, for example if butene isomers are used as excess reagents the PI TOF-MS sensitivity will drop noticeably due to attenuation of both the VUV and molecular beam density.
Regarding specific molecular weight growth systems to probe experimentally, any combination of either phenyl or naphthyl radicals (generated by 266 nm photodissociation of the corresponding iodide precursor) with an unsaturated hydrocarbon (ethene, propene, butene isomers, butadiene and acetylene to start with) would be of value to the field. As was the case for phenyl radical + propene, there has been a boom in recent years in publications exploring many of the reactions listed above (and many others) using either crossed molecular beams (CMB)\textsuperscript{10-11, 13, 15-18, 20} or flash pyrolysis reactors\textsuperscript{31-33, 35, 41} usually coupled to some kind of mass spectrometry, but a glaring lack of LFP experiments on the same systems (other than the cavity ring-down spectrometry\textsuperscript{8} and MS\textsuperscript{43} experiments of Park and Lin). As discussed in Chapter 1, although CMB and flash-pyrolysis experiments can provide both qualitative and quantitative insights for validating theoretical predictions, they are not without limitations, such as a lack of time-resolution, that can be compensated for by complementary LFP experiments. Several of the reactions above have also been initiated in shock-tubes with end-product analysis\textsuperscript{251, 258, 337}.

Given this literature backdrop, and given that we have recently developed an approach to extracting quantitatively useful information from inherently “dirty” PAH experiments (section 4.2), the time seems ripe for a systematic study of molecular weight growth chemistry with LFP. Experiments with acetylene would be particularly useful because of its central role in PAH growth,\textsuperscript{183} but also challenging because of its tendency to oligomerize. Preliminary experiments on phenyl radical + acetylene conducted by Te-Chun Chu and a visiting student Zehao Gou were promising, but due to excessive fragmentation in the PI TOF-MS (section 2.2.1) and rapid diffusion of products out of the MS Sampling region (section 2.2.2) at that time the results were of limited quantitative use. Both experimental issues have since been resolved, as described in Chapter 2, and it would be worthwhile to return to this system, as well as the naphthyl radical version that has already been studied theoretically by our group\textsuperscript{338}. Although the chemistry will still be complicated (oligomerization in addition to the usual secondary and side reactions with I atom) there is a good chance that the results can be explained with the help of RMG.

One benefit of continuing to do LAS/PI TOF-MS experiments on molecular weight growth is the potential for greater collaboration within the Green group. Several large, well-funded projects in the group are concerned with alkylaromatic decomposition/growth/oxidation in either fuels or kerogen. LAS/PI TOF-MS experiments on molecular weight growth could become the
"bottom-up" part (e.g., phenyl radical + propene, Scheme 1-1) of a larger program that includes "top-down" pyrolysis experiments (e.g., propylbenzene decomposition) and RMG modeling.\textsuperscript{330}

6.1.2 Reactions of Resonantly Stabilized Radicals (RSR's)

Resonantly stabilized radicals (RSR's) such as propargyl, allyl, cyclopentadienyl (CPD'yl) and benzyl radicals can accumulate to sufficiently high concentrations under combustion conditions to undergo self- and cross-radical recombination reactions. Because radical recombinations are inherently exothermic, the singlet adduct formed will have a lot of excess energy to dissipate that can go into otherwise unfavorable isomerizations involving carbenes and diradicals, eventually leading to a very stable aromatic molecule. Well-known examples include propargyl self-recombination to benzene,\textsuperscript{207} CPD’yl self-recombination to naphthalene\textsuperscript{336} and benzyl + propargyl cross-recombination to naphthalene.\textsuperscript{329} Due to its importance, RSR recombination has already been the subject of numerous LFP experiments with either MBMS detection,\textsuperscript{339} end product analysis,\textsuperscript{22} or both.\textsuperscript{23-24}

RSR's can also do more than just recombine with each other, such as adding to an unsaturated, closed-shell molecule present in high concentration, but owing to their low reactivity these reactions are challenging to observe directly by experiment. Recently, Savee et al. were able to directly observe the addition of acetylene to the following sequence of RSR's using LFP with MBMS detection: propargyl, CPD’yl and tropyl (RSR isomer of benzyl) radicals.\textsuperscript{340} The sequence was terminated by indene formation. Observing this elusive chemistry required both long reaction times (\~40 ms) and high temperatures (800-1000 K), conditions that have only recently become available to us by switching to the compact quartz reactor described in section 2.2.2. Therefore, in theory RSR chemistry other than recombination can now be observed with our LAS and PI TOF-MS apparatus, opening up entirely new avenues of research. However, iodide-containing photolytic precursors will no longer be suitable at these temperatures, due to thermal instability, and different precursors/photolysis wavelengths must be sought.

6.1.3 Oxidation Chemistry

Hydroxyl radical, OH, is the primary driver of oxidation in both combustion\textsuperscript{341} and in the daytime atmosphere.\textsuperscript{342} There have been innumerable experimental kinetics studies of OH reacting with various species encountered in combustion and the atmosphere, often using either
laser induced fluorescence (LIF) or direct absorbance of OH as sensitive and time-dependent probes. In contrast, there have been far fewer reported measurements of the products of such reactions, for example \( \text{OH} + \text{acetylene} \), as mentioned at the very beginning of Chapter 1, which is critical to inhibiting PAH formation.\(^{295}\) The recent re-discovery of acetylacetone (AcAc) as a convenient photolytic precursor of OH radical might facilitate more product branching studies going forward using LFP, especially at higher temperatures.\(^{343}\) As shown in Scheme 6-1, AcAc undergoes keto-enol tautomerization, with the enolic form favored at \( T < 800 \text{ K} \) owing to hydrogen bonding. The enol has an anomalously large cross section at 266 nm (almost \( 1 \times 10^{-16} \text{ cm}^2 \)), and will photodissociate to form two radicals, including OH.\(^{344}\) The vinylic radical also formed by photodissociation will certainly be reactive as well, but as an oxygenated hydrocarbon its chemistry can be predicted automatically by RMG, as opposed to other reactive photolytic co-products such as I atom that are not currently included in RMG.

\[
\begin{align*}
\text{Scheme 6-1: Keto-enol tautomerization of acetylacetone and photodissociation of enolic form.}
\end{align*}
\]

Although having a convenient photolytic source of OH that can be used up to relatively high temperatures is one of the requirements for product branching measurements, there are other concerns as well. Specifically, can the products even be detected? In the case of \( \text{OH} + \text{acetylene} (\text{C}_2\text{H}_3\text{O PES}) \), Senosiain et al. predicted five main product channels\(^3\): hydrogen abstraction to form water and ethynyl radical, and radical addition followed by either stabilization to an adduct well, hydrogen-loss to form ketene/ethynol, or methyl-loss to form CO.
Of these eight products, only two can definitely be observed with 10.5 eV PI TOF-MS (ketene and methyl radical), four cannot be observed (water, ethynyl radical, hydrogen atom and CO) and the remaining two have unknown ionization energies (radical adducts and ethynol). Even if only the ratio of ketene to methyl radical could be measured that would be a measurable improvement over the current status of OH + acetylene in the literature. However, methyl radical is quite reactive and is unlikely to persist long-enough for quantitative detection. Therefore, attempting to study OH + acetylene with our current LAS/PI TOF-MS apparatus is unlikely to yield any new insights into this system that has elicited interest for decades, but has so far proved experimentally elusive.

A more fruitful foray into oxidation chemistry might by the analogous OH + phenylacetylene reaction system. The corresponding C₈H₇O PES has been calculated by Dr. Adeel Jamal, and a reduced version is shown in Figure 6-1. All of the elementary pathways on the C₂H₃O PES have C₈H₇O analogues, the products of which are more amenable to PI TOF-MS detection. For example, in place of methyl radical + CO, OH + phenylacetylene will produce benzyl radical + CO, which will be easier to detect owing to the greater stability of benzyl compared to methyl radical. There are also two additional product channels on the C₈H₇O PES that are not equivalent to anything on the C₂H₃O PES: secondary ring-closure to form benzofuran + H and phenyl radical loss to form ketene. All of the bimolecular products of OH + phenylacetylene (including products of hydrogen abstraction not shown) can be detected by 10.5 eV PI TOF-MS, except for water, hydrogen atom and CO. The radical formed from hydrogen-abstraction might be difficult to observe, however, due to possible overlap with phenylacetylene fragments in the MS.
Aside from parallels to OH + acetylene, OH + phenylacetylene is an interesting chemical system by its own merits. This system first came to our attention while using the aromatic oxidation mechanism of Narayanaswamy et al. to model natural gas pyrolysis. In that mechanism, a collision limited rate for direct conversion of OH + phenylacetylene to benzene + HCCO radical was necessary to match experimental PFR data. The lack of direct experimental data for OH + phenylacetylene led Kailasanathan et al. to measure the overall kinetics using OH LIF. Interestingly, the rate that they measured was more than an order of magnitude faster than OH + acetylene over the same temperature range (~300-400 K). A similar observation was
made in recent measurements of OH + styrene overall kinetics, which is of interest to atmospheric chemistry where styrene is a major anthropogenic emission. These two independent observations of fast reaction between OH and a substituted aromatic suggest that the aromatic ring must be playing a stabilizing role, either through resonance stabilization of the radical or favorable hydrogen bonding. Indeed, as shown in Figure 6-1 the calculated terminal addition barrier for OH + phenylacetylene is ~1 kcal/mol below reactants (there is a Van der Waals complex along the addition pathway), in contrast to OH + acetylene, which has a positive 2 kcal/mol addition barrier. However, using the C₈H₇O PES of Figure 6-1 T,P-dependent rate coefficients were calculated that underpredict the measured OH + phenylacetylene rate by an order of magnitude (Figure 6-2). A submerged barrier for OH + styrene addition was also calculated, although rates were not predicted. More concerning than the underprediction of OH + phenylacetylene kinetics, which is theoretically challenging because of the submerged barrier, is that predictions of overall phenyl radical + ketene kinetics using the same C₈H₇O PES also underpredict experiments by as much as two orders of magnitude (Figure 6-2). The latter discrepancy is surprising because phenyl radical addition to the terminal carbon of ketene proceeds over a positive barrier of ~4 kcal/mol, which should not pose any particular challenge to canonical TST calculations. Only if this addition barrier is lowered by ~2.5 kcal/mol will the predictions match experiments. Choi and Lin made the same finding using G2MS calculations of the single-point energies. Such an adjustment seems large for the level of theory used (CCSD(T)-F12/cc-pVDZ-F12), but is actually consistent with a recent theoretical study on a similarly sized system (di-tert-butyl sulfide pyrolysis) that also estimated the true barrier height uncertainty for this level of theory as 2.5 kcal/mol. In any case, even the limited experimental data available on the C₈H₇O PES poses several fundamental questions that more theoretical work might be able to answer: Why is OH + phenylacetylene/styrene so much faster than OH + acetylene? Why does the theory underpredict the entrance rate of OH + phenylacetylene by an order of magnitude? Finally, why is the predicted barrier for phenyl radical + ketene addition so far off?
Figure 6-2: Overall kinetics measured for entrance onto \( C_8H_7O \) PES from \( \text{OH radical + phenylacetylene (left)} \), \( ^{346} \) or phenyl radical + ketene (right). \(^{348} \) Unadjusted predictions of this work are also shown for comparison.

To summarize, \( \text{OH + phenylacetylene} \) seems to be an interesting chemical system for future theoretical and experimental work, with applications to both inhibition of PAH formation in combustion, and oxidation of anthropogenic VOC’s in the atmosphere. Experimentally, the \( C_8H_7O \) PES is also attractive because it can be easily accessed in two ways: \( \text{OH + phenylacetylene} \) and phenyl radical + ketene. If the \( \text{OH} \) route is taken, either \( 266 \) nm photolysis of \( \text{AcAc} \) or \( 355 \) nm photolysis of \( \text{HONO} \) \(^{346} \) can be used for radical generation. \( 266 \) nm photodissociation of either iodobenzene or nitrosobenzene can be used for phenyl radical, as in our previous work. Finally, insights made on the \( C_8H_7O \) PES might be extended to \( \text{OH + acetylene} \), which has long evaded experimentalists.

6.2 Improvements to LAS and PI TOF-MS Apparatus

As summarized in section 2.3, nearly every aspect of the LAS/PI TOF-MS apparatus could be improved in some quantifiable way (e.g., detection limit, time and mass resolution, T,P-range). Additionally, new features can always be added, such as reactor cooling and end product analyses. Nonetheless, as demonstrated for the phenyl radical + propene system (section 4.2) the current iteration of the apparatus is suitable for its original purpose: accurate and quantitative measurements of overall kinetics and primary product branching. Therefore, my main
recommendation to any future user of this apparatus is to first focus on using it to explore new chemistry, which is why recommendations of interesting chemical systems appeared first in this chapter. As such, the recommendations below for improving the three components of the apparatus (LFP reactor, PI TOF-MS and LAS detection) are either relatively minor in implementation (such as improving the uniformity of the photolysis beam) or peripheral to the main experiment (such as adding reactor cooling and end product analyses, or changing the LAS probe laser) so that experiments and apparatus improvement can largely proceed in parallel, in contrast to a major overhaul that would prohibit simultaneous experiments (such as switching from an LFP to a shock tube reactor).

6.2.1 Improvements to LFP Reactor

The most substantial potential improvement to the LFP reactor is also the least exciting: make the photolysis beam more radially uniform. By doing so, there will be less of a driving force for radial diffusion within the reactor, and ideally the time resolution of PI TOF-MS measurements should approach the theoretical limit of \(\sim 10-100 \mu s\) due to supersonic sampling. One limited approach to obtaining better photolysis beam profiles is to switch to the 355 nm output of the Nd:YAG laser whenever possible. Krasnoperov and coworkers have claimed photolysis uniformities of \(\pm 7\%\) for their 1 atm LFP experiments, where uniform radical concentration in both the axial and radial dimension is critical due to slow diffusion.\(^{56}\) Perhaps they can offer more concrete advice. Finally, Sheps and coworkers have recently built a “high-P” LFP reactor (used up to 3 atm so far) where sampling occurs at the end of the reactor in line with both the gas flow and the photolysis beam such that effects of radial inhomogeneity are minimized. This approach is not practical for our apparatus, however, if coupling of LAS detection to the PI TOF-MS is still desired.

The other two suggested improvements to the LFP reactor are both new features that could be added: reactor cooling and a trap for the reactor effluent. Because the compact quartz reactor is modular (Figure 2-2) it is foreseeable that at some point there might be at least two interchangeable reactors: a nichrome-wrapped high-T reactor for combustion-relevant experiments, and another reactor for atmospheric experiments that is wrapped with cooling lines through which refrigerant is continuously circulated and temperature controlled, similar to the design of Eskola and Timonen.\(^{81}\) Regarding an effluent trap, attempts have already been made by Te-Chun Chu to trap stable species under typical experimental conditions for GC/MS analysis.
These preliminary tests were promising, and the lower flow required by the current reactor compared to when the tests were conducted will facilitate trapping even further. Knyazev has recently used such a trap to distinguish the C_{10}H_{8} isomers of CPD’yl recombination, and can offer advice.

6.2.2 Improvements to PI TOF-MS

The main limitation of the PI TOF-MS itself is the lack of flexibility in ionization energy, which is currently fixed at the ninth harmonic frequency of an Nd:YAG laser (118 nm, 10.5 eV). Atomic resonance lamps (ARL’s) have frequently been used in the last thirty years to have some coarse control over ionization energy, and they were briefly explored as an alternative photoionization source for our apparatus. There are three common ARL’s that are commercially available: xenon fill gas with an MgF_{2} window (8.4/9.6 eV), krypton fill with MgF_{2} (10.0/10.6) and argon fill with LiF (11.6/11.8 eV). The argon lamp would be especially useful since many small oxygenated hydrocarbons such as formaldehyde, hydrogen peroxide and HO_{2} only start to ionize above 11 eV. There would also be advantages to using lower ionization energies, such as 9.6 eV from the xenon lamp, so as to reduce fragmentation (particularly from iodide-containing species) or to have some crude test for the isomeric identity of a given m/z signal.

Another advantage of ARL’s compared to our current laser-generated PI source is that ARL’s are a continuous ionization source, whereas the Nd:YAG laser can only be flashed as fast as 20 Hz. Therefore, instead of the PI laser defining the fastest rate at which mass spectra can be recorded, if an ARL is used as the continuous ionization source than the extraction plates of the TOF-MS can be pulsed up to 50 kHz, or one mass spectrum every 20 µs. If the data is binned and post-processed intelligently, for every photolysis event (~1 Hz) it is possible to obtain the time-evolution of the mass spectra over the entire ~50 ms residence time in the MS Sampling region with 1000’s of individual time point measurements (instead of the ~10 time points that we currently get over the same 50 ms time scale using the pulsed PI laser source). Of course, the mass spectra at each time point will have to be averaged to obtain acceptable signal-to-noise, so multiple photolysis flashes will still be necessary. A simple LabView program was written using the FastFrame feature of the Tektronix DPO7254 oscilloscope to prove that mass spectra could be binned, averaged and stored correctly at a 50 kHz repetition rate.

The main disadvantage of ARL’s is their low power output compared to lasers. We attempted to circumvent this issue by using an ellipsoidal waveguide, shown in the CAD
drawing of Figure 6-3 and the ray-tracing simulation of Figure 6-4, to focus the limited lamp output in the ionization region. The waveguide idea grew out of the experiments and simulations of the waveguide used by Blitz et al. for focusing 10.5 eV laser PI radiation in their ionization region (section 2.2.1). According to the simulations, ~75% of the lamp’s power should be focused in the ionization region, compared to <1% without a waveguide. However, this simulation models the lamp as an ideal point source that could be located at one of the foci of the ellipse. The simulations showed that even for small ~1mm deviations from the point source assumption the power in the ionization region would drop by two orders of magnitude. Indeed, when the ARL/waveguide combination was tested experimentally, the waveguide only increased the TOF-MS signal marginally compared to experiments without a waveguide.

**Figure 6-3:** CAD drawing of atomic resonance lamp with ellipsoidal waveguide for focusing in the ionization region of TOF-MS.
Figure 6-4: Ray tracing simulation results for VUV generation using atomic resonance lamp with ellipsoidal waveguide focusing.

However, TOF-MS signals recorded in subsequent experiments with the ARL ionization source at different distances from the ionization region, $z_{\text{ion}}$, exhibited a $1/z_{\text{ion}}^2$ dependence, as expected. At the shortest $z_{\text{ion}}$ tested, $\sim20$ cm, the detection limit was $\sim100$ ppm with 10,000 averages ($\sim3$ hours of averaging at 1 Hz), therefore if the lamp could be moved as close to the ionization region as possible, $\sim2$ cm, the detection limit should approach $\sim1$ ppm (or $1 \times 10^{11}$ cm$^{-3}$ of a typical organic molecule in the reactor). This is still a couple of orders of magnitude above the detection limit with laser PI radiation (Table 2-1), thus the prospects for ARL’s replacing laser PI generation seem dim. In any case, the lamp cannot currently fit through any of the openings in the vacuum chamber, so in order to place it as close to the ionization region as possible ($\sim2$ cm) would require enlarging one of the openings. Fortunately, Dr. Joshua Middaugh designed the apparatus with mobility in mind, so that if such a modification were strongly desired, the entire chamber could be conveniently wheeled to the machine shop.

6.2.3 Improvements to LAS
As mentioned in Chapter 2, the picosecond Ti:Sapphire laser currently used for LAS is interchangeable as long as the Herriott mirrors can still reflect the output wavelength. For
example, the doubled output of a cw ring dye laser operating with either Rhodamine 6G or Kiton Red dye could be used to generate 308 nm UV radiation for selective probing of OH radical. Quantum cascade lasers (QCL’s) tuned to mid-IR bands of specific molecules/radicals are also becoming more common, and could perhaps be combined with Herriott multiple-pass LAS to selectively probe other important combustion intermediate and products such as HO2, H2O2, CO356 and CO2. Finally, the 532 nm pump laser was identified by Dr. Ismail as the main source of noise in LAS measurements, and this continues to be the case. Replacing it would improve the LAS detection limit, and hopefully reduce the amount of time spent aligning the Ti:Sapphire laser and doubler in order to obtain a stable output.

6.3 Improvements to RMG

Most of my experience with RMG has been related to PAH chemistry during hydrocarbon cracking. As such, the recommendations below were mostly conceived with that application in mind. However, if some of the issues highlighted below are addressed (e.g., accuracy of cyclic thermochemistry, use of training data), there will undoubtedly be improvements to RMG’s predictions of other chemistry far outside of the limited scope of PAH formation.

6.3.1 More Accurate Thermochemistry for Polycyclic Species

Accurate thermochemistry estimates for polycyclic species has long been a challenge for RMG. Until recently, RMG still relied on a group-additive approach using “ring-strain corrections” calculated by Benson, Bozzelli and others. The issue with this approach is that it does not scale well as the number of rings in the molecule increases. Even if one only considers molecules with two rings (bicyclic), taking into account different ring sizes, degrees of unsaturation and heteroatoms, there are too many combinations for the ring-strain of each to be calculated individually. Previous attempts have been made at automating on-the-fly quantum calculations of polycyclic thermochemistry, but have so far been hampered by computational expense. Simple heuristics for estimating polycyclic thermochemistry using RMG’s finite database of ring-strain corrections are therefore highly desirable, and Kehang Han recently proposed and validated one such heuristic shown in Scheme 6-2. Essentially, the overall ring-strain of the tricyclic molecule in the example is estimated as the sum of its three bicyclic components, minus the overlapping monocyclics.
Scheme 6-2: Example of simple heuristic for polycyclic ring-strain estimation used by RMG. In this case, the overall ring-strain is badly underestimated.

While this approach works well for "linear" polycyclics, where atoms are at most shared by two rings, it underestimates the ring-strain of "fused" polycyclics, such as in Scheme 6-2, where there are atoms shared by at least three rings. The example given above is particularly problematic, because all of the constituent bicyclics and monocyclics used by the heuristic have little ring strain, whereas the tricyclic should clearly have a high ring strain. Therefore, in this example the heuristic is not failing due to a lack of data, but rather the underlying formula is not adequate. The end result is that whenever RMG makes indene and acetylene in high concentration (such as in natural gas pyrolysis), it will want to react them together to make the fused tricyclic species shown in Scheme 6-2 because the overall stability of the fused tricyclic is significantly overestimated.

In my observation, the issue outlined above is the main roadblock to using RMG for predictions of PAH formation beyond the 2-ring species indene and naphthalene (e.g., the 4-ring species pyrene, which is often the starting point for models of PAH inception, coagulation and growth). Until the thermochistry of arbitrarily complex polycyclic molecules and radicals can be quickly and accurately estimated, any RMG-generated mechanism for PAH formation will be polluted with unreasonable polycyclic species, which will siphon the major reaction flux from where it should be going (higher order PAH's). While I don't have a specific solution to this nagging problem in the sub-field of automatic mechanism generation, the problematic example in Scheme 6-2 can at least serve as a test case for any future, proposed solution. For example, a "big-data" approach is currently being pursued that attempts to utilize a large dataset of DFT-calculated energies for ~134k molecules. Because this dataset only includes species that are likely to appear in nature, it does not contain the fused tricyclic species in Scheme 6-2. Therefore, any polycyclic thermochemistry heuristic that is fit or "machine-learned" to the dataset should be tested against highly-strained RMG-generated molecules such as the one in Scheme 6-2.
6.3.2 Fill in Missing PAH Chemistry

If a tractable solution to the polycyclic thermochemistry issue described in the previous section can be implemented in RMG, then it will also be worthwhile to update the kinetic database of RMG to reflect the current understanding of PAH chemistry. Specifically, there are three aspects of PAH chemistry that are well known in the combustion field, but unknown to RMG currently: high-barrier cis-trans isomerizations, phenyl addition/cyclization reactions and o-benzyne chemistry.

Figure 6-5 shows an example from literature of a high-barrier (~50 kcal/mol) cis-trans isomerization of a substituted aromatic species.\(^{332}\) The cause of the high barrier is a loss of conjugation between the aromatic ring and the unsaturated bonds on the side chain during isomerization as the \(\pi\)-orbitals of the TS are no longer overlapping. RMG does not distinguish between cis/trans-isomers, the underlying assumption being that the barrier between the two is small enough that at combustion temperatures they are equilibrated. While this assumption may be adequate for small, unconjugated molecules, it clearly breaks down for bulky, conjugated aromatic molecules.
As discussed in section 5.3.1.3, these high high-barrier cis-trans isomerization can actually be the bottleneck of a multi-step process. The specific example given was for phenyl radical + diacetylene, which can easily isomerize to $i6/i7$ on the $C_8H_7$ PES of Figure 6-5, but must then surmount the $\sim 50$ kcal barrier to reach $i8$, the cis-isomer of $i7$. Once $i8$ is formed, ring-closure to make stable 2-naphthyl radical is facile (followed by hydrogen-abstraction to make naphthalene). Initially, RMG ignored isomerization between $i7$ and $i8$, assuming the two to be in equilibrium, and 2-naphthyl radical formation was subsequently overpredicted (as was naphthalene). As a temporary solution, an $i7/i8 \rightarrow 2$-naphthyl radical library reaction was added to RMG with effective kinetics determined by the rate-limiting cis-trans-isomerization. While this approach prevented subsequent RMG mechanisms from forming naphthalene via phenyl radical + diacetylene, it is not sustainable. There are many more unsaturated, substituted aromatics that
will have large barriers to cis/trans-isomerization besides the one example given in Figure 6-5, and it is not feasible to manually introduce effective kinetics for all of them. Therefore, a more general solution should be implemented in RMG. Ideally, RMG would be able to distinguish all cis/trans-isomers, but if that proves impractical then at least for aromatic molecules a distinction between cis- and trans- should be made.

The second aspect of PAH chemistry of which RMG is currently ignorant is the recently proposed phenyl addition/cyclization (PAC) pathway (Scheme 6-3). PAC was first proposed by Shukla and Koshi, who observed products of benzene and acetylene co-pyrolysis with MBMS that were separated by intervals of either 26 or 76 amu. The former they attributed to hydrogen abstraction and acetylene addition (HACA) and the latter they attributed to PAC. PAC proceeds in two simple steps: a phenyl radical replaces hydrogen on a stable aromatic molecule, and a new aromatic bond is formed by dehydrocyclization. In this manner, the original aromatic molecule gains two more aromatic rings at once.

Scheme 6-3: Example of the phenyl addition/cyclization (PAC) pathway. Taken from Shukla and Koshi.

Unlike HACA, which can sometimes terminate growth by forming a five-membered ring (e.g., 1-naphthyl radical + acetylene → acenaphthalene), PAC can proceed indefinitely because “bay” sites for future addition are always maintained. Although RMG can predict the addition and hydrogen-loss steps (the PA part) there is currently not a reaction family for dehydrocyclization (C step). More importantly, there is a lack of either measured or predicted kinetic data for such reactions upon which a new reaction family could be built. Nonetheless, the kinetics of some representative dehydrocyclization reactions could be calculated, after which a new reaction family could be created. Given the high concentration of both benzene and phenyl radical predicted in our models of natural gas high temperature pyrolysis, it is expected that once PAC is incorporated into RMG formation of large PAH’s will proceed much more rapidly than in current models.

Finally, there have been several experimental and theoretical studies recently that suggest a more prominent role for ortho-benzyne (o-benzyne) in PAH chemistry (Scheme 6-4). First,
decomposition of o-benzyne was implicated as the source of acetylene and vinylacetylene in flash propargyl radical pyrolysis experiments with MBMS detection.\textsuperscript{40} Second, owing to its singlet biradical character, o-benzyne can undergo 1,4-cycloaddition with an n-ring aromatic molecule, followed by fragmentation of an acetylene to form an (n+1)-ring aromatic (the overall process is deemed 1,4-CAF). The calculated energetics of 1,4-CAF appear favorable compared to other potential reactions between o-benzyne and a closed-shell aromatic.\textsuperscript{362} Because RMG treats o-benzyne as a closed-shell molecule, it is currently unable to capture this interesting and potentially important chemistry.
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6.3.3 Better Use of Training Reactions

RMG currently relies on a mix of both training reactions and rate rules to estimate the kinetics of new reactions.\textsuperscript{181} However, just because a training reactions exists somewhere in the RMG database does not mean that it is being fully utilized. In fact, as illustrated by the example in Scheme 6-5, much of the subtle, chemical information conveyed by a training reaction is apparently elided by RMG in favor of a simple, "first-order" understanding. The example given is the aromatic-catalyzed 1,2-hydrogen-migration pathway, which was discovered on the C\textsubscript{9}H\textsubscript{11}
PES and added as training reactions to RMG’s database. As discussed in section 4.2.4.6, RMG’s ability to apply this finding to an analogous system, the C_{14}H_{15} PES of 1-naphthyl radical + 2-butene, was tested with mixed results: although the identical pathway was found (1,2-H-migration catalyzed by the phenyl “active site”, magenta pathway in Scheme 6-5), RMG was unable to extrapolate the “aromatic-catalyzed” concept either to a different active site (naphthyl active site) or a different reaction (1,3-hydrogen-migration). Currently, the only recourse to ensure that RMG will find the other three aromatic-catalyzed pathways is to add more specific training reactions, which is time-consuming and antithetical to the automated philosophy of RMG.

Scheme 6-5: Illustration of how RMG should be able to apply training reactions, using the aromatic-catalyzed 1,2-H-migration as an example. The magenta pathway is the only one found by RMG.

Similar to the example of a polycyclic molecule with poorly estimated thermochemistry in Scheme 6-2, I don’t have a specific solution for this shortcoming of RMG, but I hope that the example above can be used as a test of any attempted re-organization of the database. For example, efforts are being made in the Green group to convert all of the training reactions into “fingerprints” that are amenable to machine learning through convolutional neural networks. Hopefully, after such an overhaul of the database the subtler details of the training reactions will no longer be lost in translation.

6.3.4 Incorporate Halogen Chemistry

Currently, RMG is intended for construction of mechanisms that include only carbon, hydrogen, oxygen, nitrogen and sulfur (CHONS) atoms. However, there is no reason that the fundamental concepts behind RMG (flux-based mechanism construction, group-additivity
estimates of thermochemistry and averaging of analogous training reactions/rate rules) can't be extended to other atoms. Specifically, I am advocating for the inclusion of halogen chemistry in RMG because of the interference of photolytically generated iodine (I) atom in our LFP experiments, which required manual construction of a submechanism (section 4.2.4.4.2). Similarly, photolytically-generated chlorine (Cl) atom is often used as the “ignition” source in experimental studies of low-temperature autoignition and must be taken into account in any quantitative model of the observed chemistry.50

Beyond the narrow scope of laboratory experiments, there are many other applications where an RMG-like tool for predicting halogen chemistry would be useful. For example: in atmospheric models of the marine boundary layer where chlorine, bromine and iodine all play important and varied roles;170, 363 in screening commercially-viable CFC replacements;364 in modeling of nuclear accidents where radioactive iodine leaks into the atmosphere;365 in low-CO2 halogen-mediated processes for the partial oxidation of natural gas and alkanes to commodity chemicals;366-367 and in corrosion prevention.368

As demonstrated in section 4.2.4.4.2, there is already a lot of experimental data on halogen chemistry in the literature to draw from that could form the backbone of a kinetic and thermochemistry database in RMG. Where experimental data is lacking, theoretical predictions might be practical and are becoming more common for halogens.257, 369

While I hardly expect (or want) all of the recommendations above to be followed verbatim, it is my hope that at least some of them will spark some new ideas, including for myself.
Appendix A

Additional Details for CH₃OO + Alkenes

Criegee Intermediate (CI) Formation Rate Experimental Details

The analytical model from the main text (Eqs. 3.1 to 3.4) is reproduced here for reference.

\[
[\text{CH}_3\text{OO}] (t) = \frac{\alpha k_1 [O_2][\text{CH}_2I_0]}{k_1 [O_2] - k_2 [\text{Alkene}] - k_3} (e^{-(k_2[\text{Alkene}] + k_3)t} - e^{-k_1 [O_2] t})
\]

\[
[I] (t) = \frac{[\text{CH}_2I_0]}{k_1 [O_2] - k_4} 
[(1 + \alpha)k_1 [O_2] - k_4] e^{-k_4 t} - \alpha k_1 [O_2] e^{-k_1 [O_2] t})
\]

\[
A_{375} (t) = \sigma_{\text{CH}_3\text{OO}} (\lambda = 375 \text{ nm}) I_{375} [\text{CH}_3\text{OO}] (t) + \text{shift}
\]

\[
A_{1} (t) = \sigma_{1} (\lambda = 1315.246 \text{ nm}) I_{1} [I] (t)
\]

Table A.1 and Table A.2 summarize the experimental conditions of the CI formation experiment at 298 K, as well as the global and local fit parameters obtained by fitting this data. The uncertainties reported for \(\alpha\), \(k_1\) and \(\sigma_{\text{CH}_3\text{OO}}\) in Table A.1 are not due to uncertainty in the fitting procedure (because of the high density of data points in a single absorbance trace this number was very small), but rather are due to uncertainties in other parameters, which are discussed next.
Table A 1: Experimental conditions and global fit parameters for 298 K Cl formation experiments

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>K</td>
<td>298 ± 1.3</td>
</tr>
<tr>
<td>P</td>
<td>Torr</td>
<td>25</td>
</tr>
<tr>
<td>FPR(^a)</td>
<td>Unitless</td>
<td>7.55</td>
</tr>
<tr>
<td>([\text{CH}_2\text{I}_2])(^b)(^c)</td>
<td>molecules cm(^{-3})</td>
<td>2.89 × 10(^{14})</td>
</tr>
<tr>
<td>([\text{O}_2]) Range(^c)</td>
<td>molecules cm(^{-3})</td>
<td>0.99-69.3 × 10(^{15})</td>
</tr>
<tr>
<td>Photolysis Power</td>
<td>mJ pulse(^{-1})</td>
<td>92</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(l_{375})</td>
<td>Cm</td>
<td>1510 ± 409</td>
</tr>
<tr>
<td>(l_1)</td>
<td>Cm</td>
<td>73 ± 12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>Unitless</td>
<td>0.71 ± 0.07</td>
</tr>
<tr>
<td>(k_1)</td>
<td>cm(^3) molecule(^{-1}) s(^{-1})</td>
<td>(1.4 ± 0.1) × 10(^{-12})</td>
</tr>
<tr>
<td>(\sigma_{\text{CH}_2\text{O}_0} (\lambda=375 \text{ nm}))</td>
<td>cm(^2) molecule(^{-1})</td>
<td>(7 × 7/3.5) × 10(^{-18})</td>
</tr>
</tbody>
</table>

\(^a\) FPR = Flashes per Refresh
\(^b\) [CH\(_2\)I\(_2\)] was estimated by using the vapor pressure of CH\(_2\)I\(_2\) at 298 K\(^{166}\)
\(^c\) All concentrations have ±10% uncertainty, as discussed in the text

Table A 2: Local fit parameters for 298 K Cl formation experiment

<table>
<thead>
<tr>
<th>([\text{O}_2]) (10^{15}) molecules cm(^{-3})</th>
<th>([\text{CH}_2\text{I}_0]) (10^{12}) molecules cm(^{-3})</th>
<th>(k_3) s(^{-1})</th>
<th>(k_4) s(^{-1})</th>
<th>shift</th>
<th>Unitless</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>2.8</td>
<td>429</td>
<td>131</td>
<td>7.73E-04</td>
<td></td>
</tr>
<tr>
<td>4.95</td>
<td>2.7</td>
<td>325</td>
<td>100</td>
<td>7.84E-04</td>
<td></td>
</tr>
<tr>
<td>9.9</td>
<td>2.5</td>
<td>328</td>
<td>112</td>
<td>1.50E-03</td>
<td></td>
</tr>
<tr>
<td>19.8</td>
<td>2.7</td>
<td>298</td>
<td>117</td>
<td>2.08E-04</td>
<td></td>
</tr>
<tr>
<td>29.7</td>
<td>2.6</td>
<td>283</td>
<td>111</td>
<td>7.22E-05</td>
<td></td>
</tr>
<tr>
<td>39.6</td>
<td>2.6</td>
<td>297</td>
<td>107</td>
<td>4.12E-06</td>
<td></td>
</tr>
<tr>
<td>49.5</td>
<td>2.5</td>
<td>282</td>
<td>141</td>
<td>8.53E-06</td>
<td></td>
</tr>
</tbody>
</table>

In the case of \(k_1\), its final fit value is coupled to whatever \([\text{O}_2]\) value was fed to the model because the quantity \(k_1[\text{O}_2]\) always appears in the analytical model as a single entity. For example, if the value of \([\text{O}_2]\) is systematically 1.1 × higher than its model value (i.e., 10% systematic uncertainty), then the final fit value of \(k_1\) will be off by \(\frac{1}{1.1} \approx 0.90 \times \) in order to fit the data to within the specified tolerance. Because the mass flow controllers (MFC's) used in this
experiment are calibrated with N\textsubscript{2}, a gas correction factor (GCF) is needed when flowing non-N\textsubscript{2} gases. The GCF can introduce a ±5% systematic uncertainty in the flowrate, which in a worst case scenario would cause a ±10% systematic uncertainty in the concentrations because all gases used in this experiment require a GCF (helium, oxygen, ethene, propene and butenes). Therefore, all of the concentrations in this experiment have ±10% uncertainty, including O\textsubscript{2}, which causes the uncertainty of k\textsubscript{1} to also be ±10%, as reported here. As discussed in section 3.1, the value for k\textsubscript{1} measured here agrees well with other reported values.

In the case of CH\textsubscript{2}OO the largest sources of uncertainty are the pathlengths of both the ultraviolet and infrared lasers. The absorbance equations shown above can be rearranged to solve for CH\textsubscript{2}OO at the time t\textsubscript{1} at which [CH\textsubscript{2}OO] = α[I]\textsubscript{0} (i.e., when CH\textsubscript{2}OO is at its peak concentration) as shown below.

\[ \sigma_{CH_2OO} = \sigma_1 \frac{A_{375}(t_1)}{\alpha I(t = 0) I_{375}} \]

The random uncertainty of \( \sigma_{CH_2OO} \) can be estimated by propagation of uncertainty on the above equation.

\[ \frac{\Delta(\sigma_{CH_2OO})}{\sigma_{CH_2OO}} = \sqrt{\left(\frac{\Delta(\sigma_1)}{\sigma_1}\right)^2 + \left(\frac{\Delta(A_{375}(t_1))}{A_{375}(t_1)}\right)^2 + \left(\frac{\Delta(A_1(t = 0))}{A_1(t = 0)}\right)^2 + \left(\frac{\Delta(\alpha)}{\alpha}\right)^2 + \left(\frac{\Delta(I_1)}{I_1}\right)^2 + \left(\frac{\Delta(I_{375})}{I_{375}}\right)^2} \]

Both A\textsubscript{375} and A\textsubscript{1} have small relative uncertainties as demonstrated by the good signal to noise observed in Figure 3-1 for both ultraviolet and infrared absorption. The uncertainty of \( \alpha \) is estimated as 10% because it is also sensitive to systematic uncertainties in [O\textsubscript{2}]. That leaves the following contributors to the uncertainty: \( \sigma_1 \), which has a relative uncertainty of 20% as reported by Ha et al.,\textsuperscript{78} and I\textsubscript{1} and I\textsubscript{375}, which have 16 and 27% relative uncertainty, respectively, as shown in Table A 1. Combining these uncertainties using the above equation gives the following.

\[ \frac{\Delta(\sigma_{CH_2OO})}{\sigma_{CH_2OO}} = 0.37 \approx 0.40 \]

Therefore the uncertainty of \( \sigma_{CH_2OO} \) can be estimated as 40%. However, this analysis for \( \sigma_{CH_2OO} \) assumes a perfectly circular and homogeneous photolysis beam that is aligned perfectly coaxially with the reactor and the Herriott multiple pass cell. If deviations from this ideal case are taken into account, our uncertainty is on the order of a factor of 2 or more, which is what we report here.
In addition to measuring $\sigma_{\text{CH}_2\text{O}_2}$ at $\lambda = 375$ nm we also measured it at 370 and 385 nm over a range of $\text{O}_2$ concentrations to confirm that it increases at shorter wavelengths as Beames et al.$^{123}$ and Sheps$^{122}$ measured. Figure A 1 compares our measurements on an absolute scale.

![Figure A 1: Comparison between our measured $\sigma_{\text{CH}_2\text{O}_2}$ value at 370, 375 and 385 nm and the measurements of Beames et al.$^{123}$ and Sheps.$^{122}$ Error bars on both our measurement and Beames measurement represent a factor of two uncertainty. Uncertainty in Sheps data is 25%.]

Our measurements agree quite well with the Beames data, both relatively (same trend with $\lambda$) and absolutely. Both our measurement and the Beames measurement differ significantly in an absolute sense, however, from Sheps. Specifically, his measured cross sections are about 3-4 times higher than ours. Because the purpose of the current study is to measure pseudo first order kinetics that don’t depend on path lengths and cross sections this discrepancy does not affect the main results presented here. The fidelity of the relative trend is greater than the error bars in Figure A 1 suggest because our measurements were taken within the same week (in the case of the 370 and 385 nm measurements they were taken back to back the same day) during which time the laser alignment was stable. Therefore any systematic uncertainties with regard to the pathlengths will be roughly the same for all three measurements and in a relative sense the wavelength trend is real and not merely noise.

The $\alpha$ reported in Table A 1 is noticeably smaller than that reported in the literature$^{144-145}$ ($0.71 \pm 0.07$ as opposed to $\sim 0.90$). This might be due to significant multiphoton dissociation of CH$_2$I$_2$ to CH$_2$ because of the high photolysis power used in this experiment. This power was necessary in order to obtain sufficient signal to noise for the single-pass I atom absorption traces. Such a phenomenon would cause the apparent [CH$_2$I]$_0$ values to be larger than they actually are.
due to the presence of more I atoms at the time of photolysis. Hence the fit $\alpha$ value will be lower than it should be in order to fit the second rise of the I atom trace. Note that the fit value of $[\text{CH}_2\text{OO}]_0 (= \alpha [\text{CH}_2\text{I}])$ should still be correct, regardless of the individual values of $\alpha$ and $[\text{CH}_2\text{I}]_0$, hence the fit values of $\sigma_{\text{CH}_2\text{OO}}$ are unaffected. Furthermore, as will be shown in the following section, it was found that varying the photolysis power by roughly a factor of two did not affect the measured Cl + Alkenes rates, therefore the possible occurrence of multi-photon dissociation of CH$_2$I$_2$ does not affect our main results. We also found $[\text{CH}_2\text{I}]_0 \approx 0.01 \times [\text{CH}_2\text{I}_2]$, providing a useful heuristic for future experiments.

The formation of Cl was also verified at 700 K by measuring ultraviolet and infrared absorbance traces over the range of $[\text{O}_2]$ shown in Table A 3 and fitting to the same analytical model, the results of which are summarized in both Table A 3 and Table A 4. Sample fits of both the ultraviolet and infrared absorbance traces at this temperature are shown in Figure A 2.

Table A 3: Experimental conditions and global fit parameters for 700 K Cl formation experiment

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>K</td>
<td>700 ± 11</td>
</tr>
<tr>
<td>$P$</td>
<td>Torr</td>
<td>25</td>
</tr>
<tr>
<td>FPR</td>
<td>Unitless</td>
<td>7.55</td>
</tr>
<tr>
<td>$[\text{CH}_2\text{I}_2]$</td>
<td>molecules cm$^{-3}$</td>
<td>$2.89 \times 10^{14}$</td>
</tr>
<tr>
<td>$[\text{O}_2]$ Range</td>
<td>molecules cm$^{-3}$</td>
<td>0.99-69.3 x $10^{15}$</td>
</tr>
<tr>
<td>Photolysis Power</td>
<td>mJ pulse$^{-1}$</td>
<td>105</td>
</tr>
<tr>
<td>$l_{375}$</td>
<td>cm</td>
<td>1150 ± 437</td>
</tr>
<tr>
<td>$l_1$</td>
<td>cm</td>
<td>57 ± 10</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Unitless</td>
<td>0.70 ± 0.07</td>
</tr>
<tr>
<td>$k_1$</td>
<td>cm$^3$ molecule$^{-1}$ s$^{-1}$</td>
<td>$(1.0 \pm 0.1) \times 10^{-12}$</td>
</tr>
<tr>
<td>$\sigma_{\text{CH}_2\text{OO}} (\lambda=375 \text{ nm})$</td>
<td>cm$^2$ molecule$^{-1}$</td>
<td>$(6 \pm 6/-3) \times 10^{-18}$</td>
</tr>
</tbody>
</table>
Table A 4: Local fit parameters for 700 K CI formation experiment

<table>
<thead>
<tr>
<th>[O₂] 10¹⁵ molecules cm⁻³</th>
<th>Local Fit Parameters</th>
<th>[CH₂I]₀ 10¹² molecules cm⁻³</th>
<th>k₃ s⁻¹</th>
<th>k₄ s⁻¹</th>
<th>shift Unitless</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>9.3</td>
<td>11492</td>
<td>0</td>
<td>1.60E-03</td>
<td></td>
</tr>
<tr>
<td>4.95</td>
<td>9.2</td>
<td>11558</td>
<td>221</td>
<td>1.80E-03</td>
<td></td>
</tr>
<tr>
<td>9.9</td>
<td>9.1</td>
<td>11695</td>
<td>104</td>
<td>2.10E-03</td>
<td></td>
</tr>
<tr>
<td>19.8</td>
<td>9</td>
<td>11602</td>
<td>0</td>
<td>2.70E-03</td>
<td></td>
</tr>
<tr>
<td>29.7</td>
<td>9.3</td>
<td>11526</td>
<td>0</td>
<td>3.60E-03</td>
<td></td>
</tr>
<tr>
<td>39.6</td>
<td>9.3</td>
<td>11569</td>
<td>2</td>
<td>3.40E-03</td>
<td></td>
</tr>
<tr>
<td>49.5</td>
<td>9.1</td>
<td>11546</td>
<td>57</td>
<td>3.20E-03</td>
<td></td>
</tr>
</tbody>
</table>

Figure A 2: Measurement of CH₂OO formation at 699 K and 25 Torr using ultraviolet absorption of CH₂OO at λ = 375 nm (Panel A) and infrared absorption of I atom (Panel B) over the following range of O₂ concentrations (units of molecules cm⁻³): [O₂] = 0 (black), 4.9×10¹⁵ (red), 20.0×10¹⁵ (blue) and 49.3×10¹⁵ (green). The infrared absorbance trace with no O₂ is shifted up. Only every 500th point is shown for clarity. Solid black lines are model fit.
The uncertainties in the global fit parameters were determined in the same manner as at 300 K. There are several interesting differences to note between the 700 and 300 K data. First, as mentioned in section 3.1, $k_1$ decreases at this elevated temperature consistent with expectation. Second, there is a noticeable amount of absorption at 375 nm in the absence of $O_2$ that appears to be responsible for the long time baseline offset observed at all values of $[O_2]$. This is likely due to absorption by a species produced by secondary chemistry. Third, at 700 K $[CH_2I]_0 \approx 0.03 \times [CH_2I_2]$, possibly because the higher temperature encourages more CH$_2$I$_2$ to photolyze at 355 nm. Finally, $k_3$, the first order loss of CH$_2$OO, is almost two orders of magnitude larger at 700 K, while $k_4$, the first order loss of I atom, hardly changes.

This experiment provides evidence that at 700 K we are still able to probe CH$_2$OO at 375 nm, although it is far less stable at this temperature as evidenced by the large values of $k_3$.

**CI + Alkenes Experimental Details**

The details of the CI + ethene, propene and butene isomer experiments are summarized in Table A 5, Table A 6 and Table A 7, respectively.
### Table A 5: CI + ethene experimental details

<table>
<thead>
<tr>
<th>Units:</th>
<th>T (K)</th>
<th>P (Torr)</th>
<th>FPR</th>
<th>([O_2])</th>
<th>Range of ([\text{C}_2\text{H}_4])</th>
<th>([\text{CH}_2\text{I}_2])</th>
<th>% Change from Base Case</th>
<th>(mJ/pulse)</th>
<th>% Change from Base Case</th>
<th>(10^{-16}) cm(^{-3}) molecule(^{-1}) s(^{-1})</th>
<th>% Change from Base Case</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base Case</strong></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 4.15</td>
<td>1.41</td>
<td>-</td>
<td>79</td>
<td>-</td>
<td>6.6 ± 1.1</td>
<td>-</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.23</td>
<td>2.82</td>
<td>0 - 4.0</td>
<td>2.54</td>
<td>80.1</td>
<td>79</td>
<td>0</td>
<td>6.8 ± 1.5</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 4.15</td>
<td>1.41</td>
<td>0.0</td>
<td>111</td>
<td>40.51</td>
<td>7.4 ± 1.5</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pressure Dependence</strong></td>
<td>298 ± 1.3</td>
<td>15</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 4.15</td>
<td>1.41</td>
<td>-</td>
<td>70</td>
<td>-</td>
<td>6.6 ± 1.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>50</td>
<td>1.15</td>
<td>2.9</td>
<td>0 - 8.3</td>
<td>1.41</td>
<td>-</td>
<td>70</td>
<td>-</td>
<td>7.1 ± 1.1</td>
<td>-</td>
</tr>
<tr>
<td><strong>Base Case</strong></td>
<td>390 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.95</td>
<td>0 - 3.28</td>
<td>1.44</td>
<td>-</td>
<td>48</td>
<td>-</td>
<td>12.1 ± 1.8</td>
<td>-</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td>390 ± 5</td>
<td>25</td>
<td>0.98</td>
<td>2.89</td>
<td>0 - 3.21</td>
<td>2.03</td>
<td>41.0</td>
<td>48</td>
<td>0</td>
<td>12.3 ± 1.7</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>390 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.95</td>
<td>0 - 3.28</td>
<td>1.44</td>
<td>0</td>
<td>100</td>
<td>108.3</td>
<td>13.4 ± 2.7</td>
<td>10.9</td>
</tr>
<tr>
<td><strong>Base Case</strong></td>
<td>494 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.94</td>
<td>0 - 3.26</td>
<td>1.43</td>
<td>-</td>
<td>53</td>
<td>-</td>
<td>20.5 ± 3.6</td>
<td>-</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td>494 ± 5</td>
<td>25</td>
<td>0.97</td>
<td>2.89</td>
<td>0 - 3.21</td>
<td>2.01</td>
<td>40.6</td>
<td>53</td>
<td>0</td>
<td>21.7 ± 5.1</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>494 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.94</td>
<td>0 - 3.26</td>
<td>1.43</td>
<td>0</td>
<td>112</td>
<td>111.3</td>
<td>22.1 ± 6.6</td>
<td>7.6</td>
</tr>
</tbody>
</table>

### Table A 6: CI + propene experimental details

<table>
<thead>
<tr>
<th>Units:</th>
<th>T (K)</th>
<th>P (Torr)</th>
<th>FPR</th>
<th>([O_2])</th>
<th>Range of ([\text{C}_3\text{H}_6])</th>
<th>([\text{CH}_2\text{I}_2])</th>
<th>% Change from Base Case</th>
<th>(mJ/pulse)</th>
<th>% Change from Base Case</th>
<th>(10^{-16}) cm(^{-3}) molecule(^{-1}) s(^{-1})</th>
<th>% Change from Base Case</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base Case</strong></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 2.5</td>
<td>1.41</td>
<td>-</td>
<td>79</td>
<td>-</td>
<td>17.5 ± 2.6</td>
<td>-</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.23</td>
<td>2.82</td>
<td>0 - 2.41</td>
<td>2.54</td>
<td>80.1</td>
<td>79</td>
<td>0</td>
<td>18.6 ± 3.2</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 2.5</td>
<td>1.41</td>
<td>0</td>
<td>111</td>
<td>40.51</td>
<td>17.6 ± 2.5</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>Pressure Dependence</strong></td>
<td>298 ± 1.3</td>
<td>10</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 2.5</td>
<td>1.41</td>
<td>-</td>
<td>70</td>
<td>-</td>
<td>17.9 ± 3.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>50</td>
<td>1.15</td>
<td>2.9</td>
<td>0 - 5.0</td>
<td>1.41</td>
<td>-</td>
<td>70</td>
<td>-</td>
<td>20.4 ± 4.3</td>
<td>-</td>
</tr>
<tr>
<td><strong>Base Case</strong></td>
<td>390 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.95</td>
<td>0 - 1.97</td>
<td>1.44</td>
<td>-</td>
<td>51</td>
<td>-</td>
<td>24.9 ± 3.4</td>
<td>-</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td>390 ± 5</td>
<td>25</td>
<td>0.98</td>
<td>2.89</td>
<td>0 - 1.93</td>
<td>2.03</td>
<td>41.0</td>
<td>51</td>
<td>0</td>
<td>24.7 ± 4.2</td>
<td>-0.7</td>
</tr>
<tr>
<td></td>
<td>390 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.95</td>
<td>0 - 1.97</td>
<td>1.44</td>
<td>0</td>
<td>108</td>
<td>111.8</td>
<td>24.4 ± 3.5</td>
<td>-2.0</td>
</tr>
<tr>
<td><strong>Base Case</strong></td>
<td>494 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.94</td>
<td>0 - 1.96</td>
<td>1.43</td>
<td>-</td>
<td>50</td>
<td>-</td>
<td>32.0 ± 4.9</td>
<td>-</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td>494 ± 5</td>
<td>25</td>
<td>0.97</td>
<td>2.86</td>
<td>0 - 1.91</td>
<td>2.01</td>
<td>40.6</td>
<td>50</td>
<td>0</td>
<td>32.3 ± 4.8</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>494 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.94</td>
<td>0 - 1.96</td>
<td>1.43</td>
<td>0</td>
<td>112</td>
<td>124.0</td>
<td>34.4 ± 6.2</td>
<td>7.6</td>
</tr>
</tbody>
</table>
### Table A 7: CI + butene isomers experimental details

<table>
<thead>
<tr>
<th></th>
<th>T</th>
<th>P</th>
<th>FPR</th>
<th>[O2] x10^{16} molecule cm^{-3}</th>
<th>Range of [C_4H_8]</th>
<th>Approximate [CH_2] x10^{14} molecule cm^{-3}</th>
<th>Approximate Photolysis Power</th>
<th>k_2 10^{-16} cm^3 molecule^{-1} s^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Iso-Butene</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 1.66</td>
<td>1.41</td>
<td>50</td>
<td>14.0 ± 2.6</td>
</tr>
<tr>
<td></td>
<td>390 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.9</td>
<td>0 - 1.64</td>
<td>1.43</td>
<td>50</td>
<td>18.5 ± 3.3</td>
</tr>
<tr>
<td></td>
<td>494 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.9</td>
<td>0 - 1.63</td>
<td>1.44</td>
<td>50</td>
<td>24.2 ± 5.4</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>10</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 1.87</td>
<td>1.41</td>
<td>50</td>
<td>16.4 ± 4.0</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>50</td>
<td>1.15</td>
<td>2.9</td>
<td>0 - 2.9</td>
<td>1.41</td>
<td>50</td>
<td>17.1 ± 5.6</td>
</tr>
<tr>
<td><strong>1-Butene</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 1.66</td>
<td>1.41</td>
<td>50</td>
<td>15.2 ± 3.0</td>
</tr>
<tr>
<td></td>
<td>390 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.9</td>
<td>0 - 1.64</td>
<td>1.43</td>
<td>50</td>
<td>18.0 ± 2.6</td>
</tr>
<tr>
<td></td>
<td>494 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.9</td>
<td>0 - 1.63</td>
<td>1.44</td>
<td>50</td>
<td>25.8 ± 5.6</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>10</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 1.87</td>
<td>1.41</td>
<td>50</td>
<td>17.6 ± 3.7</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>50</td>
<td>1.15</td>
<td>2.9</td>
<td>0 - 2.9</td>
<td>1.41</td>
<td>50</td>
<td>16.4 ± 4.0</td>
</tr>
<tr>
<td><strong>2-Butene</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>25</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 1.66</td>
<td>1.41</td>
<td>50</td>
<td>6.5 ± 1.8</td>
</tr>
<tr>
<td></td>
<td>390 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.9</td>
<td>0 - 0.98</td>
<td>1.44</td>
<td>50</td>
<td>7.8 ± 1.8</td>
</tr>
<tr>
<td></td>
<td>494 ± 5</td>
<td>25</td>
<td>1</td>
<td>2.9</td>
<td>0.163 - 1.3</td>
<td>1.44</td>
<td>50</td>
<td>11.4 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>10</td>
<td>1.27</td>
<td>2.9</td>
<td>0 - 1.87</td>
<td>1.41</td>
<td>50</td>
<td>9.1 ± 2.6</td>
</tr>
<tr>
<td></td>
<td>298 ± 1.3</td>
<td>50</td>
<td>1.15</td>
<td>2.9</td>
<td>0 - 2.5</td>
<td>1.41</td>
<td>50</td>
<td>9.4 ± 2.8</td>
</tr>
</tbody>
</table>
As shown, control experiments were conducted for both Cl + ethene and Cl + propene at every temperature to ensure that increasing photolysis power and precursor concentration did not affect the measured $k_2$ value out of its error bounds. For the base case measurements two or three replicates were taken at each [Alkene]. $k'$ was measured at five to eight different values of [Alkene] over the range indicated.

The error bounds on $k_2$ incorporate both random experimental uncertainty, as well as systematic uncertainty in [Alkene] due to the 5% flow inaccuracy of our MFC’s for non-N$_2$ gases discussed in the section above. To summarize: $k_2$ was obtained with 95% confidence intervals from the slope of the pseudo-first-order decay of CH$_2$OO, $k'$, versus [Alkene] for both the highest and lowest sets of [Alkene] values. The lowest and highest values of $k_2$ obtained within the 95% confidence intervals were averaged together to arrive at the values of $k_2$ reported above, with the uncertainties reflecting the full span of possible $k_2$ values. Both systematic and random uncertainties were also taken into account when fitting the Arrhenius parameters by obtaining values of $A$ and $E_a$ over the entire range of possible $k_2(T)$ values and then averaging the results.

As an example of how the error bounds on $k_2(T)$, $A$ and $E_a$ were determined, Figure A 3 shows $k'$ versus [C$_2$H$_4$] at 298 K for three different sets of [C$_2$H$_4$]: the base case set assuming the GCF introduces no inaccuracy in the flow rates, and the sets with ±10% systematic offset in [C$_2$H$_4$].

![Figure A 3: Sample pseudo-first-order CH$_2$OO decay rate $k'$ vs. [C$_2$H$_4$] demonstrating the effect of ±10% [C$_2$H$_4$] uncertainty](image)
A $k_2$ value with 95% confidence intervals was obtained from the linear fit of each of these sets. The full range of $k_2$ values in this example (including confidence intervals) is $(0.55 - 0.77) \times 10^{-15}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ and the final value of $k_2$ reported here is chosen to reflect the entire range: $k_2(298 \text{ K}) = (0.66 \pm 0.11) \times 10^{-15}$ cm$^3$ molecule$^{-1}$ s$^{-1}$. $k_2(T)$ was determined in this manner for every experiment.

To determine $A$ and $E_a$, the Arrhenius fit was conducted for four extreme cases: all of the $k_2(T)$ values were shifted up or down together by their respective systematic uncertainties and the highest $k_2(T)$ value was set to the upper (lower) extreme of its confidence interval while the lowest $k_2(T)$ value was set to the lower (upper) extreme of its confidence interval to produce an Arrhenius plot with the steepest (shallowest) slope. Table A 8 shows the values of $\ln(A)$ and $E_a/1000$ obtained for these four (two by two) extreme cases.

Table A 8: Range of possible fit Arrhenius parameter for CH$_2$OO + ethene at 298 K taking into account both random and systematic uncertainty in $k_2$. Units of $A$ are cm$^3$ molecule$^{-1}$ s$^{-1}$.

<table>
<thead>
<tr>
<th>Shifted Down</th>
<th>Shifted Up</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln(A)$</td>
<td>$E_a/(1000R)$ K$^{-1}$</td>
</tr>
<tr>
<td>Steepest Slope</td>
<td>-32.53</td>
</tr>
<tr>
<td>Shallowest Slope</td>
<td>-31.96</td>
</tr>
</tbody>
</table>

The average and standard deviation of the values in Table A 8 was taken to obtain $\ln(A) = -(32.1 \pm 0.3)$ and $E_a/1000 = 0.85 \pm 0.1$ K$^{-1}$, or in meaningful units: $A = (11 \pm 5) \times 10^{-15}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ and $E_a = 7000 \pm 900 \frac{1}{\text{mol}}$. These correspond to the values and uncertainties reported in section 3.1.

Attempts were made to measure the rate of Cl + alkenes at temperatures above 494 K but as mentioned above we found that Cl was less stable above this temperature and there was also a small baseline offset in the 375 nm absorbance traces as shown in Figure A 4 below. Furthermore, even for the maximum propene concentration that could be used at this temperature (red curve in Figure A 4) the change in CH$_2$OO decay was not very substantial.
Figure A 4: Decays of CH$_2$OO absorbance ($\lambda = 375$ nm) at 599 K and 25 Torr in the absence and presence of propene. Without propene there is a clear and reproducible baseline offset as indicated possibly due to absorption by another species. With propene this absorbing species still seems to be there, but it is decaying away on a noticeable time scale.

Probing IO at $\lambda = 427.2$ nm

Figure A 5 shows the short and long time behavior of a typical absorbance trace taken at $\lambda = 427.2$ nm along with a typical $\lambda = 375$ nm trace taken at the same conditions for comparison. At short times the qualitative difference between the traces obtained using different probe wavelengths is clear. Specifically, at $\lambda = 427.2$ nm the absorbance signal continues to increase well past the time at which the $\lambda = 375$ nm trace has reached its maximum. This could be attributable to later formation of IO by processes other than the initial CH$_3$I + O$_2$ reaction. Also, the signal at $\lambda = 427.2$ nm decays at a slower rate than at $\lambda = 375$ nm, as conveyed in Figure 3-2. It should also be noted that at long times the absorbance signal at $\lambda = 427.2$ nm goes negative, which could simply be due to thermal lensing. However, this behavior was reproducible and insensitive to the multiple-pass probe laser alignment, suggesting that it could be attributable to a real phenomenon. Because of the multiple processes that seem to be occurring at $\lambda = 427.2$ nm (initial IO formation, later secondary IO formation, decay and another phenomenon causing the negative offset) a single exponential fit to the decay portion of the trace does not perfectly match the data, as shown. Nevertheless, such a fit is sufficient to determine if the observed decay increases significantly with increasing propene, as was done here.
Figure A 5: Panel A shows short time behavior of absorbance traces recorded at the same conditions with $\lambda = 375$ (•) and 427.2 nm (○). Panel B shows long time behavior with $\lambda = 427.2$ nm only. Only every 200$^{th}$ point is shown. Solid black lines are single exponential fits.

To gain further confidence that the signal observed at $\lambda = 427.2$ nm is mostly attributable to IO, the relative absorbance was measured at two nearby wavelengths (Figure A 6). As shown, $\lambda = 427.2$ nm corresponds to a peak in absorbance to within 0.5 nm, consistent with the 4,0 band of IO.$^{149}$
Figure A 6: Relative absorbance measured at wavelengths near the 4,0 band of IO’s $A^2\Pi \leftarrow X^2\Pi$ transition.
Appendix B

Additional Details for CH$_2$OO Self-Reaction

Details of Fitting I Atom Growth to Obtain [CH$_2$OO]$_0$

For convenient reference, the equation used to calculate [CH$_2$OO]$_0$ is reproduced here.

\[
[\text{CH}_2\text{OO}]_0 = \frac{A_{1,2}}{\sigma_i(\lambda = 1315.246 \text{ nm})l_t}
\]

Using the integrated absorption cross section of the I atom at its $F = 3 \ 2^P_{1/2} \leftarrow F = 4 \ 2^P_{3/2}$ hyperfine atomic transition measured by Ha et al., as well as the approximate Voigt profile given by Whiting and the empirical broadening parameters measured by Davis et al. in different bath gases to account for collisional and Doppler broadening, we can calculate $\sigma_i(\lambda = 1315.246 \text{ nm})$. For example, at 297 K and in 25 Torr N$_2$, $\sigma_i(\lambda = 1315.246 \text{ nm}) = 2.2 \pm 0.4 \times 10^{-18} \text{ cm}^2 \text{ molecule}^{-1}$. $l_t$ is calculated by measuring the distance between the I atom laser and the center of the photolysis laser beam in Cartesian coordinates $(x_{in}, y_{in})$ at some point, $z_{in}$, before the beams enter the reactor and at another point, $z_{out}$, after the beams exit $(x_{out}, y_{out})$. The distance between the inlet and outlet points, $z_{tot} = z_{out} - z_{in}$, is also measured as well as the radius of the collimated photolysis laser beam, $r_{\text{photolysis}}$, allowing $l_t$ to be calculated by the following equations.

\[
l_t = \sqrt{\frac{z_{\text{overlap}}^2 + r_{\text{overlap}}^2}{2z_{\text{total}}} \left[ r_{\text{photolysis}}^2 \left[ (x_{in} - x_{out})^2 + (y_{in} - y_{out})^2 \right] - [x_{out}y_{in} - x_{in}y_{out}]^2 \right] + (x_{in} - x_{out})^2 + (y_{in} - y_{out})^2}}
\]

\[
z_{\text{overlap}} = \frac{z_{\text{total}}}{2z_{\text{total}}} \left[ r_{\text{photolysis}}^2 \left[ (x_{in} - x_{out})^2 + (y_{in} - y_{out})^2 \right] - [x_{out}y_{in} - x_{in}y_{out}]^2 \right]
\]

\[
r_{\text{overlap}} = \frac{z_{\text{overlap}}}{z_{\text{total}}} \sqrt{(x_{out} - x_{in})^2 + (y_{out} - y_{in})^2}
\]

The uncertainty in the value of [CH$_2$OO]$_0$ is calculated by propagation of uncertainty.
\[
\frac{\Delta([\text{CH}_2\text{OO}])}{[\text{CH}_2\text{OO}]}_0 = \sqrt{\left(\frac{\Delta(A_{1,2})}{A_{1,2}}\right)^2 + \left(\frac{\Delta(\sigma_I)}{\sigma_I}\right)^2 + \left(\frac{\Delta(I)}{I}\right)^2}
\]

The relative uncertainty in \(\Delta A_{1,2}\) is due to uncertainty in the back extrapolation of the fit to \(t_0\) (Figure B 1).

Figure B 1: Representative I atom absorbance trace at 297 K, in 50 Torr He and \([\text{O}_2]\) = 1.1 \times 10^{17} \text{ cm}^{-3} \) with model fit (black line) to extract value of \([\text{CH}_2\text{OO}])_0\). A. shows the entire fit and B. shows only times around \(t_0\) (circled portion of A.).

As shown, there is a \(\sim 1.25 \mu s\) window of possible \(t_0\) values, as defined by the time zero recorded by the oscilloscope (lower \(t_0\) limit, defined by the time when a separate photodiode detects photolysis light) and when the spike from scattered photolysis recorded by the I atom
photodiode has passed (upper \( t_0 \) limit). Throughout this work \( t_0 \) is defined as the time at which scattered photolysis light measured by the I atom photodiode is recorded on our digital oscilloscope (time at which photolysis spike peaks). This definition eliminates the approximately one microsecond delay introduced by the Stanford Research Systems SR560 low-noise pre-amplifier through which the I atom signal is amplified before being recorded on the oscilloscope (because the I atom laser is only single-pass the pre-amplifier is necessary to obtain sufficient signal-to-noise.). Nonetheless, to be conservative we assume that the true \( t_0 \) could be anywhere within this 1.25 \( \mu \)s window, which translates into \( \sim 10\% \) relative uncertainty in \( A_{i,2} \). Although the pre-amplifier also has a 1 MHz (10% accuracy) low-bandpass filter that broadens the recorded signal at very short time scales (\( \leq 1 \) \( \mu \)s), we are fitting for a growth rate with characteristic time, 
\[
\tau = \left( k_{\text{growth}[O_2]} \right)^{-1},
\]
that is \( \sim 6 \) \( \mu \)s at its fastest. The oscilloscope itself introduces no additional signal distortion at these fast times, as evidenced by the fact that if the I atom signal is directly routed to the oscilloscope, bypassing the pre-amplifier, the photolysis spike recorded by the I atom photodiode corresponds to the oscilloscope \( t_0 \) within nanoseconds, and the spike itself becomes orders of magnitude sharper (rise and fall times on the scale of nanoseconds). The oscilloscope does, however, distort signals with \( \tau \geq 65 \) ms due to the RC electronics, as discussed in a later section. It should also be noted that this 10% uncertainty in \( A_{i,2} \), as well as \( A_{i,1} \), results in an \( \sim 20\% \) uncertainty in \( \alpha \left( = \frac{A_{i,2}}{A_{i,1}} \right) \).

Ha et al. quote 20% relative uncertainty in their measured I atom cross section value, \( \sigma_i \), which we depend on as our absolute calibration. We determine \( \frac{\Delta(\sigma_i)}{\sigma_i} \approx 25\% \) from propagation of uncertainty on the equations for \( l_i \) shown above. Combining these three uncertainties using the equation above, the overall uncertainty in our determination of \([\text{CH}_2\text{OO}]_0\) is 35%.

**Details of Fitting "Complex" Model to CH\(_2\)OO and I Atom Decay**

Table B 1 summarizes the values obtained for the global fit parameters of the "complex" model \( (k_{\text{self}}, k_{\text{CH}_2\text{OO}+,r}, k_{\text{uni}} \text{ and } k_{\text{uni,r}}) \) for all of the experiments conducted here. The only local fit parameters (allowed to vary trace to trace) are \( b \) and \( c \), which are shift factors for the normalized CH\(_2\)OO and I Atom decay fits, respectively, and \([\text{CH}_2\text{OO}]_0\), which is allowed to vary \( \pm 35\% \) from the value measured using I atom absorbance due to the uncertainty of that
measurement as discussed in the previous section. \( b \) and \( c \) range from 0 to 0.1 and 0.07 to 0.4, respectively.

### Table B 1: Fit rate coefficients from “complex” model for all experiments (T=297 K)

<table>
<thead>
<tr>
<th>Base Case Experiments</th>
<th>( k_{\text{self}} ) (^{a})</th>
<th>( k_{\text{CH}_2\text{OO}+I} ) (^{b})</th>
<th>( k_{\text{uni}} ) (^{c,d})</th>
<th>( k_{\text{uni},I} ) (^{c,e})</th>
<th>Range of ([\text{CH}_2\text{OO}]_0)</th>
<th>Scaling (^{f})</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P = 25 ) Torr He</td>
<td>5.0 ± 1.8</td>
<td>8.4 ( \times 10^{-28} )</td>
<td>70</td>
<td>82</td>
<td>-5% to +2%</td>
<td></td>
</tr>
<tr>
<td>( P = 25 ) Torr N(_2)</td>
<td>3.6 ± 1.3</td>
<td>1.6 ( \times 10^{-20} )</td>
<td>180</td>
<td>50</td>
<td>-33% to +30%</td>
<td></td>
</tr>
<tr>
<td>( P = 50 ) Torr He</td>
<td>6.1 ± 2.0</td>
<td>3.3 ( \times 10^{-20} )</td>
<td>40</td>
<td>63</td>
<td>-15% to +1%</td>
<td></td>
</tr>
<tr>
<td>( P = 50 ) Torr N(_2)</td>
<td>10.0 ± 3.5</td>
<td>5.2 ( \times 10^{-12} )</td>
<td>0</td>
<td>43</td>
<td>-35% to -18%</td>
<td></td>
</tr>
<tr>
<td>( P = 100 ) Torr N(_2)</td>
<td>5.0 ± 1.8</td>
<td>1.2 ( \times 10^{-27} )</td>
<td>200</td>
<td>38</td>
<td>-35% to +30%</td>
<td></td>
</tr>
</tbody>
</table>

**Control Experiments**

<table>
<thead>
<tr>
<th></th>
<th>( \times 10^{-21} )</th>
<th>( \times 10^{-20} )</th>
<th>( \times 10^{-13} )</th>
<th>( \times 10^{-22} )</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Larger Photolysis Beam (1.3 cm)</td>
<td>4.9 ± 1.7</td>
<td>1.3 ( \times 10^{-20} )</td>
<td>170</td>
<td>38</td>
<td>-35% to +35%</td>
<td></td>
</tr>
<tr>
<td>Smaller Photolysis Beam (1 cm)</td>
<td>10.9 ± 3.8</td>
<td>5.3 ( \times 10^{-28} )</td>
<td>80</td>
<td>39</td>
<td>-34% to -7%</td>
<td></td>
</tr>
<tr>
<td>Single UV Pass</td>
<td>4.8 ± 1.7</td>
<td>1.1 ( \times 10^{-20} )</td>
<td>240</td>
<td>37</td>
<td>-35% to +35%</td>
<td></td>
</tr>
<tr>
<td>Double Flashes per Refresh</td>
<td>5.8 ± 2.0</td>
<td>9.1 ( \times 10^{-13} )</td>
<td>50</td>
<td>43</td>
<td>+18% to +35%</td>
<td></td>
</tr>
<tr>
<td>Half Flashes per Refresh</td>
<td>5.6 ± 2.0</td>
<td>9.7 ( \times 10^{-22} )</td>
<td>150</td>
<td>80</td>
<td>-14% to +16%</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Units of \( 10^{11}\) cm\(^3\) molecule\(^{-1}\) s\(^{-1}\)

\(^{b}\)Units of cm\(^3\) molecule\(^{-1}\) s\(^{-1}\)

\(^{c}\)Units of s\(^{-1}\)

\(^{d}\)Typical error bars from uncertainty of fit (one standard deviation) are ±10 s\(^{-1}\).

\(^{e}\)Error bars from not completely taking into account effect of RC electronics are ±10%.

\(^{f}\)Constrained to be ±35%

\(^{g}\)Control experiments were conducted at a total pressure of 50 Torr N\(_2\), except for “Half Flashes per Refresh” experiment, which was in 50 Torr He

There are several important points to note about these fit values. First, the values of \( k_{\text{self}} \) obtained from the “complex” model and the “simplified” model for a given experiment are within their respective error bars (compare Table B 1 above with Table 3-6). The differences between fit values of the two models is likely due to the fitting procedure itself: in the case of the “complex” model there is much more data that the model has to fit because both \( \text{CH}_2\text{OO} \) and \( \text{I} \) Atom decays are being used, and there are also more parameters to adjust, whereas for the “simplified” model, only the \( \text{CH}_2\text{OO} \) decay is fit.

Second, all of the fit values for \( k_{\text{CH}_2\text{OO}+I} \) are arbitrarily small, except for the “50 Torr N\(_2\)” experiment, which is likely in a local optimum of the sum of least squares. These results indicate that \( \text{CH}_2\text{OO} + \text{I} \) is not a significant sink of either \( \text{CH}_2\text{OO} \) or \( \text{I} \) at our conditions, as discussed in section 3.2.
Finally, $k_{\text{uni,I}}$ is essentially constant for all experiments in N$_2$ but it increases noticeably when the bath gas is switched to He, consistent with decay of I Atom being predominantly due to diffusion out of the beam. Furthermore, in going from 25 Torr He to 50 Torr He, there is a noticeable decrease in $k_{\text{uni,I}}$, which again is as expected if diffusion is the main loss process.

To ensure that CH$_2$OO + I is not occurring significantly, we refit the "50 Torr He" experiment to the "complex" model and constrained $k_{\text{CH}_2\text{OO}+1}$ to various values as shown in Figure B 2 and summarized in Table B 2. The largest value of $k_{\text{CH}_2\text{OO}+1}$ used was $5 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, which is on the same order as the theoretical predictions of Su et al. for the same reaction at similar pressures. From Figure B 2 it is clear that if $k_{\text{CH}_2\text{OO}+1} = 5 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ the model is not able to fit the data, indicating that this rate coefficient is much too fast. As $k_{\text{CH}_2\text{OO}+1}$ is decreased below $1.0 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ the model is able to capture the data well, but as shown in Table B 2 this is only because all of the values of $[\text{CH}_2\text{OO}]_0$ are being pushed to their lower limit of $-35\%$ and $k_{\text{uni}}$ is forced to zero (it should at least be $\sim 40$ s$^{-1}$ to account for diffusion of CH$_2$OO out of the beam). Therefore, we put a conservative upper bound of $1.0 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ on the rate coefficient of CH$_2$OO + I at our conditions, which is at least a factor of five lower than the predictions of Su et al. \textsuperscript{164}
Figure B 2: Measured decays of CH$_2$OO (left) and I Atom (right) at 297 K and 50 Torr He over a range of [CH$_2$OO]$_0$ values ($5 - 18 \times 10^{12}$ molecules cm$^{-3}$). Solid black lines are fits of the "complex" model with $k_{CH_2OO+I}$ constrained to the various values indicated.
Table B 2: Fit rate coefficients from “complex” model for “50 Torr He” experiment for different constrained values of $k_{\text{CH}_2\text{OO}+1}$

<table>
<thead>
<tr>
<th>Lower Bound Constraint on $k_{\text{CH}_2\text{OO}+1}$ a</th>
<th>$k_{\text{CH}_2\text{OO}+1}$ a</th>
<th>$k_{\text{self}}$ a</th>
<th>$k_{\text{uni}}$ b</th>
<th>$k_{\text{uni},l}$ b</th>
<th>Range of $[\text{CH}_2\text{OO}]_0$ Scaling c</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt; 5.0$</td>
<td>5.0</td>
<td>21.3</td>
<td>0</td>
<td>45</td>
<td>-35%</td>
</tr>
<tr>
<td>$&gt; 1.0$</td>
<td>1.0</td>
<td>8.8</td>
<td>0</td>
<td>50</td>
<td>-35%</td>
</tr>
<tr>
<td>$&gt; 0.8$</td>
<td>0.8</td>
<td>8.7</td>
<td>0</td>
<td>52</td>
<td>-35%</td>
</tr>
<tr>
<td>$&gt; 0.5$</td>
<td>0.5</td>
<td>8.7</td>
<td>0</td>
<td>55</td>
<td>-35%</td>
</tr>
<tr>
<td>$&gt; 0.1$</td>
<td>0.1</td>
<td>8.7</td>
<td>17</td>
<td>52</td>
<td>-35% to -31%</td>
</tr>
<tr>
<td>$&gt; 0.05$</td>
<td>0.05</td>
<td>8.4</td>
<td>30</td>
<td>62</td>
<td>-35% to -28%</td>
</tr>
<tr>
<td>$&gt; 0.01$</td>
<td>0.01</td>
<td>8.1</td>
<td>41</td>
<td>63</td>
<td>-35% to -24%</td>
</tr>
<tr>
<td>Unconstrained</td>
<td>$\approx 0$</td>
<td>6.1</td>
<td>40</td>
<td>63</td>
<td>-14% to +1%</td>
</tr>
</tbody>
</table>

Units of $10^{11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$

Units of s$^{-1}$

Constraints to be $\pm 35\%$

Details of Fitting “Simplified” Model to CH$_2$OO Decay

Another approach to putting an upper bound on $k_{\text{CH}_2\text{OO}+1}$ is to fit the decay of CH$_2$OO only to the “simplified” kinetic model, where $k_{\text{uni}}$ is a local fit parameter. Because this model does not include CH$_2$OO + I, the catch-all first-order decay rate coefficient, $k_{\text{uni}}$, should capture the contribution of this reaction. Figure B 3 shows the fit value of $k_{\text{uni}}$ obtained by fitting the “simplified” model to the “50 Torr He” experiment as a function of $[I]_0$.

![Figure B 3: Fit values of $k_{\text{uni}}$ as a function of $[I]_0$ for the “50 Torr He” experiment obtained by fitting data to the “simplified” model.](image)

As shown, $k_{\text{uni}}$ does seem to increase linearly with $[I]_0$ with an approximate bimolecular rate coefficient of $0.57 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ (slope of the linear fit shown in Figure B)
3). This type of pseudo-first-order analysis, where I atom is treated as the excess reagent is possible because on the timescale over which CH$_2$OO is decaying (~10 ms) the I atom concentration only drops by ~20%, at most (see the decays in Figure B 2 as an example). This same analysis was conducted for the other nine experiments reported here and Table B 3 summarizes the results.

**Table B 3**: Values of $k_{CH_2OO+I}$ obtained by fitting all experiments to the “simplified” model and measuring the slope of the linear fit of $k_{uni}$ versus $[I]_0$ (pseudo-first-order analysis).

<table>
<thead>
<tr>
<th>Base Case Experiments</th>
<th>$k_{CH_2OO+I}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P = 25 Torr He</td>
<td>0.4 ± 0.3</td>
</tr>
<tr>
<td>P = 25 Torr N$_2$</td>
<td>1.0 ± 0.3</td>
</tr>
<tr>
<td>P = 50 Torr He</td>
<td>0.6 ± 0.2</td>
</tr>
<tr>
<td>P = 50 Torr N$_2$</td>
<td>0.6 ± 0.4</td>
</tr>
<tr>
<td>P = 100 Torr N$_2$</td>
<td>1.5 ± 0.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control Experiments$^e$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Larger Photolysis Beam (1.3 cm)</td>
<td>2.3 ± 0.4</td>
</tr>
<tr>
<td>Smaller Photolysis Beam (1 cm)</td>
<td>No Trend Observed</td>
</tr>
<tr>
<td>Single UV Pass</td>
<td>1.5 ± 0.6</td>
</tr>
<tr>
<td>Double Flashes per Refresh</td>
<td>0.6 ± 0.2</td>
</tr>
<tr>
<td>Half Flashes per Refresh</td>
<td>0.6 ± 0.6</td>
</tr>
</tbody>
</table>

$^a$Units of 10$^{-11}$cm$^3$ molecule$^{-1}$ s$^{-1}$
$^b$Uncertainty is due to linear fitting procedure (one standard deviation reported)

Fit values of $k_{CH_2OO+I}$ range from 0.4 - 2.3 × 10$^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ (ignoring the “Smaller Photolysis Beam” experiment where $k_{uni}$ showed no clear dependence on $[I]_0$). The increasing trend of $k_{uni}$ with $[I]_0$ suggests that much of the apparent first-order decay is due to CH$_2$OO + I, and our data is broadly consistent with $k_{CH_2OO+I} \approx 0.5 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$ at our conditions. However, for several reasons we cannot unambiguously determine this rate coefficient:

1. Most of the CH$_2$OO decay is due to the faster self-reaction, which varies with the imperfectly known [CH$_2$OO]$_0$, so it is difficult to quantify exactly the first order portion of the decay, $k_{uni}$.

2. Our I atom absorbance signal is noisy because it is only single-pass, so it is hard to perceive the effects of CH$_2$OO + I on the I atom decay if this reaction is slow.
3. There are other possible explanations for why $k_{\text{uni}}$ increases with photolysis energy, for example secondary chemistry such as CH$_2$OO + CH$_3$O. Indeed, the fact that the fit value of $k_{\text{CH}_2\text{OO}+I}$ changes noticeably going from the smallest (1.0 cm) to middle (1.15 cm, all base case experiments) to largest (1.3 cm, both the “Larger Photolysis Beam” and “Single UV Pass” control experiments) photolysis diameter suggests that there is some other phenomenon being captured by $k_{\text{CH}_2\text{OO}+I}$.

Although we cannot firmly determine the rate coefficient for CH$_2$OO + I, we can set a firm upper bound based on these results and the “complex” model results discussed in the previous section: $k_{\text{CH}_2\text{OO}+I} < 1.0 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$.

As mentioned in section 3.2, it should not be necessary to fit both the growth and decay of CH$_2$OO at the same time because the two processes occur on vastly different time scales (~20 μs compared to ≥ 2 ms). To quantitatively show that the production of CH$_2$OO can essentially be treated as instantaneous when fitting for its long-time decay we have fit the “50 Torr He” experiment to a “simplified” model where $k_{\text{growth}}(= 1.4 \pm 0.1 \times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$) is included (Figure B4 below). The fit value of $k_{\text{self}}$ obtained in this manner is $5.8 \pm 2 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, well within the uncertainty of the value obtained when $k_{\text{growth}}$ is not included ($5.4 \pm 1.9 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$), justifying our decision to only fit the decay portion of [CH$_2$OO](t).
In our previous work we reported a UV absorption cross section of CH$_2$OO at $\lambda = 375$ nm (wavelength of UV probe laser) that was $\sim 7 \times 10^{-18}$ cm$^2$ molecule$^{-1}$ (section 3.1.4.1), in reasonable agreement with Beames et al.$^{123}$ and in significant disagreement with Sheps.$^{122}$ This measurement was conducted using a Herriott multiple-pass alignment of the UV probe laser, which improves the signal to noise of the measurement by a factor of $\sim 30$, but also introduces significant uncertainty in the probe laser path length, $l_{\text{probe}}$. As mentioned in section 3.2, one of the control experiments we did as part of this work was measuring the UV absorbance of CH$_2$OO, $A_{375}$, for a single-pass configuration where both the UV and I atom lasers are following the same optical path through the reactor and hence $l_{\text{probe}} = l_I$. In addition to reducing the relative uncertainty in $l_{\text{probe}}$ from $\sim 50\%$ to $\sim 35\%$, this overlapping single-pass configuration ensures that both the I Atom and UV lasers encounter the same radical concentrations as they intersect with the photolysis beam. In this configuration, $\sigma_{\text{CH}_2\text{OO}}(\lambda = 375 \text{ nm})$ can be calculated by the following equation:

$$
\sigma_{\text{CH}_2\text{OO}}(\lambda = 375 \text{ nm}) = \frac{A_{375,\text{max}}}{l_I[\text{CH}_2\text{OO}]_0}
$$
[CH₂OO]₀ is quantified by fitting the I Atom absorbance at short times, as detailed in section 3.2. Figure B 5 shows values of \( \sigma_{\text{CH}_2\text{OO}}(\lambda = 375 \text{ nm}) \) calculated from the “Single UV Pass” control experiment using the equation above for different values of [CH₂OO]₀. The error bars on the measurement represent 35% relative uncertainty.

Figure B 5: UV Absorption cross section of CH₂OO at \( \lambda = 375 \text{ nm} \) measured at different values of [CH₂OO]₀. Dashed black line is an average of the six points. The UV probe laser was in a single-pass alignment for this experiment and overlapping with the single-pass of the I Atom laser (“Single UV Pass Control” experiment in Table 3-5)

Based on the average value of all six measurements (dashed black line in Figure B 5) we report a value of \( \sigma_{\text{CH}_2\text{OO}}(\lambda = 375 \text{ nm}) = 6.2 \pm 2.2 \times 10^{-18} \text{ cm}^2 \text{ molecule}^{-1} \), in excellent agreement with both our previous measurement,⁷⁴ as well as the recent measurement of Ting et al. (7.7 ± 0.385 \( \times 10^{-18} \text{ cm}^2 \text{ molecule}^{-1} \) at 375 nm).¹⁶⁵ As mentioned in section 3.2, the agreement in \( \sigma_{\text{CH}_2\text{OO}}(\lambda = 375 \text{ nm}) \) values obtained using both a Herriott multiple-pass and single-pass alignment of the UV probe beam provides evidence that the photolysis laser generates a homogeneous mixture of radicals. The agreement between our measurement and
Ting et al. provides evidence that the way in which we are quantifying $[\text{CH}_2\text{OO}]_0$ is not systematically different from their approach.

**Effect of O$_2$ on I Atom Decay**

It was shown in section 3.2 that the long time decay of I atom is insensitive to $[\text{CH}_2\text{OO}]_0$, $[\text{I}]_0$ and $[\text{CH}_2\text{I}_2]$. Here we report a separate experiment where the decay of I atom was measured over a wide range of oxygen concentrations (Figure B 6).

![Normalized decay of I atom at O$_2$ concentrations ranging from 2.2 – 32.6 × 10$^{16}$ molecules cm$^{-3}$.](image)

**Figure B 6:** Normalized decay of I atom at O$_2$ concentrations ranging from 2.2 – 32.6 × 10$^{16}$ molecules cm$^{-3}$.

Two observations were made from this experiment. First, the I atom decay is insensitive to $[\text{O}_2]$, leaving diffusion out of the beam as its primary loss process as discussed in an earlier section. Second, the I Atom absorbance goes significantly below baseline and then returns to baseline at longer times. We have previously observed this kind of behavior for IO in Figure A 5, another long-lived species. This phenomenon is due to details of the electronics used to amplify and record the signals as discussed in the next section. However, this long-time phenomenon, after all of the CH$_2$OO had been consumed, does not affect the main conclusion taken from measuring the I Atom decays, which is that CH$_2$OO + I is not significant at our conditions.
Effect of RC Electronics on I Atom Decay Signal

As mentioned in the previous section, we observed the I Atom signal go below baseline and return to baseline at long-times. We hypothesize this is an effect introduced by the RC electronics. Specifically, because the I Atom signal is AC coupled to the oscilloscope it goes through a series RC circuit, which acts as a high-bandpass filter. There is also a 0.03 Hz high-bandpass filter on the pre-amplifier through which the signal is amplified before being recorded by the oscilloscope, but this filter will only impact signals on much longer time scales (~30 s).

To characterize this effect we considered a typical first order decay of I Atom absorbance with time constant, $\tau = \frac{1}{k_{uni}}$.

$$A_1 = A_{1,0}e^{-\frac{t}{\tau}}$$

$$= -\ln \left( 1 + \frac{V_{in}(t)}{V_{ref}} \right)$$

$V_{in}(t)$ is the (negative) transient signal being input to the oscilloscope (proportional to the light intensity detected by the photodiode) and $V_{ref}$ is the absolute value of the maximum signal that could be obtained (corresponding to complete attenuation of the laser beam). $\frac{V_{in}(t)}{V_{ref}} \leq -\frac{-20 \text{ mV}}{6000 \text{ mV}} = -0.003$ and therefore the equation above can be simplified using a Taylor Series.

$$-\frac{V_{in}(t)}{V_{ref}} \approx A_{1,0}e^{-\frac{t}{\tau}}$$

$$V_{in}(t) = -V_{ref}A_{1,0}e^{-\frac{t}{\tau}}$$

$$V_{in}(t) = -V_0e^{-\frac{t}{\tau}}$$

It can be shown for a series RC circuit, that if $V_{in}(t)$ is defined as the equation above, then the voltage recorded by the oscilloscope ($V_{out}(t)$, which is the voltage across the resistor in the circuit) will exhibit the following transient behavior.

$$-\frac{V_{out}(t)}{V_0} = (1 + c)e^{\frac{t}{\tau}} - ce^{\frac{t}{RC}}$$

$$c = \frac{\tau}{RC - \tau}$$

RC is the RC time constant of the circuit. At short times relative to RC, $\frac{t}{RC} \approx 0$ and the equation above can be simplified to the following.
\[ -\frac{V_{\text{out}}(t)}{V_0} = (1 + c)e^{\frac{t}{\tau}} - c \]

This is essentially the same equation to which \( \frac{A_{I}(t)}{A_{I,0}} \) was fit in the “complex” model where \( c \) was treated as a fit parameter. To both test whether this explanation of the transient I Atom behavior is correct and if the simplified equation shown above (and used throughout this work) is sufficient to capture the decay behavior at relatively short times, we fit a typical I Atom decay to the full model above that includes the RC decay (\( \tau \) and RC are the fit parameters) and the simplified model (\( \tau \) and \( b \) are the fit parameters) as shown in Figure B 7.

![Figure B 7: Fits of a typical I Atom decay to a full model that includes RC decay and a simplified model that assumes this effect is negligible at early time scales.](image)

Judging from the good fit of the full model, this description of the transient I atom signal is reasonable. Furthermore, from the full model fit, \( \tau = 0.019 \text{ s} \left( k_{\text{uni},1} = 52 \text{ s}^{-1} \right) \) and RC =
0.065 s, and from the simplified model fit, \( \tau = 0.017 \) s \((k_{\text{uni},l} = 57 \, \text{s}^{-1})\) and \( b = 0.1991 \). Therefore, although the RC and I Atom decay time scales are almost within a factor of three of each other, the simplified model is able to adequately fit for \( k_{\text{uni},l} \), which is the quantity of interest, within about 10%. This uncertainty in \( k_{\text{uni},l} \) due to not completely taking the RC effect into account for every I atom decay is reflected in Table B 1. The effect of the RC circuit is much less important for the decay of \( \text{CH}_2\text{OO} \) (\( \tau \leq \sim 10 \, \text{ms} \)), the signal for which is coupled to the oscilloscope in the same manner as the I atom signal and therefore encounters the same circuitry. This is consistent with the fit values of \( b \), the vertical shift factor for the \( \text{CH}_2\text{OO} \) decay, being around four times smaller than the fit values of \( c \).

**Linearized Plots of \([\text{CH}_2\text{OO}]_0(t)\)**

![Linearized Plots of \([\text{CH}_2\text{OO}]_0(t)\)](image)

**Figure B 8:** Representative decays of \([\text{CH}_2\text{OO}]_0(t)\) at high (red) and low (blue) initial concentrations of \( \text{CH}_2\text{OO} \) \( (\,[\text{CH}_2\text{OO}]_0 = 18 \times 10^{12} \) and \( 2 \times 10^{12} \) molecules \( \text{cm}^{-3} \), respectively), plotted in different forms.

Figure B 8a shows representative \( \text{CH}_2\text{OO} \) decays at high and low \([\text{CH}_2\text{OO}]_0\). At high \([\text{CH}_2\text{OO}]_0\), \([\text{CH}_2\text{OO}]_0(t)\) has already dropped substantially within about 1 ms. Figure B 8b is a
linearized first order plot (In [CH₂OO]/[CH₂OO]₀ vs time) of the same data. The low [CH₂OO]₀ trace was fit to the following linear equation.

\[ \ln \left( \frac{[\text{CH}_2\text{OO}]}{[\text{CH}_2\text{OO}]_0} \right) = -k_{\text{uni}}t \]

As shown, this fit is good over a long time range (> 10 ms), showing that at low [CH₂OO]₀ the decay is dominantly first-order, as expected. The slope of this fit yields an estimated value of \( k_{\text{uni}} = 216 \text{ s}^{-1} \) under the given experimental conditions, which is within the range of \( k_{\text{uni}} \) values we obtained in our “complex” and “simplified” model fits. In contrast, the high [CH₂OO]₀ trace cannot be adequately fit by a simple first order decay.

Figure B 8c is a linearized second order self-reaction plot ([CH₂OO]₀/[CH₂OO] vs time) of the same data. The low [CH₂OO]₀ trace was fit to the following linear equation.

\[ \frac{[\text{CH}_2\text{OO}]_0}{[\text{CH}_2\text{OO}]} = 1 + k't \]

\[ k' = 2k_{\text{self}}[\text{CH}_2\text{OO}]_0 \]

As expected, the trace at high [CH₂OO]₀ manipulated in this manner shows a linear relationship at early times (up to 1ms). The slope of this linear fit, \( k' \), can be used to estimate a value of \( k_{\text{self}} = \frac{k'}{2[\text{CH}_2\text{OO}]_0} = 6.75 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \). This value of \( k_{\text{self}} \) is within the error bars of our recommended value of \((6.0 \pm 2.1 \times 10^{-11}\text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1})\).
Appendix C

Additional Details for CH$_2$OO + Carbonyls

UV Absorption Experiments at Different T and P

Table C 1 summarizes the conditions of the CH$_2$OO + CH$_3$COCH$_3$/CH$_3$CHO experiments. In all of our experiments [O$_2$] was kept constant (6.1 $\times$ 10$^{16}$ molecule cm$^{-3}$), [CH$_3$COCH$_3$] was varied from 1.59 $\times$ 10$^{14}$ - 1.35 $\times$ 10$^{15}$ molecule cm$^{-3}$ and [CH$_3$CHO] was varied from 1.59 $\times$ 10$^{14}$ - 1.11 x 10$^{15}$ molecule cm$^{-3}$. The number of flashes per refresh was 1.21 and the photolysis beam diameter = 1.15 cm.

| Table C 1: Conditions for T- and P- dependence UV absorbance experiments |
|---------------------------------|-----------------|-----------------|-----------------|
| Base case experiments           | T (K)           | P (Torr)        | [CH$_2$I$_2$]*  |
|                                 |                 |                 | Photolysis power |
| T-dependence                    | (298 ± 1.3) to (494 ± 5) | 25              | 1.35 $\times$ 10$^{14}$ | 50 |
| P- dependence                   | (298 ± 1.3) and (444 ± 3) | 4 - 50          | 1.35 $\times$ 10$^{14}$ | 50 |
| Control experiments             |                 |                 |                 |
| Max. Photolysis energy          | (298 ± 1.3) and (494 ± 5) | 25              | 1.35 $\times$ 10$^{14}$ | 100 |
| double [CH$_2$I$_2$]            | (298 ± 1.3) and (494 ± 5) | 25              | 2.44 $\times$ 10$^{14}$ | 50 |

* [CH$_2$I$_2$] was estimated by using the vapor pressure of CH$_2$I$_2$ at 298 K$^{106}$

Two absorbance-control experiments were conducted at 298 and 494 K at constant pressure of 25 Torr, one with double the base case precursor concentration ([CH$_2$I$_2$]) and the other at maximum photolysis energy (100 mJ/pulse). These control experiments were performed to confirm that no interfering secondary chemistry was being observed under the base case conditions. Traces were also recorded in the absence of O$_2$ or CH$_2$I$_2$ at every temperature to ensure that no CH$_2$OO radicals are formed except under the normal reactor conditions.
conditions (i.e., with both CH$_2$I$_2$ and O$_2$ gases present) and/or that no other species are contributing to the 375 nm absorbance signal. Results of control experiments are shown in Figure C 1.

![Figure C 1: Control experiments at 298 K and 494 K together with the base experiments for CH$_2$OO + CH$_3$CHO (top points) and CH$_2$OO + CH$_3$COCH$_3$ (bottom points).](image)

Figure S1 shows example of the control experiments carried out at the double concentration of CH$_2$I$_2$ and at maximum laser photolysis energy. As seen in the figure, the control results are consistent with the base condition ([CH$_2$I$_2$] = 1.35 $\times$ 10$^{14}$ molecules cm$^{-3}$ and 50 mJ/pulse), implying that the effect of laser energy and precursor concentration on the measured rate coefficients is negligible.

**CH$_2$OO + CH$_3$COCH$_3$ MS Control Experiments**

In addition to $m/z = 46$ amu (the mass of the simplest CI, CH$_2$OO), we observed four other transient species in our $m/z$ range of interest (0-104 amu) in the “Base Case” mass spectrometry (MS) experiment: $m/z = 31, 73, 89$ and 104 amu. Transient behavior was not discernible at $m/z = 15$ due to overlap with a CH$_3$COCH$_3$ fragment. This Base Case refers to the conditions where CH$_2$OO + CH$_3$COCH$_3$ is occurring and there is also calibration mixture (cal mix) present...
in the reactor to act as an internal standard (Base Case = CH$_2$I$_2$ + O$_2$ + CH$_3$COCH$_3$ + cal mix + 355 nm photolysis). Control MS experiments were conducted without CH$_3$COCH$_3$, without O$_2$ and without cal mix to identify which of these transient species are possible products of CH$_2$O + CH$_3$COCH$_3$. The maximum signal of transient species $i$, $S_{i,max}$, was normalized by the initial amount of CH$_2$I present, [CH$_2$I]$_0$ (obtained from simultaneously recorded I Atom Absorbance), and the average internal standard (benzene) signal during that experiment, $S_{\text{benzene}}$:

$$\tilde{S}_{i,max} = S_{i,max}/([\text{CH}_2\text{I}]_0\tilde{S}_{\text{benzene}})$$

Performing this normalization removes the effect of varying CH$_2$I concentration and MS signal response from experiment to experiment. The ratio of $\tilde{S}_{i,max}$ for a given control experiment with the base case experiment was then taken:

$$\frac{(\tilde{S}_{i,max})_{\text{Control}}}{(\tilde{S}_{i,max})_{\text{Base Case}}} = \frac{[I]_{\text{max,Control}}}{[I]_{\text{max,Base Case}}}$$

As shown, this ratio is indicative of how much the concentration of transient species, $i$, changed going from the Base Case to the control experiment. Table C 2 summarizes the results of this analysis for the three control experiments mentioned above. Note that for the “No Cal Mix” control, $\tilde{S}_{\text{benzene}} = 0$, so for this experiment we had no internal standard to use and we assumed that the signal response of the MS was the same for this control experiment as for the base case. We believe this is a good assumption because the Base Case and “No Cal Mix” experiments were done back-to-back for this reason, and because the Cal Mix was present in such low concentration ($\sim$10$^{11}$ molecules cm$^{-3}$ compared to $\sim$10$^{17}$ molecules cm$^{-3}$ total at the pressure of these experiments, 10 Torr) that the MS signal response should not be affected by removing it anyway.
Table C 2: Results of MS control experiments for CH$_2$OO + CH$_3$COCH$_3$. T = 298 K and P = 10 Torr. For Base Case experiment: [CH$_3$COCH$_3$] = 1.24×10$^{15}$ molecule cm$^{-3}$, [CH$_2$I$_2$] = 2.44×10$^{14}$, [O$_2$] = 6×10$^{16}$ molecule cm$^{-3}$ and [Cal Mix Species] = 1.6×10$^{11}$ molecule cm$^{-3}$. Each Control experiment was conducted under identical conditions as the Base Case experiment, except for the one change noted.

<table>
<thead>
<tr>
<th>MS Control Experiment</th>
<th>$m/z$ 31</th>
<th>$m/z$ 73</th>
<th>$m/z$ 89</th>
<th>$m/z$ 104</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Acetone</td>
<td>1.0 ± 0.4</td>
<td>1.3 ± 0.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>No O$_2$</td>
<td>1.1 ± 0.4</td>
<td>1.1 ± 0.4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>No Cal Mix.</td>
<td>0.17 ± 0.06</td>
<td>1.7 ± 0.6</td>
<td>1.0 ± 0.4</td>
<td>1.1 ± 0.7</td>
</tr>
</tbody>
</table>

There are several important things to note about these results. First, the species at $m/z = 89$ and 104 amu only appear when both acetone and O$_2$ are present and their maximum concentrations are not affected by the presence of Cal Mix. Therefore, we conclude that these two species are products of CH$_2$OO + CH$_3$COCH$_3$, consistent with what Taatjes et al. have observed.$^{120}$ Second, the species at $m/z = 31$ and 73 amu are present at the same maximum concentration regardless of whether acetone or O$_2$ are present. Therefore $m/z = 31$ and 73 amu cannot be products of CH$_2$OO + CH$_3$COCH$_3$. Finally, the maximum concentration of $m/z = 31$ decreases substantially without Cal Mix present, indicating that how much $m/z = 31$ is being formed depends on one of the Cal Mix species being present. At the same time that the maximum concentration of $m/z = 31$ decreases with no Cal Mix, the maximum concentration of $m/z = 73$ increases, likely because whatever channels are producing $m/z = 31$ and $m/z = 73$ amu are competing for CH$_2$I. Therefore, if the rate for the $m/z = 31$ producing channel decrease, there is more CH$_2$I available to form $m/z = 73$ amu. We think that $m/z = 73$ is produced by a side reaction involving a contaminant in our reactor, which previous to the current Criegee Intermediate studies has been used for studies on the vinyl and allyl radical.

Quantifying Pressure-Dependent Product Yields for CH$_2$OO + CH$_3$COCH$_3$

The kinetic model from section 3.3.3.4 is reproduced here for reference.
**Scheme C1:** General kinetic model for CH$_2$OO + CH$_3$COCH$_3$

Assuming that CH$_3$COCH$_3$ is present in excess, the analytical expressions for [CH$_2$OO](t) and the steady state concentration of the CH$_2$OO + Acetone products, [Products]$_{CI+Acetone}$ (t → ∞), based on the kinetic model above are the following:

$$[\text{CH}_2\text{OO}](t) = \frac{(k_2[\text{CH}_3\text{COCH}_3] + k_4)[\text{CH}_2\text{OO}]_0}{(k_2[\text{CH}_3\text{COCH}_3] + k_4 + 2k_{\text{self}}[\text{CH}_2\text{OO}]_0)e^{(k_2[\text{CH}_3\text{COCH}_3] + k_4)t} - 2k_{\text{self}}[\text{CH}_2\text{OO}]_0}$$

$$[\text{Products}_{CI+Acetone}](t \to \infty) = \frac{k_2[\text{CH}_3\text{COCH}_3]}{2k_{\text{self}}} \ln \left( \frac{k_2[\text{CH}_3\text{COCH}_3] + k_4 + 2k_{\text{self}}[\text{CH}_2\text{OO}]_0}{k_2[\text{CH}_3\text{COCH}_3] + k_4} \right)$$

The time dependence of CH$_2$OO and the steady state concentration of the products of its reaction with CH$_3$COCH$_3$ depend on many parameters: [CH$_2$OO]$_0$, $k_2$, $k_{\text{self}}$ and $k_4$. $k_2$ is known from the UV absorbance experiments also reported in this work. The experiments to quantify the other parameters are discussed below.

The initial concentration of CH$_2$OO, [CH$_2$OO]$_0$, in the above equation can be quantified from transient I atom absorbance assuming that [CH$_2$I]$_0$ = [I]$_0$. A narrow linewidth low-noise continuous-wave diode laser was used to generate an infrared beam tuned to the (F = 3 $^2P_{1/2}$ ← F = 4 $^2P_{3/2}$) I atom atomic transition.$^{127}$ The infrared path lengths for I atom absorption were in the range of 50 – 70 cm. Both ultraviolet and single-pass infrared absorbance traces were averaged over 500 acquisitions and recorded simultaneously.

We have previously shown that the I atom absorbance, A$_I$, may be fit adequately to the following equations (section 3.1.4.1).
\[
[I](t) = \frac{[\text{CH}_2 \text{I}]_0}{k_1[O_2]} - k_5 \left( [(1 + \alpha)k_1[O_2] - k_5]e^{-kt} - \alpha k_1[O_2]e^{-k_1[O_2]t} \right)
\]

\[A_I(t) = \sigma_I(\lambda = 1315.246 \text{ nm})l_1[I](t)\]

Where \( \alpha \) is the branching fraction of \( \text{CH}_2\text{I} + \text{O}_2 \) to \( \text{CH}_2\text{OO} \), \( k_1 \) is the total rate of that reaction, \( k_5 \) is the first order loss rate of I atom due to various processes, \( \sigma_I(\lambda) \) is the known absorption cross section of I atom for a given hyperfine transition and \( l_1 \) is the measured path length of the I atom laser. In these equations, \( \alpha \) and \( k_1 \) are global fit parameters and \( k_5 \) and \([\text{CH}_2\text{I}]_0\) are local fit parameter (i.e. a different value of each is fit for every trace). The quantity \( \alpha [\text{CH}_2\text{I}]_0 \) is equal to \([\text{CH}_2\text{OO}]_0\). A representative fit to an I atom trace is shown in Figure C.2.

![Image of a graph showing the growth in I atom absorbance over time](image)

**Figure C.2**: Representative I atom trace at 298 K, 10 Torr and \([O_2] = 6.0 \times 10^{16} \text{ cm}^{-3}\) with model fit to extract value of \([\text{CH}_2\text{OO}]_0\). Only every 100th point is shown.

The growth in I Atom absorbance shown in Figure C.2, \( A_I \), corresponds to the sum of the initial photolytic production of I, and the production of I by the reaction \( \text{CH}_2\text{I} + \text{O}_2 \rightarrow \text{CH}_2\text{OO} + \text{I} \) with rate \( k_1(= 1.4 \pm 0.1 \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}) \).\(^{74,146}\) The amount of I Atom produced by the second process, \([I]_0\), can be captured and is equal to the amount of \([\text{CH}_2\text{OO}]\) formed.

The equation for \([\text{Products}]_{\text{Cl+Acetone}}(t \rightarrow \infty)\), also depends on \( k_{\text{self}} \) and \( k_4 \). Until recently, \( k_{\text{self}} \) had not previously been experimentally measured, although Vereecken et al.\(^{126}\) had predicted a value of \( k_{\text{self}} \approx 3.8 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ cm}^{-1} \) using quantum calculations and TST. Just prior to the current work, our group was successfully able to experimentally measure \( k_{\text{self}} \) using UV absorption.\(^{75}\) We measured \( k_{\text{self}} = 6.2 \pm 2.2 \times 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ cm}^{-1} \), in good agreement with Vereecken et al. and
later experimental measurements by Ting et al.\textsuperscript{168} and Chhantyal-Pun et al.\textsuperscript{169} We used this value of \( k_{\text{self}} \) in all calculations here.

The value of \( k_4 \), which includes diffusion out of the sampling volume, could change significantly if the experimental apparatus is modified. This study was conducted over the course of a few days, however, during which time the reactor was kept as static as possible. Therefore, for a given pressure and temperature, we expect this value to be roughly the same for all of the results reported here.

In order to obtain values for \( k_4 \) at 10, 25 and 50 Torr (temperature is always 298 K), the decay of \( \frac{m}{z} = 46 \) measured by TOF-MS, \( S_{46}(t) \), was recorded under conditions where \( \text{CH}_2\text{OO} \) is formed (ie, \( \text{CH}_2\text{I}_2 + \text{O}_2 + 355 \text{ nm photolysis} \)) both with and without \( \text{CH}_3\text{COCH}_3 \). \( S_{46}(t) \) was then normalized and fit to the expression for \( \frac{[\text{CH}_2\text{OO}](t)}{[\text{CH}_2\text{OO}]_0} \) above. \( k_4 \) was used as fit parameter for traces taken at the same pressure while \( k_2 \) and \( k_{\text{self}} \) were fixed to the values measured with UV absorbance earlier. Representative fits to normalized \( S_{46}(t) \) with and without acetone and the fitted values obtained for \( k_4 \) are given in Figure C 3 and Table C 3, respectively.

![Figure C 3: Representative normalized decay of \( \frac{m}{z} = 46 \) measured by TOF-MS at 298 K, 50 Torr, \( [\text{O}_2] = 6.0 \times 10^{16} \text{cm}^{-3} \) and \( [\text{CH}_3\text{COCH}_3] = 0 \) (black squares) and \( 1.24 \times 10^{15} \text{cm}^{-3} \) (orange triangles). Thin lines are fits to the kinetic model given in Scheme C 1.](image-url)
Table C 3: Values obtained for \(k_4\) at 298 K and different pressures.

<table>
<thead>
<tr>
<th>Pressure (Torr)</th>
<th>(k_4) (s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>230</td>
</tr>
<tr>
<td>25</td>
<td>470</td>
</tr>
<tr>
<td>50</td>
<td>320</td>
</tr>
</tbody>
</table>

With values of \(k_2\), \(k_{self}\) and \(k_4\) known at 10, 25 and 50 Torr, it is possible to calculate \([\text{Products}_{\text{CI+Acetone}}]\)\((t \to \infty)\) at those conditions for a given \([\text{CH}_2\text{OO}]_0\) and \([\text{CH}_3\text{COCH}_3]\).

The steady state concentrations of the \(m/z = 89\) and 104 amu product species are related to \([\text{Products}_{\text{CI+Acetone}}]\)\((t \to \infty)\) through their respective branching fractions, \(\beta_i\), by the following equations.

\[
\frac{m}{z} = 89 \text{ amu} \quad (t \to \infty) = \beta_{89} [\text{Products}_{\text{CI+Acetone}}] (t \to \infty)
\]

\[
\frac{m}{z} = 104 \text{ amu} \quad (t \to \infty) = \beta_{104} [\text{Products}_{\text{CI+Acetone}}] (t \to \infty)
\]

The general relationship between the PI TOF-MS signal due to a species \(i\), \(S_i\), (measured as integrated peak area) and its concentration is the following.

\[
S_i = FR_i \sigma_i(E)[i]
\]

Where \(F\) is the instrument response factor, \(R_i\) is the mass discrimination factor and \(\sigma_i(E)\) is the photoionization cross-section of species \(i\) at energy \(E\). Accordingly, the steady-state PI TOF-MS signals for \(m/z = 89\) amu and \(m/z = 104\) amu can be expressed as follows.

\[
S_{89}(t \to \infty) = FR_{89} \sigma_{89}(E = 10.5 \text{ eV}) \left(\frac{m}{z} = 89 \text{ amu}\right) \quad (t \to \infty)
\]

\[
S_{104}(t \to \infty) = FR_{104} \sigma_{104}(E = 10.5 \text{ eV}) \left(\frac{m}{z} = 104 \text{ amu}\right) \quad (t \to \infty)
\]

Or

\[
S_{89}(t \to \infty) = FR_{89} \sigma_{89}(E = 10.5 \text{ eV}) \beta_{89} [\text{Products}_{\text{CI+Acetone}}] (t \to \infty)
\]

\[
S_{104}(t \to \infty) = FR_{104} \sigma_{104}(E = 10.5 \text{ eV}) \beta_{104} [\text{Products}_{\text{CI+Acetone}}] (t \to \infty)
\]

In all of our PI TOF-MS experiments, a small amount of a gas mixture with known composition was simultaneously flowed in the reactor to act as an internal standard. The concentrations of
calibration mixture species are small so as not to interfere with the chemistry (~10^{11} \text{ cm}^{-3}) and known to within 15% based on the reactor conditions. The mixture contains 100 ppm of each of the following species: methylamine (31 amu), propene (42 amu), 1,3-butadiene (54 amu), propanol (60 amu), furan (68 amu), benzene (78 amu), cyclohexane (84 amu), toluene (92 amu) and heptane (100 amu).

Taking the ratio of \( S_{89}(t \to \infty) \) or \( S_{104}(t \to \infty) \), to the average PI TOF-MS signal from any of the calibration mixture species, \( \bar{S}_{\text{calmix,j}} \), results in the following.

\[
\frac{S_{89}(t \to \infty)}{\bar{S}_{\text{calmix,j}}} = \frac{FR_{89}\sigma_{89}(E = 10.5 \text{ eV})\beta_{89}\left[\text{Products}(\text{Cl+Acetone})\right](t \to \infty)}{FR_{\text{calmix,j}}\sigma_{\text{calmix,j}}(E = 10.5 \text{ eV})[\text{calmix,j}]}
\]

\[
\frac{S_{104}(t \to \infty)}{\bar{S}_{\text{calmix,j}}} = \frac{FR_{104}\sigma_{104}(E = 10.5 \text{ eV})\beta_{104}\left[\text{Products}(\text{Cl+Acetone})\right](t \to \infty)}{FR_{\text{calmix,j}}\sigma_{\text{calmix,j}}(E = 10.5 \text{ eV})[\text{calmix,j}]}
\]

\( F \) cancels out because it is a constant. For our apparatus we have found the mass discrimination factor to have very weak or no dependence on mass. Therefore the ratio of \( R \) values also becomes one.

\[
S_{89}(t \to \infty) = \beta_{89} \frac{\sigma_{89}(E = 10.5 \text{ eV})}[\text{calmix,i}] \frac{\left[\text{Products}(\text{Cl+Acetone})\right](t \to \infty)}{\bar{S}_{\text{calmix,j}}}
\]

\[
S_{104}(t \to \infty) = \beta_{104} \frac{\sigma_{104}(E = 10.5 \text{ eV})}[\text{calmix,i}] \frac{\left[\text{Products}(\text{Cl+Acetone})\right](t \to \infty)}{\bar{S}_{\text{calmix,j}}}
\]

These equations can be rearranged for, \( \sigma_{89}\beta_{89} \) and \( \sigma_{104}\beta_{104} \).

\[
\sigma_{89}\beta_{89} = \sigma_{\text{calmix,i}}(E = 10.5 \text{ eV}) \frac{S_{89}(t \to \infty)}{\bar{S}_{\text{calmix,j}}} \frac{\left[\text{Products}(\text{Cl+Acetone})\right](t \to \infty)}{[\text{calmix,i}]}
\]

\[
\sigma_{104}\beta_{104} = \sigma_{\text{calmix,i}}(E = 10.5 \text{ eV}) \frac{S_{104}(t \to \infty)}{\bar{S}_{\text{calmix,j}}} \frac{\left[\text{Products}(\text{Cl+Acetone})\right](t \to \infty)}{[\text{calmix,i}]}
\]

The quantity \( \sigma_{i}\beta_{i} \), where \( i = 89 \) or 104, cannot be separated because \( \sigma_{i} \) is not known. If, however, we assume that \( \sigma_{i} \) is independent of pressure, then we can ratio the measured value of \( \sigma_{i}\beta_{i} \) at one pressure, \( (\sigma_{i}\beta_{i})_{P1} \), to another pressure, \( (\sigma_{i}\beta_{i})_{P2} \) and cancel out the \( \sigma_{i} \) values.

\[
\frac{(\sigma_{i}\beta_{i})_{P1}}{(\sigma_{i}\beta_{i})_{P2}} = \frac{(\beta_{i})_{P1}}{(\beta_{i})_{P2}}
\]

Furthermore, if we assume that \( \sigma_{\text{calmix,j}} \) and \( \sigma_{i} \) are pressure independent.
This equation was given in section 3.3.3.4. In this manner, the relative pressure dependent yield of both $m/z = 89$ and $m/z = 104$ can be computed.

Note that, of the nine species present in the calibration mix, only benzene is a suitable internal standard. Of the other eight, propene and 1,3-butadiene overlap with acetone fragment signals in the mass spectrum, methylamine and propanol are not thermally stable, furan and heptane have low signal (relatively small cross sections), and the concentrations of toluene and cyclohexane have decreased below 100 ppm over the lifetime of the gas cylinder. The stable benzene signal used as an internal standard is shown in Figure C 4.

![Figure C 4: TOF-MS signal of the internal benzene standard at 298 K, 10 Torr, $[O_2] = 5.95 \times 10^{16}\text{cm}^{-3}$ and $[\text{CH}_3\text{COCH}_3] = 1.24 \times 10^{15}\text{cm}^{-3}$ recorded simultaneously as the product signals shown in Figure 3-17. The line is an average values of the stable benzene signal, $S_{\text{calmix,benzene}}$.](image)
Figure C 5 shows the measured values of \( \frac{(\beta_1)_{p_1}}{(\beta_1)_{p_2}} \) for \( \frac{m}{z} = 104 \text{ amu} \) as a function of pressure. The TOF-MS signal for this species was too low to discern a trend with respect to pressure (\( S_{104} \) too small).

**Figure C 5:** Relative yield of \( \frac{m}{z} = 104 \text{ amu} \) product from \( \text{CH}_2\text{OO} + \text{CH}_3\text{COCH}_3 \) normalized to the 50 Torr measurement \( \left( \frac{(\beta_{104})_{P=50 \text{ Torr}}}{(\beta_{104})_{P=10 \text{ Torr}}} \right) \) at 298 K (markers) compared to predicted relative yield of SOZ at the same conditions from Jalan et al.\(^{128}\) (line).

**Theoretical Calculations Details**

Figure C 6 shows the lack of sensitivity to \( k_{P=\infty}^{\text{outer}} \) exhibited by \( k_{P=0}^{\text{observable}} \) and \( k_{P=\infty}^{\text{observable}} \). Figure C 7 shows the logarithm of the various contributions to the ratio of inner TS to reactant partition functions, \( \frac{Q_{\text{TS,inner}}}{Q_{\text{reactants}}} \), in the expression for \( k_{\text{TST}}(T) \) below:

\[
k_{\text{TST}}(T) = \frac{k_B T}{h} \left( \frac{Q_{\text{TS,inner}}}{Q_{\text{reactants}}} \right) \times \exp \left( -\frac{[E_{\text{TS,inner}} - E_{\text{reactants}}]}{RT} \right)
\]
\[
\log_{10}\left(\frac{Q_{TS,\text{inner}}}{Q_{\text{reactants}}}\right)
= \log_{10}\left(\frac{Q_{TS,\text{inner}}}{Q_{\text{reactants}}}\right)_{\text{rot}} + \log_{10}\left(\frac{Q_{TS,\text{inner}}}{Q_{\text{reactants}}}\right)_{\text{vib}} + \log_{10}\left(\frac{Q_{TS,\text{inner}}}{Q_{\text{reactants}}}\right)_{\text{trans}}
+ \log_{10}\left(\frac{Q_{TS,\text{inner}}}{Q_{\text{reactants}}}\right)_{\text{hindered rotor}}
+ \log_{10}\left(\frac{Q_{TS,\text{inner}}}{Q_{\text{reactants}}}\right)_{\text{optical isomers}}
\]

**Figure C 6:** Predicted T-dependence of \(k_{\text{observable}}^{P=0}\) and \(k_{\text{observable}}^{P=\infty}\) over a range of \(k_{\text{outer}}^{P=\infty}\) for (a) CH\(_2\)OO + CH\(_3\)CHO and (b) CH\(_2\)OO + CH\(_3\)COCH\(_3\).
Figure C 7: Different contributions to the ratio $Q_{TS,inner}/Q_{reactants}$ in the TST expression for the high-P limit $k$, demonstrating the dominance of the vibrational term at higher temperatures. Solid lines are for $\text{CH}_2\text{OO} + \text{CH}_3\text{CHO}$ and dashed lines are for $\text{CH}_2\text{OO} + \text{CH}_3\text{COCH}_3$.

Comparison of Predictions with HCHO Yield Measurements of Stone et al.

Using HCHO laser-induced fluorescence (LIF), Stone et al. quantified yields of HCHO from $\text{CH}_2\text{OO} + \text{CH}_3\text{CHO}$ at 295 K in 25 to 300 Torr of mostly N$_2$ bath gas.$^{55}$ They observed that the yield decreased significantly with increasing pressure and by fitting their data to a Stern-Volmer equation they were able to estimate an HCHO yield of 88% at 4 Torr and 4% at 730 Torr (in N$_2$). At first glance, these measurements seem to be inconsistent with our own predictions of the $\text{CH}_2\text{OO} + \text{CH}_3\text{CHO}$ product distribution, wherein the low-pressure HCHO yield at room temperature is $\sim$25%, and the remaining $\sim$75% is attributable to HCOOH + CH$_3$CHO (see Figure 3-21 and Figure C 8). However, this discrepancy can be explained by uncertainties in both the measurements of Stone et al. and our predictions.
First, in order to obtain the estimates of the HCHO yield above, Stone et al. forced the intercept of their Stern-Volmer plot to equal 1.0, which is tantamount to assuming that in the low-P limit, HCHO is the only product. The authors report that without this assumption, the intercept of the fit is 1.19 ± 0.39, which corresponds to low-pressure HCHO yields in the range of 63-100%. The remainder of the yield can be attributed to the HCOOH + CH₃CHO product channel, consistent with our predictions and also with the PI TOF-MS measurements of Taatjes et al., where HCHO, CH₃COOH and HCOOH were all observed as products of CH₂OO + CH₃CHO in 4 Torr He.

Second, as demonstrated by Jalan et al., the predicted product branching is quite sensitive to certain transition state energies, as well as the energy transfer model. It was previously shown that the yield of HCHO versus HCOOH is predominantly controlled by the energies of the transition states labelled TSISO₁ and TSISO₂, which are only separated by 1.6 kcal mol⁻¹. For the purpose of quantitative comparison with Stone et al., we have increased TSISO₁ until our low-
pressure predictions are in good agreement with their 25 Torr measurements (Figure C 8b). An increase of 2 kcal mol$^{-1}$ was necessary, which is reasonable given the level of theory used (RCCSD(T)-F12a/VTZ-F12//B3LYP/MG3S) and also considering that in reality it is the combined uncertainty of TS$_{ISO1}$ and TS$_{ISO2}$ (as well as TS$_{D3}$ possibly) that leads to the observed discrepancy.

In order to capture the pressure dependence of the yield measured by Stone et al., we also increased $<\Delta E_{down}>$ for an N$_2$ bath gas from 200 cm$^{-1}$ to 400 cm$^{-1}$ (Figure C 8b). Although Jalan et al. used the former value for their original predictions in an N$_2$ bath gas (taken from an ab initio study of monomethylhydrazine, CH$_3$NH$_2$, decomposition in N$_2$$^{371}$), the latter value also has precedence in the literature (toluene in N$_2$, for example$^{207}$). Even with this large adjustment, however, our predicted decrease in HCHO yield with pressure is not as steep as Stone et al.’s measurement. This might be explained by underestimated uncertainty in the high-pressure measurements of Stone et al., where the presence of CH$_2$OO complicates their analysis. Furthermore, the scatter in the data at the lowest pressure (25 Torr) suggests that the real uncertainty in the yield at a given pressure is larger than what is indicated by the error bars on an individual measurement.

Finally, as a consistency check, we calculated the product branching at our experimental conditions (4-100 Torr He bath gas) using the modified PES (TS$_{ISO1}$ increased by 2 kcal mol$^{-1}$). Figure C 8c shows that even up to 100 Torr the branching to SOZ is negligible, consistent with the lack of SOZ observed by either us or Taatjes et al. at these conditions.
Appendix D

Additional Details for Vinyl Radical + 1,3-Butadiene

Photolysis of 1,3-Butadiene

During each absorbance experiment, a trace was recorded at the maximum $[1,3 - C_4H_6] (= 5 \times 10^{16}$ molecules cm$^{-3}$) without $C_2H_3I$ present (and hence no $C_2H_3$ either). The purpose of these traces was to photolyze $1,3 - C_4H_6$ by itself and check for any photoproducts that absorb at $\lambda = 423.2$ nm. Figure D 1 shows one such representative trace, with the corresponding trace recorded in the presence of $C_2H_3$ also shown for comparison. As described in the main text, if $[1,3 - C_4H_6]$, the photolysis power and temperature are all high enough, we have observed absorbance at 423.2 nm which we attribute to propargyl radical, $C_3H_3$ produced by $1,3 - C_4H_6$ photodissociation.$^{231}$ In all of the absorbance experiments reported here, however, even at the maximum $[1,3 - C_4H_6]$, photolysis power and temperature there is no 423.2 nm absorbance discernible from the noise when $1,3 - C_4H_6$ is photolyzed by itself, just as shown in Figure D 1.
Figure D 1: Comparison of 423.2 nm absorbance traces at identical conditions (494 K, 100 Torr, 15 mJ pulse$^{-1}$ photolysis energy and $1,3 - [C_4H_6] = 5 \times 10^{16}$ molecules cm$^{-3}$) except for the presence (blue) or absence (red) of $C_2H_3I$ ($[C_2H_3I] = 2.4 \times 10^{14}$ molecules cm$^{-3}$).

Summary of Fit Parameters to Absorbance Data

Table D 1 and Table D 2 summarize all of the fit parameters obtained for both the Low- and High-T models. Quoted error bars include both fitting uncertainty, which is quite small due to the high density of points in an absorbance trace, and systematic uncertainty due to the $\sim 10\%$ uncertainty in $[1,3 - C_4H_6]$ as described in our previous work.$^{74}$ The fit values of $b$ deserve special attention and are discussed in the next section.
Table D 1: Summary of fit parameters for Low-T absorbance experiments.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>P (Torr)</th>
<th>Photolysis Energy (mJ/pulse)</th>
<th>$[\text{C}_2\text{H}_3\text{I}]$ (10$^{14}$ molecule/cm$^3$)</th>
<th>Number of traces</th>
<th>$k_1$ (10$^{-14}$ cm$^3$ molecule$^{-1}$s$^{-1}$)</th>
<th>$k_2$ (s$^{-1}$)</th>
<th>$k_3$ (s$^{-1}$)</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>297</td>
<td>4</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>1.7 ± 0.17</td>
<td>297 ± 0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>297</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>1.9 ± 0.20</td>
<td>243 ± 0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>297</td>
<td>25</td>
<td>30</td>
<td>1.2</td>
<td>6</td>
<td>2.1 ± 0.22</td>
<td>245 ± 0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>297</td>
<td>50</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>2.1 ± 0.21</td>
<td>251 ± 0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>297</td>
<td>100</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>2.3 ± 0.23</td>
<td>220 ± 0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>340</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>3.2 ± 0.32</td>
<td>222 ± 0.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table D 2: Summary of fit parameters for High-T absorbance experiments.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>P (Torr)</th>
<th>Photolysis Energy (mJ/pulse)</th>
<th>$[\text{C}_2\text{H}_3\text{I}]$ (10$^{14}$ molecule/cm$^3$)</th>
<th>Number of traces</th>
<th>$k_1$ (10$^{-14}$ cm$^3$ molecule$^{-1}$s$^{-1}$)</th>
<th>$k_2$ (s$^{-1}$)</th>
<th>$k_3$ (s$^{-1}$)</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>390</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>6.5 ± 0.69</td>
<td>294 ± 0.4</td>
<td>461 ± 4.1</td>
<td>0.257 ± 0.002</td>
</tr>
<tr>
<td>444</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>7.4 ± 0.79</td>
<td>255 ± 0.4</td>
<td>408 ± 3.7</td>
<td>0.268 ± 0.002</td>
</tr>
<tr>
<td>494</td>
<td>4</td>
<td>15</td>
<td>2.4</td>
<td>8</td>
<td>14.2 ± 1.5</td>
<td>381 ± 0.8</td>
<td>360 ± 2.1</td>
<td>0.403 ± 0.001</td>
</tr>
<tr>
<td>494</td>
<td>25</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>9.5 ± 1.0</td>
<td>255 ± 0.4</td>
<td>239 ± 1.3</td>
<td>0.336 ± 0.001</td>
</tr>
<tr>
<td>494</td>
<td>25</td>
<td>30</td>
<td>1.2</td>
<td>6</td>
<td>10.0 ± 1.1</td>
<td>260 ± 0.4</td>
<td>203 ± 1.1</td>
<td>0.359 ± 0.001</td>
</tr>
<tr>
<td>494</td>
<td>100</td>
<td>15</td>
<td>2.4</td>
<td>9</td>
<td>10.9 ± 1.1</td>
<td>306 ± 0.4</td>
<td>277 ± 1.3</td>
<td>0.299 ± 0.001</td>
</tr>
</tbody>
</table>
Interpretation of "b" Fit Parameter

As shown in section 4.1.4.2, b is a lumped fit parameter that has the following definition.

\[ b = \frac{\alpha_{n-C_6H_9} \sigma_{n-C_6H_9}(423.2 \text{ nm})}{\sigma_{C_2H_3}(423.2 \text{ nm})} \]

For the conditions of our absorbance experiments \( \alpha_{n-C_6H_9} \approx 1 \) (the title reaction proceeds entirely to \( n-C_6H_9 \)). Therefore the following should be true.

\[ b = \frac{\sigma_{n-C_6H_9}}{\sigma_{C_2H_3}} (423.2 \text{ nm}) \]

Unfortunately, \( \sigma_{n-C_6H_9}(423.2 \text{ nm}) \) is not known, so we cannot exactly verify the equality above. We can make the approximation, however, that the absolute absorption cross section of the allylic product, \( n-C_6H_9 \), is similar to that of allyl radical, \( C_3H_5 \).

\[ b \approx \frac{\sigma_{C_2H_3}}{\sigma_{C_2H_3}} (423.2 \text{ nm}) \]

We have measured the cross sections of both vinyl and allyl radical at 423.2 nm as a function of temperature and pressure using the same approach as Ismail et al.\textsuperscript{96} The only difference between our approaches is that we measured the path length of the Iodine Atom laser more accurately as described previously.\textsuperscript{74} Because only the ratio of cross sections is of interest, there is a large cancellation of errors (i.e., uncertainties in path lengths and the cross section of the Iodine Atom \( F = 3 \text{ } ^2P_{1/2} \leftarrow F = 4 \text{ } ^2P_{3/2} \) transition cancel out), and the uncertainty of the ratio is very small. Figure D 2 compares fit \( b \) values at 25 Torr and 15 mJ pulse\textsuperscript{-1} photolysis energy to \( \frac{\sigma_{C_2H_3}}{\sigma_{C_2H_3}} (423.2 \text{ nm}) \) as a function of temperature. Given the coarseness of our approximation \( (\sigma_{n-C_6H_9} \approx \sigma_{C_3H_5}) \), the agreement between the two quantities is remarkable. This agreement gives credibility to both our High-T model, as well as the conclusion that \( \alpha_{n-C_6H_9} \approx 1 \).
Alternative Absorbance Models

In addition to the Low-T model presented in section 4.1.4.2 (hereafter referred to as the “Global 1st Order Model”) we considered two other models, described below, to fit the absorbance decays obtained at T < 390 K.

a. Global 1st Order + Self-Reaction Model

The only difference between this model and the Global 1st Order Model is the inclusion of vinyl radical self-reaction:

\[ 2C_2H_3 \xrightarrow{k_{\text{self}}} \text{Products} \]  

(R4)

The time-dependent behavior of vinyl radical is then described by the following equation.

\[
\frac{[C_2H_3](t)}{[C_2H_3]_0} = \frac{k_1[1,3-C_4H_6]+k_2}{(k_1[1,3-C_4H_6]+k_2+2k_{\text{self}}[C_2H_3]_0)e^{(k_1[1,3-C_4H_6]+k_2)t-2k_{\text{self}}[C_2H_3]_0}}
\]  

(D-1)

The measured absorbance is related to the equation above through Eqs. 4-4 and 4-5.

In this model, just as in the Global 1st Order Model, \( k_1 \) and \( k_2 \) are the only fit parameters. Values of \( k_{\text{self}} = 1.2 \times 10^{-11} \text{cm}^3 \text{molecule}^{-1} \text{s}^{-1} \) are taken from the 300-700 K and 20 Torr measurements of Ismail et al.\(^{6}\) \([C_2H_3]_0\) was determined for each experiment using the absorbance of 423.2 nm at \( t = 0 \) (time of photolysis flash), \( A_0 \), the pathlength of the visible
probe laser, $l_{\text{probe}}(= 2000 \pm 600$ cm), and the temperature/pressure dependent absorption cross section of the vinyl radical at this wavelength, $\sigma_{C_2H_3}(\lambda = 423.2$ nm) (Table D 3).

\[
[C_2H_3]_0 = \frac{A_0}{\sigma_{C_2H_3}(\lambda=423.2$ nm)$l_{\text{probe}}}
\]  

(D-2)

$\sigma_{C_2H_3}(\lambda = 423.2$ nm) was quantified in a separate set of experiments using the same method as Ismail (i.e., $[C_2H_3]_0$ was initially quantified by probing the $F = 3^2P_{1/2} \leftrightarrow F = 2^2P_{3/2}$ transition of photolytically co-produced I Atom and assuming $[C_2H_3]_0 = [I]_0$) with the exception that the pathlength of the I Atom laser, $l_1$, was determined in a more accurate manner. Despite this difference our measurement at 297 K and 25 Torr (0.29 ± 0.12 cm² molecule⁻¹) and Ismail’s at 293 K and 20 Torr (0.18 ± 0.04 cm² molecule⁻¹) have overlapping uncertainties. The major contributors to our large uncertainty are the laser pathlengths, $l_{\text{probe}}$ and $l_1$, and the cross section of I atom, $\sigma_1$. The values of $[C_2H_3]_0$ obtained using this approach are given in Table 4-1 and are $\sim 1 - 2 \times 10^{12}$ molecules cm⁻³.

Table D 3: Temperature and pressure dependent vinyl radical absorption cross section, $\sigma_{C_2H_3}$ at 423.2 nm. Units are $10^{-18}$ cm² molecule⁻¹.

<table>
<thead>
<tr>
<th>Pressure (Torr)</th>
<th>Temperature (K):</th>
<th>297</th>
<th>390</th>
<th>494</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td>0.30 ± 0.15</td>
<td>-</td>
<td>0.21 ± 0.08</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>0.29 ± 0.12</td>
<td>0.25 ± 0.11</td>
<td>0.21 ± 0.09</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>0.35 ± 0.16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>0.52 ± 0.24</td>
<td>-</td>
<td>0.28 ± 0.15</td>
</tr>
</tbody>
</table>

Including vinyl radical self-reaction in the Global 1st Order Model had no effect on the quality of the fits to the absorbance data. Fit values of $k_1$ and $k_2$ obtained for all experiments at $T < 390$ K using this model are summarized in Figure D 4 and Figure D 5, respectively, and compared against the other two models considered. $k_1$ is unaffected by the inclusion of self-reaction in the model, while $k_2$ decreased from $\sim 250$ s⁻¹ to $\sim 150$ s⁻¹. Clearly self-reaction is a non-negligible sink of vinyl radicals in the absence of 1,3-butadiene, but because the goal of this work is to measure $k_1$ we chose not to include self-reaction in the Global 1st Order Model described in the main text for the sake of simplicity. We did not consider the impact of self-reaction at $T \geq 390$ K (High-T) because the negative temperature dependence of $k_{\text{self}}$ will render this reaction even less important at higher temperatures.
b. Local 1st Order Model

In this model, absorbance traces were fit to the same first order equations as the Global 1st Order Model, but rather than fitting single “Global” values of $k_1$ and $k_2$ to all 6-9 traces at different [1,3 – C₄H₆], a “Local” value of $k'(= k_1[1,3 – C₄H₆] + k_2)$ was fit to each decay individually. $k_1$ and $k_2$ were then extracted from the slope and intercept, respectively, of $k'$ versus [1,3 – C₄H₆] (Figure D 3). The resulting $k_1$ and $k_2$ values are shown in Figure D 4 and Figure D 5. Within the uncertainty, $k_1$ is the same whether a Global or Local fit is used and $k_2$ is also the same in almost every case. We prefer the Global fit, however, by virtue of a reduced number of fit parameters (2 as compared to x, where x is the number of traces recorded at different [1,3 – C₄H₆]), which translates into a noticeably reduced uncertainty in both $k_1$ and $k_2$.

![Figure D 3: Representative linear dependence of local pseudo-first-order rate coefficients, $k'$, on [1,3 – C₄H₆].](image-url)
Figure D 4: Comparison of fit $k_1$ values obtained using different models.

Figure D 5: Comparison of fit $k_2$ values obtained using different models.
Comparison of Vinyl/Phenyl Radical + 1,3-Butadiene/Acetylene Addition Rates

Figure D 6 compares the measured temperature dependence of the vinyl + 1,3-butadiene addition rate coefficient from 297 to 494 K obtained in this work to the analogous radical addition rate coefficients for phenyl + 1,3-butadiene, vinyl + acetylene and phenyl + acetylene over the same temperature range (all rate coefficients are in the high-pressure limit) from Ismail et al.,236 Miller et al.196 and Tokmakov et al.,237 respectively. All three literature k’s were obtained from experiments conducted in this temperature range (or in the case of Miller et al., theoretical predictions were scaled to match experimental measurements) so this is a fair comparison without any extrapolation.

![Arrhenius plots](image)

**Figure D 6:** Arrhenius plots of vinyl + 1,3-butadiene (this work), phenyl + 1,3-butadiene,236 vinyl + acetylene196 and phenyl + acetylene237 from 300 to 500 K.

Summary of PI TOF-MS Experiments

Figure D 7 is representative of the full mass spectrum obtained in the presence of 1,3-C₄H₆ and C₂H₂I (helium bath gas) without photolysis (stable species only). The spectrum has been smoothed and baseline corrected. Some of the large peaks have been truncated due to signal saturation. Although relatively “soft” 10.5 eV photoionization was employed in this work, there is still significant fragmentation of species present in high concentration (i.e., 1,3-C₄H₆ and
Much of this fragmentation was later reduced by improvements to VUV generation (section 2.2.1). Unfortunately, large daughter ion signal at $m/z = 27$ amu from both 1,3-C$_4$H$_6$ and C$_2$H$_3$I obscure any small transient behavior due to vinyl radical, C$_2$H$_3$. Similarly, fragmentation of 1,3-C$_4$H$_6$ at 39 amu blocks any small propargyl radical signal from 1,3-butadiene photodissociation. The spectrum is relatively clean, however, in the range of 60-150 amu, which encompasses the observed products of C$_2$H$_3$ + 1,3-C$_4$H$_6$ (80 and 81 amu), some of the species in a calibration mixture used as an internal standard (84 and 100 amu) and I atom (127 amu). The only significant stable signals in that range are from the 1,3-butadiene dimer and its daughter ions, impurities in the vinyl iodide (THF and vinyl bromide), small fragment signals of vinyl iodide at 127 and 128 amu, and an unidentified impurity in the 1,3-butadiene at 142 amu. The presence of a small helium signal suggests other ionization sources besides 10.5 eV photoionization, but by careful alignment of the photoionization laser before every TOF-MS experiment this effect can be minimized to the acceptably low level shown in Figure D 7. The helium signal was later completely eliminated from the TOF-MS following the improvements of section 2.2.1.
Figure D 7: Representative mass spectrum of C₂H₃I and 1,3-C₄H₆ without photolysis.

Table 4-2 of the main text summarizes all of the PI TOF-MS experiments conducted for this work. At each T and P condition there is one “Base Case” experiment and then several “Control” experiments. The control experiments with C₂H₃ only and 1,3-C₄H₆ only are particularly important as they displayed no transient behavior at m/z = 79, 80 or 81 amu, allowing us to identify these species as possible products of C₂H₃ + 1,3 - C₄H₆. Figure D 8 shows the transient mass spectra obtained in the 25 Torr and 297 K “Base Case” experiment. As mentioned in section 4.1.4.3, the signal to noise at this temperature is lower than at 500 K (Figure 4-6) because of the lower production rate, and hence overall concentration, of 81 amu product. This lower signal to noise is also the reason why both a larger [C₂H₃I] and photolysis power were needed at 297 K, as shown in Table 4-2.
Figure D 8: Transient mass spectra obtained under conditions where \( C_2H_3 + 1,3-C_4H_6 \) can occur (297 K, 25 Torr, \([C_2H_3]=2.5 \times 10^{14}\) and \([1,3-C_4H_6]=1.2 \times 10^{16}\) molecules cm\(^{-3}\), 297 K “Base Case” experiment). The spectrum acquired at a reaction time of \(-0.20\) ms was subtracted from all subsequent spectra so that only transient changes are observed. Other than the \(^{127}\)I Atom signal at \(m/z=127\) amu no other section of the mass spectrum displayed time-dependent behavior. The spectra were also smoothed and baseline corrected.

The purpose of the remaining control experiments at 25 Torr and 494 K was to determine if both the 79 and 81 amu species were products of the title reaction. For example, if 81 amu is a product of \(C_2H_3 + 1,3-C_4H_6\) as expected, and secondary chemistry is producing something at 79 amu, then by more than doubling the Flashes per Refresh (FPR), which has the effect of enhancing secondary chemistry, the ratio of 79 to 81 amu PI TOF-MS signal should increase noticeably. This is not what was observed, however, for any of the control experiments, as shown in Figure D 9.
Figure D 9: Ratio of steady state m/z=79 to 81 amu PI TOF-MS signals (integrated peak areas) at 494 K and 25 Torr for various control experiments.

However, we did notice one significant difference between the 79 and 81 amu signals, which is that they display noticeably different time-dependence (Figure D 10). This same result was obtained for all four of the 25 Torr and 494 K experiments where C₂H₃ + 1,3-C₄H₆ occurs. Therefore, 79 is not from dissociative ionization of 81. From previous literature measurements, we know it is also not a daughter ion of either cyclohexadiene isomer. One conceivable reaction that could produce a species with a 79 amu mass is H-abstraction from cyclohexadiene. However, the low concentration of cyclohexadiene produced from C₂H₃ + 1,3-C₄H₆ compared to the abundance of 1,3-butadiene present makes this pathway seem unlikely.

Reaction between C₂H₃ with vinylacetylene, C₄H₄, would also produce an adduct with formula C₆H₇ and mass 79 amu. Vinylacetylene is not a large impurity in the purchased butadiene (≤ 10 ppm from Gas Chromatographic, GC, analysis), therefore it might be produced in the reactor by photodissociation of 1,3-butadiene (along with H₂ as a coproduct), as observed by Lockyear et al. and others at shorter wavelengths. Unfortunately, we cannot discern if there is an increase in the TOF-MS signal at m/z=52 amu (C₄H₄) following photolysis because of significant dissociative ionization of the large 1,3-butadiene signal at that m/z value. If C₄H₄
is being formed photolytically from 1,3-\(C_4H_6\), then based on the insensitivity of our measured 
\(k_1\) to photolysis power, we can conclude that our measurement of the overall rate is unaffected 
by this phenomenon. Furthermore, it is not possible for \(C_2H_3 + C_4H_4\) to produce species with 
masses 80 and 81 amu (other than \(^{13}C\) isomers, which will have negligibly small concentrations). 
Therefore, our TOF-MS measurements of m/z=80 and 81 amu would be unaffected by \(C_2H_3 + 
C_4H_4\).

![Graph showing the comparison of time-dependent behavior for normalized m/z=79 (black circles) and 
81 amu (red crosses) PI TOF-MS signals in 25 Torr and 494 K "Base Case" experiment. Solid 
lines are biexponential fits to the data.]

**Figure D 10:** Comparison of time-dependent behavior for normalized m/z=79 (black circles) and 
81 amu (red crosses) PI TOF-MS signals in 25 Torr and 494 K "Base Case" experiment. Solid 
lines are biexponential fits to the data.

Further complicating our interpretation of the 79 amu species is the fact that 79 amu is a 
daughter ion of the butadiene dimer. Although the dimer is only \(\sim0.1\)% of the purchased 
butadiene as confirmed by GC analysis, this low concentration of dimer in the reactor 
\((\sim10^{13} \text{ molecules cm}^{-3})\) is comparable to the concentrations of radicals and products that are 
of interest to us \((\sim10^{12} \text{ molecules cm}^{-3})\). Therefore, fluctuations in the dimer concentrations, 
as measured by the parent ion signal at 108 amu, are correlated with fluctuations in the daughter 
ion signal at 79 amu that are of the same magnitude as the changes in signal we are trying to
observe. We attempted to minimize such fluctuations in dimer concentration by keeping the butadiene cylinder in an ice bath during experiments and verifying with TOF-MS that the 108 amu signal is stable as a function of time before beginning experiments.

We are unable to definitively identify the origin of the 79 amu species at this time. Perhaps PI TOF-MS experiments using tunable ionization energy could provide critical insight. Nonetheless, whatever side reaction is responsible for producing the species at 79 amu, will not impact the three main experimental results presented in this work:

1. Measured values of $k_1$.
2. Observation that at 25 Torr the dominant product of $C_2H_3 + 1,3 - C_4H_6$ is $n - C_6H_9$.
3. Quantification of branching fraction to cyclohexadiene isomers at 4 Torr, assuming that 80 amu signal of cyclohexadiene is not being diverted to 79 amu either by dissociative ionization or reaction. Both of these assumptions are justified above.

The TOF-MS experiments at 700 K deserve special attention. Besides the increased propargyl absorbance, the TOF-MS data also provides evidence for enhanced 1,3-butadiene photodissociation at this elevated temperature. Table D 4 summarizes the nine transient species observed in the 700 K, 4 Torr Base Case experiment. Of these nine species, only 79, 80 and 81 amu disappear when vinyl iodide is removed. The other six are present in the same amount when only $1,3 - C_4H_6$ is photolyzed, suggesting that they are products of $1,3 - C_4H_6$ photodissociation and subsequent reactions of the propargyl and methyl radicals. For example, the signal at 15 amu is clearly attributable to methyl radical, while that at 78 amu is likely from propargyl radical recombination. The purpose of the “No Cal Mix” control experiments will be explained in the next section.

Table D 4: Summary of observations from control experiments at 700 K.

<table>
<thead>
<tr>
<th>Transient Species Observed (amu):</th>
<th>15</th>
<th>66</th>
<th>69</th>
<th>77</th>
<th>78</th>
<th>79</th>
<th>80</th>
<th>81</th>
<th>91</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_2H_3$ Required?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Cal Mix Required?</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>
Quantifying $\alpha_{c-C6H8}$

As discussed in the previous section, the species at m/z=80 and 81 amu are the only clear products of $C_2H_3 + 1,3-C_4H_6$ that we observed using PI TOF-MS. Based on our predictions of the product branching, Figure 4-9, we assumed that at all of the conditions of our experiment the transient 80 and 81 amu TOF-MS signals were entirely attributable to the 1,3-/1,4-cyclohexadiene isomers, $c-C_6H_8$, and the linear, allylic adduct, $n-C_6H_9$, respectively. Because the photoionization cross section, $\sigma_{PI}(E = 10.5 \text{ eV})$, is not known for $n-C_6H_9$, we cannot currently quantify the branching to this channel, which we expect to be dominant at our conditions. However, $\sigma_{PI}(E = 10.5 \text{ eV})$ is known for both cyclohexadiene isomers ($27.63 \pm 5.5$ for 1,3$^{238}$ and $25 \pm 6.3$ MB for 1,4$^{239}$), allowing us to quantify the summed branching fraction to these channels, $\alpha_{c-C_6H_8}$. TOF-MS signal at 80 amu was only observed for experiments conducted at 4 Torr ($T = 494, 599$ and $700 \text{ K}$), so we limit our discussion here to those experiments. This section explains the steps in experimentally quantifying $\alpha_{c-C_6H_8}$.

Reactions R1, R2 and R4 are reproduced below for convenience, with the addition of an explicit channel for $c-C_6H_8 + H$ that wasn’t included before.

\[
C_2H_3 + 1,3 - C_4H_6 \xrightarrow{\alpha_{c-C_6H_8}k_3} n - C_6H_9 \quad (\text{R1a})
\]
\[
C_2H_3 + 1,3 - C_4H_6 \xrightarrow{\alpha_{c-C_6H_8}k_1} c - C_6H_8 + H \quad (\text{R1b})
\]
\[
C_2H_3 + 1,3 - C_4H_6 \xrightarrow{(1-\alpha_{n-C_6H_9}-\alpha_{c-C_6H_8})k_1} \text{Other Products} \quad (\text{R1c})
\]
\[
C_2H_3 \xrightarrow{k_2} \text{Products} \quad (\text{R2})
\]
\[
2C_2H_3 \xrightarrow{k_{\text{self}}} \text{Products} \quad (\text{R4})
\]

This model includes vinyl self-reaction but ignores all other possible radical-radical reactions (i.e. cross radical reactions), which is justified by the low radical concentrations used in all experiments ([C$_2$H$_3$]$_0 = 1 - 2 \times 10^{12}$ molecules cm$^{-3}$ for all experiments at 4 Torr with one exception). This model also ignores $C_2H_3 + C_4H_4$, where $C_4H_4$ is derived from 1,3-butadiene photodissociation as discussed in the previous section, because $[C_4H_4] \ll [C_4H_6]$, at least by two orders of magnitude based on the cross section of 1,3 - $C_4H_6$ near 266 nm alone.$^{374}$ The analytical solution for the maximum amount of cyclohexadine, $[c-C_6H_8]_{\text{max}}$, approached as $t \rightarrow \infty$ is shown below.
\[ [c - C_6H_8]_{\text{max}} = \frac{\alpha_{c-C_6H_8} k_1 [1,3-C_4H_6]}{2k_{\text{self}}} \ln \left( \frac{k_1 [1,3-C_4H_6]+k_2+2k_{\text{self}}[C_2H_3]_0}{k_1 [1,3-C_4H_6]+k_2} \right) \]  

(D-3)

The above can then be rearranged for the quantity of interest.

\[ \alpha_{c-C_6H_8} = \frac{2k_{\text{self}}[c-C_6H_8]_{\text{max}}}{k_1 [1,3-C_4H_6]} \ln \left( \frac{k_1 [1,3-C_4H_6]+k_2+2k_{\text{self}}[C_2H_3]_0}{k_1 [1,3-C_4H_6]+k_2} \right) \]  

(D-4)

Each term in the above equation is known experimentally. Values of \( k_1 \) are known from our experimental Arrhenius fit (Figure 4-4). Based on our predictions of the overall rate, it should be possible to accurately extrapolate this simple fit to 599 and 700 K where measurements of \( k_1 \) could not be conducted due to 1,3-butadiene photodissociation. \( k_{\text{self}} \) values are taken from Ismail et al. \( k_2 \) values were obtained by fits of Eq. D-1 to 423.2 nm absorbance measurements of \( [C_2H_3]_0(t) \) in the absence of 1,3-C_6H_6. [1,3-C_4H_6] is known to within 10% uncertainty from the T and P of the reactor, as well as the relative flow rates of the mass flow controllers (MFC's). \( [C_2H_3]_0 \) was measured by simultaneously probing the F = 3 \( ^2P_{1/2} \) \( \leftrightarrow \) F = 4 \( ^2P_{3/2} \) atomic transition of I atom following the same method described by Ismail et al. However, we use a different method than Ismail et al. to quantify the pathlength of the continuous wave I atom laser, \( l_1 \), as described in an earlier work. Furthermore, 1,3-butadiene was used as the quenching gas to bring excited I atom back to the ground state as opposed to oxygen or ethylene. I atom is a photolytic co-product of vinyl iodide, \( C_2H_3I \), photodissociation along with vinyl radical. Therefore, by measuring \( [I]_0 \) and assuming \( [C_2H_3]_0 = [I]_0 \) we can determine \( [C_2H_3]_0 \pm 50\% \). This large error bound is primarily due to uncertainty in the pathlength of the continuous wave I atom laser, \( l_1 \) (\( \pm 30\% \)) and the absolute Doppler and collision-broadened I atom cross section, \( \sigma_1 \) (\( \pm 20\% \)). The only remaining quantity needed to determine \( \alpha_{c-C_6H_8} \) is \( [c - C_6H_8]_{\text{max}} \), which can be obtained from the TOF-MS data as explained below.

For some species \( i \), its TOF-MS signal, \( S_i \), is proportional to its concentration, \( [i] \), as shown below.

\[ S_i = FR_i \sigma_{Pl,i}(E)[i] \]  

(D-5)

The proportionality constant includes the instrument response factor, F, the mass discrimination factor, \( R_i \) and the photoionization cross section of species \( i \) at ionization energy \( E \), \( \sigma_{Pl,i}(E) \). In our case, a calibration gas containing nine species (propene, methylamine, 1,3-butadiene,
propanol, furan, benzene, cyclohexane, toluene and heptane) was simultaneously present in the reactor during TOF-MS experiments when \( \text{C}_2 \text{H}_3 + 1,3 - \text{C}_4 \text{H}_6 \) was occurring. The concentration of each calibration gas species was very small \((1.8 \pm 0.2 \times 10^{11} \text{ molecules cm}^{-3})\) to prevent any interference with the chemistry. Of these nine species, only two of them were suitable internal standards for this reaction because their masses did not overlap with any other large, stable signals: cyclohexane and heptane. As shown in Table 4-2 and Table D 4, control experiments were conducted in the absence of the calibration gas mixture (referred to hereafter as “cal mix”) as confirmation of two assumptions: 1.) The cal mix does not affect the measured amounts of transient species, i.e. 80 and 81 amu, and 2.) In the absence of cal mix, there is no signal at the masses of the internal standards cyclohexane (84 amu) or heptane (100 amu). The ratio between the maximum \(c - \text{C}_6 \text{H}_8\) signal, \(S_{c-C_6H_8,\text{max}}\), and the average signal for cal mix species \(i\), \(\bar{S}_{\text{calmix},i}\), is shown below.

\[
\frac{S_{c-C_6H_8,\text{max}}}{\bar{S}_{\text{calmix},i}} = \left(\frac{F_{\text{calmix},i}}{F_{\text{calmix}}}\right) \left(\frac{\sigma_{\text{Pl},c-C_6H_8}(E=10.5 \text{ eV})}{\sigma_{\text{Pl,calmix},i}(E=10.5 \text{ eV})}\right) \left(\frac{[c-C_6H_8]_{\text{max}}}{[\text{calmix},i]}\right) \tag{D-6}
\]

In this equation, \(F\) is a constant and cancels out of the ratio. Furthermore, for this apparatus we have observed the mass discrimination factor to have negligible mass dependence in our range. Therefore \(R\) also cancels out and the ratio simplifies to the following.

\[
\frac{S_{c-C_6H_8,\text{max}}}{\bar{S}_{\text{calmix},i}} = \left(\frac{\sigma_{\text{Pl},c-C_6H_8}(E=10.5 \text{ eV})}{\sigma_{\text{Pl,calmix},i}(E=10.5 \text{ eV})}\right) \left(\frac{[c-C_6H_8]_{\text{max}}}{[\text{calmix},i]}\right) \tag{D-7}
\]

This equation is rearranged for the quantity of interest.

\[
[c-C_6H_8]_{\text{max}} = [\text{calmix},i] \left(\frac{S_{c-C_6H_8,\text{max}}}{\bar{S}_{\text{calmix},i}}\right) \left(\frac{\sigma_{\text{Pl,calmix},i}(E=10.5 \text{ eV})}{\sigma_{\text{Pl},c-C_6H_8}(E=10.5 \text{ eV})}\right) \tag{D-8}
\]

All of the terms in Eq. D-8 are known experimentally. \([\text{calmix},i]\) is known from the reactor conditions. The photoionization cross sections for the internal standards cyclohexane and heptane at the relevant ionization energy are known from literature \((21.3^{84} \text{ and } 9.9 \text{ MB},^{266} \text{ respectively, both with } \pm 20\% \text{ uncertainty}). \sigma_{\text{Pl},c-C_6H_8}(E = 10.5 \text{ eV})\) is also known for both cyclohexadiene isomers from literature, as mentioned earlier. \(S_{c-C_6H_8,\text{max}}\) and \(\bar{S}_{\text{calmix},i}\) are obtained from the TOF-MS data as shown in Figure D 11. \(S_{c-C_6H_8,\text{max}}\) is taken as the maximum of a biexponential fit to the integrated \(\frac{m}{z} = 80\) peak area as a function of reaction time and
$S_{\text{calmix},i}$ is simply the average of the integrated cal mix species $i$ peak area over the same reaction time. Clearly, the 80 amu signal is not at steady state because it continues to decrease after it reaches a maximum. However, the difference in time scales between the growth of 80 amu and its decay are sufficiently separated to allow us to approximate the maximum value as what the steady state value would be in the absence of any decay phenomenon. The error due to this approximation is certainly within the large error bars of our measurement reported later. We attribute this decay of what should be a chemically stable species (cyclohexadiene) to fast diffusion out of the TOF-MS sampling volume at the low pressure conditions of these experiments (4 Torr). For comparison, the growth and decay of $C_6H_9$ at 81 amu during the same experiment is also shown in Figure D 11. From the biexponential fits to the TOF-MS signals both species have a characteristic decay rate of $40 \pm 20$ s$^{-1}$ (error bounds are 95% confidence intervals of fit). The fact that both species decay at the same rate is indicative of the chemical stability of the $C_6H_9$ isomer (likely it is the resonantly stabilized $n-C_6H_9$ isomer), which apparently diffuses faster than it reacts at these conditions.
Figure D 11: Simultaneously measured TOF-MS signals at 494 K and 4 Torr for A. m/z=80 amu (c-C₆H₈), B. m/z=81 amu (n-C₆H₉) and C. cyclohexane (green squares) and heptane (blue crosses). The lines in A. and B. are biexponential fits to the data, while the lines in C. are average values, $\overline{s}_{calmix,t}$. 
The initial concentrations of I atom and methyl radical, $[I]_0$ and $[CH_3]_0$, can also be quantified from their respective TOF-MS signals using an analogous form of Eq. D-8 and the recently measured values of $\sigma_{PI}(E = 10.5 \text{ eV})$ for both species ($74^{+33}_{-23}$ for I atom, $^{268}$ and $5.7 \pm 0.67$ for methyl radical $MB^{375}$). Their initial TOF-MS signals, $S_{I,0}$ and $S_{CH_3,0}$, were obtained by fitting an exponential decay and back-extrapolating to $t = 0$, as shown in Figure D 12 and Figure D 13. Back-extrapolation is necessary due to the finite rise times of both I atom and CH$_3$ (species that are produced essentially instantaneously by photolysis) caused by molecular beam sampling effects that have been discussed extensively elsewhere.$^{65, 110-111}$ Transient signal at 15 amu was only observed at 700 K, where 1,3-butadiene photodissociation is more favorable compared to lower temperatures. Therefore, at all other temperatures only a conservative upper bound estimate of $[CH_3]_0 < 0.3 \times 10^{12}$ molecules cm$^{-3}$ could be asserted based on the sensitivity of the TOF-MS and the relatively small photoionization cross section of CH$_3$.

![Figure D 12: TOF-MS signals at 494 K and 4 Torr for m/z = 127 amu (I Atom). The line is an exponential fit to the decay portion of the data.](image)
Figure D 13: TOF-MS signals at 700 K and 4 Torr for $\frac{m}{z} = 15$ amu (CH$_3$ radical). The line is an exponential fit to the decay portion of the data.

Once $[c-C_6H_8]_{\text{max}}$ is known for a given experiment, $\alpha_{c-C_6H_8}$ can be computed using Eq. D-4. Table D 5 summarizes the inputs to Eq. D-4 (along with uncertainties) for all of the experiments to measure $\alpha_{c-C_6H_8}$ reported here, as well as the final values of $\alpha_{c-C_6H_8}$, which are plotted in Figure 4-7. The final quoted error bars on $\alpha_{c-C_6H_8}$ are based on propagation of uncertainty and include the range of possible values if either the 1,3- or the 1,4-isomer is 100% dominant (because the cross sections of the two isomers are so close, this contribution to the uncertainty is very small).
<table>
<thead>
<tr>
<th>T (K)</th>
<th>PDMS coated</th>
<th>$[1,3-C_4H_9]$ (\times 10^9) molecule cm(^{-3})</th>
<th>$x_{1,3-C_4H_9}$</th>
<th>Photolysis Energy ((\text{mJ/pulse}))</th>
<th>Photolysis Diameter (cm)</th>
<th>$r_1$ ((10^{18} \text{molecule} \cdot \text{s}^{-1}))</th>
<th>$k_1$ ((s^{-1}))</th>
<th>$\Phi_{\text{OH}}^T$ ((10^{-15} \text{molecule} \cdot \text{cm}^2 \cdot \text{s}^{-1}))</th>
<th>$[\text{OH}]_0$ ((10^{15} \text{molecule} \cdot \text{cm}^{-3}))</th>
<th>$[\text{H}_2]_0$ ((10^{15} \text{molecule} \cdot \text{cm}^{-3}))</th>
<th>$[\text{C}_2H_3O]_0$ ((10^{15} \text{molecule} \cdot \text{cm}^{-3}))</th>
<th>$\alpha_{c-C_4H_9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>494</td>
<td>No</td>
<td>1.2</td>
<td>0.156</td>
<td>30</td>
<td>1.2</td>
<td>$10.1 \pm 0.2$</td>
<td>0</td>
<td>$1.6 \pm 0.6$</td>
<td>$0.45 \pm 0.2$</td>
<td>$&lt; 0.3$</td>
<td>$0.05 \pm 0.02$</td>
<td>$0.04 \pm 0.02$</td>
</tr>
<tr>
<td>494</td>
<td>Yes</td>
<td>1.2</td>
<td>0.156</td>
<td>30</td>
<td>1.2</td>
<td>$10.1 \pm 0.2$</td>
<td>0</td>
<td>$1.6 \pm 0.8$</td>
<td>$1.3 \pm 0.7$</td>
<td>$&lt; 0.3$</td>
<td>$0.06 \pm 0.03$</td>
<td>$0.04 \pm 0.03$</td>
</tr>
<tr>
<td>494</td>
<td>Yes</td>
<td>1.2</td>
<td>0.156</td>
<td>30</td>
<td>1.5</td>
<td>$10.1 \pm 0.2$</td>
<td>0</td>
<td>$1.2 \pm 0.7$</td>
<td>$1.0 \pm 0.5$</td>
<td>$&lt; 0.3$</td>
<td>$0.04 \pm 0.02$</td>
<td>$0.04 \pm 0.03$</td>
</tr>
<tr>
<td>494</td>
<td>Yes</td>
<td>1.2</td>
<td>0.156</td>
<td>80</td>
<td>1.2</td>
<td>$10.1 \pm 0.2$</td>
<td>0</td>
<td>$3.6 \pm 1.6$</td>
<td>$3.5 \pm 2.0$</td>
<td>$&lt; 0.3$</td>
<td>$0.14 \pm 0.06$</td>
<td>$0.05 \pm 0.03$</td>
</tr>
<tr>
<td>599</td>
<td>No</td>
<td>1.2</td>
<td>0.19</td>
<td>30</td>
<td>1.2</td>
<td>$15.3 \pm 0.3$</td>
<td>0</td>
<td>$1.9 \pm 0.8$</td>
<td>$0.6 \pm 0.3$</td>
<td>$&lt; 0.3$</td>
<td>$0.12 \pm 0.04$</td>
<td>$0.07 \pm 0.04$</td>
</tr>
<tr>
<td>700</td>
<td>No</td>
<td>1.2</td>
<td>0.222</td>
<td>30</td>
<td>1.2</td>
<td>$20.4 \pm 0.4$</td>
<td>0</td>
<td>$1.4 \pm 0.7$</td>
<td>$0.4 \pm 0.2$</td>
<td>$1.0 \pm 0.5$</td>
<td>$0.14 \pm 0.05$</td>
<td>$0.12 \pm 0.06$</td>
</tr>
<tr>
<td>700</td>
<td>No</td>
<td>0.6</td>
<td>0.111</td>
<td>30</td>
<td>1.2</td>
<td>$20.4 \pm 0.4$</td>
<td>0</td>
<td>$1.4 \pm 0.7$</td>
<td>$0.6 \pm 0.3$</td>
<td>$0.5 \pm 0.3$</td>
<td>$0.09 \pm 0.04$</td>
<td>$0.09 \pm 0.06$</td>
</tr>
</tbody>
</table>

1. Uncertainty in $[1,3-C_4H_9]$ is 10% due to uncertainty in MFC calibration.
2. Mole fraction of $1,3-C_4H_9$.
3. Obtained from simultaneous measurements of I Atom absorbance. This value of $[I]_0$ was assumed to equal $[C_2H_3O]_0$ in analysis.
4. Obtained from TOF-MS as detailed in the text.
A range of $k_2$ values is given in Table D 5 where the upper limit represents the value measured by the multiple-pass absorbance. This is because a large component, if not most, of the $k_2$ value measured using absorbance is due to diffusion of vinyl out of the probe beam area. The time scale of this diffusion will depend on the geometry of the Herriott multiple-pass alignment, which is totally unrelated to the time scale of diffusion out of the sampling region for the TOF-MS. We therefore estimate that the “real” $k_2$ for the TOF-MS measurement is somewhere between 0 s$^{-1}$ and the $k_2$ value measured by absorbance. This assumption is validated by the time scale of decay observed for transient TOF-MS signals such as $\frac{m}{z} = 80$ and 81 amu shown in Figure D 11, which have decay time constants of 40 s$^{-1}$.

As expected, the branching to the chemically activated cyclohexadiene channel increases as a function of temperature. The agreement between $\alpha_{C_6H_6}$ values measured at 700 K and different $[1,3-C_4H_6]$ provides further confidence in our results and analysis. As discussed in the main text, these measurements are within the large uncertainty of the predictions. One important contributor to the prediction uncertainty is the value of $\langle\Delta E_d\rangle_{300}$, which our results suggest needs to be increased from the value recommended by Jasper et al. for methane in helium bath gas. This might be partially explained by the experimental presence of a significant mole fraction of $1,3-C_4H_6$ (as much as 0.22) for the 4 Torr experiments, as shown in Table D 5. Unfortunately, this concentration of $1,3-C_4H_6$ is needed to produce enough cyclohexadiene for TOF-MS detection.

To allay concerns regarding unaccounted loss of vinyl radical to the stainless steel wall of the reactor (which would cause a systematic deviation in our measured values of $\alpha_{C_6H_6}$) additional experiments were conducted at 500 K and 4 Torr after coating the inside of the reactor with polydimethylsiloxane (PDMS). As shown in Table D 5, coating the reactor clearly had an effect on $[I]_0$ measured using TOF-MS, bringing those values into much closer agreement with $[I]_0$ measured by I Atom absorbance. This point is most clearly illustrated by the parity plot of Figure D 14. This result suggests that prior to coating the reactor, I atom was being lost to the walls. Coating with PDMS appears to have eliminated this issue.
Despite the dramatic increase in $[I]_0$ measured using TOF-MS, coating had no effect on the quantification of $\alpha_{c-C_6H_8}$. Furthermore, we also enlarged the photolysis beam diameter from 1.2 to 1.5 cm in order to submerge more of the TOF-MS sampling cone in the photolyzed region and to also shorten the distance between the edge of the photolyzed region and the reactor walls. Enlargement of the photolysis beam also induced no change in $\alpha_{c-C_6H_8}$. All of this suggests wall reactions are not consuming a significant portion of the vinyl radical pool, even when the reactor surface is bare stainless steel. This could be due to the unique geometry of our apparatus, where only the small tip of the sampling cone is in direct contact with the photolyzed region, or perhaps because loss to the walls is already captured by our large range of $k_2$ values.
Appendix E

Additional Details for Phenyl Radical + Propene

Experimental Procedure for Quantifying PICS

10.5 eV photoionization cross sections (PICS) were quantified by flowing both a controlled but imprecisely known concentration of species i, and a known concentration of the calibration gas mixture (calmix, consisting of 100 ppm propene, 1,3-butadiene, furan, benzene, cyclohexane, toluene and heptane) through the quartz flow reactor while recording PI TOF-MS signal, S. A portion of the gas mixture was trapped at the inlet of the reactor by a pneumatically controlled sample loop, and the relative concentration, C, of i to calmix in the mixture was quantified using Gas Chromatography (GC)/MS. PICS for species i, $\sigma_i$, could then be quantified using one of the calmix species as an internal standard:

$$\sigma_i = \sigma_{\text{calmix}} \times \left( \frac{S_i}{S_{\text{calmix}}} \right) \times \left( \frac{C_{\text{calmix}}}{C_i} \right)$$

PICS were quantified in this manner for different concentration ratios and for i = hexane, styrene and 3-phenylpropene. At each concentration ratio three replicate measurements were taken (both GC/MS and PI TOF-MS measurements were repeated). Average PICS with 95% confidence intervals are reported in Figure E 1, Figure E 2 and Figure E 3 below, using either toluene or heptane as the internal standard. The measured PICS for both hexane$^{266}$ and styrene$^{265}$ are in good agreement with literature, which is encouraging, especially considering that the absolute PICS of hexane and styrene differ by about an order of magnitude. Most importantly, the measured PICS for 3-phenylpropene is $38.8 \pm 7.0$ MB (no literature value available for comparison), which seems reasonable given that many of the other closed-shell aromatic-containing compounds in Table 4-8 have PICS ~30-40 MB.
Figure E 1: Quantification of hexane 10.5 eV PICS. Literature value is $4.5\pm 0.7$.\textsuperscript{266}

Figure E 2: Quantification of styrene 10.5 eV PICS. Literature value is $42.9\pm 4.3$.\textsuperscript{265}
While this experimental procedure for quantifying PICS seems to work well for stable molecules with relatively strong CC and CH bonds, for heavier molecules with weaker bonds it is expected that wall-effects and thermal decomposition will make precise concentration measurements more difficult. For example, attempts to quantify PICS for nitrosobenzene, C₆H₅NO, were less successful, likely because of both adsorption of C₆H₅NO on the walls of the sampling loop, and thermolysis of the weak C-N bond upon heating of the loop to encourage desorption.

**Figure E 3:** Quantification of 3-phenylpropene 10.5 eV PICS.
Figure E 4: Measured fragmentation pattern of $\text{C}_3\text{H}_5\text{I}$ at 10.5 eV displaying signals at $m/z = 168$ ($\text{C}_3\text{H}_5\text{I}^+$ parent ion) and 41 amu ($\text{C}_3\text{H}_5^+$ daughter ion). Signal at 58 amu is from acetone impurity.
Figure E 5: Measured fragmentation pattern of i1-Br at 10.5 eV displaying signals at m/z = 198/200 ($^{79}$Br/$^{81}$Br isotopologues of C$_9$H$_{11}$Br$^+$ parent ion), 119 (C$_9$H$_{11}^+$ daughter ion) and 118 amu (C$_9$H$_{10}^+$ daughter ion). Signals at 58 and 204 amu are from acetone and iodobenzene impurities, respectively. Source of 44 amu signal is unknown.

**Predicted Methyl Radical MBMS Profiles**

Figure E 6 shows predicted methyl radical, CH$_3$, time profiles for MBMS at 600 and 700 K. CH$_3$ is a coproduct of styrene from C$_6$H$_5$ + C$_3$H$_6$, which is the major product channel at 700 K. However, even though the concentration of CH$_3$ in the reactor should be relatively high we were unable to detect it with MBMS for the three reasons mentioned in section 4.2.4.4.7: low MBMS signal due to mass discrimination factor and small PICS, overlap with a C$_3$H$_6$ fragment and lack of a CH$_3$ wall reaction in the model. At 600 K, the maximum predicted MS signal is ~0.003 (units of flight-time integrated signal area), whereas the smallest signals detected were ~0.001. At 700 K, the predicted CH$_3$ signal has increased ~3x due to more styrene production,
and should be distinguishable from the noise. However, at both temperatures the model predicts CH$_3$ to persist over the full 45 ms measurement time, which is not reasonable given that phenyl radical decays within ~10 ms largely due to wall reactions. Therefore, if CH$_3$ wall reaction were included in the model, the maximum predicted CH$_3$ MBMS signal in Figure E 6 would drop significantly, likely below the MBMS detection limit. However, in the absence of any measurable CH$_3$ signal on which to base $k_{wall}$ for CH$_3$, no value was fit.

**CH$_2$ Radical**

![Graphs of CH$_2$ Radical](image)

**Figure E 6:** Predicted time profile for methyl radical, CH$_3$, in MBMS at 600 (left) and 700 K (right).

**MBMS Profiles without Propene**

Figure E 7 summarizes the results of Experiment #1, which was conducted without C$_3$H$_6$. There are several noteworthy observations. Most obviously, the model does not match most of the MBMS measurements. In fact, of the six m/z’s where transient behavior was observed, only 154 amu, biphenyl, has good agreement between the model and measurements. The other five m/z signals are all influenced by the walls in some way that is not described by our gas-phase model. Specifically, phenyl radical, C$_6$H$_5$, at m/z=77 amu is being rapidly converted to benzene, C$_6$H$_6$, at 78 amu, much faster than can be explained by gas-phase chemistry. Although the model does predict some C$_6$H$_6$ formation through self-disproportionation between two C$_6$H$_5$ radicals, it is not nearly enough to explain the large and rapidly-appearing 78 amu signal. Hydrogen (H)-abstraction from the iodobenzene precursor, C$_6$H$_5$I, is not included in the model but is expected to be slow at our experimental conditions owing to the strength of a phenylic C-H bond.$^{264}$ If C$_6$H$_6$ was being formed purely in the gas phase, then the time constant of its growth should
match the time constant of both \( \text{C}_6\text{H}_5 \) decay and biphenyl growth, which it clear does not. Similarly, I atom at 127 amu somehow gains a hydrogen atom, H, to form HI at 128 amu, although the time-scale is longer than \( \text{C}_6\text{H}_6 \) formation. I atom also recombines with itself to form molecular iodine, \( \text{I}_2 \), at 254 amu in much higher concentration than predicted by the model, which uses a recommended P-dependent rate for \( 2\text{I} (+M) \rightarrow \text{I}_2 (+M) \) in a helium bath gas that is very slow at our conditions.\(^{167}\)

**Figure E 7:** Summary of all time profiles measured (markers) with MBMS in Experiment 1 (600 K, 10 Torr, no propene). Lines are model results. Simultaneously recorded 505.3 nm absorbance is also shown with model comparison.
The proposed mechanism for most of these unexpected observations involves an Eley-Rideal type of heterogeneous reaction on the quartz reactor walls between a gas-phase radical and an adsorbed H atom (denoted H-wall):

\[ \text{C}_6\text{H}_5/I(\text{g}) + \text{H-wall} \rightarrow \text{C}_6\text{H}_6/I(\text{g}) \]

H atom might have adsorbed on and saturated the walls from previous experiments. The reaction above is essentially an H-abstraction between the wall and gas-phase C\textsubscript{6}H\textsubscript{5}/I, similar to what has been observed between gas-phase fluorine atoms and deuterium adsorbed on various surfaces (including quartz).\textsuperscript{102} The mechanism for I\textsubscript{2} formation is probably different, but also likely involves the walls. For example, ro-vibrationally excited I\textsubscript{2} formed immediately after I atom recombination might be stabilized by the walls much more than by the helium bath gas, which is an inefficient collision partner.

If the proposed mechanism for C\textsubscript{6}H\textsubscript{6}/H/I\textsubscript{2} formation above is correct, then by adding a sufficient amount of an excess reagent (e.g., C\textsubscript{3}H\textsubscript{6}) wall catalysis might be suppressed in favor of fast gas-phase chemistry (e.g., C\textsubscript{6}H\textsubscript{5} + C\textsubscript{3}H\textsubscript{6} and subsequent product formation). This was the approach taken here, where primary product branching was measured at three different propene concentrations ("low", "medium" and "high") that vary by 4× in order to verify insensitivity to [C\textsubscript{3}H\textsubscript{6}], and therefore insensitivity to wall catalysis as well. Comparing Experiments #2-5 (600 K) and #7-9 (700 K), the primary product branching does appear to be largely insensitive to [C\textsubscript{3}H\textsubscript{6}], confirming that wall catalysis is not influencing the main results of this work.

Although we have found a way to sidestep the effects of wall catalysis in the current work, efforts should continue to be made to reduce the effects further. Specifically, we found the geometry of the sampling pinhole to be quite critical to preventing wall catalysis, as quantified by the ratio of maximum 78 to 77 amu signal without C\textsubscript{3}H\textsubscript{6}. As shown in Figure E 7, the 78:77 ratio is currently ~1 using the "funnel-shaped" pinhole geometry of Wyatt et al.\textsuperscript{72} Similar experiments with a straight pinhole (essentially a 300 micron diameter tube through the 2.5 mm thick reactor walls) resulted in ratios ~10:1, likely due to enhanced contact between radicals and the walls during sampling. Efforts to reduce wall catalysis even further should first focus on the pinhole. The reactor was also treated with boric acid following the procedure of Krasnoperov et al.,\textsuperscript{103} but the resulting boron oxide (B\textsubscript{2}O\textsubscript{3}) coating was found to have negligible effect on the wall catalysis shown in Figure E 7. A better coating would have only strong C-F bonds exposed,
such as in Teflon or Halocarbon wax, but neither of these coatings are suitable at the temperatures of interest to us (>600 K).

Returning to the results shown in Figure E 7, although the maximum C₆H₅ concentration is overpredicted by the model by ~2x, the sum of measured C₆H₅ and C₆H₆ signals is much closer to the model, effectively closing the mass balance. A k_{wall} of 100 s⁻¹ for C₆H₅ was found to fit both the time scale of the 77 amu decay from MBMS (~10 ms) and the 505.3 nm absorbance decay adequately. No k_{wall} was fit for I atom, because it was not found to be necessary to match the experiments with C₃H₆ (Figure 4-25, for example).

Experiment #6 (700 K, 10 Torr, summarized in Figure E 8) was also conducted without C₃H₆, and all of the commentary regarding Experiment #1 still applies. The only feature of Experiment #6 worth additional comment is that compared to #1 there appears to be less HI formation. This could be due to the higher temperature driving desorption of H atoms from the walls,²⁷⁷ or it might simply be due to the fact that chronologically #6 was actually run before #1 when the reactor was freshly-cleaned and B₂O₃ coated. Also unlike Experiment #1, no I₂ was measured.
**Hydrocarbons**

707 K, 10 Torr, MS Experiment 6

**Iodide-Containing Species**

707 K, 10 Torr, MS Experiment 6

---

**Figure E 8:** Summary of all time profiles measured (markers) with MBMS in Experiment 6 (700 K, 10 Torr, no propene). Lines are model results. Simultaneously recorded 505.3 nm absorbance is also shown with model comparison.

**MBMS Profiles at Higher Pressures**

**25 Torr**

Experiment #13 (summarized in Figure E 9, Figure E 10 and Figure E 11) is identical to #7 (and #15) except that the pressure is higher: 25 instead of 10 (or 50) Torr. Experiment #13 exhibits the worst agreement between the measured and predicted primary product branching at 700 K. Specifically, 91, 118 and 119 amu are all underpredicted by ~2x. However, all of these products have relatively low concentrations compared to the major product, styrene, at 104 amu, which is described well by the model.
There are several other concerning features of Experiment #13. First, there is a clear baseline shift in the 505.3 nm absorbance that might indicate C₆H₅OO formation, which could explain some of the other discrepancies with the model. Second, although the steady-state 104 amu signal matches the model well, the measured time-dependence is slower than the model. As discussed in section 4.2.4.4.5 this is due to slower diffusion at higher-P inhibiting MBMS sampling. The delayed growth at 104 amu (and other time-dependent m/z’s) becomes even more pronounced at higher-P (#15), consistent with this explanation. Figure E 11 shows all of the primary product profiles normalized by the instantaneous styrene/104 amu signal, such that transport delays should largely cancel out. As shown, the ratio of styrene to any of the other primary products is essentially flat as a function of reaction time after the first few milliseconds, confirming that although the absolute signals are distorted by transport effect, the ratios between products at any given time are still reliable. Finally, the iodide containing species exhibit contradictory behavior as a function of P. The large signal at 168 amu from C₃H₅I has disappeared when increasing P from 10 (Figure 4-29) to 25 Torr (Figure E 10), while the signals at the parent m/z of the other two iodide-containing species, CH₃I and I-I-I at 142 and 248 amu, respectively, have increased. The latter behavior is consistent with P-dependent kinetics, while the former is contradictory. As already mentioned in section 4.2.4.5, this might indicate that C₃H₅I is actually formed on the walls instead of in the gas-phase.

![Figure E 9: Time profiles of primary phenyl radical + propene products measured (markers) with MBMS in Experiment 13 (700 K, 25 Torr, “Low” propene). Lines are model results.](image-url)
Figure E 10: Summary of all time profiles measured (markers) with MBMS in Experiment 13 (700 K, 25 Torr, “Low” propene). Lines are model results. Simultaneously recorded 505.3 nm absorbance is also shown with model comparison.
Figure E 11: Time profiles of primary phenyl radical + propene products measured (markers) with MBMS in Experiment 13 (700 K, 25 Torr, “Low” propene). Lines are model results. Both measured and modeled results are plotted relative to the 104 amu/styrene signal at each time point.

50 Torr

Experiment #15 (summarized in Figure E 12, Figure E 13 and Figure E 14) is identical to #7 (and #15) except that the pressure is higher: 50 instead of 10 (or 25) Torr. Figure E 12 is shown in section 4.2.4.3 and is reproduced here for convenience. All of the P-dependent trends highlighted for Experiment #13 continue for #15: the time-scale for primary product growth is noticeably slower (and in disagreement with the simple transport model), more CH$_3$I is observed experimentally (and in closer agreement with the model) and C$_3$H$_5$I is still absent. Most importantly, the steady state product branching matches the model satisfactorily, in agreement with the prediction made in Figure 4-12 that at our experimental conditions the product branching would have negligible P-dependence. Figure E 14 shows the instantaneous primary product ratios (relative to styrene/104 amu) such that transport delays largely canceled out. Just as was observed at 25 Torr (Figure E 11), the product ratios are essentially flat after the first few milliseconds, in contrast to the absolute product signals shown in Figure E 12 and Figure E 13 that require ~30 ms to reach steady state. Furthermore, the model matches these ratios well, as expected, again supporting the predicted lack of P-dependence.
Figure E 12: Time profiles of primary phenyl radical + propene products measured (markers) with MBMS in Experiment 15 (700 K, 50 Torr, “Low” propene). Lines are model results.
Figure E 13: Summary of all time profiles measured (markers) with MBMS in Experiment 15 (700 K, 50 Torr, "Low" propene). Lines are model results. Simultaneously recorded 505.3 nm absorbance is also shown with model comparison.
Figure E 14: Time profiles of primary phenyl radical + propene products measured (markers) with MBMS in Experiment 15 (700 K, 50 Torr, “Low” propene). Lines are model results. Both measured and modeled results are plotted relative to the 104 amu/styrene signal at each time point.
Measured 505.3, 447.7 and 408.4 nm Absorbance

Figure E 15: Room temperature visible absorbance spectra measured by Tonokura et al. for allyl, benzyl and phenyl radicals. Insets show representative absorbance traces (markers are measured and lines are modelled) measured in this work at the different wavelengths indicated and otherwise identical conditions (707 K, 10 Torr, $[C_3H_6] = 7.5 \times 10^{15}$ cm$^{-3}$). Identical to Figure 4-30, except the recombination reaction between $C_3H_5$ and I atom ($C_3H_5 + I \rightarrow C_3H_5I$) has been removed from the model.
Appendix F

NG HTP RMG Mechanism Development
Figure F 1: Detailed flow diagram for RMG Mech v1 development for NG HTP.
Figure F 2: Detailed flow diagram for RMG Mech v2 development for NG HTP.
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