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Abstract

The objective of this work was to translate the diagnostic capabilities of magnetic resonance imaging (MRI) to the patient bedside, specifically for the purpose of quantifying fluid overload.

MRI is used extensively in clinical medicine, but it is still not used for routine diagnostics due to high cost, limited availability, and long scan times. Many of these impracticalities come from the hardware requirements associated with generating images. Images, however, are not necessary to harness some of magnetic resonance’s (MR’s) diagnostic potential. This thesis demonstrates that a single-voxel MR sensor can obtain the same results as a traditional MRI in both phantoms and humans.

A clinical study with hemodialysis patients and age-matched healthy controls was performed at MGH. The $T_2$ relaxation times of study participants’ legs were quantified at multiple time points with both a 1.5T clinical MRI scanner and a custom 0.27T single-voxel MR sensor.

The results showed that the first sign of fluid overload is an increase in the relative fraction of extracellular fluid in the muscle. The relaxation time of the extracellular fluid in the muscle eventually increases after more fluid accumulates. Importantly, these MR findings occur before signs of lower-extremity edema are detectable on physical exam.

Two healthy control subjects became dehydrated over the course of the study and the relative fraction of their extracellular fluid decreased. This incidental finding suggests MR can measure the full spectrum of hydration states.

Furthermore, a single MRI measurement at a single time point can distinguish fluid overloaded patients from healthy controls. The amplitude associated with extracellular fluid most closely correlates to fluid loss, and these amplitude decreases are detectable with both the MRI and MR sensor.

The results of this work point towards a promising future of using cheaper, faster MR sensors for bedside diagnostics.

Thesis Supervisor: Michael J. Cima, PhD
Title: David H. Koch Professor of Engineering
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Chapter 1

Introduction

Magnetic resonance imaging (MRI) has transformed the way medicine is practiced since its development in the 1970s\textsuperscript{1,2}. MRI enables physicians to take detailed images of the inside of the human body without any ionizing radiation or known harmful effects. While the majority of MRI scans are qualitative, the root of its unparalleled soft-tissue contrast is actually quantitative.

Quantitative biomarkers – $T_2$ and $T_1$ relaxation times, diffusion, and proton density, among others – give origin to the different shades of grey in a standard MRI image. Quantifying these metrics (called relaxometry parameters) provides information about the molecular environment being measured.

The birth of MRI began in the quantitative realm. From the first measurement of nuclear induction in 1945 through the next three decades, the magnetic resonance (MR) research community discovered various types of relaxometry parameters and techniques with which to measure them\textsuperscript{1,3–5}.

When computing power advanced such that Fourier transforms could be done in a time-effective manner, however, imaging – in other words, MRI – became the new focus of the MR community\textsuperscript{1,2}. Research into quantitative MR biomarkers became less popular and generations of radiologists learned to interpret MRI images qualitatively.

Recently, however, the development of a novel imaging technique called MR Fingerprinting (MRF) that enables rapid quantification of multiple relaxometry parameters has sparked renewed interest in the quantitative biomarker space\textsuperscript{6}. Hundreds of MRF papers have been published in the 5 years since the original paper\textsuperscript{1}. Quantitative biomarkers already have many diagnostic uses, such as monitoring progression of multiple sclerosis, assessing iron overload in the liver, and identifying...
brain tumors. More clinical applications for relaxometry continue to be discovered, especially with the increased attention on relaxometry due to the invention of MRF.

We became interested in using relaxometry to measure fluid levels in the body. There are many conditions like congestive heart failure and chronic kidney disease where the body's normal fluid homeostasis mechanisms are not functioning properly. These patients accumulate liters of excess fluid and their organs begin to shut down after a certain point. Surprisingly, in the diagnostic toolkit of the 21st century physician, there are no good tools for assessing a patient's volume status.

Physicians estimate fluid levels through a variety of methods that are either invasive, non-specific, or insensitive. Thousands of medical errors and billions of dollars of unnecessary expenditure occur annually due to improper fluid management.

Most of MR signal in body comes from water molecules so we hypothesized that MRI was a good modality for assessing fluid status. There have been a few one-off studies with MRI to assess fluid overload, but no researcher to our knowledge has seriously explored the potential of MR to monitor hypervolemia. We understand the reasons for this - an MRI scan is expensive and time-consuming. It does not make sense to use multi-million-dollar MRI scanners for routine volume measurements. We, however, believed that we had a way around this.

We hypothesized that we could get the same diagnostic information about fluid levels in the body using a single-voxel (i.e. non-imaging) MR sensor as with an MRI. We developed an MR sensor that measured quantitative relaxometry parameters in the body but did not generate images. Removing the need to generate images made the hardware smaller, faster, and cheaper.

There are fields that already use single-voxel relaxometry techniques. The oil industry uses single-voxel relaxometry to determine where to drill for oil. The food quality control industry uses it to determine oil and moisture content of foods. Airport security uses it to determine if a fluid is explosive or not. These industries have harnessed the power of single-voxel MR sensors as a rapid, quantitative, and non-invasive measurement. We believe medicine could benefit from MR sensors as well.

First, we used MRI to discover how fluid physiology manifests in MR measurements. Second, we performed phantom studies to understand how to translate results from MRI to a single-voxel MR sensor. Finally, we collected data with our custom MR sensor on hypervolemic patients.

Our goal is for this doctoral work to be the beginning a future where the diagnostic potential of MR is brought out of multi-million MRI suites to the patient bedside, and, eventually, to the patient's home.
Chapter 2

Background

This chapter introduces background on the various building blocks of this doctoral work. First, we discuss the current diagnostic applications of relaxometry and single-voxel relaxometry techniques. Next, we reveal the economic and clinical need for fluid monitoring. And, finally, we introduce the vision of how MR sensors will be used in clinical medicine in the future.
2.1 Applications of Relaxometry and Existing Quantitative MRI Studies

Relaxometry refers to the quantitative measurement of $T_2$, $T_2^*$, and $T_1$ relaxation times, all of which reflect different information about the proton environment. Quantitative magnetic resonance imaging (qMRI) measurements have long been a goal of the field of MR but there are many challenges in taking these measurements including long measurement times, radiofrequency (RF) coil imperfections, differing analysis techniques, and more.

Despite these challenges there is ample relaxometry research and this research was further fueled by the recent development of a novel acquisition technique called magnetic resonance fingerprinting (MRF), which enables qMRI measurements to be taken much faster than ever before.\(^6\)

Relaxometry measurements have important diagnostic applications to a wide variety of diseases. In multiple sclerosis, brain tumors, stroke, and epilepsy, relaxometry measurements are used to monitor disease progression and help differentiate between healthy and pathological tissue that might otherwise be missed visually.\(^7\) Relaxometry is used to measure iron overload in the body (i.e. hemochromatosis, sickle cell disease, etc.) and this approach has replaced gold-standard biopsy procedures in many hospitals.\(^7\) Cartilage diseases (osteoarthritis and other degenerative diseases) can be detected earlier and non-invasively monitored through relaxometry.\(^7\) Additional relaxometry applications include monitoring tumor, inflammation, heart attacks, and more. Relaxometry measurements reveal information about the physical properties of water molecules, which, in turn, reveal information about the in vivo tissue and its possible pathologies, such as fluid overload.

2.2 Deconvolution Methods: Making Sense of Single-Voxel Measurements

Images are not necessary to obtain quantitative relaxometry measurements. Single-voxel measurements can be taken and interpreted through deconvolution algorithms. Relaxation times are modeled as exponentials and in vivo systems are often multi-exponential in nature. Multi-exponentially originates from water compartmentation within a single tissue (i.e. intracellular vs. extracellular water in muscle) or from multiple tissues with distinct fluid environments (i.e. fat and muscle measured together) within a single voxel. Distinct water compartments are created when water molecules do not move between two spaces during the time frame of the measurement. If molecular exchange of water is slow compared to the measured relaxation time, then distinct relaxation times are measured. On the other hand, if molecular exchange of water is fast and water molecules are moving between the two spaces during the measurement, a single relaxation time is measured.
In vivo systems can be modeled as sums of individual exponentials where each amplitude relates to the relative volume fraction of that water compartment and each relaxation time relays information about the type of fluid environment (tissue type). There are many ways to “deconvolve” this multi-exponential data to obtain the constituent exponentials. Two of the most common methods are non-linear least squares fitting (NLLS) and an inverse Laplace transform (ILT). NLLS fitting requires fitting the data to a pre-determined number of exponentials. It is fast and provides a stable fit, but choosing the appropriate number of exponentials can be difficult in biological systems\textsuperscript{36}.

ILT is a robust technique that can be used to resolve the number, time constants, and volume fractions of individual components in multi-exponential data without pre-defined models or a priori assumptions. The ILT generates a relaxogram – a probability distribution function of relaxation values present in the data - where the area under a peak is proportional to the number of protons (volume) in the sample with a specific relaxation value. Comparing the different peak locations and areas under the curve over time allows one to assess complex water distribution changes within the system\textsuperscript{37}. The drawbacks of the ILT algorithm are long computing times and challenges in determining an appropriate smoothing factor for the computation.

A smoothing factor is a required input to the ILT algorithm that compromises accuracy and stability. The ILT inversion is an ill-defined problem with multiple possible solutions, especially in the presence of noise\textsuperscript{38,39}. Repeating the inversion multiple times may yield multiple different results. The smoothing factor aims to stabilize the fit to make it repeatable, but it will do so at the expense of accuracy. The L-curve criterion, cross validation, and the chi-squared criterion test are just some of the regularization methodologies to find the optimal smoothing factor for any given dataset\textsuperscript{25,40,41}. Various algorithmic techniques exist for deconvolving multi-exponential data, which make it possible to monitor individual fluid compartments from single-voxel quantitative relaxometry measurements.

\section*{2.3 Portable Single-Voxel MR Sensors}

Portable magnetic resonance sensors that take single-voxel measurements have been used for decades in fields like oil logging and food quality control. The oil industry has developed “inside out” magnets that can be dropped in oil wells to determine the rock composition and oil/water quantity and quality\textsuperscript{28,28,30}. The first pulsed-MR magnets for oil applications were deployed in the early 1990s by the NUMAR and Schlumberger Corporations\textsuperscript{29}.

15
The NMR MOUSE (MObile Universal Surface Explorer) was developed in 1996 for noninvasive investigation of arbitrarily shaped objects that do not fit within the bore of a traditional cylindrical NMR scanner\textsuperscript{42}. Eidmann et al. built this small 2.5kg surface scanner to illustrate that MR signals could be measured by an inhomogeneous $B_1$ field perpendicular to an inhomogeneous $B_0$ field\textsuperscript{42}. Variations on this initial NMR MOUSE have been built including the NMR MOLE (Mobile Lateral Explorer) and other single-sided probes\textsuperscript{43}. Benchtop MR sensors like the Bruker Minispec or SpinSolve series exist for animal testing and/or food quality control\textsuperscript{44}. The Magritek Terranova uses Earth's magnetic field for measurements\textsuperscript{45}. Because of inhomogeneities in the $B_0$ and $B_1$ fields in these sensors, single- and multi-echo techniques such as Hahn echoes and spin echoes are typically employed for measurements\textsuperscript{46}. These single-voxel MR sensors provide similar information as quantitative MRI scans for a fraction of the cost and size. We have built portable MR sensors for human measurements.

\subsection*{2.4 The Economic and Clinical Need for Fluid Monitoring}

Maintenance of fluid balance in the body is critical to physical and cognitive function yet no accurate and practical assessment method currently exists. Proper fluid management is compromised in patients with kidney disease, heart failure, and sepsis; it is also critical for competitive athletes, soldiers, and the elderly. Current approaches rely on indirect measures that are subjective or invasive measures that cannot be routinely performed\textsuperscript{47}. These methods include blood and urine chemistry, bioimpedance, and radioisotope dilution. All are either invasive, require a lab, or are not clinically reliable\textsuperscript{47,48}. Thousands of medical errors and billions of dollars of unnecessary expenditure occur annually due to improper fluid management in the US\textsuperscript{13-15,49}. This project specifically works on monitoring fluid overload, a symptom commonly encountered in patients with heart or kidney failure. Fluid overload is a physiological state in which the body's water and sodium homeostasis mechanisms are not functioning and the body accumulates fluid through various vicious downward spiraling mechanisms.

Heart failure (HF), for example, is a chronic condition in which the heart is unable to pump sufficient blood to meet the body's metabolic demands\textsuperscript{50-54}. HF leads to over $39$ billion in health costs – equivalent to 1-2\% of the total US healthcare spending – of which 60\% is attributable to hospitalizations\textsuperscript{55,56}. Hospitalization is generally precipitated by dyspnea, which is an advanced symptom of fluid overload (congestion)\textsuperscript{53,57}. Catheterization to assess filling pressures of the heart
is the clinical gold standard for determining fluid status of HF patients, but the procedure is invasive
and carries risks so it is not performed on every patient\textsuperscript{57–59}. Hospitalized patients are generally
discharged when their symptoms improve, which does not necessarily mean their underlying volume
overload has been fully treated. It is thought that untreated fluid overload is the reason for frequent
hospital readmissions\textsuperscript{57}. The Affordable Care Act’s mandate for reducing hospital readmissions of
HF patients underscores the need for an accurate, noninvasive way to assess volume overload in HF
patients\textsuperscript{58–60}. MR measurements are a direct, noninvasive method to quantify water in tissue. In
addition, portable MR sensors make this measurement possible in the clinic, home, or field.

2.5 MRI Relaxometry to Quantify Fluid Overload

MR relaxometry provides a direct measure of water volumes and environment. MR directly
measures hydrogen in water molecules, which improves the sensitivity of MR to fluid measurements
compared to other methods, like bioimpedance, where water is not directly measured. In fact,
in a head-to-head comparison of MRI versus bioimpedance spectroscopy for muscle hydration
measurements, MRI was found to have greater reliability\textsuperscript{61}. Studies using MRI have quantified
fluid status using relaxometry measurements, including that: relaxation times were correlated with
peripheral edema in rats\textsuperscript{21,62,63}, $T_1$ and $T_2$ relaxation times of the calf subcutaneous tissue was
higher in fluid overloaded patients than in healthy volunteers\textsuperscript{20,23,64}, and $T_1$ and $T_2$ changes in
the calf tracked with fluid changes for single individuals over time\textsuperscript{20,22,65,66}. Our goal was to
translate these MRI findings correlating relaxometry measurements to fluid levels into affordable
and convenient bedside MR sensors.

2.6 Future Vision for MR Sensors in Medicine

Physiological sensors will play a critical role in bringing about a new paradigm of distributed,
continuous, and preventative care as healthcare becomes less centralized and dependent on episodic
and reactionary care\textsuperscript{67}.

Medicine has long considered quantitative MR relaxometry to be a holy grail but the imaging
scans to obtain these measurements are prohibitively time consuming to be used in regular clinical
practice\textsuperscript{6}. Non-medical fields, on the other hand, such as oil logging and food quality control
have used portable MR systems to take quantitative measurements for many years\textsuperscript{25,26,31,34,35}. By
Figure 2-1: The future of MR sensors. These drawings imagine a future in which NMR sensors are fixtures in the doctor’s office for assessing the full spectrum of hydration states, from dehydration to congestive heart failure.

...
Chapter 3

Dialysis Study: Overview

This chapter introduces the Dialysis Study—a four year-long endeavor—which constituted the bulk of my doctoral work.

The Dialysis Study consisted of two portions. The first, which came to be called the “pilot study,” was an 8-month period of data collection on 26 dialysis inpatients. In the pilot study, we measured patients’ upper calves with the commercially-available NMR MOUSE\(^6\) and their fingers with the Cima Lab’s custom finger MR sensor\(^1\). The data on this cohort did not include MRI scans and was collected exclusively at the Massachusetts General Hospital (MGH) Dialysis Clinic on inpatients who had been admitted to MGH for reasons unrelated to our study. There is a short section in this chapter that summarizes our learnings from this pilot study.

The second portion of the Dialysis Study was conducted over the span of 2.5 years on 7 dialysis outpatients and 7 healthy controls. This second portion included measurements with both an MRI and the Cima Lab’s custom single-sided sensor (the NMR MOUSE was no longer used). From here on, except when stated otherwise, the term “Dialysis Study” will refer to this second portion of our work. This second portion was the more fruitful of the two portions because it incorporated our learnings from the pilot and had side-by-side MR sensor and MRI data, which proved invaluable in helping us make sense of the MR sensor data.

The motivation, methodology, and demographics of the Dialysis Study will be introduced in this chapter.

\(^1\)The Cima Lab bought one of the first NMR MOUSE sensors that Magritek ever produced.
3.1 Hemodialysis Patients: Expectation versus Reality

We chose to work with end-stage renal disease (ESRD) patients who are treated with hemodialysis (HD) (herein referred to as dialysis or HD patients for brevity) in order to test our hypothesis that MR relaxometry could be used to assess fluid levels. HD patients experience large fluid losses (1-4L) in a short period of time (3-4 hours). This would enable us to do pre- and post-measurements on the same person at very different fluid states within a single day.

In hindsight, HD patients had much more complex physiology, particularly during dialysis, than we had anticipated. For example, when patients are initially connected to the machine they experience hemodilution as approximately 300cc’s of saline are delivered intravenously over a few seconds. Over the course of dialysis, patients lose fluid at varying rates, depending on their clinical status. At the end of dialysis, patients experience an increase in fluid volume (but not hemoconcentration or dilution) as the blood that is present in the dialysis machine tubing is returned to their body.

Additional complexities we encountered in working with an HD patient population included a discrepancy between weight loss and the machine-reported ultrafiltration volume, the fact that we did not know (and, in fact, the nephrology community does not know) the location where fluid was being pulled from in patients’ bodies, and that we did not know what sorts of vascular adaptations occur over time to dialysis patients.

Despite being more challenging than we had anticipated, working with ESRD patients treated with dialysis did fit our goal of working with a population that experienced large and rapid fluid losses. We made several interesting discoveries about how fluid physiology shows up in MR data.

3.2 Pilot Study: Overview and Conclusions

A pilot study was conducted with 26 hemodialysis inpatients at MGH across an 8-month period during 2015. Our conclusions from this pilot study were as follows:

1. We can detect the initial saline fluid bolus in the finger data in certain patients. This finding suggests that the finger sensor might be capable of measuring signal from the vascular fluid space.

2. We need a better leg sensor with a larger measurement voxel. The slice thickness of the NMR MOUSE was approximately 200um, which made it difficult to measure the same location
across different time points.

3. There was not a lot of lower-leg edema in the cohort: only one patient had lower-extremity edema detectable on physical exam.

4. Weight change and the ultrafiltration volume reported on the dialysis machine do not always match. Occasionally, the two values were very different.

5. There are potential gender differences between males and females, particularly in the finger sensor measurements.

3.3 Methodology

This section contains a description of the overall Dialysis Study methodology. Details about the specific measurement and analysis techniques are included in the following chapters.

Recruitment and Consent

Maintenance hemodialysis (HD) outpatients and age-matched healthy controls were recruited for the study. HD patients were recruited from both the pilot study as well as area clinicians. Healthy controls were recruited through email advertisement. Enrollment was limited to males over the age of 25 years, with a BMI between 18.5-40, without a pacemaker or metal implants, without severe anemia (Hgb < 7.5mg/dL), and without amputations (other than finger or toe amputations). In earlier pilot studies, potential gender differences were observed with the portable MR sensors therefore participation in this trial was limited to males. Furthermore, healthy control subjects could not have renal, cardiac, or other chronic diseases and were age-matched (to the decade) to HD subjects. The study was approved by the Partners Healthcare’s Institutional Review Board (IRB) and written, informed consent was obtained from each participant by a member of the study staff. A translator was used when necessary.

Arrival and AM MRI Scan

Volunteers arrived at the Martinos Center (Charlestown, MA) either by their own transportation or by a taxi arranged by the study staff. Subjects underwent MRI scans of their upper calf and index finger on the side of their body that was contralateral to their dialysis access (or right side for healthy controls) for 0.75-1 hour.
The study team and the participant then commuted to MGH’s main campus to either the MGH Dialysis Unit (Bigelow 10) or the MGH Clinical Research Center (CRC, White 12) depending on space availability on that day.

**MGH Main Campus**

HD patients received their usual hemodialysis treatment (3-4 hours) with an ultrafiltration volume prescribed by the nephrologist on staff to attain their set dry weight. Healthy controls (HCs) sat (in a reclined supine position) on a hospital stretcher for 4 hours. All subjects were given the option of a to-go snack before returning to the Martinos Center for the second MRI. All intake and output was recorded for each participant during the 4 hour study interval.

**Pre- and Post- Measurements**

The following set of measurements were taken on every study participant at both arrival and discharge:

- A standing weight (average of 3 measurements)
- Baseline vital signs (pulse, blood oxygenation, blood pressure) taken by a nurse
- Baseline $T_2$ measurements of the right upper calf with the Cima Lab’s custom single-sided MR sensor (the same anatomical location that was measured with the MRI). Details of the sensor are described in section 6.1.1.
- Baseline $T_2$ measurements of the right index finger with the Cima Lab’s custom bore MR sensor (again, same anatomical location that was scanned in the MRI)
- Bioimpedance measurements of the whole body (wrist-to-ankle electrode placement) and leg (upper calf-to-lower calf electrode placement)
- Length and circumference measurements of the lower leg and finger
- (When possible for dialysis patients) Crit-line measurements were downloaded at the end of the treatment

**Blood Work**

All subjects had blood drawn at the beginning of the 4 hour study interval to measure: serum sodium, blood urea nitrogen (BUN), creatinine, complete blood count (specifically, hemoglobin and hematocrit), serum osmolality, and brain natriuretic peptide (BNP). This was the only blood work
done on healthy controls. ESRD patients had additional labs collected before and after dialysis for routine labs need by dialysis staff and blood to save in a bio-repository.

**Hourly Measurements**

The following measurements were taken hourly during the subjects' prescribed dialysis treatment or for the duration of the 4hr period of bedrest: (1) upper calf $T_2$ measurements with the single-sided MR sensor, (2) index finger $T_2$ measurements with the bore MR sensor, and (3) whole body and leg bioimpedance measurements, and (4) vital signs (pulse, blood pressure, blood oxygenation).

**PM MRI**

After completion of dialysis or designated 4 hour period of bed rest was complete at MGH, the study team and participant returned to the Martinos Center for a second set of identical MRI scans as was done upon arrival.

**Deviations of Study Protocol**

Two dialysis subjects did not finish the second PM MRI scan. For one patient this was due to him feeling unwell, which is normal for him after dialysis. For the other patient, there were timing delays earlier in the day and the MRI scanner was reserved after us, which meant we could not finish the full set of scans.

**Notes**

Only the leg MRI and leg MR sensor data were analyzed in this thesis. We recommend that future researchers analyze the additional data that was collected in this study.

**3.4 Demographics**

The demographics of the study cohort is summarized in Table 3-1. Healthy controls ($n=7$, $n=6$ unique individuals, mean age $54.2\pm4.9$) were well age-matched to dialysis patients ($n=7$, $n=5$ unique individuals, mean age $55.1\pm10.3$). Dialysis patients had elevated BUN, creatinine, and BNP levels, as is expected due to their end-stage renal disease.
Healthy control 2 (HC02) was dehydrated at the start of the study based on his serum osmolality and serum sodium levels. We expect that HC02 got progressively more dehydrated since healthy controls were not permitted to eat or drink anything during the 4 hours of the study.

Healthy control 6 (HC06) was tending towards dehydration at the start of the study based on his serum osmolality and sodium levels. HC06 was remarkable because, unlike the other subjects, he did not have a “to-go snack” after the 4 hour study interval, before returning for the second MRI. We therefore believe he was dehydrated during the second MRI scan, having not replenished the fluids he lost during the 4 hours of no eating or drinking.
<table>
<thead>
<tr>
<th>Subject</th>
<th>Age (yrs)</th>
<th>Race</th>
<th>BMI (kg/m²)</th>
<th>Fluid Loss (kg)</th>
<th>Fluid Loss (%)</th>
<th>Sodium (mmol/L)</th>
<th>BUN (mg/dL)</th>
<th>Creatinine (mg/dL)</th>
<th>WBC (x10³/μL)</th>
<th>Platelets (x10³/μL)</th>
<th>Osmolality (mOsm/kg)</th>
<th>BNP (pg/mL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC01</td>
<td>52.3</td>
<td>White</td>
<td>21.38</td>
<td>0.5</td>
<td>0.7</td>
<td>141</td>
<td>7</td>
<td>0.62</td>
<td>3.4</td>
<td>150-379</td>
<td>275-295</td>
<td>0-100</td>
</tr>
<tr>
<td>HC01b</td>
<td>53.7</td>
<td>White</td>
<td>21.02</td>
<td>0.3</td>
<td>0.4</td>
<td>141</td>
<td>12</td>
<td>0.73</td>
<td>4.9</td>
<td>275</td>
<td>286</td>
<td>16</td>
</tr>
<tr>
<td>HC02</td>
<td>47.4</td>
<td>Asian</td>
<td>25.71</td>
<td>0.9</td>
<td>1.3</td>
<td>144</td>
<td>18</td>
<td>0.8</td>
<td>2.1</td>
<td>240</td>
<td>302</td>
<td>12.1</td>
</tr>
<tr>
<td>HC03</td>
<td>63</td>
<td>White</td>
<td>32.36</td>
<td>0.8</td>
<td>0.8</td>
<td>137</td>
<td>18</td>
<td>1.13</td>
<td>8</td>
<td>374</td>
<td>287</td>
<td>11.8</td>
</tr>
<tr>
<td>HC04</td>
<td>55.1</td>
<td>White</td>
<td>20.14</td>
<td>0.4</td>
<td>0.7</td>
<td>140</td>
<td>20</td>
<td>0.88</td>
<td>4.9</td>
<td>264</td>
<td>297</td>
<td>25.8</td>
</tr>
<tr>
<td>HC05</td>
<td>58.3</td>
<td>White</td>
<td>30.05</td>
<td>0.6</td>
<td>0.7</td>
<td>139</td>
<td>20</td>
<td>0.62</td>
<td>4.8</td>
<td>118</td>
<td>289</td>
<td>21.6</td>
</tr>
<tr>
<td>HC06</td>
<td>49.8</td>
<td>White</td>
<td>24.84</td>
<td>0.4</td>
<td>0.5</td>
<td>142</td>
<td>17</td>
<td>0.81</td>
<td>3.9</td>
<td>195</td>
<td>294</td>
<td>23</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td><strong>54.2</strong></td>
<td></td>
<td><strong>25.1</strong></td>
<td><strong>0.6</strong></td>
<td><strong>0.7</strong></td>
<td><strong>140.6</strong></td>
<td><strong>16.0</strong></td>
<td><strong>0.8</strong></td>
<td><strong>5.0</strong></td>
<td><strong>255.3</strong></td>
<td><strong>291.6</strong></td>
<td><strong>18.4</strong></td>
</tr>
<tr>
<td><strong>(Std)</strong></td>
<td><strong>(4.9)</strong></td>
<td></td>
<td><strong>(4.4)</strong></td>
<td><strong>(0.2)</strong></td>
<td><strong>(0.3)</strong></td>
<td><strong>(2.1)</strong></td>
<td><strong>(4.4)</strong></td>
<td><strong>(0.2)</strong></td>
<td><strong>(1.6)</strong></td>
<td><strong>(77.1)</strong></td>
<td><strong>(5.8)</strong></td>
<td><strong>(5.4)</strong></td>
</tr>
</tbody>
</table>

| HDMRI01       | 62.9      | White| 30.23       | 0.8             | 1              | 142             | 61          | 7.05              | 7.19          | 127               | 312                  | 4120        |
| HDMRI01b      | 63.6      | White| 26.6       | 0.5             | 0.7            | 139             | 54          | 7.19              | 8.17          | 120               | 303                  | 8815        |
| HDMRI02       | 57.5      | Multiple| 24.96      | 1.8             | 2.3            | 137             | 53          | 7.93              | 6.97          | 140               | 308                  | 3449        |
| HDMRI02b      | 58        | Multiple| 27.62      | 2.1             | 2.7            | 139             | 48          | 9.02              | 5.55          | 109               | 307                  | 15095       |
| HDMRI03       | 64.5      | Asian| 22.78       | 3.7             | 5.3            | 138             | 92          | 11.44             | 9.26          | 189               | 312                  | 7569        |
| HDMRI04b      | 42.6      | Multiple| 38.56      | 3.6             | 3              | 141             | 52          | 9.66              | 8.37          | 230               | 311                  | 2947        |
| HDMRI05       | 36.2      | White| 23.6       | 2.5             | 3.1            | 138             | 47          | 5.71              | 7.93          | 375               | 301                  | 608        |
| **Mean**      | **55.1**  |      | **27.8**    | **2.2**         | **2.6**        | **139.1**      | **58.1**    | **8.3**           | **7.6**       | **184.3**         | **307.7**             | **6086.1**  |
| **(Std)**     | **(10.3)** |      | **(5.0)**   | **(1.2)**       | **(1.4)**      | **(1.6)**     | **(14.5)**  | **(1.8)**         | **(1.1)**     | **(87.4)**        | **(4.1)**             | **(4495.9)**|

Figure 3-1: Summary of demographics for the dialysis study cohort. Values for healthy controls (HC) at the top of the table and dialysis patients (HDMRI) at the bottom. Blood values were from draws done at the start of the study. Healthy controls were well age-matched to dialysis patients. Dialysis patients had larger BMIs and experienced larger fluid losses than healthy controls.
Chapter 4

Dialysis Study: MRI

This chapter presents the specific methodology and data of the MRI portion of the dialysis study. Two types of analysis were performed on the MRI data:

1. **Pixel-by-Pixel Analyses**: bi-exponential fits were performed on *each pixel* of the MRI image.

2. **ROI Analyses**: data from pixels of a single tissue type were averaged together into a single $T_2$ decay curve. The average decay curves were then processed with bi-exponential or inverse Laplace transform (ILT) fits.

This chapter first presents details of the overall MRI methodology and then discusses the two types of analysis separately. The algorithms and statistical techniques used to analyze the MRI data and later the MR sensor data are introduced and described in this chapter.
4.1 MRI Methodology: Overall

4.1.1 T2 MRI Scan of Upper Calf

Quantitative \( T_2 \) MRI scans of the upper calf were obtained on a 1.5T Siemens Avanto Scanner (software version Syngo MR B17) and CP extremity coil at Bay 2 of the Martinos Center’s (Charlestown, MA). The scan (se2d32) had parameters TR 3300ms, TE 8ms, 32 echoes, 1 average, 4 slices of 5mm thickness with 60% spacing (3mm) between slices, 192x144 matrix (75% phase FOV), 1x1mm in-plane pixel resolution, and a total acquisition time of 7 minutes 53 seconds.

The right upper calf was positioned at the center of the extremity coil using padding when necessary. A localizing capsule was placed on the lateral side of the calf at the same location that the MR sensor would measure. The sagittal scans were taken such that the capsule appeared in every slice. Phantoms were placed on top of the calf and padding was placed around everything to limit both phantom and leg movement. The scans were exported as magnitude Dicom images (Siemen’s IMA format). The same scan was performed both before (AM) and after (PM) the 4-hour study interval, approximately 5-6 hours apart. The AM scans started between 7-9am.

4.1.2 Analysis Workflow

The raw Dicom images from the scanner were converted to Nifti format with FreeSurfer (Martinos Center, Charlestown, MA), regions of interest (ROIs) were hand-drawn on each slice of each scan using FSLeyes (and the older version, FSLview) (Paul McCarthy, University of Oxford, Oxford, UK), and all further analysis was performed in Matlab 2017b (The Mathworks, Inc.). All processing scripts are available on this project’s Github repository and the analysis workflow is detailed in Appendix A.

4.1.3 Regions of Interest

The following regions of interest (ROIs) were hand-drawn on each slice of each scan using FSLeyes (Figure 1.1):

- **Muscular Tissue** - includes muscle, fascia, nerves, and blood vessels. ROIs of the following sub-regions of the muscle were drawn on slice 1 of each scan:
  - **Gastrocnemius** (both medial and lateral heads)
  - **Soleus**
- **Deep Posterior** (included flexor hallucis longus, tibialis posterior, flexor digitorum longus)
- **Anterior** (included tibialis anterior, extensor hallucis longus, extensor digitorum longus)
- **Lateral** (included peroneus brevis and peroneus longus)

- **Subcutaneous Tissue** - includes skin, fat and blood vessels in the fat
- **Bone** - the bone in both tibia and fibula
- **Marrow** - the marrow in both tibia and fibula

A drawing of the anatomical structure of the lower leg is shown in Figure 4-2. An example of the hand-drawn ROIs are shown in Figure 4-1. These anatomical ROIs were drawn by Lina while referencing anatomy atlases, but would likely benefit (especially the sub-muscle ROIs) from a check by a radiologist.

![Figure 4-1: Visual depiction of the ROIs that were drawn on each of the MRI scans.](image-url)

---

---
4.2 Pixel-by-Pixel Analysis

The following section discusses the methodology for analyzing the MRI data in a pixel-by-pixel manner. It contains the following sub-sections:

- Methodology: Fits and Model Selection
- Criteria for Discarding Fit Results
- Methods for Calculating Pixel SNR
- Results
  - Relaxation Times
  - Relative Amplitudes
- Discussion and Conclusions

Figure 4-2: Transverse anatomy of the lower leg. [Source: The Lancet].
4.2.1 Methods: Fits and Model Selection

Bi-Exponential Fits

The $T_2$ MRI images were analyzed by fitting each pixel on each slice with a bi-exponential decay:

$$\text{Bi-Exponential Fit} = \text{Amp}_1 \times e^{-\frac{T_2 \text{ Relaxation Time}_1}{\text{time}}} + \text{Amp}_2 \times e^{-\frac{T_2 \text{ Relaxation Time}_2}{\text{time}}}$$  \hspace{1cm} (4.1)

The starting values used for the 2-exponential fit were $[1500, 50, 1500, 210]$ for the amplitude 1, $T_2$ relaxation time 1, amplitude 2, and $T_2$ relaxation time 2, respectively. The upper and lower limits for the fittings were set to 10,000 and 0, respectively. We used a non-linear least squares fitting method with a Trust-Region algorithm to perform the fits.

The first amplitude and relaxation time are referred to as the short component, and the second amplitude and relaxation time are referred to as the long component. Relaxation time 1 is always lower than relaxation time 2. The physiological meaning of the components is discussed in section 4.2.4.

After the fits were completed, fit results were discarded if certain criteria were met (see section 4.2.2. Various histograms and cumulative distribution functions (CDFs) of the remaining fit values were generated and statistics were calculated.

Verifying Model Section

We utilized the extra sum-of-squares F-test, or simply F-test, to determine the optimal number of exponentials that should be used to model the data. The test compares two nested models where one model is a simpler version (i.e. certain parameters are set to zero) of the other. The F-test determines whether the additional parameters, which yield a decrease in degrees of freedom, of the more complex model is worth the reduction in residuals (sum of squares) that it achieves. The relationship between the relative increase in sum-of-squares and relative increase in degrees of freedom is expressed as an F ratio:

$$\text{Sum of Squares} = SS = \sum_{i=1}^{n} (y_i - y_{\text{fit}})^2$$  \hspace{1cm} (4.2)
\[ F \text{ ratio} = \frac{\frac{SS_1 - SS_2}{DF_1 - DF_2}}{\frac{SS_2}{DF_2}} = \frac{SS_1 - SS_2}{DF_1 - DF_2} \]  

where \( y \) is the true value of the data, \( y_i \) is the value predicted by the model, and \( DF \), or degrees of freedom, is defined as \( n - m \) where \( n \) is the number of data points and \( m \) is the number of parameters in the model.

We expect the F ratio to be close to 1 if the simpler model is correct. If the ratio is greater than 1, either (1) the more complicated model is correct, or (2) the simpler model is correct but random chance led the complex model to have a better fit. The p-value tells us the chance of that second situation occurring by chance.

The p-value is obtained from an F distribution look-up table, which requires knowing the degrees of freedom of the numerator (DF1-DF2) and denominator (DF2) of the F ratio. The null hypothesis is that the simpler model is correct. If the p-value is large, we accept that the simpler model is correct. If the p-value is small, however, then we reject the null hypothesis and accept the more complex model. We set our p-value threshold to the traditional 0.05. Table 4.1 shows the F-test results for pixels in the muscular tissue, subcutaneous tissue, bone, and marrow.

The optimal model for fitting the MRI data is a bi-exponential decay across all tissue types, except for bone. Three-exponential fits are able to converge on certain pixels and occasionally they are deemed a better model by the F-test than a bi-exponential fit. However, all of the three-exponential fit results were deleted by one of the pixel discarding criterion discussed in section 4.2.2.

**Rician Distribution Corrections**

In this section, we will briefly discuss our rationale for not performing Rician-distribution correction in our multi-exponential fits.

Noise in MRI data follows a Rician distribution due to the rectified nature of the signal (this is discussed in greater detail in section 4.2.3). For noisy MRI data, the image intensity in the pixels of interest is also governed by a Rician distribution\(^{71}\). In these situations, it is good practice to correct for the non-Gaussian distribution in order to reduce bias in one’s results\(^{71,72}\). A Rician distribution is biased towards higher values and artificially decreased signal variance\(^{72}\). There is not a universally agreed upon definition of noisy MRI data, but the cutoff is defined as SNR < 2 by some researchers and as SNR < 40 by others\(^{72}\). Since 90% of our pixels had an SNR > 40, we would not gain much
Table 4.1: F-test comparison of mono- versus bi-exponential and bi- versus 3-exponential fit for sample MRI data across multiple tissue types. A p-value < 0.05 indicates that the more complex of the two models is correct. A bi-exponential fit was the correct model to use across all tissue types, except for bone. Bone had a very low SNR, which may have been the reason for a mono-exponential fit being better. The data shown in this table are from randomly chosen pixels in slice 1 of Healthy Control 1’s AM scan. The results were verified across other patients and scans as well. A bi-exponential fit was the best model choice across all pixels that were tested, except for those located in the bone.

by performing a Rician distribution correction and therefore chose not to do so.

**Vertical Offset Term**

In this section, we will discuss our choice to not include a vertical offset term in our multi-exponential fits.

A vertical offset is not usually included in multi-exponential analysis of biological data (none of these MRI method papers include nor mention an offset\textsuperscript{73-80}, but it rarely does make an appearance in MRI literature\textsuperscript{81-84}. Furthermore, many of our $T_2$ curves do not fully decay due to the 32-echo limit of the Siemens scanners. Since it is impossible to know what our curve’s behaviors would be at full relaxation, the question - will these curves decay to zero or do they, indeed, have a vertical offset? - is valid.

The fact that a vertical offset is sporadically seen in MRI literature combined with the fact that we do not truly know what our decay curves look like at full relaxation, makes it worthwhile to address our decision for not including a vertical offset term.

First, let us discuss reasons why a $T_2$ curve might not decay all the way to zero:

1. MRI data may not decay all the way to zero because the noise floor is centered around a value greater than 0 due to the rectified nature of a magnitude MRI signal. It is appropriate to include an offset to account for this non-zero noise baseline\textsuperscript{9,85}. We expect the fitted offset term to be equal between neighboring pixels (certainly within a few millimeters of each other
but perhaps not across multiple centimeters if the noise levels vary across the image). If the MRI \( T_2 \) data does \textit{not} decay fully, however, then it is not appropriate to include an offset term because high SNR data follows a Gaussian distribution and non-linear least squares fitting is well suited to dealing with Gaussian noise.

2. If a very long \( T_2 \) signal is present in the voxel, then it might appear like a vertical offset exists in the data. Certain groups utilize an offset to account for long \( T_2 \) signal, like CSF, but this is not technically correct\(^8_4^{,86}\). Instead, it would be most accurate to fit the \( T_2 \) data with an additional exponential in order to account for the long \( T_2 \) signal. The \( T_2 \) relaxation time of deionized water is the upper bound of anything that could reasonably be measured in the human body and can be used as an upper limit benchmark.

3. The MRI signal might not decay to zero if a “steady-state” signal has been formed by the particular pulsing sequence used. The refocusing train of a CPMG sequence causes stimulated echoes, which, under certain conditions, may lead to the signal being continuously recalled instead of being permitted to decay fully. It is known that imperfect refocusing pulses (i.e. a pulse not equal to \( 180^\circ \)) can lead to an accumulation of stimulated signal later in the echo train. Dielectric effects and imperfect slice excitation profiles contribute to imperfect \( B_1 \) pulses\(^8_3\). It would be appropriate to include an offset term in this scenario.

We have discussed the scenarios that might cause a \( T_2 \) curve to not decay fully to zero. The proper reasons for including a vertical offset term in the exponential fit are (1) fully decaying \( T_2 \) relaxation data with a non-zero noise floor and (2) a “steady-state” signal due to stimulated echoes.

The majority of our data does not decay fully due to the 32-echo limit of the Siemens’s scanners, therefore the first valid reason for including an offset term does not apply. Only \( T_2 \) relaxation times below 35ms decay fully with our acquisition parameters. Greater than 98\% of our pixels have relaxation times above 35ms (with a mono-exponential fit since bi-exponential fits have one short and one long relaxation time). We did not want to have different fits for different pixels. Furthermore, we attempted to fit our data with mono- and bi-exponential fits with offsets expecting that neighboring pixels would have nearly identical offset terms in our data. We found, however, that neighboring pixels had significantly different offset terms. The offset was therefore not reflecting true baseline noise levels, which should hold constant in a 2-millimeter span, and, rather, pointed to an offset caused by stimulated echo effects. By not including an offset term to account for a non-zero noise floor we realize that we may be biasing the results of certain pixels to longer \( T_2 \)
relaxation times. Nevertheless, our \( T_2 \) values have good correspondence with values reported in literature.

With regards to the steady state signal, researchers have shown that both \( B_1 \) inhomogeneities and imperfect refocusing pulses contribute to the offset\(^{83,87} \). It is very likely that we have imperfect refocusing pulses given the CPMG-type sequence that we are using\(^{88} \). There are extended phase graph (EPG) methods for modeling and correcting for the imperfect pulses, which were beyond the scope of this thesis work\(^{89-91} \). A simpler fix is to ignore the initial point of the \( T_2 \) decay and include an offset term\(^{83} \). A large amount of the benefit is derived from just excluding the initial point without the offset term\(^{83} \), and this is what we opted to do.

In conclusion, we chose to not include offsets in any of our MRI data analysis, which is consistent with the methodology of much of the MRI literature and gave us \( T_2 \) relaxation values that corresponded to what has been described in literature. Future work should implement the EPG correction methods to better account for stimulated echo contributions in the data.

**Implementation Notes**

Scripts to apply the F-test are found on Github: analysis_optimal_multiexp_model.m. F-test results are summarized in the Excel file called Ftest.xlsx

### 4.2.2 Methods: Criteria for Discarding Fitting Results

We developed 4 criteria for determining when a particular bi-exponential fit result was not reliable and should be discarded:

1. **Criteria 1: Minimum and Maximum Measurable \( T_2 \) Relaxation Times for a Given TE and SNR**

**Motivation**

There is both a minimum and maximum rate of decay (\( T_2 \) relaxation time) that can be detected for a given curve based on the curve’s point spacing and signal-to-noise ratio (SNR). For example, if the first time point of a decay curve is at 8ms, naturally, it will not be possible to measure signal with a 50us decay rate because all of the signal will have decayed away by the time the first time point is collected. On the flipside, if the last time point of a curve occurs at 256ms (as it does for our MRI data), it will not be possible to accurately measure
a 2,000ms decay rate since scarcely any signal will have decayed by 256ms. The minimum measurable $T_2$ is limited by the sampling rate, whereas the maximum measurable $T_2$ is limited by the curve’s SNR. If the curve had infinite SNR, there would not be an upper limit to the measurable $T_2$. Since there is always noise present in our MRI data, there is an upper $T_2$ limit.

We sought to understand these minimum and maximum values and the factors that impacted them through simulated decay curves that mimicked our MRI data. The lower- and upper-bounds determined from these simulations were included in the criteria for throwing away pixel-by-pixel fit results.

**Methods**

The pixel-by-pixel SNR of our human MRI data ranged from 35-175 (section 4.2.3 discusses how noise and SNR were calculated). We generated single exponential decay curves with SNRs ranging from 20-250 and parameters that modeled our human MRI data: 32 points with a point spacing (echo time, TE) of 8ms and an amplitude of 3000.

$$\text{time} = TE : TE : 32 \ast TE$$  \hspace{1cm} \text{(4.4)}

$$\text{Synthetic Decay Curve} = Amplitude \ast e^{-\frac{\text{time}}{T_2 \text{ Relaxation Time}}}$$  \hspace{1cm} \text{(4.5)}

$$\text{SNR} = \frac{\text{max}(\text{Synthetic Decay Curve})}{\text{stdev}(\text{Synthetic Decay Noise Floor})}$$  \hspace{1cm} \text{(4.6)}

The decay rates ranged from $0.25 - 200 \ast TE$, which, for TE=8ms, represented 2-1600ms. The decay curves generated at each SNR are seen in figure 4-3.

Each decay curve was fit with a single exponential fit of the same formula. The error between the measured relaxation time and the actual relaxation time was calculated in both absolute and relative terms.

$$\text{Absolute Error} = T_2 \text{ Relaxation Time}_{\text{actual}} - T_2 \text{ Relaxation Time}_{\text{measured}}$$  \hspace{1cm} \text{(4.7)}
Synthetically Generated T2 Decays with Varying SNRs

Figure 4-3: Synthetically generated mono-exponential decay curves with SNRs of 20, 35, 50, 100, 175, 250 (A-F), and $T_2$ relaxation times from 2-400ms at each SNR level. For another analysis, curves with relaxation times up to 1600ms were generated but are not shown here.

$$\text{Relative Error} = \frac{\text{Absolute Error}}{\text{Actual } T_2 \text{ Relaxation Time}} \times 100\% \quad (4.8)$$

These errors were plotted across multiple $T_2$ relaxation times and SNRs as seen in Figure 4-4. Section 4.2.3 explains how SNR was calculated.

Results and Discussion

Minimum $T_2$

The higher the SNR of the curve, the lower the error of the measured $T_2$ relaxation time for a given $T_2$ value. The minimum error across all SNRs occurred at 0.5TE. The relative error increased from 0.5TE to 3TE and then decreased. We chose 5% relative error as an acceptable error threshold. All of the relative errors were below 5% from 0.5TE onwards with the exception of those from curves with an SNR of 20. The minimum SNR required for the results above 0.5TE to stay below a 5% error was 35.

It is important to note that for the conditions of this simulation, although the relative errors sometimes increase above 5%, the absolute errors were actually small. For example, the
Figure 4-4: The error of the measured relaxation time versus the actual $T_2$ Relaxation Time (also specified as the ratio of $T_2$/TE) of various synthetically generated decays with different SNRs (represented by different lines). The left subplot (A) shows the relative error as a percentage of the true $T_2$ value, whereas (B) shows the absolute error between the measured and true $T_2$ value in milliseconds. The minimum $T_2$ that can be measured with less than 5% error is $0.5TE$, which for our MRI data of $TE=8ms$ is $4ms$. 
relative errors below 0.5TE were $\sim 10\%$ for certain curves yet that 10% relative error represented less than 0.5ms in absolute error. The absolute error never rose above 4ms - and was usually below 2ms - in our simulations (see Figure 4-4B). These absolute errors represented an acceptable level of error to us, but we wanted to develop a criterion that could be applied consistently across all decay curve analyses and if the TE were larger, then a 10% relative error would correspond to a larger absolute error that would not be acceptable.

We concluded that a decay curve with a point spacing of TE can reliably measure decay rates of 0.5TE (4ms for our MRI data) and higher. Any rates below 0.5TE may not be accurate, especially for data with SNR below 50. These findings are independent of TE. Pixels that were deleted by this criterion are shown in Figure 4-7.

**Minimum $T_2$ with Skipping the First Point**

In our MRI data, the first data point (TE=8ms) is almost always lower than the second data point (TE=16ms), resulting in a $T_2$ decay that looks like the one in Figure 4-5.

The lowered first point is due to the fact that it does not have stimulated echo contributions. Data coming from a CPMG pulse sequence has stimulated echo contributions which give a signal boost to all points except the first one. The first point is a pure spin-echo signal and is therefore lower than the other points. It is standard practice to discard the initial point of a $T_2$ decay resulting from a CPMG sequence.

We repeated the analysis above with a decay curve that had the first point removed, such that the time array was now:

$$\text{time} = 2 \times TE : TE : 32 \times TE$$

The time array was now only 31 points in length.

The errors follow the same pattern as seen previously except that the errors below 0.5TE are slightly larger, especially for the decays with larger SNRs (see Figure 4-6). The conclusion that fits below 0.5TE should be discarded is maintained.
Figure 4-5: This $T_2$ decay has its first point lower than the second point. The first point is lower because it does not have the additional signal boost from stimulated echo effects, which all of the other points have.
Accuracy of T2 Measurements for TE=8.0ms based on SNR (with skipping the 1st point)

Figure 4-6: The same analysis as in Figure 4-4 repeated on decay curves that were missing the first point. Subplot (A) shows the relative error as a percentage of the true $T_2$ value, whereas (B) shows the absolute error between the measured and true $T_2$ value in milliseconds. The errors are slightly larger for these curves without an initial point, but the conclusion that minimum $T_2$ that can be measured with less than 5% error is $0.5TE$ is unchanged.
Figure 4-7: Bi-Exponential Fittings: Pixels (highlighted in blue) on each scan that were deleted by the minimum $T_2$ criteria. The deleted pixels tended to be located in the bone and background, areas with little or no signal. The minimum $T_2$ that can be measured with less than 5\% error is 0.5TE, which for our MRI scans is equal to 4ms.

<table>
<thead>
<tr>
<th>HC01</th>
<th>HC01b</th>
<th>HC02</th>
<th>HC03</th>
<th>HC04</th>
<th>HC05</th>
<th>HC06</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>PM</td>
<td>AM</td>
<td>PM</td>
<td>AM</td>
<td>PM</td>
<td>AM</td>
</tr>
<tr>
<td>315 pixels</td>
<td>236 pixels</td>
<td>312 pixels</td>
<td>266 pixels</td>
<td>309 pixels</td>
<td>443 pixels</td>
<td>656 pixels</td>
</tr>
</tbody>
</table>

Slice 1

<table>
<thead>
<tr>
<th>Slice 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>215 pixels</td>
</tr>
</tbody>
</table>

Slice 3

<table>
<thead>
<tr>
<th>Slice 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>230 pixels</td>
</tr>
</tbody>
</table>

HDMRI01

<table>
<thead>
<tr>
<th>HDMRI01b</th>
<th>HDMRI02</th>
<th>HDMRI02b</th>
<th>HDMRI03</th>
<th>HDMRI04b</th>
<th>HDMRI05</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>PM</td>
<td>AM</td>
<td>PM</td>
<td>AM</td>
<td>PM</td>
</tr>
<tr>
<td>271 pixels</td>
<td>337 pixels</td>
<td>335 pixels</td>
<td>344 pixels</td>
<td>330 pixels</td>
<td>445 pixels</td>
</tr>
</tbody>
</table>

Slice 1

<table>
<thead>
<tr>
<th>Slice 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 pixels</td>
</tr>
</tbody>
</table>

Slice 3

<table>
<thead>
<tr>
<th>Slice 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>244 pixels</td>
</tr>
</tbody>
</table>

HDMRI02

<table>
<thead>
<tr>
<th>HDMRI02b</th>
<th>HDMRI03</th>
<th>HDMRI04b</th>
<th>HDMRI05</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>PM</td>
<td>AM</td>
<td>PM</td>
</tr>
<tr>
<td>356 pixels</td>
<td>337 pixels</td>
<td>493 pixels</td>
<td>474 pixels</td>
</tr>
</tbody>
</table>

Slice 1

<table>
<thead>
<tr>
<th>Slice 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>244 pixels</td>
</tr>
</tbody>
</table>

Slice 3

<table>
<thead>
<tr>
<th>Slice 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>243 pixels</td>
</tr>
</tbody>
</table>
Maximum $T_2$ Relaxation Time that can be Measured with Allowable Error

<table>
<thead>
<tr>
<th>SNR</th>
<th>5% Error</th>
<th>10ms Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>640ms</td>
<td>408ms</td>
</tr>
<tr>
<td>35</td>
<td>1020ms</td>
<td>504ms</td>
</tr>
<tr>
<td>50</td>
<td>1408ms</td>
<td>584ms</td>
</tr>
<tr>
<td>100</td>
<td>2696ms</td>
<td>800ms</td>
</tr>
<tr>
<td>175</td>
<td>4672ms</td>
<td>1015ms</td>
</tr>
<tr>
<td>250</td>
<td>6640ms</td>
<td>1222ms</td>
</tr>
</tbody>
</table>

Best Fit Line for Max. Measurable $T_2$ = 25.63*SNR + 197.6 
3.459*SNR + 392.3

Table 4.2: Summary of the maximum $T_2$ relaxation time that can be measured at each SNR level with either (A) 5% error, or (B) 10ms error. These results were taken from the simulations of Figure 4-8 and are shown visually in Figure 4-9.

**Maximum $T_2$**

The next minimum in error (after 0.5TE) occurred around 30TE (240ms for our MRI data) as seen in Figure 4-8. After 30TE, the measurement error increased monotonically. The error was lower for higher SNR curves. For example, a curve with an SNR of 250 could measure a relaxation time of 1280ms with <10ms error. A curve with SNR of 20, however, could only measure a relaxation time of 400ms with <10ms error.

The 10ms error criteria was more conservative than the 5% error criteria. We decided to use the 5% error criteria. Since the 5% cutoff varied drastically based on SNR, the criteria need to be applied dynamically based on each pixel's SNR.

For each pixel, its SNR was looked up and its maximum measurable $T_2$ was be calculated based on the empirically-derived equation from the results of Figure 4-8. The best-fit line describing the empirical results is show in Figure 4-9, summarized in Table 4.2 and described by the following equations:

$$\text{Maximum Measurable } T_2 \text{ with 10ms Error} = 3.45 * SNR + 392.3 \quad (4.10)$$

$$\text{Maximum Measurable } T_2 \text{ with 5% Error} = 25.63 * SNR + 197.6 \quad (4.11)$$

If the calculated $T_2$ was larger than the maximum $T_2$ cutoff, then that pixel was deleted from the dataset. Pixels that were deleted by this criterion are shown in Figure 4-10.
Figure 4-8: The error of the measured relaxation time versus the actual $T_2$ Relaxation Time (also specified as the ratio of $T_2/TE$) of various synthetically generated decays with different SNRs (represented by different lines) extended out to larger $T_2/TE$ ratios. The horizontal line on subplot (A) shows the maximum $T_2$ that can be measured with less than 5% error for each SNR, and subplot (B) shows the maximum $T_2$ that can be measured with less than a 10ms error at each SNR level.
Figure 4-9: The maximum measurable $T_2$ relaxation time at each SNR level in order to stay within (A) 5% relative error, or (B) 10ms absolute error. The points on each curve are empirically derived from the simulations of Figure 4-8 and described by a best-fit line that allows calculation of maximum $T_2$ based on SNR.

Limitations of Minimum and Maximum $T_2$ Criteria

The modeling work that yielded the minimum and maximum $T_2$ criteria was done for a single exponential decay with a single exponential fit. Our human MRI data is multi-exponential and is fit with up to two exponential decays. Nevertheless, the results from the simplified simulations offer valuable insights for how to place bounds around our fits. Future work could involve extending these simulations to bi-exponential data based on the relaxation times and relative amplitudes found in the leg. We expect that bounds from simulated bi-exponential data will be more restrictive than the ones placed at the moment.

Furthermore, this simulation work was done with a single 'seed' of white Gaussian noise values (which is why all of the simulated $T_2$ decays rise and fall in the same places). A more robust way to do this simulation would involve running the simulation many times with different seeds and then averaging together the results of each run. Future work may involve doing these simulations to determine the more robust upper and lower $T_2$ bounds.

2. Criteria 2: RMSE Cutoff

The root mean squared error (RMSE) is a generalized metric of goodness of fit. If the RMSE is too large, then the fit was a poor one. RMSE is defined as

$$\text{Root Mean Square Error} = \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}$$  (4.12)
Figure 4-10: Bi-Exponential Fittings: Pixels (highlighted in blue) on each scan that were deleted by the maximum $T_2$ criteria. The maximum $T_2$ that can be measured with less than 5% error depended on the pixel’s SNR and could be calculated by the empirically-derived formula: $\text{Max. } T_2 = 25.63 \times \text{SNR} + 197.6$. The maximum $T_2$ cutoff was calculated for each pixel based on that pixel’s SNR. The pixels deleted by this criterion tended to be spread out throughout the leg and background. This criterion was responsible for deleting the greatest number of pixels from the dataset.
where $v$ is the degrees of freedom of the fit, $v = n - m$ with $n$ being the number of data points (31 for our MRI data) and $m$ the number of fitted coefficients (in the case of a bi-exponential is 4). The smaller the RMSE value, the more accurately that the fit represents the data.

We calculated the 99th percentile of the RMSE distributions for each subject and deleted pixels whose RMSE values were in the top 1% for that subject. The cumulative distribution functions (CDFs) of the RMSE distributions for each subject are show in Figure 4-11. This criterion deleted pixels in the bone, the background around the leg, and in the arterial pulsation artifacts.

We initially experimented with having a single RMSE cutoff for all patients. We used the 99% of the RMSE distribution of all scans analyzed together as the cutoff. The problem with this approach is that the 99th percentile of RMSE was almost entirely determined by the HDMRI01b PM scan, which had the largest errors. Implementing this single cutoff value caused nearly all pixels from HDMRI01b PM to be deleted and barely any pixels from the other scans to be deleted. This did not achieve our intended consequence and so, instead, we implemented the approach of calculating the 99% cutoff for each scan independently.

3. **Criteria 3: 95% Confidence Interval is NaN**

   The non-linear least squares fit that was performed on each pixel assigned a 95% confidence interval to each parameter. If the fitting gave one or more of the parameters a NaN for its confidence interval, then that pixel was deleted from the dataset. Pixels that were deleted by this criterion tended to be located in the bone and background.

4. **Criteria 4: Relaxation Times Less Than 10ms Apart**

   There is a limit to how close a bi-exponential curve's two decay rates can be to each other and still be resolved as separate decays. A few pixels had bi-exponential fits with two nearly identical relaxation times and these fits were associated with large 95% confidence intervals. We deleted any pixels that had two relaxation times less than 10ms apart from each other. Few pixels were deleted by this criterion and they tended to be located in blood vessels or perifascial fluid accumulations. Pixels that were deleted by this criterion are shown in Figure 4-12.
Figure 4-11: Cumulative distribution plots of RMSE distributions for each subject in the (A) AM and (B) PM. The top row (A)-(B) shows the complete CDF and the bottom row (C)-(D) shows the CDF zoomed into the 99th percentile. Subject HDMRI01b scans had the largest RMSE errors, especially in the PM. The RMSE errors are fairly consistent across all other scans.
Figure 4-12: Bi-Exponential Fittings: Pixels (highlighted in blue) on each scan that were deleted by the closeness of $T_2$ relaxation times criterion. Each pixel was fit with a bi-exponential decay and if the two resulting decay times were less than 10ms apart, the fit was deleted. There were few pixels deleted by this criterion and they tended to be located within blood vessels, or in the perifascial fluid accumulations of HDMRI01.
Summary of Criteria

To summarize, the following criteria were applied to the pixel-by-pixel fit results of MRI data:

1. RMSE > 99th RMSE percentile for that scan

2. Any Relaxation Time < 0.5TE

3. Any Relaxation Time > 5% Relative Error (calculated by 5 % Relative Error = 25.63*SNR + 197.6)

4. 95% Confidence Interval of any parameter = NaN

5. Relaxation Time 1 - Relaxation Time 2 < 10ms (for bi-exponential fits only)

Figure 4-13 shows all of the pixels that were deleted by these combined criteria.

Implementation Notes

The scripts to generate these figures and simulations are located in the project’s Github folder: syntheticDecays_explore_T2_limits_for_TE_SNR.m, analyze_pixel_by_pixel_results.m, checkfits.m.

4.2.3 Methods: Calculating Pixel SNR

The maximum measurable $T_2$ criterion used for discarding pixels was based on each individual pixel’s SNR. It was therefore important to come up with a robust method for calculating SNR. The methods we utilized to calculate SNR are described in this section. We will first begin with a short introduction on the origins of noise in MRI, then proceed to discussing how to calculate noise and SNR, and finally discuss the limitations of our assumptions.

Origins of Noise in MRI

MRI images can be corrupted by many types of noise including thermal noise, physiological noise, quantization noise, and others.\textsuperscript{92} Thermal noise - either from the patient or electronics - is the primary source of noise for most MRI images.\textsuperscript{19,93} Thermal noise (or Johnson-Nyquist Noise) is random noise due to the Brownian motion of electrons within a conductor.\textsuperscript{19,93–96} The movement of these electrons (or any charge carrier, for
Figure 4-13: Bi-Exponential Fittings: Pixels (highlighted in blue) on each scan that were deleted by all of the criteria imposed together. The greatest number of pixels were deleted by the maximum $T_2$ criterion. Deleted pixels tended to be spread throughout the leg, with a heavy concentration of deletions in the background (which is desirable) and the vascular pulsation artifacts (seen as horizontal lines of blue pixels across the images).
example, Na\textsuperscript{2+} or K\textsuperscript{+} in the human body) induce voltages in the receive coil that are picked up as noise\textsuperscript{92,93}. Thermal noise can be modeled by the equation:

\[ V_{\text{noise}(\text{rms})} = \sqrt{4 \times k \times T \times R \times BW} \]  

(4.13)

where \( V \) is the standard deviation of the voltage, \( k \) is Boltzmann’s constant (J/K), \( T \) is the temperature of the system (K), \( R \) is the effective resistance of the sample (patient plus coils; Ohms) and \( BW \) is the bandwidth of the measuring equipment\textsuperscript{19,92,94,96,97}.

In high-field imaging (approximately 1T and above), thermal noise from the patient dominates, whereas at low-field, thermal noise from the coils tend to dominate\textsuperscript{19,97}. Amplitude distribution of thermal noise is Gaussian\textsuperscript{92}.

**Calculating Noise from Magnitude Images**

The general method for calculating noise in an MRI image is to take the standard deviation of the background. The standard deviation of magnitude images must be corrected before their standard deviation value is used, however. Magnitude images are formed by combining the real and imaginary signals.

\[ \text{Magnitude} = \sqrt{\text{Real}^2 + \text{Imaginary}^2} \]  

(4.14)

This non-linear mapping results in the noise not following a Gaussian distribution. By taking the magnitude, the following occur to the result: (1) negative numbers are made positive, (2) the mean becomes greater than zero, and (3) the standard deviation is made smaller. The noise distribution in magnitude MRI images is governed by a Rayleigh distribution:

\[ f(x; \sigma) = \frac{x}{\sigma^2} e^{-x^2/(2\sigma^2)} \]  

(4.15)

where \( \sigma \) is the noise. The Rayleigh distribution is a specific case of the more general Rician distribution when the signal amplitude \( A \) is zero, \( \text{Rayleigh}(x; \sigma) = \text{Rician}(x; A = 0; \sigma) \textsuperscript{71} \). Examples of a Rayleigh distribution can be seen in Figure 4.14.

The Rayleigh noise in our MRI images was calculated by drawing a background ROI devoid of any signal or artifacts and calculating the standard deviation of the pixels intensities in that ROI.
This Rayleigh noise was then converted to Gaussian noise by the following relationship:

\[ \sigma_{Rayleigh} = \text{stddev}(\text{Background ROI}) \]  

(4.16)

\[ \sigma_{Gaussian} = \frac{\sigma_{Rayleigh}}{\sqrt{2 - \frac{\pi}{2}}} \]  

(4.17)

Finally, the SNR of each pixel was calculated by dividing the maximum pixel intensity (which generally occurred at TE=16ms) by \( \sigma_{Gaussian} \).

\[ SNR = \frac{\max(\text{Signal})}{\sigma_{Gaussian}} \]  

(4.18)

**SNR Distributions in MRI Images**

The distribution of pixel SNRs found in our MRI scans are shown in Figure 4-15. The CDF plots of those SNR distributions in Figure 4-16 shows that less than 10% of all pixels have an SNR below 35. The overlaid SNR CDFs of all subjects' in Figure 4-17 shows that subjects have comparable SNR distributions, though dialysis patients tended to have higher SNRs than healthy controls.

Figure 4-18 shows that the pixels with SNR below 35 are generally located in the bone, blood
Assuming stationarity of the noise and using a single noise value for the entire MRI image is a popular assumption in the MRI world, but it is not without its limitations. A single noise value $\sigma$ characterizing the entire MRI volume may be the case in single-coil acquisitions but is certainly not the case for multiple-coil acquisitions. Different methods exist for accurately estimating noise in multi-coil acquisitions but since accurate SNR estimation was not at the core of this work, the

### Limitations

Assuming stationarity of the noise and using a single noise value for the entire MRI image is a popular assumption in the MRI world, but it is not without its limitations. A single noise value $\sigma$ characterizing the entire MRI volume may be the case in single-coil acquisitions but is certainly not the case for multiple-coil acquisitions. Different methods exist for accurately estimating noise in multi-coil acquisitions but since accurate SNR estimation was not at the core of this work, the

Figure 4-15: Histogram of SNR distributions for each subject with AM (blue) and PM (orange) values shown in different colors. Most pixels had an SNR between 50-100.

vessels, fascia, or background area outside of the leg. We therefore know that the tissues of which we are interested in measuring the $T_2$ values (i.e. muscular and subcutaneous tissues) have SNRs greater than 35 and mostly greater than 50.
Figure 4-16: CDF plots of pixel SNR distributions for each subject with AM (blue) and PM (orange) values shown in different colors. For each scan, less than 10% of all pixels in that scan have an SNR below 35.
Figure 4.17: Overlaid CDF plots of SNR distributions for all subjects with (A) AM values on the left, and (B) PM values on the right. Dialysis patients typically have higher SNRs in their scans than healthy controls.
Figure 4-18: Pixels (highlighted in blue) for each scan that have an SNR < 35. Less than 10% of pixels on each scan have an SNR below 35 and they are typically located in the bone, blood vessels, fascia, or background area outside of the leg.

The assumption of noise stationarity was used. Future work could involve using alternate methods of calculating noise to obtain more accurate estimates of pixel SNR.

**Implementation Notes**

The scripts used to calculate noise and generate SNR plots are located in this project’s Github: process_noise.m, merge_results_with_masks_snr.m, analyze_pixel_by_pixel_results.m.

**4.2.4 Physiologic Meaning of Bi-exponential Fits**

The origin of multi-exponentiality in MR measurements generally arises from the movement of a molecule from one environment to another, such as from the inside to the outside of a cell. Each molecular environment has a different relaxation time. When multiple environments are measured together, the resulting $T_2$ decay is multi-exponential.

Biological systems are often described as a spectrum of $T_2$ relaxation times, given the complexity and constantly moving nature of protons in living systems. There are several benefits, however, of reducing a complex biological system to a multi-exponential model including reproducibility and ease of comparing across time points and between subjects. When analyzing biological data with a multi-exponential model, we call on the aphorism:

“All models are wrong, but some are useful.” - George Box

There is definite utility in simplifying biological systems to multi-exponential models with a finite
number of components. The question is then: what do the various components correspond to physiologically?

Several researchers have done dedicated experiments to explore this question. It is agreed upon that the short component arises from intracellular fluid, and the longer component extracellular fluid. There is some lack of consensus around whether the interstitial fluid contributes to the short or long component.

Therefore, when we analyze our bi-exponential results, the first component (relaxation time 1 and amplitude 1) is related to intracellular fluid, whereas the second component (relaxation time 2 and amplitude 2) is related to extracellular fluid.

**Future Work**

Future work could involve experimentally determining the physiological correspondence of the components in our MR data, rather than relying on literature.

The computational manner of doing this is to apply the Bloch-McConnel equations to our data and determine reasonable proton residence time values that still model our data accurately. This method can point towards which exponentials correspond to which fluid compartments in the body: intracellular, interstitial, and vascular. We recommend reading the paper by Araujo, et. al. to understand the methods for doing so.

The experimental manner of figuring out the physiological correspondence of the two exponentials involves administering contrast agents. Gadolinium is designed to equilibrate in both the interstitial and vascular spaces, whereas albumin-based contrast agents will stay solely in the vascular space. Since these contrast agents are also $T_2$-shortening agents, we can administer them to a subject, see which relaxation time is shortened as a result, and deduce which component corresponds to which physiological space(s).
4.2.5 Results

Figures 4-19 and 4-20 show heatmaps of relaxation time 1, relaxation time 2, and relative amplitude 2 for each subject.

Relaxation Times

Muscular Tissue

Figure 4-21 shows AM and PM histograms of relaxation times for each subject. There are not large relaxation time shifts observed in any of the patients. The greatest shifts between AM and PM histograms occurred between 70-170ms in dialysis subjects. Healthy controls did not have the same magnitude of shifts between AM and PM histograms, with the exception of HC02 and HC06.

These two healthy controls proved to be an exception in nearly every analysis type we did; they behaved more like dialysis patients than healthy controls. We believe that these two subjects became dehydrated between their AM and PM MRI scans. Their dehydration (fluid loss) looks similar in MR data to the fluid loss of dialysis patients. This hypothesis is expanded upon in the discussion and conclusions section (Section 4.2.5).

Table 4.3 summarizes the results of a t-test to compare the distribution percentiles of healthy controls compared to dialysis patients. The 15-65% percentiles in the AM were very statistically different between the two populations. In the PM scan, only percentiles 40-85% were statistically different and much less so than in the AM.

Subcutaneous Tissue

There were no systematic changes in the histogram of relaxation times of the subcutaneous tissue (Figure 4-22). The first relaxation time of both subcutaneous and muscular tissues overlap at approximately 40ms, while their second relaxation times are at distinct locations (~70-170ms for muscular tissue, ~200-250ms for subcu) as seen in Figure 4-23.

Relative Amplitude 2

Muscular Tissue

Overlaid AM and PM histograms of relative amplitude 2 (from here on called simply ‘amp2’) in the muscular tissue of HD subjects shows that the amplitude distribution shifted downward after dialysis (Figure 4-24). Healthy control subjects did not have a downward shift in their amp2 distributions, except for HC02 and HC06 for reasons hypothesized above.
Figure 4-19: Heatmaps of relaxation times and relative amplitude for healthy controls. Heatmaps are from pixel-by-pixel bi-exponential fit results with no pixels deleted yet. Images are of AM scan and slice 1.
Figure 4-20: Heatmaps of relaxation times and relative amplitude for dialysis patients. Heatmaps are from pixel-by-pixel bi-exponential fit results with no pixels deleted yet. Images are of AM scan and slice 1.
Figure 4-21: Histogram of relaxation times 1 and 2 in the muscular tissue for each subject. AM values (blue) and PM values (orange) are overlaid. Dialysis patients tended to have PM values that shifted, especially in the 70-170ms range. Healthy controls did not have PM values that shifted, except for HC02 and HC06.
Table 4.3: Summary of p-values from comparing healthy controls’ versus dialysis patients’ percentile values for various parameters and tissues. Values in blue are statistically significant to the p<0.05. The relative amplitude 2 of muscular tissue in the AM were the most statistically significant metric to compare HC vs HD subjects. The relative amplitude 2 values of muscular tissue in the PM were still statistically significant but not as much as in the AM. There were no parameters that were statistically significant for the subcutaneous tissue.
Figure 4-22: Histogram of relaxation times 1 and 2 in the subcutaneous tissue for each subject. AM values (blue) and PM values (orange) are overlaid. There were no systematic changes between the AM and PM distributions for either healthy controls or dialysis patients.
Figure 4-23: Overlaid histogram of relaxation times in the muscular tissue (blue) and subcutaneous tissue (orange). The first relaxation time in each the two tissue types are equal, but the second relaxation times are in distinct locations. The second relaxation time is located at approximately 120ms for the muscular tissue and approximately 200ms for the subcutaneous tissue.
The AM cumulative distribution function (CDF) of the amp2 distributions for HC and HD subjects shows that HD subjects initially had higher amp2's compared to HCs (Figure 4-25). The CDF of dialysis patients shifted downward to be closer to that of healthy controls after dialysis (Figure 4-25). The elevation of amp2 values in HDs was statistically significant from the 5th to the 95th percentile. The 50th percentile was most significant: the average 50th percentile for HCs was 17.5% and HDs was 28.4% (p=0.0019). The p-values for comparing HCs versus HDs at each percentile are summarized in Table 4.3.

The area between the AM and PM histograms for each subject was calculated by plotting the AM and PM CDF (Figure 4-26), calculating the difference between the two curves (Figure 4-27), and then integrating across the difference curve (Figure 4-28). A two-sided t-test was performed on the final integral value of HC and HD subjects. The difference in area between HC and HD subjects was statistically significant with p=0.0042.

**Subcutaneous Tissue**

Overlaid AM and PM histograms of amp2 in the subcutaneous tissue shows no systematic changes between the AM and PM values for either healthy controls or dialysis patients (see Figure 4-29).

**Discussion and Conclusions**

**Fluid Overload**

Through pixel-by-pixel multi-exponential fitting, we have identified the MR parameter in the lower leg (relative amplitude 2) and tissue type (muscle) that is most sensitive to fluid loss after dialysis.

Before the study began, we hypothesized that fluid overloaded subjects would have elevated relaxation times and that fluid removal would lead to a decrease in relaxation times. This hypothesis turned out to be true with some caveats. The most edematous patients – dialysis patients 1, 1b, and 2b – had elevated relaxation times in their muscular tissue compared to all other subjects and their relaxation times shifted downward after dialysis. These more edematous patients – dialysis patients 1 and 2 – are particularly interesting because they both came back to repeat the study 6 months to 1 year later.

During his first visit, dialysis patient 1 had perifascial fluid deposits in his lower leg, as confirmed by an MSK radiologist who looked at his MRI scans, and corresponding elevated relaxation times. When he came back 1 year later, dialysis patient 1 (now referred to as 1b) had had his dry weight
Figure 4-24: Histograms of relative amplitude 2 values for all subjects with AM (blue) and PM (orange) histograms overlaid on top of each other. Dialysis patients had large downward shifts in their histograms after dialysis (PM) compared to before (AM). Healthy controls stayed largely the same, except for HC02 and HC06, who also shifted downwards in the PM scan.
lowered by his nephrologist over the course of those 12 months. He had much less perifascial fluid as well as lower relaxation times in his leg.

During dialysis patient 2’s first study visit, his relaxation times looked similar to those of a healthy control. When he came back 6 months later, dialysis patient 2 (now referred to as 2b) had elevated relaxation times in his lower leg. During this second visit, dialysis patient 2b had elevated blood pressure throughout his dialysis run, which served as a clinical confirmation that he was more fluid overloaded than normal.

It is important to note than neither of these two patients in any of their visits had signs of lower extremity edema detectable on physical exam, either by the nephrologist, dialysis nurse, or Lina. Our findings of elevated relaxation times in these patients show that relaxation times increase in patients with fluid overload above a certain threshold. Importantly, the relaxation time elevation in the muscular tissue precedes signs of lower extremity edema detectable on physical exam.

Many dialysis patients, however, did not have significantly elevated relaxation times. These other patients had elevated relative amplitude 2 values, however. Relative amplitude 2 of the muscular tissue was the parameter with the greatest sensitivity to changes due to dialysis. All dialysis patients had elevated amplitude 2 values and this amplitude decreased after dialysis to be closer to the values seen in healthy controls. Healthy controls, on the other hand, did not experience significant changes in their relative amplitude 2 values in the morning versus afternoon.
Figure 4-26: Cumulative distribution plots of relative amplitude 2 values for all subjects with AM (blue) and PM (orange) CDFs overlaid on top of each other and the difference between them shown in black. Positive values in the difference curve mean that the PM values decreased. Negative difference values mean that the PM values increased compared to the AM values.
Figure 4-27: The difference between the AM and PM CDFs of relative amplitude 2 values for all subjects overlaid on top of each other. Positive values mean that the PM values decreased, and negative values mean that they increased compared to the AM values.

Measurement.

Relative amplitude 2 corresponds to the relative quantity of protons in the extracellular space of the tissue, which are the protons in more mobile (fluid) environments and therefore have longer $T_2$ relaxation times. An elevation in relative amplitude 2 values indicates that the relative amount of extracellular fluid is increased in the tissue, and vice versa for a decrease. There is literature evidence showing that fluid overloaded patients do, indeed, accumulate fluid in the extracellular space\textsuperscript{12,100,101}.

The subcutaneous tissue did not have any consistent AM to PM changes in either the relaxation times or the relative amplitude.

Putting these MRI results together, we learned that the muscular tissue - which includes muscle, connective tissue, and blood vessels - is the location where changes in response to ultrafiltration at dialysis are occurring. The first MR sign of fluid overload is an increase in the relative amplitude of the muscular tissue. After a certain threshold of fluid accumulation has been reached, the relaxation time of the muscular tissue starts to increase. $B_0$th relative amplitude and relaxation time (if the subject has reached a yet undefined fluid accumulation threshold) decrease in response to fluid removal during dialysis. Any future MR sensor design should be optimized to measure the muscular
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Figure 4-28: The area between AM and PM relative amplitude 2 histograms (in other words, the integral of the curves in Figure 4-27). The value corresponding to 100% on the x-axis indicates the total area between the two histograms. Positive values indicate that the PM amplitude values shifted downwards. Negative values indicate that the PM amplitude values shifted upwards relative to the AM values. Large absolute values indicate large changes between AM and PM histograms. Dialysis patients all had positive integrals. Most healthy controls had negligible or positive integral values. HC02 and HC06 are the exception of two healthy controls who also had positive integrals indicating a decrease in relative amplitude 2 values in the PM scan. The p-value between the dialysis and healthy controls is 0.0026.
Figure 4-29: Histogram of relative amplitude 2 values in the subcutaneous tissue. There were no systematic changes between the AM and PM distributions for either healthy controls or dialysis patients.
tissue of the lower leg.

**Dehydration**

The MRI results for healthy controls stayed relatively constant between AM and PM scans with the exception of HC02 and HC06. These two subjects experienced MR changes similar to those of dialysis patients. We hypothesize that both HC02 and HC06 became dehydrated (experienced fluid loss) between the two measurements and therefore their MR signal looked similar to those of dialysis patients who experience fluid losses as well.

HC02 was dehydrated at the start of the study based on serum osmolality and sodium levels (Osm = 302 mOsm/kg, Na = 144 mmol/L) on arrival and became more dehydrated throughout the study since he was not permitted to eat or drink for 4 hours. HC02’s AM relative amplitude 2 value was lower than that of all other healthy controls and dropped lower in the PM measurement.

HC06 was remarkable because he did not eat or drink much after the 4-hour portion of the study at MGH Main Campus before returning for the second PM MRI scan. His blood levels (Osm = 294 mOsm/kg, Na = 142 mmol/L) were on the edge of normal, tending toward dehydration, at the start of the study. We hypothesize that he became dehydrated over the course of the study, did not replenish his fluid loss before the second MRI, and was dehydrated for the second scan.

Our study was not specifically designed to assess MR’s ability to detect dehydration, but these are promising incidental findings that suggest dehydration may show up in MR measurements through depressed relative amplitude values. A future study specifically designed to assess dehydration should be undertaken to test this hypothesis. Careful tracking of fluid and food intake should continue in any future experiments.

A diagram summarizing our MR findings in the spectrum of hydration states is show in Figure 4-30.

**Limitations**

Some limitations of MRI for quantitative $T_2$ measurements include the scanner’s limits on echo time and echo train length.

The Siemens 1.5T scanner with extremity coil used in this study had a lower echo time limit of 8ms. By comparison, the MR sensor had a lower echo time limit of 80us. This meant that $T_2$ values below 4ms could not be measured in the MRI.

Furthermore, Siemens scanners have a hard-limit of 32 echoes in their CPMG sequence (se2d32) and sequence programming experts at the Martinos Center said there was no way around this limit. By comparison, the single-voxel MR sensor can measure 8000 echoes. A $T_2$ decay curve with only
Figure 4-30: The fluid balance continuum and the MR findings at various points along the scale.

32 points has several disadvantages. First, depending on the tissue, the curve does not decay fully, which means that the accuracy of measuring longer relaxation times is compromised. The potential compromise of longer relaxation times is an issue for our study since we hypothesized, and, in fact, observed that fluid overloaded patients have longer relaxation times. Second, there is a limit on the number of exponentials that a decay with so few points can be fit to. Our MRI data can be fit with a maximum of 2 exponentials, whereas the exact same decay data with 200 points instead of 32 may be fit by 3 or more exponentials. More exponentials are not necessarily better. What is better is having the option of increasing the number of exponentials for a potentially improved fit and more granular look into human physiology.

Despite the MRI scanner’s limitations, we can apply the insights garnered through this pixel-by-pixel MRI analysis to the data from our single-voxel MR sensors, which do not have these limitations.
4.3 ROI Bi-Exponential Analysis

4.3.1 Methods

Instead of performing pixel-by-pixel fits like in the previous section, in this section, entire regions were averaged together and analyzed at once. The average 32-pixel decay across all pixels in a particular region (i.e. muscular tissue) was generated and fit with a bi-exponential curve. The first point was ignored, as is standard practice to do, due to the absence of stimulated echo effects on that point.

4.3.2 Results and Discussion

The bi-exponential fit results for are discussed separately for each ROI.

Muscular Tissue

The bi-exponential fit results for muscular tissue are shown in Figure 4-31 and the amplitude results summarized in Table 4.4.

The AM relaxation time 1 (relax1) values were statistically different between HC and HD subjects (p=1.67e-4). The PM relax1 values were not statistically different between HC and HD subjects (p=0.1363). The relax1 values of muscular tissue for HD patients was initially higher than that of HCs and then shifted downward to be closer to that of healthy controls. The HC patients mostly shifted downward as well, though a few of them increased. Although relax1 seems like a good indicator based on these data, the challenge of using relax1 as the core indicator is that the absolute magnitude of the change is small. The entire range of relax1 values was just 3ms with the difference between healthy and dialysis patients just 1.5ms. It is preferable to have an indicator with a larger dynamic range because we do not want the difference between 1L and 2L of fluid overload to be within the noise of the measurement. It remains to be seen whether all healthy controls are as tightly clustered around 31.5-33ms as the ones in this cohort.

Relaxation time 2 (relax2) values for HCs and HDs were interspersed both at the start and end of the study. Relax2 values for both HCs and HDs tended to increase between the AM and PM measurements. The more edematous subjects - HD01, HD01b, HD02b - had higher relax2 values and were separated from the rest of the subjects. This aligned with our hypothesis that patients with more fluid have higher relaxation times.
The relative amplitude 2 (amp2) values of the muscular tissue of HDs was higher than that of HCs before dialysis (AM) and shifted down to be closer to that of HCs after dialysis (PM). The AM amp2 values were statistically different between HC and HD subjects (p=0.0021) and became less statistically different after dialysis (p=0.0209). The AM to PM change in amp2 values was highly statistically significant when comparing HC to HD subjects (p=7.74e-4).

This analysis was able to separate HD from HC subjects with a single time point. One hypothesis is that perhaps there is a reference range of amp2 values signify euvolemma. Based on these data, the 'normal range' of amp2 values is between 12-20%. When a person has amp2 values above 20%, they are congested. On the flip side, when a congested patient reaches 12-20%, they are at their dry weight (i.e. euvolemma). Additional data will have to be gathered, especially on individuals of differing races, to corroborate this hypothesis. Both HD03 and HC02 were Asian and are on the low-end of amp2 values, which leads to the hypothesis that there may be different amp2 reference ranges for different races.

The fact that HD03 and HD05 started out in the “normal range” might indicate that they do not accumulate much fluid in their legs, but rather in another body part (i.e. lungs, etc.).

Muscular Tissue Sub-Regions

The results of a bi-exponential fit for muscle subgroups are shown in Figures 4-32-4-36 and the p-values from comparing the relative amplitude 2 values of HC versus HD subjects are summarized in Table 4.5. The short relaxation times (relax1) of most muscle groups have statistically significant differences between AM values and AM-to-PM change values. However, relax1 as an indicator of fluid levels suffers from the same pitfalls as discussed in the previous whole muscular tissue section: the dynamic range of relax1 values is small and an ideal indicator is one with a large working range.

For the relative amplitude 2 values (see Table 4.5), all muscle sub-groups had statistically significant AM differences between HC and HD subjects. Most muscle sub-groups, except for the gastrocnemius and soleus, had a statistically significant AM-to-PM change between HC and HD subjects.

The deep posterior muscle group was the only one with a statistically significant PM difference between HC and HD subjects (p=0.0427). The deep posterior muscle group is flanked by major arteries, veins, and nerves. Although we attempted to exclude these anatomical structures from the ROI, it was not always possible to do so. We expect that signal from deep posterior muscle group might be the one most contaminated by blood signal.
Muscular Tissue

Figure 4-31: The MRI results of the bi-exponential fits for the muscular tissue ROI. The three panels plot AM and PM values of relaxation time 1, relaxation time 2, and relative amplitude 2 from left to right. Both relaxation time 1 and relative amplitude 2 are significantly different between healthy controls and dialysis patients in the AM scan. Dialysis patients' values shift downward to be closer to that of the healthy controls after dialysis.
Table 4.4: Summary of MRI relative amplitude 2 results of the muscular tissue ROI. The AM values of dialysis patients versus healthy controls were statistically different. The PM values were less statistically different. The AM-to-PM change in relative amplitude 2 values between the two groups was highly statistically different.
Figure 4-32: The results of a MRI bi-exponential fit for anterior muscle sub-group. The anterior muscles are one of the most promising measurement regions for detecting differences between dialysis patients and healthy controls.

The lateral muscle group had the second best significant difference between HC and HD AM values (p=0.00919) but less so on the AM-to-PM change (p=0.0191). The anterior muscle group had the most significant difference between AM-to-PM change (p=0.000247) and was still significant on the AM value comparison (p=0.0195) between HC and HD subjects. In addition to achieving the largest statistical significance of all muscle groups, the lateral and anterior muscle groups are promising ones for further investigation because they are also superficial and therefore easier to measure with a single-sided MR sensor.

Subcutaneous Tissue

There were no clear HC versus HD separations or AM-to-PM changes for relaxation time 1 (relax1) values of the subcutaneous tissue, except that HD01’s – one of the edematous patient’s - relax1 value was much higher than that of all other subjects (Figure 4-37). The same was true for relaxation time 2 (relax2). The high relaxation values of HD01 suggest that edematous patients can be identified based on the high $T_2$ relaxation time of their subcutaneous tissue. This finding has been reported in literature$^{20,23}$. Studies in literature tended to analyze patients that were more
Figure 4-33: The results of a MRI bi-exponential fit for the soleus muscle sub-group.

Figure 4-34: The results of a MRI bi-exponential fit for the gastrocnemius muscle sub-group.
Figure 4-35: The results of a MRI bi-exponential fit for the lateral muscle sub-group. The lateral muscles are one of the most promising measurement regions for detecting differences between dialysis patients and healthy controls.
### MRI Muscular Tissue Sub-ROIs

#### Table 4.5: Summary of bi-exponential fits for muscle sub-ROIs. The p-values from t-tests comparing values of healthy controls versus dialysis patients are summarized for relaxation time 1, relaxation time 2, and relative amplitude 2. * p<0.05. ** p<0.001, *** p<0.0001.

<table>
<thead>
<tr>
<th></th>
<th>Relaxation Time 1 (ms)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM (ms)</td>
<td>PM (ms)</td>
<td>Change (%)</td>
<td></td>
</tr>
<tr>
<td>Muscle All</td>
<td>0.000167**</td>
<td>0.136</td>
<td>0.0523</td>
<td></td>
</tr>
<tr>
<td>Muscle Anterior</td>
<td>0.00723**</td>
<td>0.0598</td>
<td>0.1116</td>
<td></td>
</tr>
<tr>
<td>Muscle Deep Posterior</td>
<td>0.00199***</td>
<td>0.2371</td>
<td>0.0488*</td>
<td></td>
</tr>
<tr>
<td>Muscle gastrocnemius</td>
<td>0.0228*</td>
<td>0.3206</td>
<td>0.0137*</td>
<td></td>
</tr>
<tr>
<td>Muscle Lateral</td>
<td>0.04*</td>
<td>0.538</td>
<td>0.0498*</td>
<td></td>
</tr>
<tr>
<td>Muscle Soleus</td>
<td>0.0098**</td>
<td>0.512</td>
<td>0.0542</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Relaxation Time 2 (ms)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM (ms)</td>
<td>PM (ms)</td>
<td>Change (%)</td>
<td></td>
</tr>
<tr>
<td>Muscle All</td>
<td>0.151</td>
<td>0.0121*</td>
<td>0.582</td>
<td></td>
</tr>
<tr>
<td>Muscle Anterior</td>
<td>0.504</td>
<td>0.0144*</td>
<td>0.256</td>
<td></td>
</tr>
<tr>
<td>Muscle Deep Posterior</td>
<td>0.265</td>
<td>0.815</td>
<td>0.469</td>
<td></td>
</tr>
<tr>
<td>Muscle Gastrocnemius</td>
<td>0.139</td>
<td>0.0544</td>
<td>0.551</td>
<td></td>
</tr>
<tr>
<td>Muscle Lateral</td>
<td>0.921</td>
<td>0.179</td>
<td>0.552</td>
<td></td>
</tr>
<tr>
<td>Muscle Soleus</td>
<td>0.0826</td>
<td>0.0545</td>
<td>0.671</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Relative Amplitude 2 (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM (%)</td>
<td>PM (%)</td>
<td>Change (%)</td>
<td></td>
</tr>
<tr>
<td>Muscle All</td>
<td>0.00212**</td>
<td>0.0209*</td>
<td>0.000774**</td>
<td></td>
</tr>
<tr>
<td>Muscle Anterior</td>
<td>0.0195*</td>
<td>0.111</td>
<td>0.000247***</td>
<td></td>
</tr>
<tr>
<td>Muscle Deep Posterior</td>
<td>0.00894*</td>
<td>0.0427*</td>
<td>0.00502*</td>
<td></td>
</tr>
<tr>
<td>Muscle Gastrocnemius</td>
<td>0.00979*</td>
<td>0.0732</td>
<td>0.0543</td>
<td></td>
</tr>
<tr>
<td>Muscle Lateral</td>
<td>0.00919*</td>
<td>0.0723</td>
<td>0.0191*</td>
<td></td>
</tr>
<tr>
<td>Muscle Soleus</td>
<td>0.0211*</td>
<td>0.0600</td>
<td>0.2564</td>
<td></td>
</tr>
</tbody>
</table>
fluid overloaded than our dialysis patient cohort. Note that our subcutaneous tissue ROIs include perifascial fluid deposits when they are present.

Relative amplitude 2 (amp2) values of HCs tended to be higher than that of HDs, with the exception of HC01b, which had the lowest amp2 values of all subjects. Amp2 values for subcutaneous tissue were ~70% and tended to decrease very slightly between the AM and PM for all subjects. There were no statistically significant changes for HC versus HD values in the subcutaneous tissue.

**Whole Leg**

The 2-exponential fit results for the whole leg are show in Figure 4-38 and the amplitude results are summarized in Table 4.6.

The results for the whole leg were very similar to that of the muscular tissue. Relaxation time 1 (relax1) values of HD subjects were initially higher than that of HCs (p=0.0018). Relax1 values decreased such that the HD’s PM values were no longer statistically different that those of HDs (p=0.2001). HCs also tended to have a decrease in their relax1 values. The AM-to-PM change in relax1 was not statistically significant between HC and HD subjects (p=0.0551).

Relax2 values for all the subjects were interspersed and had no consistent AM-to-PM changes.
Figure 4-37: The results of a bi-exponential fit for the subcutaneous tissue. There were no clear HC versus HD separations or AM-to-PM changes. HD01, the most edematous of all patients, had higher relaxation times than all other subjects.
Figure 4-38: The results of the bi-exponential fits for the whole leg. The three panels plot AM and PM values of relaxation time 1, relaxation time 2, and relative amplitude 2 from left to right. $B_0\text{th relax } 1$ and relative amplitude 2 are significantly different between dialysis patients and healthy controls.

HD01, the most edematous patient, was the exception because he had a much longer relax2 value than all other subjects.

The amp2 of the whole leg of HD subjects was slightly higher than that of HCs in the AM scan and tended to shift downward after dialysis. The AM amp2 values were statistically different between HC and HD subjects (p=0.0168) but the PM values were not (p=0.0746). The AM to PM change in amp2 values was statistically significant between HC versus HD subjects (p=0.0203).

4.3.3 Conclusions

Relative amplitude 2 and relaxation time 1 of the muscular tissue had the best ability to differentiate between dialysis patients and healthy controls at the initial time point as well as to detect fluid losses during dialysis. The results support our hypothesis that fluid overloaded patients have longer relaxation times than healthy controls – though we had expected this to be true in both of the relaxation times, not just the first one. Furthermore, the decreased relative amplitude 2 values support our hypothesis that the number of protons in a more free-fluid environment decreases after
### MRI Whole Leg: Relative Amplitude 2

<table>
<thead>
<tr>
<th>Subject</th>
<th>AM Amp 2 (%)</th>
<th>PM Amp 2 (%)</th>
<th>Change in Amp 2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC01</td>
<td>29.0</td>
<td>28.7</td>
<td>-0.337</td>
</tr>
<tr>
<td>HC01b</td>
<td>28.7</td>
<td>27.5</td>
<td>-1.211</td>
</tr>
<tr>
<td>HC02</td>
<td>24.8</td>
<td>27.3</td>
<td>2.430</td>
</tr>
<tr>
<td>HC03</td>
<td>31.4</td>
<td>30.7</td>
<td>-0.660</td>
</tr>
<tr>
<td>HC04</td>
<td>30.0</td>
<td>33.1</td>
<td>3.085</td>
</tr>
<tr>
<td>HC05</td>
<td>33.8</td>
<td>35.3</td>
<td>1.501</td>
</tr>
<tr>
<td>HC06</td>
<td>35.2</td>
<td>36.5</td>
<td>1.296</td>
</tr>
<tr>
<td>HDMRI01</td>
<td>49.1</td>
<td>45.9</td>
<td>-3.234</td>
</tr>
<tr>
<td>HDMRI01b</td>
<td>44.0</td>
<td>40.8</td>
<td>-3.249</td>
</tr>
<tr>
<td>HDMRI02</td>
<td>44.3</td>
<td>41.5</td>
<td>-2.826</td>
</tr>
<tr>
<td>HDMRI02b</td>
<td>48.6</td>
<td>46.3</td>
<td>-2.246</td>
</tr>
<tr>
<td>HDMRI03</td>
<td>28.1</td>
<td>25.0</td>
<td>-3.025</td>
</tr>
<tr>
<td>HDMRI04b</td>
<td>33.6</td>
<td>29.7</td>
<td>-3.882</td>
</tr>
<tr>
<td>HDMRI05</td>
<td>32.5</td>
<td>36.0</td>
<td>3.416</td>
</tr>
</tbody>
</table>

**HC VS HD t-test, p-value**  
0.0168*  
0.0746  
0.0203*

Table 4.6: Summary of relative amplitude 2 results of the whole leg. The AM values of dialysis patients versus healthy controls were statistically different as was the AM-to-PM change in relative amplitude 2 values.
fluid is pulled from the body.

In interpreting the decreases in relative amplitude, it is important to keep in mind that when there is a decrease in relative amplitude 2, it could be due to a true decrease in amplitude 2, a true increase in amplitude 1, or a combination of both. Since the amplitude is relative, it is not possible to know which scenario it is. It generally does not make sense to look at absolute amplitude values in MR because slight variations in noise can cause the amplitude values to change dramatically from one scan to another, making comparison between scans impossible. Analyzing relative amplitude values is preferable to analyzing absolute amplitudes. The relative amplitude 2 decrease suggests that the ECF space is becoming smaller relative to the intracellular fluid space.

The muscular tissue’s relative amplitude 2 represents a single measurement that could be performed to tell if a patient is fluid overloaded or not. In our limited population, there appears to be a “normal range” of relative amplitude 2 values between ~15-20%. Subjects who have higher amplitudes are volume overloaded. More data would have to be collected on both healthy and fluid overloaded individuals to corroborate this hypothesis.

We found no evidence of relaxometry changes occurring in the subcutaneous tissue after dialysis. Most of the fluid changes occurred in the muscular tissue. The muscle is more vascular than the surrounding subcutaneous tissue and therefore has more opportunity to respond to changes in the vascular space due to dialysis.

Relax 1 and relative amplitude 2 for the whole leg had the second-best detection and differentiation ability between healthy controls and dialysis patients. The results on the whole leg are similar to that of the muscular tissue, except less statistically significant because the whole leg data is an average of all tissues - muscle, subcutaneous tissue, bone, marrow, etc - in the leg. These other tissues were not found to display significant changes in a single dialysis treatment.

The whole leg bi-exponential fit is analysis that could be done with a single voxel sensor. Data from a single-voxel sensor with shorter echo times and more points in the echo train would likely achieve better results than those from the MRI. The MRI data (from a Siemens’ scanner) has a 32-point echo train length limit. This limit did not allow the data to be fit by more than two exponentials. From the pixel-by-pixel analyses we know that the leg is composed of at least three main exponentials. Performing the same whole leg measurement with more points in the decay would enable us to separate out 3+ exponentials in the leg and likely isolate the muscle signal better.

HD01 was the most edematous patient in this study as seen on the MRI scan. He had perifascial
fluid deposits in his legs (visible in the MRI scans), though they were not yet detectable on physical exam. He had elevated $T_2$ relaxation times and significantly elevated relative amplitude 2 values. This is an encouraging finding: perhaps identifying more hypervolemic patients will be easier than it was in the dialysis population of this study. Future work should aim to take measurements on more volume-overloaded individuals.

Contrary to our expectations, the dialysis patients in this study did not present with much fluid accumulation in their legs – certainly no one with pitting edema. It is possible that our dialysis patients accumulated fluid elsewhere in their bodies – lungs, venous system, peritoneum, etc. – before their legs. Future work should aim at measuring other locations in the body.
4.4 ROI ILT Analysis

The following section on analyzing the MRI ROI data with an ILT contains the following sub-sections:
- ILT Background
- L-Curve Criterion
- Methodology
- Results and Discussion

4.4.1 Methods: The Inverse Laplace Transform (ILT)

The Inverse Laplace Transform (ILT) or non-negative least squares (NNLS) fitting - the terms are used interchangeably - refers to a method of decomposing a multi-exponential decay into its constituent exponentials. When we perform an ILT on a dataset, we obtain a distribution of relaxation times (called a relaxogram) that exist within the data. Unlike a multi-exponential analysis where we have to specify a fixed number of exponentials in a model, the ILT method does not require any a priori knowledge or assumptions about the data to be made. In biological systems where there are many complex structures and continuous water movement between these structures, it is thought that a spectrum of relaxation times is a more accurate way of describing the system than a model with a fixed number of exponentials.

The difficulty with inverting a multi-exponential signal is that the problem is inherently ill-posed and ill-conditioned; the solution is not unique and noise in the signal can cause the solution to change. There are many distinct relaxograms that will fit the data with an acceptable level of accuracy. The question is how to pick one solution.

Regularization is a way to come up with a stable solution to an ill-posed problem. There are many regularization methods and they all provide different ways of determining a "trade-off" between the complexity and the quality of the fit.

Tikhonov regularization is one of the most commonly used regularization methods for ill-posed problems. Tikhonov regularization adds a "tuning parameter" to the least squares optimization that penalizes the solution for being complex. Complexity in Tikhonov regularization is measured by the norm of the solution, which is a strictly positive measurement of length of the solution vector.

For example, a regular least squares optimization seeks to minimize the sum of the squared
residuals

\[ \| Ax - b \|_2^2 \]  

(4.19)

where \( \| \cdot \|_2 \) is the L2 norm. The L2 norm is defined as \( \| x \|_2 = \sqrt{\sum_{i=1}^{n} x_i^2} \) for a vector \( x = [x_1, x_2, ..., x_n] \).

With Tikhonov regularization, we now seek to minimize the expression

\[ \| Ax - b \|_2^2 - \| \alpha I x \|_2^2 \]  

(4.20)

where \( I \) is the identity matrix and \( \alpha \) is the regularization parameter. Note that \( \alpha^2 = \lambda \). Lambda will be used from here on when referring to the regularization parameter.

The "complexity" of the solution is measured by the L2 norm \( \| x \|_2 \), while the accuracy of the fit is measured by the L2 norm of the residuals \( \| Ax - b \|_2^2 \). The goal is to minimize both of these quantities.

### 4.4.2 Methods: L-Curve Criterion

There are many methods for picking an optimal regularization parameter \( \lambda \) including cross validation, the L-curve method, restricted maximum likelihood and many more. We utilized the L-curve criterion to find an optimal lambda.

The L-curve criterion plots the two quantities we are trying to minimize against each other. A sample L-curve and regularization solutions are shown in 4-39.

The L-curve is plotted on log-log axes with the norm of the residual on the x-axis and the norm of the solution. The L-curve is a "trade-off curve" between two quantities that we want to control.

The optimal lambda is the one at the corner of the L-curve.

The solutions at the top of the vertical line of the "L" have very low regularization parameters and large solution norms. Visually, a large solution norm means many "spikey" peaks in the relaxogram. These solutions are over-fit. Although they have low residual error, they are not stable and are dominated by contributions from noise.

On the other extreme, the solutions at the right-most, horizontal line of the "L" have very high regularization parameters. These solutions are under-fit and over-smoothed. Although their solution norm is low and they are not significantly impacted by noise in the data, these solutions have high residual norms and do not fit the data well.
The solution at the "corner" of the L-curve has the best of both worlds. The noisier a dataset, the larger the optimal regularization parameter will be. The larger the regularization parameter, the broader the relaxogram peaks will be. The width of the peaks is both dependent on the SNR of the data as well as the true width of the underlying phenomenon. The L-curve method is known to come up with larger optimal regularization parameters than some other methods.

**SVD Approach to Determining the Optimal Regularization Parameter**

The naive method of finding the "corner" of the L-curve is to perform the ILT at many different regularization parameter ($\lambda$) values and calculate the residual norm and solution norm for each resulting relaxogram. Generating a full L-curve in this manner, however, can be extremely time consuming and require a lot of computing power. This is especially true for noisy data since noisy data has a larger optimal regularization parameter, which requires more computing power.

Rather than this brute-force (though effective) approach to generating the L-curve, there are faster and more elegant methods as well. We utilized a singular value decomposition (SVD) approach described by Hansen, et al. We will describe it here because we found an error - a $\lambda^2$ where it should have been a $\lambda^4$ in Hansen's paper and code. The method does not work with the equation in Hansen's paper.

Hansen's approach involves performing SVD of the matrix $A$, which for an $m \times n$ matrix with $m \geq n$ is

$$A = \sum_{i=1}^{n} u_i \sigma_i v_i^T$$

where the left and right singular vectors $u_i$ and $v_i$ are orthonormal, and the singular values $\sigma_i$ are nonnegative.

Hansen's paper goes through his SVD method in detail so we will pick up in the last step where his derivation goes wrong. Readers can reference his paper to understand the full method derivation.

Let us begin at Hansen's equation 14:

$$\kappa = 2 \frac{\hat{\beta}'\hat{\eta}'' - \hat{\beta}''\hat{\eta}'}{((\hat{\beta}')^2 + (\hat{\eta}')^2)^{3/2}}$$

Hansen eq.14

Our goal is to turn the equation for $\kappa$ - which represents the curvature of the L-curve - into terms containing the solution norm, the residual norm, and the regularization parameter $\lambda$.

First, here are the definitions of these parameters:
The L-curve for Tikhonov regularization

\[ \| A x - b \|_2 \]

\[ \lambda = 1 \times 10^{-5} \]
\[ \lambda = 0.0001 \]
\[ \lambda = 0.1 \]
\[ \lambda = 1 \]

Residual norm $\| A x_\lambda - b \|_2$

Solution norm $\| x_\lambda \|_2$

Figure 4-39: L-curve on top with sample relaxograms of the same data inverted with different regularization parameters, $\lambda$, on the bottom, corresponding to over-smoothing, appropriate smoothing, and under-smoothing. The exact inversion solution is shown by a thin line and the experimental relaxograms are shown in thick lines. The larger the regularization parameter, the smoother the solution and larger the error. The smaller the regularization parameter, the "spikier" the solution and the larger the complexity of the solution. [Source of figures is P. C. Hansen, 2000109.]
\[ \eta = ||x||_2^2 = \text{solution norm (Hansen eq.12)} \]
\[ \rho = ||Ax - b||_2^2 = \text{residual norm (Hansen eq.12)} \]
\[ \hat{\eta} = \log(\eta) \quad \text{and} \quad \hat{\rho} = \log(\rho) \]

\[ \hat{\eta}', \hat{\rho}', \hat{\eta}'', \text{and} \ \hat{\rho}'' \] are the first and second derivatives of \( \hat{\eta} \) and \( \hat{\rho} \) with respect to \( \lambda \).

Second, here are the relationships that we will need in order to simplify equation 4.22:

\[ \hat{\eta}' = \frac{\eta'}{\eta} \quad \text{and} \quad \hat{\rho}' = \frac{\rho'}{\rho} \quad \text{Hansen unnamed equations btw eq.14-15} \] (4.23)

\[ \hat{\eta}'' = \frac{d}{d\lambda} \frac{\eta'}{\eta} = \frac{\eta'' \eta - (\eta')^2}{\eta^2} \quad \text{and} \quad \hat{\rho}'' = \frac{d}{d\lambda} \frac{\rho'}{\rho} = \frac{\rho'' \rho - (\rho')^2}{\rho^2} \quad \text{Hansen unnamed equations btw eq.16-17} \] (4.24)

\[ \rho' = -\lambda^2 \eta' \quad \text{Hansen eq.16} \] (4.25)

\[ \rho'' = \frac{d}{d\lambda} (-\lambda^2 \eta') = -2\lambda \eta' - \lambda^2 \eta'' \quad \text{Hansen eq.17} \] (4.26)

We will consider the numerator and denominator of equation 4.22 separately and then put them
together at the end. Here is the derivation for the numerator:

\[ \kappa_{\text{numerator}} = 2(\dot{\rho}' \ddot{\eta}' - \ddot{\rho}' \dot{\eta}') \]

substitute equations 4.24 and 4.23

\[ = 2(\dot{\rho}' \eta'' \eta - \eta'^2) - \ddot{\rho}' \rho - \rho^2 \dot{\eta}' \eta' \]

simplify

\[ = 2(\ddot{\rho}' \eta'' \eta - \rho \dot{\rho}' \eta'^2) - \ddot{\rho}' \rho - \rho^2 \dot{\eta}' \eta' \]

substitute 4.25

\[ = 2 - \rho \lambda^2 \eta'' \eta' \eta'' + \lambda^2 \rho \eta'^3 - \rho \dot{\rho}' \eta' \eta' + (-\lambda^2 \eta')^2 \eta' \eta' \]

simplify

\[ = 2 \frac{\eta'^2}{\rho^2 \eta^2} (\lambda^2 \rho \eta' + 2 \lambda \rho \eta + \lambda^4 \eta' \eta') \]

Derivation for the denominator of the curvature equation:

\[ \kappa_{\text{denominator}} = ((\ddot{\rho}')^2 + (\dot{\eta}')^2)^{3/2} \]

substitute equations 4.23

\[ = ((\dot{\rho}')^2 + (\dot{\eta}')^2)^{3/2} \]

substitute equation 4.25

\[ = ((\dot{\rho}')^2 + (\dot{\eta}')^2)^{3/2} \]

simplify

\[ = (\frac{\lambda^2 \eta'^2}{\rho^2 \rho^2} + \frac{\eta'^2}{\eta^2 \rho^2})^{3/2} \]
Putting the numerator (equation 4.27) and denominator (equation 4.28) together we get:

\[ \kappa = \frac{2 \eta^2 (\lambda^2 \rho \eta' + 2 \lambda \rho \eta + \lambda^4 \eta \eta')}{(\lambda^4 \eta^2 \eta'^2 + \rho^2 \eta'^2)^{3/2}} \]

simplify

\[ = \frac{2 \eta^2 (\rho^2 \eta^2)^{3/2} (\lambda^2 \rho \eta' + 2 \lambda \rho \eta + \lambda^4 \eta \eta')}{(\rho^2 \eta^2)(\lambda^4 \eta^2 \eta'^2 + \rho^2 \eta'^2)^{3/2}} \]

\[ = 2 \frac{\eta \rho (\lambda^2 \rho \eta' + 2 \lambda \rho \eta + \lambda^4 \eta \eta')}{\eta'} \frac{1}{(\lambda^4 \eta^2 + \rho^2)^{3/2}} \]

Therefore the final equation for calculating \( \kappa \) - the curvature of the L-curve - according to our calculations is

\[ \kappa_{\text{Our Calculation}} = 2 \frac{\eta \rho (\lambda^2 \rho \eta' + 2 \lambda \rho \eta + \lambda^4 \eta \eta')}{\eta'} \frac{1}{(\lambda^4 \eta^2 + \rho^2)^{3/2}} \quad (4.29) \]

whereas Hansen’s equation 18 has a \( \lambda^2 \) in the denominator instead

\[ \kappa_{\text{Hansen}} = 2 \frac{\eta \rho (\lambda^2 \rho \eta' + 2 \lambda \rho \eta + \lambda^4 \eta \eta')}{\eta'} \frac{1}{(\lambda^4 \eta^2 + \rho^2)^{3/2}} \quad (4.30) \]

Figure 4-40 shows the L-curve and its corresponding curvature plot. The maximum of the curvature plot corresponds to the corner of the L-curve, which is the optimal regularization parameter value as determined by the L-curve criterion. If we use Hansen’s curvature equation (equation 18 in his paper\(^{109}\)), the curvature plot looks like an exponential decay and there is no maximum (except the initial point).

**Implementation Notes**

The scripts to implement an ILT and the L-curve criterion and visualize the results can be found in the Github folder: process_ilt.m, visualize_ilt_Lcurve.m, visualize_ilt_lambdaSweep.m.

Subfunctions for performing ILT on a single T2 decay: ilt.m, ilt_multiplelambdas.m, lcurvecriterion.m.

### 4.4.3 Methods: Applying the ILT and Post-Processing

Pixels from entire regions were averaged together to produce a single average T2 decay for that ROI (the same averaging that was done in Section 4.3). The ILT was applied to those average T2 decays for each subject and tissue type.

Two types of ILT analyses were performed on each individual subject: (1) an ILT was performed
using the regularization parameter found by the L-curve criterion, and (2) many ILT inversions were performed by sweeping the regularization parameter from 1e-5 to 2. The results of the ILT sweep were summarized by extracting the peak position and peak area under the curve (AUC) of each relaxogram and plotting them against the regularization parameter. Additional analysis was done with the ILT sweep data by (1) subtracting the AM-to-PM difference of the extracted parameters across all regularization values and (2) summing those differences. This approach allowed us to quantify AM-to-PM changes in a manner that was independent of regularization parameter choice. The results of this additional analysis is not shown in this thesis.

Finally, group relaxograms were generated for the following groups: HC AM, HC PM, HD AM, and HD PM. ILTs with both the L-curve criterion and a small regularization parameter were applied to these four average $T_2$ decays.

After each raw relaxogram was generated ($y_{Spec, raw}$), it underwent post-processing where peaks were deleted if they did not meet certain criteria. Our peak deletion criteria were: (1) a peak was located at $< TE/2$ (a criteria that was established in section 4.2.2) (Minimum $T_2$ Criteria), and/or (2) a peak AUC represented $<2\%$ of the signal (this was done to avoid too many spurious peaks from appearing in the relaxogram). Once these peaks were deleted, the normalized relaxogram was calculated ($y_{Spec, norm}$) and parameters (peak positions and peak AUCs) were extracted.
4.4.4 Results and Discussion

Individual Subjects: Whole Leg

Single Regularization Parameter: L-curve Method

The optimal regularization parameter determined by the L-curve Method for the whole leg ranged from between 0.55 to 0.68. The AM and PM relaxograms for each subject are shown in Figure 4-41. The relaxograms are very smoothed out, with just a single peak and then a long tail peak that extends beyond the x-limit (1000ms) of the relaxogram. We believe this long tail is an artifact of the ILT method as $T_2$ relaxation times above 1s are not expected to be found in the body, especially those of healthy controls.

The relaxograms for the healthy controls are surprisingly similar between the AM and PM scans, except for HC02 (dehydrated) and HC04. The AM vs PM relaxograms for the dialysis patients shift to varying degrees between AM and PM scans. The dialysis patients tend to have the relaxogram region between 100-300ms shift downward in the PM scan to lower relaxation times. This may reflect a decrease in extracellular fluid volume, since we found in the bi-exponential fits that relaxation times >40ms were associated with extracellular fluid.

Regularization Parameter Sweep

Figure 4-42 shows the extracted parameters from the relaxograms for regularization parameters ranging from 1e-5 to 2. The peak positions and peak areas under the curve (AUCs) are relatively stable from 1e-5 to about 1e-2, after which the values can vary considerably from one regularization parameter to the next. It is impressive that the ILT is able to extract two parameters from the whole leg $T_2$ decay that closely match the peaks seen in the pixel-by-pixel histogram. The first peak occurs at approximately 40ms and contributes to approximately 30% of the signal. The second peak occurs around 225ms and contributes to approximately 70% of the area in healthy controls. The AUC associated with the longer relaxation time (the ~225ms peak) had a larger variability in dialysis patients (from 64-84%) than in healthy controls, whose second AUC was fairly stable at 70%. The exception to this was HC02, who had a low second AUC – 65.5% - in the AM measurement and an even lower one – 64% - in the PM measurement.

HC02 and HD03 were the two Asian subjects in this study, and HD03 had a relatively low second area - 63% - as well. Perhaps there is variability within races that needs to be taken into account. More measurements on a cohort with greater racial diversity should be done in the future.

The HC relaxation times were unchanged or decreased slightly between AM and PM scans.
Figure 4-41: Whole Leg ILT with L-curve Method: The resulting relaxograms from performing an ILT on each signal with the regularization parameter determined to be optimal based on the L-curve criterion. The AM (solid line) and PM (dotted line) relaxograms for each subject are overlaid.
The HC amplitudes were either unchanged between AM and PM scans or increased slightly. The subjects whose amplitudes increased (HC02, HC04, and HC06) had elevated serum osmolality values, indicative of dehydration, at the start of the study. It is not possible to know what the expected change in amplitude values for a healthy control should be due to the small sample size (n=7). Future studies specifically dedicated to characterizing healthy controls and looking at dehydration should be done.

The HD amplitudes were relatively unchanged between AM and PM scans, but tended to increase slightly. This goes against what we hypothesize and what we saw in the multi-exponential analysis.

The HD relaxation times tended to increase slightly between AM and PM scans. This was counter to what we had hypothesized. Upon further reading of the literature, we discovered that urea is a $T_2$ shortening agent and it can effectively cross cell walls. Patients with ESRD accumulate urea and other toxins as a consequence of reduced or absent filtering by the kidneys. The pixel-by-pixel bi-exponential analysis also saw an increase in the longer relaxation time after dialysis. We did not, however, see any consistent relaxation time patterns in the whole ROI bi-exponential analyses.

We are therefore unsure how to interpret the behavior of relaxation time in response to dialysis. The second relaxation time seems to clearly increase in the ILT regularization parameter sweep analysis. However, we know that the relaxograms at low regularization parameters are overfit. When we look at the AM vs PM relaxograms from the L-curve method, we do not see an increase in relaxation times. Our current hypothesis is that the relaxation time increase seen in this analysis is an artifact of undersmoothed ILTs.

**Individual Subjects: Muscular Tissue**

**Single Regularization Parameter: L-curve Method**

The optimal regularization parameter determined by the L-curve criterion for the muscular tissue ranged from between 0.55 to 0.64. The AM and PM relaxograms for each subject are shown in Figure 4-43. The relaxograms are very smoothed out, with just a single peak and then an unfinished second peak that begins around 500ms and is still rising at the end of the x-axis (1000ms). We believe this long tail is an artifact of the ILT method as explained above. The relaxograms for the healthy controls are surprisingly similar between the AM and PM scans. The AM vs PM relaxograms for the dialysis patients shift to varying degrees between AM and PM scans. The PM
Figure 4-42: Whole Leg ILT Sweep: The extracted parameters - peak position and peak AUC - from relaxograms obtained in a regularization parameter sweep. The AM (shaded circle) and PM (open triangle) parameters are shown overlaid for each subject.
Figure 4-43: Muscular Tissue ILT with L-curve Method: The resulting relaxograms from performing an ILT on each signal with the regularization parameter determined to be optimal based on the L-curve criterion. The AM (solid line) and PM (dotted line) relaxograms for each subject are overlaid.

Relaxograms for dialysis patients generally have a left-ward shift towards lower relaxation times, which is what we expect to happen when free fluid is removed from the body.

Regularization Parameter Sweep

Figure 4-44 shows the extracted parameters from the relaxograms for regularization parameters ranging from 1e-5 to 2. The peak positions and peak areas under the curve (AUCs) are relatively stable from 1e-5 to about 1e-3, after which the values can vary considerably from one regularization parameter to the next. The extracted peak locations match those found in the previous bi-exponential analyses for the first peak - 40ms - but not for the second peak, which occurs between 200-250ms in this ILT sweep but around 140-180ms in the previous bi-exponential analyses.

The resulting ILT relaxograms of the muscular tissue have two peaks, the first around 40ms and
representing \( \sim 55\% \) of the signal, the second peak \( \sim 250\text{ms} \) and \( \sim 45\% \) of the signal. Occasionally another peak appeared at \( \sim 10\text{ms} \) for a few smoothing factors and then disappeared again.

For several dialysis patients, the larger signal AUC corresponded to the longer relaxation time (200-250ms) instead of the shorter relaxation times (40ms) as was the case for healthy controls. This means that the percent of the signal coming from the extracellular fluid is larger in dialysis (fluid overload) patients than in healthy controls, which is what we expect.

A few healthy controls – HC04, HC05 – and dialysis patients – HD04b, HD05 – had nearly 50-50% AUC splits between the two peaks, which we are unsure how to interpret.

The AUC associated with the longer relaxation time (extracellular fluid) decreased in all dialysis patients. This result is consistent with what we saw in both of the previous bi-exponential analyses. A decrease in the AUC associated with extracellular fluid signifies that the relative volume of the extracellular space is getting smaller as fluid is removed from the body.

Similar to what we saw in the whole leg ILT sweep, the longer relaxation time of the dialysis patients increases after dialysis. For the same reasons hypothesized previously, we believe this is an artifact of the ILT algorithm at low smoothing factors. There are no clear patterns to describe the AM to PM shifts in healthy controls for either relaxation times or AUCs.

**Individual Subjects: Subcutaneous Tissue**

**Single Regularization Parameter: L-curve Method**

The optimal regularization parameter determined by the L-curve method for the subcutaneous tissue ranged from between 0.51 to 0.64. The AM and PM relaxograms for each subject are shown in Figure 4-45. The relaxograms are very smoothed out, with just a single peak, whose tail ends around 800ms for all subjects except for HD01. HD01 is the subject with very visible perifascial fluid deposits - essentially free fluid collections in the body - which were included in the subcutaneous tissue ROI and show up here as extremely long relaxation times.

The relaxograms for both healthy controls and dialysis patients are surprisingly similar between the AM and PM scans, with the exception of HD01. There does not seem to be much MR signal change occurring in the subcutaneous tissue. This is consistent with what we saw in the previous bi-exponential analyses.

**Regularization Parameter Sweep**

Figure 4-46 shows the extracted parameters from the relaxograms for regularization parameters ranging from \( 1\times10^{-5} \) to 2. The peak positions and peak areas under the curve (AUCs) are relatively
Figure 4-44: Muscular Tissue ILT Sweep: The extracted parameters - peak position and peak AUC - from relaxograms obtained in a regularization parameter sweep. The AM (shaded circle) and PM (open triangle) parameters are shown overlaid for each subject.
Figure 4-45: Subcutaneous Tissue ILT with L-curve Method: The resulting relaxograms from performing an ILT on each signal with the regularization parameter determined to be optimal based on the L-curve criterion. The AM (solid line) and PM (dotted line) relaxograms for each subject are overlaid.
stable from 1e-5 to about 1e-2, after which the values can vary considerably from one regularization parameter to the next. The extracted peak locations match those found in the previous bi-exponential analyses.

The resulting ILT relaxograms of the subcutaneous tissue had two peaks, the first around 40ms and representing ~10% of the signal, the second peak ~225ms and ~90% of the signal. Occasionally another peak appeared at ~10ms for a few smoothing factors and then disappeared again.

There are not many AM-to-PM shifts nor HC versus HD differences in the subcutaneous tissue ILTs. The largest shift occurs in HD01, whose AUC associated with the longer relaxation time decreased from 90% to 88.6% after dialysis. This decrease can either be due to the true reduction in free fluid or due to a slightly different subcutaneous tissue ROI selection in the AM and PM scans. It is challenging to tell where the perifascial fluid deposits are located on a normal grey, magnitude MRI image and it is therefore possible that we selected less perifascial fluid on the PM scan than in the AM one.

The overall conclusion of this ILT analysis on the subcutaneous tissue is that there are not many changes that occur in the subcutaneous tissue in response to dialysis.

**Group Averages**

**AM vs PM**

The relaxogram results of the grouped healthy controls and grouped dialysis patients are shown in Figure 4-47 (ILT with L-curve method) and Figure 4-48 (ILT with a small regularization parameter). In both the L-curve relaxograms and small regularization parameter relaxogram, there are no significant AM to PM changes in any tissue type in healthy controls.

In the relaxograms with a small regularization parameter, dialysis patients have a slight relaxation time increase in all tissue types. Dialysis patients have a decrease in amplitude associated with the longer relaxation time in muscular tissue, as seen by the shorter peak height in Figure 4-48.

In the relaxograms with a regularization parameter picked via the L-curve method, we see that the whole leg and muscular tissue relaxograms have a slight left-ward shift towards lower relaxation times in the PM. This is what we hypothesized would happen when free fluid is removed from the body. The subcutaneous tissue AM and PM relaxograms are nearly identical, indicating that few changes occur in the subcutaneous tissue in response to dialysis.

In conclusion, the largest AM to PM change in the lower leg in response to dialysis occurs in the muscular tissue. The amplitude associated with extracellular fluid decreases in the muscular tissue,
Figure 4-46: Subcutaneous Tissue ILT Sweep: The extracted parameters - peak position and peak AUC - from relaxograms obtained in a regularization parameter sweep. The AM (shaded circle) and PM (open triangle) parameters are shown overlaid for each subject.
Figure 4-47: Average relaxograms of healthy controls and dialysis patients for each tissue type. Relaxograms were obtained with the regularization parameter determined to be optimal based on the L-curve criterion. AM and PM relaxograms for each group and tissue type are overlaid for easy comparison.

which is what we expect in response to fluid removal and is consistent with our findings in the previous bi-exponential analyses. The relaxograms of healthy controls look very similar between AM and PM, indicating that healthy controls are stable between the two measurements.

Healthy Controls versus Dialysis Patients

The relaxogram results of the grouped healthy controls and dialysis patients are shown in Figure 4-49 (ILT with L-curve method) and Figure 4-50 (ILT with a small regularization parameter) with healthy and dialysis relaxograms aggregated on the same plot for easy comparison.

On the relaxograms with a small regularization parameter, the healthy controls and dialysis patients look nearly identical across AM and PM measurements for both the whole leg and subcutaneous tissue ROIs. The dialysis patients have a lower relaxation time and higher amplitude compared to healthy controls in the peak associated with extracellular fluid. The difference becomes smaller in the PM measurement.

On the relaxograms with a regularization parameter chosen by the L-curve method, the healthy controls and dialysis patients look very different. The dialysis patients have longer right “tails” across all tissues. Dialysis patients have relaxograms that have shifted slightly closer to those of
Figure 4-48: Average relaxograms of healthy controls and dialysis patients for each tissue type. Relaxograms were obtained with a very small regularization parameter to facilitate comparison of the peaks. AM and PM relaxograms for each group and tissue type are overlaid for easy comparison.

In conclusion, the largest differences between healthy controls and dialysis patients are seen in the muscular tissue. The muscular tissue relaxogram of dialysis patients looks more like that of healthy controls after dialysis.
Figure 4-49: Average relaxograms of healthy controls and dialysis patients for each tissue type. Relaxograms were obtained with the regularization parameter determined to be optimal based on the L-curve criterion. HC and HD relaxograms for each tissue type are overlaid for easy comparison.

Figure 4-50: Average relaxograms of healthy controls and dialysis patients for each tissue type. Relaxograms were obtained with a very small regularization parameter to facilitate comparison of the peaks. HC and HD relaxograms for each tissue type are overlaid for easy comparison.
Chapter 5

Phantom Studies

The goal in this chapter was to understand how to translate relaxometry results between an MRI and MR sensor. We measured phantom and ex-vivo tissue samples on both a traditional MRI and our custom MR sensor. We tested various analysis methods – ILTs and multi-exponential fits – and compared how the results of each method matched up between the two sensors.
5.1 Methods

5.1.1 Phantoms and Ex-Vivo Tissues Experiment

We measured four phantoms - two agar phantoms (agar short and agar long), a vegetable oil phantom, and a copper sulfate (CuSO4) phantom. We took quantitative $T_2$ MRI scans with the same Siemens 1.5T scanner, extremity coil, and $T_2$ mapping pulse sequence used in human measurements (see details in section 4.1).

We also measured three ex-vivo tissue samples - muscle (bovine), fat (porcine), and skin (porcine) - from Whole Foods Market. The tissues were kept in a sealed petri dish to avoid dehydration over time as much as possible.

We took $T_2$ measurements (approximately 10 averages) of the phantoms and tissues with the MR sensor.

We analyzed the MRI data with (1) a pixel-by-pixel mono- and bi-exponential fit, (2) a whole ROI mono- and bi-exponential fit, and (3) a whole ROI ILT. We analyzed the MR sensor data with an ILT, mono-, and bi-exponential fits.

5.1.2 Agar Phantoms Experiment

We made 8 different agar-based phantoms with a variety of $T_2$ relaxation times. The exact protocol used to make the phantoms is detailed in a paper by Hattori, et. al. Note that we used 5% w/w Listerine instead of sodium azide in this particular batch of phantoms as the anti-microbial agent. The $T_2$ relaxation times of the agar phantoms were measured on both the MRI as well as on our MR sensor. We analyzed the MRI data with a ROI mono-exponential fit and the MR sensor data with a mono-exponential fit as well.

5.1.3 Results and Discussion

Figure 5-1 shows the $T_2$ decays of each sample on both the MRI and MR sensor.

ILT

The top row of Figure 5-2 shows the relaxogram of each sample with the regularization parameter chosen by the L-curve criterion. The MRI and MR sensor relaxograms are incredibly similar across all samples, except for the agar long and CuSO4 phantoms where the MRI relaxogram has higher
Figure 5-1: The $T_2$ relaxation decay of each sample for both MRI and our MR Sensor.
relaxation times. The optimal regularization parameter for the MR sensor and MRI data are very different – usually ~2 for the MR sensor data versus ~0.5 for the MRI data. It is both surprising and encouraging that the L-curve method was able to select optimal regularization parameters that, despite being so different, make the two relaxograms similar to each other.

The bottom two rows of Figure 5-2 shows the extracted parameters – peak position and peak AUC – of the ILT regularization parameter sweep for each sample. One of the overall trends is that more peaks are identified in the MR sensor data than the MRI data.

The biggest discrepancies in number of peaks identified occurs in the tissues – muscle, fat, and skin. The MR sensor relaxograms of the phantoms sometimes have one additional peak than the MRI relaxograms, but the extra peak usually has a small contribution to the signal (AUC < 15%).

We know that data from the MR sensor can encode more discrete exponentials because of the increased number of points on the curve and the fact that the points are closer together than in the MRI data. What is unknown is whether the increased number of peaks in the MR sensor relaxograms reflects an underlying reality of more compartmentation in the tissue or whether the peaks are simply an artifact of noisy data.

The flat region of these extracted parameter plots (i.e. where the greatest number of peaks occurs) represents under-smoothed and overfit relaxograms. We know that the peaks of these relaxograms are heavily impacted by noise in the signal and may not reflect true behavior of the measured protons. The fact that the tissues have a larger discrepancy in peaks than the phantoms suggests that perhaps the additional peaks do reflect the compartmentalization of the protons being measured.

**Multi-Exponential**

Figure 5-3 shows the mono-exponential fit results and Figure 5-4 shows the bi-exponential fit results for the MRI pixel-by-pixel, the MRI whole ROI signal, and the MR sensor. Table 5.1 summarizes the results of the MRI ROI versus MR sensor mono-exponential fits.

For the mono-exponential fits, the MR sensor relaxation time was within 10ms (and usually within 5ms) of the MRI results for all samples, except for the agar long and CuSO4 phantoms (the same two phantoms we noted were different in the ILT analysis). Skin also had a large error (18.0ms) between MRI mono-exponential and MR sensor mono-exponential results (see Table 5.1), but the error between MRI pixel-by-pixel and the MR sensor was minimal (<5ms) (see Figure 5-3). It was surprising that skin had a different MRI pixel-by-pixel and MRI ROI result.
Figure 5-2: The relaxograms of each sample for both MRI and MR Sensor (overlaid in a single graph). The top row shows relaxograms where the ILT was performed with the regularization parameter chosen by the L-curve criterion. The relaxograms are impressively similar between MRI and MR sensor across all samples, except for the agar long and CuSO4 phantoms. The bottom two rows show the extracted parameters of ILTs performed with a regularization parameter sweep. The MR Sensor ILTs tend to have more peaks than the MRI ILTs.
We analyzed the inherently multi-exponential samples with a bi-exponential fit (Figure 5-4) and the results were equally as promising. The MR sensor results match closely to the MRI pixel-by-pixel histogram. The MR sensor results match better with the pixel-by-pixel MRI histogram than the MRI average ROI results do. We hypothesize that the reason the MRI pixel-by-pixel and MRI ROI results do not always match well is that averaging many pixels together may lead to unwanted signal accumulation that would otherwise not exist when each pixel is analyzed separately.

Conclusions, Limitations, and Future Work

There was excellent correspondence between MRI and MR sensor measurements across all samples and all analysis methods, except for the agar long and CuSO4 phantoms. We hypothesize that this is because these two are the most liquid phantoms and therefore have the highest diffusion coefficients. The diffusion contribution is discussed in further detail in section 5.3.

We noted that the relaxation times were more similar between MRI and MR sensor than the AUCs. This might suggest that we should do EPG-based correction of our MRI signal and/or MR sensor signal. EPG-based corrections of stimulated echoes have been done on MRI data to improve accuracy of AUC estimations. To our knowledge, no one has done stimulated echo correction of single-voxel MR data.

Another layer of analysis that may have to be added to further improve the correspondence between MRI and MR sensor data is amplitude-weighting. Our MR sensor has a rapid drop-off in amplitude of its signal. Therefore, the data we measure is weighted by this amplitude profile. Contributions from tissue closer to coil are more heavily weighted in the signal than contributions from tissue further away. MRI data, on the other hand, does not have this weighting profile. To make MRI data correspond better to the MR sensor data, it may be necessary to apply an amplitude

<table>
<thead>
<tr>
<th>Sample</th>
<th>MR Sensor</th>
<th>MRI</th>
<th>T2 Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T2 (ms)</td>
<td>95% CI (ms)</td>
<td>r²</td>
</tr>
<tr>
<td>Agar Long</td>
<td>186.9</td>
<td>0.8</td>
<td>0.976</td>
</tr>
<tr>
<td>Agar Short</td>
<td>64.7</td>
<td>0.4</td>
<td>0.970</td>
</tr>
<tr>
<td>CuSO4 Phantom</td>
<td>34.4</td>
<td>0.1</td>
<td>0.994</td>
</tr>
<tr>
<td>Oil</td>
<td>124.3</td>
<td>0.8</td>
<td>0.960</td>
</tr>
<tr>
<td>Fat</td>
<td>84.6</td>
<td>0.5</td>
<td>0.976</td>
</tr>
<tr>
<td>Muscle</td>
<td>63.0</td>
<td>0.3</td>
<td>0.987</td>
</tr>
<tr>
<td>Skin</td>
<td>66.7</td>
<td>0.4</td>
<td>0.974</td>
</tr>
</tbody>
</table>

Table 5.1: Summary of the mono-exponential results of the MR Sensor and MRI.
Figure 5-3: The mono-exponential results of each sample for both MRI and MR sensor (overlaid in a single graph). The histogram shows the MRI pixel-by-pixel result, the black vertical line is the MRI ROI result, and the orange dotted line is the MR Sensor result.
Figure 5-4: The bi-exponential results of samples that are inherently multi-exponential for both MRI and MR sensor (overlaid in a single graph). The histogram shows the MRI pixel-by-pixel result, the black vertical line is the MRI ROI result, and the orange dotted line is the MR Sensor result.
weighting to pixels based on how far away they are from an imaginary coil (as if the sample were being placed on the MR sensor).

5.2 Agar Experiment

Figure 5-5 shows the $T_2$ relaxation times of the 8 agar phantoms on the MRI and MR sensor. There is a high correlation between the two values ($r^2=0.988$) which means that we can directly map $T_2$ values from the MRI to the MR sensor.

The MRI $T_2$ relaxation time values tended to be longer than those measured with the MR sensor. We note, however, that for the shorter agar phantoms (30-50ms), the relaxation times between MRI and MR sensor are nearly identical. This finding corroborates our hypothesis from the previous section that the reason the agar long and CuSO4 phantoms were not equal between the MRI and MR sensor is that they have higher diffusivities than the other samples. The diffusivity - or diffusion coefficient - of a material characterizes the mobility of its molecules. Solids have a lower diffusivity than liquids.

In this agar experiment, the higher the relaxation time of the agar phantom, the more the phantom tended towards a liquid state. The agar phantom with the highest relaxation time was barely a solid and nearly dissolved when it was touched. The more liquid the phantom, the higher its diffusivity.

When a sample with a large diffusivity coefficient is measured with a CPMG sequence within a field gradient, the measured $T_2$ relaxation time is reduced due to diffusion effects\textsuperscript{26,27}. The MR sensor has a field gradient and, as expected, the $T_2$ relaxation times measured on the MR sensor are shorter than those measured in the much more homogeneous MRI. Let us now explore the diffusion contribution to the $T_2$ signal as well as other contaminations.

5.3 Contamination of T2 Measurement

Pure $T_2$ Relaxation Time

A pure $T_2$ (or spin-spin) relaxation time measurement is a measure of how quickly the transverse component of the magnetization vector decays. The measurement captures the interaction of protons with one another in the system being measured. More mobile (liquid) protons have longer $T_2$ relaxation times, whereas less mobile (i.e. bound hydrogen) protons have short $T_2$ relaxation times.
Figure 5-5: The $T_2$ relaxation times of agar phantoms measured with MRI (x-axis) and the MR sensor (y-axis). The data were fit with a mono-exponential decay. There is a strong correlation between the MRI and MR sensor values ($r^2=0.988$) indicating that the results can be translated between the two sensors.

Pure $T_2$ measurement, unlike $T_1$, is largely field independent$^{113-115}$. It is extremely difficult to obtain a pure $T_2$ measurement, however. None of our MRI nor MR sensor measurements are expected to be a pure $T_2$ measurement. They are corrupted by both diffusion and stimulated echoes – which depend on $T_1$, $T_2$ and flip angle.

**Factors Contaminating Our $T_2$ Measurement**

The traditional gold-standard method for obtaining a $T_2$ relaxation measurement is a spin echo (SE) experiment performed in a homogenous magnetic field. A 90-degree pulse is applied, followed by a delay (TE), and then a 180-degree pulse and readout. This experiment obtains a single point on the $T_2$ decay curve. The experiment is then repeated as many times as desired with a different TE each time. It is necessary to wait for the longitudinal magnetization ($T_1$) to recover fully in between each experiment, which is time consuming and the reason that this method is rarely used.

Instead, a CPMG sequence is the more practical method for obtaining a $T_2$ relaxation measurement. In a CPMG sequence, the initial 90-degree pulse is followed by a train of 180-degree pulses with varying phases (called phase cycling). Signal is acquired after each 180-degree pulse and each
acquisition forms a point on the $T_2$-decay curve. The whole $T_2$ decay curve can be measured in a single experiment using a CPMG pulse sequence. Benefits of the CPMG sequence include both speed and reduction in diffusion effects in the signal because it utilizes shorter TE than in SE measurements. The problem is that a CPMG measurement also contaminates the signal with contributions - called stimulated echoes - from additional parameters.

**Stimulated Echoes**

Any time there are three or more pulses, stimulated echoes are created. A stimulated echo is a signal arising from spins that were previously in the z-plane and were flipped back to the transverse plane by a later pulse.

Since a CPMG sequence contains many sequential pulses, stimulated echoes are created. Stimulated echoes give the MR signal a boost that is often desirable in qualitative MRI imaging. Stimulated echoes create a problem, however, for quantitative applications because they are dependent on not just the $T_2$ relaxation time, but also on $T_1$ relaxation time and the $B_1$ flip angle. Since $T_1$ is field dependent, the effective $T_2$ measurement is contaminated by some $T_1$ signal, it is often reported that $T_2$ is field dependent.

Several researchers have developed extended phase graph (EPG)-methods of modeling these contributions to the CPMG signal and they are summarized by the following equation:

$$\begin{bmatrix}
M_1 \\
M_2 \\
\vdots \\
M_n
\end{bmatrix} = M_0 \cdot \sin(\alpha_{\text{excitation}}) \cdot PD \cdot EPT(n, TE, T_1, T_2, \alpha_1, \ldots, \alpha_n)$$

(5.1)

where $M_0$ is the longitudinal magnetization immediately after the excitation pulse $\alpha_{\text{excitation}}$, PD is the proton density, $n$ is the number of echoes in the CPMG echo train, and TE is the inter-echo spacing. The vector $M$ is the resulting decay.

Note that these stimulated echoes, and, particularly, the contribution from imperfect refocusing pulses, are also responsible for the alternating odd-even echo height behavior often seen in CPMG decay data.

**Diffusion**

The $T_2$ relaxation time that is measured through a CPMG sequence is actually a summation of multiple different relaxation mechanisms:
- **Bulk fluid relaxation** (affects both $T_1$ and $T_2$) – this is the intrinsic relaxation property of the fluid.

- **Diffusion in the presence of magnetic field gradients** (affects only $T_2$) – molecular diffusion through a field gradient leads to additional dephasing and an accompanying increase in the $T_2$ relaxation (i.e. $T_2$ relaxation times gets shorter).

- **Surface relaxation** (affects both $T_1$ and $T_2$) – occurs at fluid-solid interfaces. Surface relaxation does not play much of a role in biological data. Instead, biological data has compartmentalization of fluids in semi-permeable compartments (i.e. cells) leading to multi-exponential measurements. The Bloch-McConnel equations are one well-accepted model for describing this relaxation behavior.

These mechanisms can be summarized by the following relation, which is described in the NMR petrophysics literature:

$$\frac{1}{T_2} = \frac{1}{T_{2\text{bulk}}} + \frac{1}{T_{2\text{surface}}} + \frac{1}{T_{2\text{diffusion}}}$$

(5.2)

When the fluid is in a non-uniform magnetic field, the CPMG measurement is affected by field gradient, inter-echo spacing, and the fluid's diffusivity. The larger any of these parameters, the greater the reduction on the measured $T_2$ relaxation time. As a molecule diffuses within a field gradient, it moves into zones where the magnetic field is different and therefore the precession rate is different. This accelerates the existing dephasing processes occurring due to intrinsic $T_2$ relaxation.

The diffusion-induced $T_2$ relaxation time ($T_{2\text{diffusion}}$) is given by:

$$\frac{1}{T_{2\text{diffusion}}} = \frac{D(\gamma GTE)^2}{12}$$

(5.3)

where $D$ is the molecular diffusion coefficient, $\gamma$ is the gyromagnetic ratio of a proton, $G$ is the field-strength gradient (G/cm), and $TE$ is the inter-echo spacing of the CPMG sequence.

We can encode diffusion information in our $T_2$ measurements by repeating multiple CPMG measurements with varying echo times. The diffusion constant of the sample can be estimated through the relationship in Figure 5-6.
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Figure 5-6: Schematic illustrating that diffusion information can be encoded in a CPMG measurement by varying the pulse spacing (TE). The diffusion-induced decay is proportional to both the square of TE and the diffusion constant (D) of the sample. [Source: Freedman, et. al., 200427]

5.4 Conclusions

In conclusion, in this section we showed that it is possible to translate results between MRI and our MR sensor using a variety of analysis techniques. The most promising way to translate results between the two sensors is to analyze the MRI data with a pixel-by-pixel fitting and the MR sensor data with a multi-exponential fitting. We showed that the direct translation of $T_2$ relaxation times between MRI and our MR sensor breaks down for samples with a high diffusivity coefficient. This is because the MR sensor has a field gradient and molecules diffusing through a magnetic gradient experience additional dephasing. The measured relaxation time in these situations is a combination of both bulk relaxation and diffusion-induced relaxation, and the result is a faster $T_2$ relaxation time than would otherwise be measured in a homogeneous field.

Future Work

Future work could involve full modeling of both the stimulated echo effects and diffusion-weighting in our $T_2$ measurements across both MRI and MR sensor. We have not yet seen the EPG-based stimulated echo correction methods applied to data from a single-voxel MR sensor.
Implementation Notes

The code to analyze the phantom data can be found on this project's Github:

phantoms_tidyData_MRIvsMRsensorExperiment.m,
phantoms_analysis_MRIvsMRsensorExperiment.m, phants_tidyData_MRpixelbypixel.m,
phantoms_visualize_MRIvsMRsensorExperiment.m
Chapter 6

Dialysis Study: MR Sensor

This chapter presents the MR sensor portion of the dialysis study. The sensor hardware, measurement pulse sequences, and clinical set up are introduced. Specific methods for taking MR sensor measurements and analyzing the MR sensor data that were not already demonstrated in the MRI chapter are discussed here. MR sensor results are compared to bioimpedance and MRI values. Finally, a computational exploration to inform future MR sensor design specifications is performed.
6.1 MR Sensor Methodology

6.1.1 MR Sensor Hardware

The Cima Lab developed a custom single-sided MR sensor that can be placed against any part of the anatomy (Figure 6-1). The magnet has a 0.27 T main magnetic field \( (B_0) \) created by a unilateral Halbach design. 150 cuboidal neodymium iron boron (NdFeB, N52 grade) magnets (Viona Magnetics, New York, USA) were positioned across 5 slabs in a 5x6 grid within each slab. The magnets were anisotropic and magnetized in a particular orientation direction. The magnets were placed in the 5x6 grids with their magnetization orientations pointing in a different direction based on which slab they were in, as shown in Figures 6-2 and 6-3. The sensor measures approximately 3.5x3.5x6” and weighs approximately 12 pounds.

This arrangement of magnet orientations as well as the depressed position of the central slab created what is called a “sweet spot” region, a volume that has a uniform \( B_0 \) field strength that is parallel to the magnet surface. Our magnet’s “sweet spot” region has a saddle shape and is approximately 0.73 cm\(^3\) in volume at 0.27T field strength. The coil is a simple circular solenoid coil approximately 1cm in diameter tuned to 11.61 MHz. More about the sensor design can be read in Matthew Li’s doctoral thesis and paper.

6.1.2 MR Sensor Pulse Sequence

The \( T_2 \) relaxation time of the person’s upper calf was measured using a CPMG sequence. We connected the custom magnet to a Kea spectrometer and utilized Prospa software to run various pulse sequences (Magritek, Ltd.). The \( T_2 \) measurements were taken with a CPMG sequence with 8000 echoes, 65us echo time, 3 dummy echoes, 12us pulse length, 16 points per echo, 0.5us dwell time, 2000 kHz bandwidth, 800-3500ms inter-experimental delay, auto-phasing, 8 averages per measurement, and 11.61 Mz \( B_1 \) frequency. Hard 90- and 180-degree pulses were used and the following phase cycling was performed:

\[
\text{Phase Cycling} = \begin{bmatrix} -x & +x & -x & +x & : & 90\text{-degree phase} \\ -y & +y & -y & +y & : & 180\text{-degree phase} \\ -x & +x & -x & +x & & \text{Acquire phase} \end{bmatrix} \tag{6.1}
\]

8 averages were taken per measurement, and 3-10 measurements per time point that were then averaged together in the post-processing analysis.
Figure 6-1: A photo of the Cima Lab's custom MR sensor with a US Quarter for scale.
Figure 6-2: A schematic of the linear Halbach magnet arrangement used in our MR sensor. The 5 magnets create a net $B_0$ magnetic field that is parallel to the surface of the magnet. The solenoid coil creates a $B_1$ field that is perpendicular to the surface of the magnet.

Figure 6-3: (A) A computer model of the cuboidal magnet arrangements and their respective orientations in the sensor. (B) A photo of our MR sensor with the 5 inner slabs visible and their magnetization direction shown by arrows. (C) A simulation of our sensor's field map. [Figures courtesy Matt Li]
6.1.3 MR Sensor Set-up in the Hospital

The single-sided MR sensor was mounted on an extendable platform of a custom aluminum-frame cart. The platform could extend onto the hospital bed’s surface to make it more comfortable for the subject (see Figure 6-4). We aimed to put the sensor’s coil at the same position as the MRI localizer capsule so that the same location could be measured on both the MRI and MR sensor. The sensor measured approximately 4-6mm into the leg. We used aluminum plates underneath a subject’s leg to raise their leg if their leg was small so that the right portion of the calf reached the coil.

It was important to get good contact between the subject’s leg and the metal platform to which all electronics were grounded. Lack of grounding caused noise levels to increase dramatically. The hospital rooms often had higher noise levels than the MIT laboratory. Strategies that helped reduce noise levels included plugging the electronics into a different outlet or unplugging telemetry equipment (blood pressure, EKG, etc.) that was attached to the patient for the duration of the sensor measurement.

6.1.4 MR Sensor Data Analysis

The $T_2$ decays from each time point were averaged together using a straight-averaging technique. The first point was deleted from the averaged decay. The decay signal was fit to a three-exponential decay based on what was learned through the MRI pixel-by-pixel results. The MR sensor’s signal contains mostly subcutaneous tissue and some muscular tissue. The MRI results found that the subcutaneous tissue and muscular tissue, when analyzed together, have 3 distinct peaks (see Figure 6-5). The first peak (~40ms) contains signal from both the muscular and subcutaneous tissue. The second peak (~70-170ms) contains signal almost exclusively from the muscular tissue. The third peak (~200-250ms) contains signal almost exclusively from the subcutaneous tissue.

The phantom studies showed that the pixel-by-pixel MRI results line up well with multi-exponential MR sensor results. We therefore forced the MR sensor data to fit to a 3-exponential decay where the first exponential was fixed at 40ms, the third exponential was fixed at 250ms and all other parameters were allowed to float:

$$
3\text{-Exponential Model} = Amp_1 e^{-\frac{\text{time}}{40\text{ms}}} + Amp_2 e^{-\frac{\text{time}}{T_2\text{ Relaxation Time}}} + Amp_3 e^{-\frac{\text{time}}{250\text{ms}}} \quad (6.2)
$$

The starting values used for the fit were [9, 5, 7, 100] for each of the amplitudes and relaxation
Figure 6-4: Photos of the MR sensor and custom cart in use at the MGH Dialysis Clinic.
times, respectively. The lower and upper limits for the fittings were set to 0 and infinity, respectively, for the amplitudes and 40 and 250 for relaxation time 2. We used a non-linear least squares fitting method with a Trust-Region algorithm to perform the fits using the Matlab 2017a software (Mathworks, Inc., Natick, MA).

The relative amplitudes were calculated by dividing the absolute amplitude values by the sum of all amplitude values.

\[
\text{Relative Amplitude } 2 = \frac{Amp_2}{Amp_1 + Amp_2 + Amp_3} \times 100\% \quad (6.3)
\]

The second type of analysis we performed on the MR sensor data involved performing an ILT. We performed an ILT sweep with a range of regularization parameters from le-5 to 2. We also performed an ILT with the regularization parameter chosen by the L-curve criterion.

### 6.2 Results and Discussion

#### 6.2.1 3-Exponential Analysis

The free-floating relaxation time 2 was fit to values between 80-130ms, which is in the 70-170ms that we expected based on the MRI data.

The relative amplitude 2 values are shown in Figure 6-7 for AM and PM time points. The values and the changes between AM and PM values are summarized in Table 6.1.

Relative amplitude 2 decreases in dialysis patients after fluid is removed. Relative amplitude 2 does not change significantly in healthy controls. The change in relative amplitude 2 between healthy controls and dialysis patients is statistically significant (p=0.0196). We hypothesize that relative amplitude 2 corresponds to the amount of extracellular fluid in the muscular tissue based on reported literature values (see Section 4.2.4). The relative amount of extracellular fluid decreases after dialysis in MRI data and the same decrease occurs in our MR sensor data.

The AM relative amplitude 2 values are not statistically significant between healthy controls and dialysis patients. They are statistically different in the MRI bi-exponential whole leg and MRI bi-exponential muscular tissue results. We hypothesize the reason that the AM MR sensor results are not statistically different has to do with the limitations of looking at relative amplitudes. The sum of relative amplitudes 1, 2 and 3 must equal 100%. When relative amplitude 2 decreases, we do not know if that is due to (1) a true decrease in the number of protons within that environment,
Figure 6-5: MRI pixel-by-pixel 2-exponential fit results for subcutaneous and muscular tissue. There are 3 distinct humps when these two tissues are analyzed together. We applied a 3-exponential decay model to the MR sensor data where the first and third relaxation times were fixed at the values identified in the MRI data. All other components of the 3-exponential fit were allowed to float. We learned from our phantom studies that the pixel-by-pixel MRI results lined up well with mutli-exponential MR sensor results.
(2) an increase in amplitudes 1 or 3, or (3) a combination of those effects.

We expect that component 3 is associated with the subcutaneous tissue. Indeed, Figure 6-6 shows that there is a positive correlation between relative amplitude 3 and skin-subcutaneous tissue thickness ($r^2 = 0.67$).

Ideally, component 1 would take all the compensation necessary such that component 3 would be purely related to the subcutaneous tissue and component 2 would be purely related to the muscular tissue. We know that this is not how non-linear least squares works, however. Our non-linear least squares fits 6 possible parameters, and it is not always clear how it chooses to compensate for changes in one parameter across all the others. A relationship between tissue thickness in relative amplitude 3 also affects relative amplitude 2 values since the sum of all relative amplitudes must equal 100%.

Despite the limitations of looking at relative amplitude values, it is still preferable to looking at absolute amplitude values. The SNR of scans can vary drastically from one measurement to another, which means that a decrease in amplitude could be due to either a true decrease in proton volume or simply a higher noise level. Unless noise values are tightly controlled, relative amplitude is the best way to analyze amplitude data.

Figure 6-8 shows the relationship between changes in relative amplitude 2 and changes in the calf bioimpedance’s Ro values. Ro is thought to represent fluid in the extracellular space. There is a positive correlation between the two values ($r^2 = 0.53$). This corroborates our hypothesis that relative amplitude 2 represents fluid in the extracellular space.

Figure 6-9 shows the relationship between the MR sensor’s change in relative amplitude 2 values and those of the MRI muscular tissue. There is a positive correlation between the two values ($r^2 = 0.405$). Figure 6-10 shows the relationship between the MR sensor’s change in relative amplitude 2 and those of the MRI for a $0.5cm^3$ voxel in the lateral muscle group. The lateral muscle group is the location where MR sensor measurements are made.

### 6.3 Necessary ROI Size to Separate Fluid Overload Patients from Healthy Controls

Our current MR sensor was able to distinguish healthy controls from dialysis patients based on the AM-to-PM changes in their leg measurements. It was not, however, able to distinguish the two populations from each other with a single time point measurement. Our goal is ultimately to take
Figure 6-6: Relative Amplitude 3 or the AM MRI scan versus total thickness of skin and subcutaneous tissue for each subject. There is a positive correlation ($r^2 = 0.672$) between relative amplitude 3 of the MR sensor data and the skin-subcutaneous tissue thickness of the subject. Variable subcutaneous thickness might be one of the reasons why the MR sensor’s AM values are not statistically different between healthy controls and dialysis patients like they were in the MRI data.
<table>
<thead>
<tr>
<th>Subject</th>
<th>AM Amp 2 (%)</th>
<th>PM Amp 2 (%)</th>
<th>Change in Amp 2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC01</td>
<td>36.0</td>
<td>33.9</td>
<td>-2.1</td>
</tr>
<tr>
<td>HC01b</td>
<td>34.7</td>
<td>35.7</td>
<td>1.0</td>
</tr>
<tr>
<td>HC02</td>
<td>32.2</td>
<td>32.2</td>
<td>0</td>
</tr>
<tr>
<td>HC03</td>
<td>36.3</td>
<td>37.6</td>
<td>1.3</td>
</tr>
<tr>
<td>HC04</td>
<td>29.5</td>
<td>30.2</td>
<td>0.7</td>
</tr>
<tr>
<td>HC05</td>
<td>35.6</td>
<td>33.9</td>
<td>-1.7</td>
</tr>
<tr>
<td>HC06</td>
<td>32.0</td>
<td>34.3</td>
<td>2.3</td>
</tr>
<tr>
<td>HDMRI01</td>
<td>41.3</td>
<td>43.1</td>
<td>1.8</td>
</tr>
<tr>
<td>HDMRI01b</td>
<td>45.1</td>
<td>40.3</td>
<td>-4.8</td>
</tr>
<tr>
<td>HDMRI02</td>
<td>33.1</td>
<td>27.9</td>
<td>-5.1</td>
</tr>
<tr>
<td>HDMRI02b</td>
<td>30.9</td>
<td>30.7</td>
<td>-0.3</td>
</tr>
<tr>
<td>HDMRI03</td>
<td>35.9</td>
<td>29.0</td>
<td>-7.0</td>
</tr>
<tr>
<td>HDMRI04b</td>
<td>21.0</td>
<td>13.0</td>
<td>-8.1</td>
</tr>
<tr>
<td>HDMRI05</td>
<td>25.1</td>
<td>22.3</td>
<td>-2.8</td>
</tr>
</tbody>
</table>

**HC VS HD t-test, p-value**

|                | 0.8772 | 0.2804 | 0.0196* |

Table 6.1: Summary of relative amplitude 2 values and AM-to-PM changes of the MR sensor. Negative change values indicate that the PM value decreased compared to the AM value. Positive change values indicate that the PM value increased compared to the AM value. Dialysis patients’ relative amplitudes decreased, whereas those of healthy controls did not do so consistently. * indicates p-value < 0.05.
Figure 6-7: MR Sensor Relative Amplitude 2 Results. The relative amplitude 2 values of healthy controls (empty circles) and dialysis patients (shaded triangles) in the AM and PM with the MR sensor data. Dialysis patients had a decrease in relative amplitude 2 after dialysis, whereas healthy controls stayed approximately the same. The AM-to-PM change when comparing HCs and HDs is statistically significant (p=0.0196).
Figure 6-8: MR sensor versus calf bioimpedance results. There is a positive correlation between changes in the MR sensor’s relative amplitude 2 and changes in the leg bioimpedance’s Ro values. Ro represents fluid in the extracellular space, which corroborates the hypothesis that fluid is pulled from the extracellular muscular tissue space during dialysis.

Figure 6-9: MRI All Muscle vs MR Sensor Results. There is a positive correlation between relative amplitude 2 changes in the MRI data of muscular tissue and MR sensor data ($r^2 = 0.4053$). HD01 does not fit into the correlation well ($r^2 = 0.1842$ when HD01 is included). This may be because the MR sensor was not able to measure deep enough to get signal from the muscular tissue since this patient had both thick subcutaneous tissue and perifascial fluid deposits between the subcutaneous and muscular tissue.
Figure 6-10: MRI Lateral Voxel 2 vs MR Sensor Results. There is a positive correlation between relative amplitude 2 changes in the MRI data of a voxel in the lateral muscle group and MR sensor data ($r^2=0.351$). The lateral muscle group is the location where the MR sensor measurements were made.

a single measurement to quantify a patient’s fluid overload. Our MRI measurements were able to do this. We hypothesize that the reason our MR sensor was not able to do so is that it does not measure enough muscular tissue. In this section, we explore the minimum size that the MR sensor’s measurement region ultimately needs to be to distinguish healthy from volume overloaded patients with a single measurement.

From the sub-muscle group results of Section 4.3.2, we knew that the lateral and anterior muscle groups were the most sensitive regions for our measurement. We therefore drew small ROIs within these anatomical regions to see how small we could make the measurement region and still reach the same conclusions.

Methods

We drew the following ROIs (10x10x5mm square regions unless otherwise specified) on the first slice of each MRI scan:

- **Voxel Lateral 1**: ROI from the surface of the skin inward into the lateral muscle group (includes subcutaneous and muscular tissue)
- **Voxel Lateral 2**: ROI purely in the muscular region of the lateral muscle group (as close to
the skin as possible)

- **Voxel Anterior 1**: ROI from the surface of the skin inward into the anterior muscle group (includes subcutaneous and muscular tissue)

- **Voxel Anterior 2**: ROI purely in the muscular region of the anterior muscle group (as close to skin as possible)

- **Leg Sensor ROI**: ROI located at the localizing marker, approximately 10x6x5mm in size on all four slices of the scan. Usually located within the lateral muscle group, but occasionally the marker was placed low in the soleus muscle or high at the border between the lateral and anterior muscle groups. This ROI is slightly larger than the true MR sensor measurement voxel.

The ROIs are shown in Figure 6-11. We analyzed the $T_2$ decay of the average signal from each of these ROIs with a bi-exponential fit.

### Results

The results for each ROI are summarized in Table 6.2.

The results of the ROI corresponding to the region that our MR sensor measures are not statistically
significant across any measurement parameter when comparing healthy and dialysis patients.

The relative amplitudes 2 of the lateral voxels are not statistically significant for either the AM values or AM-to-PM change between HC and HD subjects when the voxel includes both subcutaneous and muscular tissue (lateral 1). The lateral voxel is statistically different for both AM and AM-to-PM measurements when it is a voxel of pure muscular tissue (lateral 2).

The anterior voxels have a similar pattern but both anterior 1 (subcutaneous and muscular tissue) and anterior 2 (purely muscular tissue) have statistically different AM-to-PM changes between HC and HD subjects. Only the pure muscular tissue voxel (anterior 2) has statistically significant differences in the AM value.

**Discussion and Conclusion**

We drew small ROIs on our MRI images to explore the necessary voxel size a future sensor would need to have in order to distinguish between healthy versus dialysis patients with a single time point measurement.

It was reassuring that the MRI data is also not able to separate healthy versus dialysis patients with a single measurement if the small ROI contains both subcutaneous and muscular tissue.

A 0.5cm³ pure muscle voxel in both the anterior and lateral muscle groups is enough to distinguish healthy versus dialysis patients in the AM time point. This is encouraging because the anterior and lateral muscle groups are also two of the easiest to access. The subcutaneous tissue in the anterior region is typically the thinnest of anywhere in the leg, which allows easier access to the muscle.

This experiment illustrates that our current MR sensor’s voxel size is acceptable and does not have to be larger. It simply needs to measure deeper into the leg so that the voxel contains more muscle and less subcutaneous tissue contribution.

**A future sensor design** should be designed to measure a sensitive region further away from the RF coil so that more muscle is measured. It may be possible to achieve this with the current sensor design by tuning the RF coil off-resonance so that it excites protons that are further away from the coil. The number of excited protons will be smaller with the off-resonance tuning, but sweeping through several off-resonance frequencies and aggregating the measurements may allow a sufficient amount of signal from the muscle to be captured.
Limitations

One of the limitations of doing this small voxel analysis on the MRI data is that the MRI data cannot be fit by more than 2 exponentials. Yet we know that there are at least three exponentials when there is both subcutaneous and muscular tissue in a voxel. This may be the reason that nearly all of the MRI voxels that contained both muscle and subcutaneous tissue in this section failed to produce statistically significant results: we were fitting a decay that contained 3-exponentials to a bi-exponential model.

We expect to achieve better results if the same measurement is taken with a greater number of points and analyzed with a 3-exponential model. That is the case when we compare our MR sensor results (8,000 points and 3-exponential fit: the change in amplitude 2 is statistically significant when comparing healthy and dialysis patients) to the MRI leg sensor ROI results (32 points and bi-exponential fit: none of the parameters are statistically significant when comparing healthy and dialysis patients).

Nevertheless, performing this MRI ROI analysis is still a useful benchmark to inform future sensor design.

6.4 ILT Analysis

6.4.1 Individual Subjects

The AM and PM relaxograms for each subject with a small regularization parameter are shown in Figure 6-13 and with the regularization parameter determined by the L-curve criterion in Figure 6-12.

In the small regularization parameter relaxograms, there are between 3 and 4 peaks in a single subject. It can be hard to match which AM peak corresponds to which PM peak, particularly when there are not the same number of peaks in the morning and afternoon measurements. For example, in HDMRI05's plot in Figure 6-13, there are three peaks in the AM relaxogram and four peaks in the PM one. Depending on how one matches those up and chooses to ignore either the first or last PM peak, the peak locations either increase or decrease after dialysis.

In the L-curve criterion relaxograms on Figure 6-12, there is generally one peak, though occasionally a second one is visible. There does not seem to be patterns in these L-curve method relaxograms.

The results of the regularization parameter sweep are show in Figure 6-14. The peak positions
MRI Small ROI Exploration

<table>
<thead>
<tr>
<th></th>
<th>Relaxation Time 1 (ms)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM (ms)</td>
<td>PM (ms)</td>
<td>Change (%)</td>
<td></td>
</tr>
<tr>
<td>Voxel Lateral 1</td>
<td>0.190</td>
<td>0.267</td>
<td>0.284</td>
<td></td>
</tr>
<tr>
<td>Voxel Lateral 2</td>
<td>0.137</td>
<td>0.543</td>
<td>0.0541</td>
<td></td>
</tr>
<tr>
<td>Voxel Anterior 1</td>
<td>0.112</td>
<td>0.994</td>
<td>0.230</td>
<td></td>
</tr>
<tr>
<td>Voxel Anterior 2</td>
<td>0.0021*</td>
<td>0.016*</td>
<td>0.0542</td>
<td></td>
</tr>
<tr>
<td>Leg Sensor ROI</td>
<td>0.325</td>
<td>0.271</td>
<td>0.727</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Relaxation Time 2 (ms)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM (ms)</td>
<td>PM (ms)</td>
<td>Change (%)</td>
<td></td>
</tr>
<tr>
<td>Voxel Lateral 1</td>
<td>0.807</td>
<td>0.371</td>
<td>0.860</td>
<td></td>
</tr>
<tr>
<td>Voxel Lateral 2</td>
<td>0.571</td>
<td>0.487</td>
<td>0.678</td>
<td></td>
</tr>
<tr>
<td>Voxel Anterior 1</td>
<td>0.648</td>
<td>0.326</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>Voxel Anterior 2</td>
<td>0.0770</td>
<td>0.00692*</td>
<td>0.332</td>
<td></td>
</tr>
<tr>
<td>Leg Sensor ROI</td>
<td>0.341</td>
<td>0.391</td>
<td>0.333</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Relative Amplitude 2 (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM (%)</td>
<td>PM (%)</td>
<td>Change (%)</td>
<td></td>
</tr>
<tr>
<td>Voxel Lateral 1</td>
<td>0.310</td>
<td>0.130</td>
<td>0.125</td>
<td></td>
</tr>
<tr>
<td>Voxel Lateral 2</td>
<td>0.02*</td>
<td>0.104</td>
<td>0.021*</td>
<td></td>
</tr>
<tr>
<td>Voxel Anterior 1</td>
<td>0.082</td>
<td>0.498</td>
<td>0.0308*</td>
<td></td>
</tr>
<tr>
<td>Voxel Anterior 2</td>
<td>0.027*</td>
<td>0.191</td>
<td>0.0239*</td>
<td></td>
</tr>
<tr>
<td>Leg Sensor ROI</td>
<td>0.277</td>
<td>0.458</td>
<td>0.434</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Exploration of size and location for future MR sensor design. Several small ROIs were drawn in the lateral and anterior muscle groups of the MRI calf scans to determine the optimal measurement location for a future MR sensor. The p-values from t-tests comparing values of healthy controls versus dialysis patients are summarized for relaxation time 1, relaxation time 2, and relative amplitude 2. * signifies a p-value < 0.05.
Figure 6-12: The L-curve method relaxogram results for each subject. The AM and PM relaxograms for each subject are overlaid on a single plot.

and peak AUCs vary considerably. There does not seem to be a pattern that all healthy controls fit.

There seems to be a tradeoff between the longest relaxation time decreasing, and the associated AUC decreasing, and vice versa. Several of the dialysis patients have relaxograms that shift leftward toward lower relaxation times after dialysis, but not all of the patients do.

There are no clear patterns that emerge from either the L-curve criterion plots, the small regularization parameter plots, or the regularization parameter sweep. In conclusion, the ILT algorithm was not a good method for analyzing the MR sensor data of individual subjects. The ILT results highlight the need for understanding the underlying model in our biological data. We know that overfit, undersmoothed (small regularization parameters) relaxograms are dominated by the effects of noise in the data and that seems to be happening in our MR sensor results.
Figure 6-13: The relaxogram results for each subject with the ILT performed using a very small regularization parameter. The AM and PM relaxograms for each subject are overlaid on a single plot.
Figure 6-14: The extracted relaxogram parameters (peak position and peak AUC) for each subject resulting from performing an ILT sweep with regularization parameters ranging from 1e-5 to 2. The AM parameters are shown as a filled in circle and the PM parameters are shown by an empty triangle.
6.4.2 Group Averages

The ILT analysis of the average healthy control and average dialysis patient groups were a more fruitful analysis than that of individual subjects. The relaxograms of the average healthy control and dialysis patient populations are shown in Figures 6-15 and 6-16. Figure 6-15 plots the AM and PM values together on a single plot and Figure 6-16 plots HC and HD values together on a single plot for easy comparison.

Healthy controls have three peaks whereas dialysis patients have four in their relaxogram. The three longer out of four total peaks in dialysis patients’ relaxogram match up to the three peaks of healthy controls. It is the initial (shortest, 10-20ms) peak of dialysis patients that does not have a healthy control counterpart.

AM versus PM

From Figure 6-15 A and B we see that both healthy controls and dialysis patients have a leftward shift in the position of the last (longest, ~300ms) peak between AM and PM scans. Dialysis patients have both a larger leftward shift and also a leftward shift in the third peak (~100ms). The L-curve criterion relaxograms (Figure 6-15 C and D) look similar between AM and PM time points, except that dialysis patients have a long tail that extends past the healthy controls’ relaxogram on the right. The relaxogram of dialysis patients is a single hump with a long tail, whereas the relaxogram of healthy controls has two distinguishable humps. After dialysis, that right tail disappears and the relaxogram of healthy control and dialysis patients looks nearly identical. They both end at a similar right boundary and both have two humps.

These results are consistent with our hypotheses that fluid overloaded subjects have longer relaxation times and that free fluid removal during dialysis would cause a decrease in the longer $T_2$ relaxation times.

Healthy Controls versus Dialysis Patients

From Figure 6-16 we see that all peaks of dialysis patients are longer than those of healthy controls in the AM scan. After dialysis, dialysis patients look almost identical to healthy controls both in the relaxogram with the small regularization parameter and the one with L-curve regularization parameter.

Regularization Parameter Sweep

Figure 6-17 shows the extracted parameters of the ILTs resulting from a regularization parameter sweep (from 1e-5 to 2). We see that the extracted parameters are stable across all regularization
Figure 6-15: The relaxogram results for the HC and HD groups. The AM and PM relaxograms for each group are overlaid on a single plot. Subplots (A)-(B) show relaxograms with a small regularization parameter and subplots (C)-(D) show relaxograms with the regularization parameter chosen by the L-curve criterion.
Figure 6-16: The relaxogram results for the HC and HD groups. The HC and HD relaxograms are overlaid on a single plot so that the values of these two groups can be easily compared. Subplots (A)-(B) show relaxograms with a small regularization parameter and subplots (C)-(D) show relaxograms with the regularization parameter chosen by the L-curve criterion.
parameters from 1e-5 to 0.1, after which certain peaks disappear and the peak locations and peak AUCs vary. Healthy controls have three peaks until the regularization parameter becomes 0.1, after which they only have two, and then eventually one peak. Dialysis patients have four peaks until the regularization parameter becomes 0.1, after which they only have two, and then eventually one peak. The fourth peak that exists for dialysis patients is a short (~20ms) peak that represents only 2% of the signal.

We see that across all regularization parameters, all peak positions for healthy controls decrease in the PM measurement compared to AM. The peak AUCs of the two longer (~100ms and ~275ms) peaks increases slightly (about 2%) and the peak AUC of the shortest (~40ms) peak decreases (about 4%). The AUCs of all peaks must sum to 100%, so whatever happens in two peaks must be accounted for in the AUC of the final peak.

For dialysis patients, the peak position of the two longer peaks (~100ms and ~275ms) across all regularization parameters decreases after dialysis. The peak position decreases in dialysis patients are larger than the decreases seen in healthy controls. The peak AUC of longest peak (~275ms) increases after dialysis by approximately 10%. The peak AUC of the remaining peaks decreases.

Conclusion

In conclusion, these group average relaxogram results support our hypothesis that dialysis (fluid overloaded) patients have a higher relaxation times than healthy controls and that the relaxation times decrease in response to fluid removal during dialysis. Furthermore, one of the benefits of the ILT approach is that it does not require us to specify a pre-determined model to apply to the data. We saw in the regularization parameter sweep that our conclusions hold independently of our choice of regularization parameter. However, the ILT results for peak AUC go counter to what we observed in the multi-exponential analyses and what we expect to happen. We expected the AUC associated with longer relaxation times to decrease in response to dialysis. While most of the dialysis patients' peak AUCs did decrease, the AUC associated with the longest peak (~275ms) increased considerably. It is also confusing that the peak AUCs of the healthy controls increased.

We conclude that while the ILT holds promise as an analysis method, it must be further optimized and tuned for our application before its results can be utilized.
Figure 6-17: The extracted relaxogram parameters (peak position and peak AUC) for the HC and HD groups resulting from performing an ILT sweep with regularization parameters ranging from $1e^{-5}$ to 2. The AM parameters are shown as a filled in circle and the PM parameters are shown by an empty triangle.
Chapter 7

Conclusions

The goal of this doctoral work was to harness the diagnostic potential of quantitative MRI using portable MR sensors. Specifically, we explored the ability of bedside MR sensors to quantify fluid overload. Here is a summary of the conclusions from this work.

Dialysis Study: Overview

We conducted a clinical study with 7 dialysis patients (n=7, n=5 unique individuals, mean age 55.1±10.3 years) and 7 age-matched healthy controls (n=6 unique individuals, mean age 54.2±4.9 years). Subjects had quantitative $T_2$ measurements taken of their upper calves with both an MRI as well as the Cima Lab’s custom MR sensor both before and after dialysis (or before and after 4 hours of bedrest in the case of healthy controls). We chose to work with ESRD patients treated with hemodialysis (HD) because they experienced large fluid losses in a short period of time, which enabled us to take measurements in the same day of the same person at two different fluid states.

Dialysis Study: MRI Results

We learned a lot about how fluid physiology shows up in MR signal through the MRI portion of the Dialysis Study. We analyzed the quantitative $T_2$ MRI data with a bi-exponential fit of each individual pixel, with a bi-exponential fit of entire regions of interest (ROIs), and with an inverse Laplace transform (ILT) of entire ROIs. Across all these analysis methods, we learned that the parameter in the lower leg that is most sensitive to changes occurring during dialysis is component 2 of the muscular tissue. Component 2 (relaxation time 2 and amplitude 2) correspond to the extracellular fluid. There are almost no changes in subcutaneous tissue in response to a single
dialysis treatment.

In the pixel-by-pixel bi-exponential fit results, all dialysis patients had elevated relative amplitudes of the extracellular fluid component of the muscular tissue. This means that the relative volume of extracellular fluid was larger in HD patients compared to healthy controls (p=0.0019). The relative volume of extracellular fluid decreased after dialysis, such that HD patients’ relative amplitude values were closer to those of healthy controls (HC vs HD relative volume shift, p=0.0026). The most fluid-overloaded HD patients had elevated $T_2$ relaxation times in their muscular tissue. There were two healthy controls who seemed to become dehydrated between their AM and PM MRIs measurements. These dehydrated and hypovolemic patients had decreased relative amplitude values. This incidental finding suggests that dehydrated patients lose extracellular fluid volume, though our study was not specifically designed to detect dehydration.

From these results, we conclude that the first sign of fluid overload is increased relative amplitude of the long component (corresponds to expansion of the extracellular fluid space). After a certain amount of fluid accumulates, the relaxation time of the long component starts to increase as well (molecular environment of the extracellular fluid space becomes closer in mobility to free-fluid). Importantly, both of these MR findings occur before any signs of lower extremity edema is detectable on physical exam.

Since the pixel-by-pixel fitting is a type of analysis that is not possible to do with a single-voxel sensor, the next step was to analyze the MRI data in a manner more similar to what would be done with MR sensor data. We averaged pixels from entire ROIs together and applied bi-exponential fits to the entire averaged signal. We first did this on signal from the muscular tissue since that was the tissue with the greatest sensitivity to changes due to dialysis in the pixel-by-pixel results.

The muscular tissue’s relative amplitude $2$ values were significantly higher in HDs than in HCs before dialysis (p=0.0021). The relative amplitude values became less significantly different between HD and HC subjects after dialysis (p=0.0209). The AM-to-PM change in relative amplitude $2$ was very significantly different between HD and HC subjects (p=7.7e-4). These results, again, suggest that the relative volume of extracellular fluid in the muscle is expanded in dialysis patients and then decreases after dialysis.

Specifically, the lateral and anterior muscle groups had the greatest sensitivity to detecting HD versus HC subjects out of all the muscle groups. This finding was fortuitous since the lateral and anterior muscle groups are also two of the most superficial muscles, making them easier to measure with a single-sided sensor.
Next, having seen that we could reach the same conclusions by averaging all muscle pixels together as by analyzing each of them separately, we performed a bi-exponential fit on the average of all pixels in the leg. The results of the whole leg were similar to those of just the muscular tissue. The relative amplitude values were significantly higher in HD patients than HCs at the AM measurement \((p=0.0168)\) and then decreased such that they were no longer statistically different after dialysis \((p=0.0746)\). The AM-to-PM change in relative amplitude was statistically difference between HC and HD subjects \((p=0.0203)\). The results of the whole-leg ROI analysis are important because this is a type of analysis that can be done with a single-voxel sensor.

**Phantom Studies**

We performed experiments on multiple phantoms and ex-vivo tissue samples to learn how to translate relaxometry results from MRI to an MR sensor. We found that there was good correspondence between MRI and MR sensor results across all samples, except for phantoms with a large diffusivity coefficient. The phantoms with large diffusivities had relaxation times that were lower in the MR sensor than in the MRI. Since the MR sensor has a magnetic field gradient, the \(T_2\) measurements taken with a CPMG sequence will have accelerated dephasing due to diffusion in the presence of a gradient.

The L-curve method relaxograms for MRI and the MR sensor were impressively similar despite the L-curve method selecting very different regularization parameters for the MRI versus MR sensor data. There was also very good correspondence between MRI pixel-by-pixel multi-exponential results and MR sensor multi-exponential results. We utilized this conclusion to develop a model with which to analyze the MR sensor data based on our learnings from the MRI pixel-by-pixel results.

**Dialysis Study: MR Results**

We used the results from the MRI pixel-by-pixel analysis to develop a 3-exponential model with which to analyze our MR sensor data. Both muscular and subcutaneous tissues have two peaks – the first of which corresponded to intracellular fluid and overlaps between the two tissue types. The second muscular tissue peak occurs around 70-170ms and the second subcutaneous tissue peak occurs around 200-250ms.

A voxel containing both muscular and subcutaneous tissue has three peaks (40ms, 70-170ms, 200-250ms). We therefore fit the MR sensor data – which measured through the subcutaneous tissue...
to get to the muscle – with a forced 3-exponential decay. The relaxation time of the first exponential was fixed at 40ms, the third exponential was fixed at 250ms, and all the other parameters were allowed to float. The middle free-floating relaxation time (associated with extracellular fluid in the muscular tissue) was fit to values between 80-130ms, which is what we expected, and provided confirmation that our model was working as expected.

The change in the relative amplitude 2 (relative fraction of extracellular fluid of the muscular tissue) from AM to PM measurements was statistically different between HC and HD subjects (p=0.0196). This shows that our MR sensor is capable of detecting fluid changes related to dialysis.

There was a correlation between relative amplitude 2 changes and extracellular fluid changes measured by leg bioimpedance ($r^2=0.53$). This strengthens our hypothesis that amplitude 2 is related to extracellular fluid volume.

The AM relative amplitude 2 value was not statistically different between HC and HD subjects like we had seen in the MRI results. This shows that our MR sensor is not yet capable of identifying HC versus HD patients with a measurement at a single time point. This capability is our ultimate goal.

We hypothesize that the reason for the lack of statistical significance has to do with the limitations of looking at relative amplitude. The sum of relative amplitudes 1, 2 and 3 must equal 100%. When relative amplitude 2 decreases, we do not know if that is due to (1) a true decrease in the number of protons within that environment, (2) an increase in amplitudes 1 or 3, or (3) a combination of those effects. There is a correlation between relative amplitude 3 (associated with subcutaneous tissue) and the subcutaneous tissue thickness ($r^2=0.67$). The thicker the subcutaneous tissue, the larger relative amplitude 3. When there is a correlation in one parameter, it is not clear how the NLLS algorithm compensates across the other parameters. Since relative amplitude 3 is correlated to the subcutaneous tissue thickness, we expect that relative amplitude 2 is also affected by subcutaneous tissue due to compensations made by the algorithm. Measuring more muscle tissue with the MR sensor we expect will fix the lack of significance issue.

We did a study to see how large our MR sensor measurement region would have to be to be able to identify HC versus HD patients with a single measurement. We determined that a sensor that can measure $0.5cm^3$ of muscle in either the lateral or anterior muscle groups would be sufficient to do so. This result can inform future sensor design specifications.

We analyzed our MR sensor data with an ILT, but this analysis method was not very effective. We believe the ILT could hold promise if more work is done to tune it for our application. Nevertheless,
our ILT analyses were fruitful in the sense that we developed an analysis method that enables us to draw conclusions about changes in relaxograms that are independent of the choice of regularization parameter.

**Putting It All Together**

The results illustrate that it is possible to translate relaxometry insights from an MRI to a portable, bedside MR sensor for both phantom and human data. We also discovered how various fluid balance states (dehydration, slight fluid overload, more extreme fluid overload) appear in MR data. Importantly, we were able to detect fluid overload using MR before any signs of lower-extremity edema were detectable on physical exam.

The MRI is a multi-million-dollar piece of equipment, requires bringing the patient to a special RF-shielded room, and takes at least 15 minutes to acquire the data. Our MR sensor costs a few thousand dollars, can be brought to the patient bedside, and takes about 2 minutes to acquire data. The MR sensor can be used like a bedside x-ray or EKG equipment that can be wheeled next to the patient when needed. We are hopeful that in the future, hydration measurements will be as easy and ubiquitous as taking a blood oxygenation measurement with a pulse ox.

Furthermore, as MRF studies continue and more discoveries about the diagnostic use-cases of relaxometry parameters are made, we would like the MR community to keep in mind that many of those diagnostic insights can be translated to a portable MR sensor. Portable MR sensors open the doors to taking relaxometry measurements in cases where the measurements are useful for patient care but may not make financial sense to do with a traditional MRI.

In conclusion, single-voxel MR sensors have a promising future in the toolbox of the 21st century physician.
Chapter 8

Recommended Next Steps

We learned a tremendous amount about how fluid physiology shows up in MR measurements and how to translate results from a traditional MRI to a portable MR sensor. The journey to get to these insights led to dozens of additional questions to explore and experiment ideas to try. Here is a discussion of the following 5 experiments that we would recommend doing next and why:

8.1 Analyze Additional Dialysis Study Data

We collected much more data in the dialysis study than was analyzed in this thesis. The additional data we collected includes: (1) MRI $T_1$ maps, (2) MRI Diffusion maps (on all HD and 2 HC subjects), (3) Crit-line data on some HD patients, (4) MRI $T_2$ maps on the fingers, (5) MR sensor $T_2$ measurements on the finger, and (6) bioimpedance data for both the whole body and calf-only at hourly time points.

There is nearly another doctoral thesis worth of work involved in analyzing these additional datasets.

We believe it will especially promising to analyze the MRI leg $T_1$ and diffusion scans. These are additional relaxometry parameters that will provide additional views of human fluid physiology. We expect that diffusion will be an especially sensitive biomarker to fluid overload, since more samples that are more mobile (like free fluid) have larger apparent diffusion coefficients. Analyzing and describing these results will be a novel contribution to the field.
8.2 Low Field Scanner Measurements

Matt Rosen has a custom low-field electromagnet scanner in his lab at the Martinos Center. It has a 5mT $B_0$ field strength, is big enough for a human to walk into (one of the original applications for the scanner was to image the lungs in an upright position), does not have the seemingly illogical limitations of the Siemens scanners (like a 32-echo limit on a CPMG sequence), and is very easy to program.

We recommend repeating our study (and the many more measurements described in this section) on the LF scanner. First, doing so will allow us to see if our results are repeatable at 5mT. If they are, one can start to imagine a wearable, electromagnet form-factor for the sensor. Second, and most importantly, the LF scanner is an ideal sandbox in which to learn more about human fluid physiology in MR.

One of the biggest learnings from this thesis research is that we need to separate the discovery from the engineering. It is nearly impossible (and, at best, wildly ineffective) to both miniaturize and discover something new about physiology at the same time. The miniaturization goals should only exist once the discovery has been made.

Hydration monitoring with MRI is not a well-established field. We therefore need to do the scientific work to discover the relevant parameters and anatomical locations to measure. Once we do that, the engineering work becomes much easier. MRI data provides invaluable help with developing the right model with which to analyze the MR sensor data.

We do not believe we have even scratched the surface of what is possible to do with fluid detection and MR. One need only look at the oil industry, airport security equipment, and food quality control industry to realize the incredible potential of single-voxel MR relaxometry measurements. We believe MR has the potential to be the non-invasive gold standard of hydration monitoring, nearly equivalent to and much more convenient than isotope dilutions.

We need to assess our ability to measure fluid accumulation in different areas of the anatomy (like the abdominal cavity and lungs). We saw that many of our dialysis patients did not have signs of lower extremity edema detectable on physical exam, yet they had many liters of fluid pulled from them. Where did the fluid accumulate?

Let us use the LF scanner to measure the lungs and peritoneal space to see if we can detect fluid removal from these regions of the body. Quantifying accumulation of fluid in the lungs is even more critical to physicians than quantifying it in the lower legs. Exploring where fluid deposits in
Teh body of ESRD patients will be a novel contribution to the field.

It will also be a novel contribution to the literature to explore where fluid deposits in the body of ESRD patients in between dialysis treatments.

Rather than having to spend months/years and thousands of dollars developing new portable MR sensors for each different part of the anatomy, let us first discover the optimal anatomical regions we should be measuring and then focus on miniaturization. This thesis work has already established that it is possible to translate insights from one MR sensor to another.

8.3 Healthy Human Study

One of the key takeaways from this thesis work is that we need a better understanding of what healthy controls behave like. Similar to the rationale for Google’s (Verily) Baseline study\textsuperscript{121}, we cannot understand disease until we understand what normal looks like. Our healthy controls in the Dialysis Study displayed a range of values across various parameters. We need to understand what a normal reference range is across these parameters. We also need to measure women and people representing greater race and age diversity.

8.4 2-D Relaxometry Measurements

Background

2-dimensional relaxometry measurements are measurements that contain information from two different relaxation parameters encoded in them at the same time. For example, $T_1-T_2$ and $T_2$-Diffusion are two common 2-D measurements. By applying a 2-D ILT on these 2-D measurements, one obtains a 2-D relaxogram where, for example, the projection on the x-axis would be a regular $T_2$ ILT and the projection on the y-axis would be a pure $T_1$ ILT.

The benefit of taking 2D measurements is that they allow us to take a deeper look into the physiology and potentially pull out more information about the body’s fluid compartments.

We took $T_1-T_2$ measurements on phantoms to illustrate the power of 2D measurements. We measured four phantoms in the Bruker Minispec mq7.5: A, B, B’, C. Phantoms A, B, and C all had distinct $T_2$ relaxation times. Applying an ILT on just phantoms A, B, C yields a 3-peak relaxogram where the area under each hump is approximately $1/3$ of the signal (see Figure 8-1).

Phantom B’ has the same $T_2$ relaxation time as phantom B but a different $T_1$ relaxation time.
If we take a pure $T_2$ measurement of these four tubes, we get a 3-peak relaxogram where the area under second hump (B and B') is over twice as large as that under the first (A) and third (C) humps individually. From this relaxogram, we do not know whether we have three unequal phantoms or something else (see Figure 8-2). By taking a 2D ILT of these 4 phantoms we are able to clearly identify the 4 tubes that we measured (see Figure 8-3). The $T_1$ axis gives additional information with which to pick apart the various compartments of the sample.

In our human data, we saw that both subcutaneous and muscular tissue have two relaxation times, the first of which overlaps for both tissues (~40ms). Perhaps doing 2D relaxometry measurements will allow us to pick apart those overlapping values into two distinct compartments with distinct $T_1$ or diffusion values.

We took a couple of 2D $T_1$-$T_2$ measurements on a whole mouse as well as its ex-vivo tissues to illustrate the potential of this method for helping distinguish between various tissue types in the body (see Figure 8-4).

**Rationale**

These 2D measurements have not yet to our knowledge been done on humans. Matt Rosen’s scanner enables easy programming of these pulse sequences, making it the ideal place to test them. We hypothesize that diffusion will be a very sensitive parameter to fluid levels in the body, and that fluid overloaded patients will have larger diffusion coefficients than healthy controls. Taking 2D measurements will enable new depths of exploration into the human physiology.

**8.5 Apply EPG-correction Methods to CPMG data**

**Background**

Due to $B_1$ inhomogeneities, stimulated echoes corrupt the pure exponential decay signal in a $T_2$ relaxation measurement. The $T_2$ signal is actually a function not only of $T_2$ but also of $T_1$ and the refocusing flip angle. The assumption (made by us and most MRI researchers) that the $T_2$ signal is well modeled by sums of exponential decays is not completely valid and can result in inaccurate $T_2$ parameter estimations.

Our methods in this hydration-monitoring work are similar to those of multiple sclerosis (MS) researchers in measuring myelin water fraction (MWF). There are EPG-approaches to accounting for the non-primary echo contributions to the data and obtaining more accurate $T_2$ estimates. When
Figure 8-1: (A) Schematic illustrating the three liquid copper sulfate phantoms that were measured with the Bruker MR sensor and the resulting $T_2$ relaxation decay signal. (B) The three individual compartments resulting from fitting the $T_2$ decay signal with a 3-exponential decay. Each component contributes approximately $1/3$ of the signal. (C) A relaxogram from applying an ILT to the $T_2$ decay. Three peaks are identified, each of which contributes to approximately $1/3$ of the signal. We did not need to specify a model or make any a priori assumptions to obtain this result.
Figure 8-2: (A) Schematic illustrating the 3 liquid copper sulfate and 1 agar phantoms that were measured with the Bruker MR sensor and the resulting $T_2$ relaxation decay signal. The agar phantom has the same $T_2$ relaxation time as one of the copper sulfate phantoms. (B) The result from applying a three-exponential decay model to the data. The signal coming from the second compartment (associated with the two agar and copper sulfates phantoms with the same $T_2$ relaxation time) is more than twice as large as the signal from other other components. (C) The ILT also finds that the second component is more than twice as large as the other components. We do not know if this is because there are three samples where the second sample is large, or if there are four samples where two samples have the same relaxation time.
2D Inverse Laplace Transform

<table>
<thead>
<tr>
<th>T2</th>
<th>T1</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>9ms</td>
<td>9ms</td>
</tr>
<tr>
<td>B</td>
<td>50ms</td>
<td>50ms</td>
</tr>
<tr>
<td>B*</td>
<td>53ms</td>
<td>1100ms</td>
</tr>
<tr>
<td>C</td>
<td>219ms</td>
<td>219ms</td>
</tr>
</tbody>
</table>

B* has the same $T_2$ as B but a different $T_1$. 2D ILT allows us to identify this.

A, B, C are liquid phantoms. We expect $T_2 - T_1$.

B* is an agar phantom where $T_2 = T_1$.

Figure 8-3: Results of a 2D ILT on $T_1-T_2$ data on 3 liquid copper sulfate and 1 agar phantoms. The agar phantom has the same $T_2$ relaxation time as one of the copper sulfate phantoms. With a 2D ILT we can clearly distinguish 4 different samples that were measured despite the fact that two of them have the same $T_2$ relaxation time.

Figure 8-4: Results of a 2D ILT on a whole mouse and ex-vivo tissues. 2D relaxometry measurements enable a greater level of detail when probing the physiology.
these EPG corrections were applied to MWF work, researchers found that the MWF had previously been drastically underestimated. It is likely that our MRI results will also change once the EPG correction is performed on our data. We should perform EPG-based correction on both our MRI data and MR sensor data.

**Rationale**

As we continue to translate insights from an MRI to a portable MR sensor, it is important to understand the true $T_2$ values as well as the other parameters that contaminate the signal. $B_0$th MRI and our MR sensor data have different factors that corrupt their signals (i.e. $B_0$ inhomogeneities, imperfect flip angles, etc.). It is important to understand what those factors are and be able to account for them. As far as we are aware, no one has yet performed EPG-correction on quantitative musculoskeletal MRI scans nor on single-voxel MR sensor data - doing so would be a novel contribution to the field.
Appendix A

Analysis Workflow

All scripts for data wrangling, processing, analysis, and visualization related to this project can be found in the project’s Github repository: https://github.com/lcolucci.

All raw and processed data files related to this project are located in the Cima Lab’s server.

Details of the analysis workflow (protocols and video tutorials), video of the thesis defense presentation, and many other multi-media materials related to this doctoral work can be found at: www.linacolucci.com/PhD.
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