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Abstract

Rapidly falling wind and solar energy costs over the past four decades have led to
exponential growth in installation of these technologies. However, these intermittent
renewables do not reliably produce power on demand. One possible mitigation strat-
ey is the addition of energy storage technologies, which are able to shift generation
to later periods of higher demand or price. In competitive markets, storage adoption
to facilitate renewables penetration will depend on how much value storage can bring
to a wind or solar power plant. Which of the diverse energy storage technologies are
best suited to profitably perform this function? How do price and resource variability
determine the preferred technologies?

This thesis develops two novel methods of comparing storage technologies in
hybrid wind-storage or solar-storage power plants. In the first, we evaluate technologies
based on the increased value of a marginal hybrid plant under today’s conditions.
We further explain these results by finding the determinants of storage value under
uncertainty. In the second, we find the least-cost hybrid plants able to meet pre-
defined demand profiles. Through simulation, optimization, and statistical analysis,
we address the following questions: 1) How can one compare candidate storage tech-
nologies? 2) What price and resource features determine storage value? 3) What are
the cost targets for storage under different market conditions?

To address question 1, we optimize storage operation and size for grid-scale energy
arbitrage, and study the value of hybrid plants using different storage technologies.
The value of the hybrid plant is found by comparing benefits to costs, and is estimated
across locations and technologies. We show that at today’s wind and solar generation
costs, some storage technologies can provide value, but further cost improvement is
needed, especially for electrochemical technologies, to facilitate widespread adoption.
Finally, we determine both cost targets and the optimal direction of cost improvement for diverse storage technologies and locations.

In order to answer question 2, we identify features of the electricity market and the renewables resource availability that determine value. Through simulations of an artificial price time series in which features of electricity price spikes are varied, we find that storage value is driven by the frequency and amplitude of price spikes and the availability of the energy resource. The durations of price spikes determine the relative value of one storage technology to another, because of differing technology cost structures. We demonstrate these results in historical data and explain the differences in storage value across locations. We also explore how uncertainty in future prices impacts storage value. We determine a new heuristic for storage operation and sizing absent perfect foresight. This approach is able to capture at least 80% of the expected value under perfect foresight and improves upon existing heuristics.

In answering question 3, we determine the least-cost combination of wind and solar with storage that provides reliable, dispatchable, pre-determined outputs. This approach allows for the evaluation of storage technologies for a possible future with higher renewables penetration. Preferred technologies for this use context have very low energy capacity costs ($ < 50/kWh$), enabling inexpensive installation of long duration storage. Long periods of low wind or solar availability determine storage requirements and can be mitigated by including both wind and solar in the generation portfolio. New cost targets are derived for storage development that would help enable higher levels of renewables adoption.
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Chapter 1

Introduction

1.1 Research motivation

Achieving climate change mitigation targets likely requires that the energy sector shift to low-carbon generation technologies. Two promising candidate technologies are wind and solar power, which have seen cost reductions of approximately 30% per year for the past four decades, leading to increased adoption\textsuperscript{60}. Wind and solar are variable renewable resources, and their intermittency means that they do not reliably produce power at times of greatest price or highest demand\textsuperscript{30}. However, with the addition of energy storage, wind and solar power plants can be made dispatchable\textsuperscript{101}. Diverse storage technologies have been developed or proposed for the purpose of shifting generation to meet demand, and adoption of one or more technologies will depend on storage features. Storage performance is evaluated along a number of metrics including cost, round-trip efficiency (summed losses during both charge and discharge energy transformation), self-discharge (e.g., evaporation of a pumped hydro reservoir), environmental impact, and geographic deployability\textsuperscript{14}.
A major impediment to the adoption of storage for renewables is the high upfront capital costs of storage\textsuperscript{68}. For storage to facilitate renewables adoption in competitive markets, the addition of storage to a wind or solar power plant must be economically viable\textsuperscript{96}. To be viable, the increased benefit of providing dispatchable wind or solar power should exceed the increased cost from storage. Determining what costs storage needs to achieve for adoption in dynamic electricity markets requires the development of new techniques for evaluating storage. Cost targets provide guidance for storage development, and we aim to determine cost targets for real and future hypothetical storage technologies across locations, resources, and timescales. What costs must storage achieve to add value to wind and solar? What determines these cost targets? Which technologies are promising candidates to meet these targets? Addressing these questions is the focus of this research.

1.2 Background

This thesis bridges the gap between two distinct bodies of research, which we define here as the storage technology literature and the storage operation literature. These bodies of research are classified by their different approaches to storage evaluation and encompass previous attempts to compare storage technologies. For example, research we classify as belonging to the storage technology literature evaluates technologies along one or more performance metrics. However, these studies tend to analyze technologies absent a formal, quantitative model of storage use context, and therefore have a limited ability to quantitatively compare technologies across locations, resource penetrations, and timescales. On the other hand, research we classify as belonging to the storage operation literature provides detailed operational models of storage for a use context. These operational models, however, are not designed
to analyze the impact of technology features on the model outcomes. Thus, a gap exists between these literatures. This gap limits our ability to understand how storage technology features determine storage performance in specific use contexts. This section presents an overview of the existing storage technology and operation literatures, highlighting the opportunity to inform storage development by bridging the gap between both bodies of research, e.g., understanding how storage technology features impact storage performance in a specific use context in order to provide guidance for storage improvement.

In the storage technology literature we identify two subsets of research, each of which employ storage performance criteria often absent a detailed evaluation of the storage use context. The subsets are grouped as either papers comparing existing technologies or studies focused on specific storage technology development. We provide an overview of the research in each subset below.

Research on specific storage technology development focuses on the performance metrics of a technology to suggest design improvements. This body of work includes methods for designing and evaluating the heat transmission of a sodium sulfur battery, analysis of different lithium ion chemistries to promote better ion transfer, or development of lower cost flow battery chemistries. Examples of storage technology development research for mechanical systems include work on improved compressors, expanders, and turbines, as well as studies of locations and techniques for locating underground storage caverns for compressed air energy storage. By analyzing storage technologies absent their use context, these studies may not focus on the most pressing metrics for improvement nor do they have clear and informed targets for the storage technology features they aim to improve.

In the storage technology literature we also include research comparing diverse storage technologies across one or more performance metrics. These
studies, including review papers, often score storage technology features according to multiple metrics without consideration of the possible tradeoffs between different dimensions of storage performance\textsuperscript{2,17,35,61,104}. Two example performance metrics of importance for storage adoption are the high upfront capital costs for storage power and energy capacity. These high fixed costs are an impediment to widespread deployment and therefore are of interest when comparing technologies\textsuperscript{87}. Those studies that try to reduce storage costs to a single levelized cost of storage arbitrarily constrain storage power and energy capacities without optimizing storage size\textsuperscript{76}. Analyzing storage technologies for a given use context, such as energy arbitrage, constrains the tradeoffs between competing dimensions of storage performance. This enables determination of performance requirement targets for specific storage technology features. Without consideration of the storage use context, technology comparisons occur in a vacuum.

The other body of research, the storage operation literature, focuses on the storage use context, but often does so absent any consideration of actual technologies or their features. This literature is situated in the broader literature on commodity storage where technology considerations are not as relevant as they are in energy storage\textsuperscript{11,44,94}. Research in this domain analyzes generic storage, or occasionally a single existing technology, operating within a use context. Examples of storage use contexts are energy arbitrage and renewables shaping, in addition to reserves, frequency regulation, and load following\textsuperscript{1,83}. Energy arbitrage is the storing of electricity during periods of low price for later resale during periods of higher price, a function specifically important for non-dispatchable generation like wind and solar. We distinguish energy arbitrage from pure price arbitrage, the latter allowing for direct charging from the grid and therefore representing traditional commodity arbitrage. Renewables shaping is the transformation of intermittent, noisy, input generation into
reliable, predetermined, output shapes, for example providing baseload power\textsuperscript{26,40,45}. These two use contexts represent primary value streams for bulk, grid-scale storage, though additional functions, such as power quality management, will likely also play a role in facilitating renewables integration\textsuperscript{49,91}.

Examples of research comprising the storage operation literature span a range of storage use contexts. However, previous work is limited in that it too often uses a technology agnostic approach for storage absent consideration of important storage technology features. Much of this literature analyzes storage when used with renewables, with little agreement on the question of whether storage is profitable\textsuperscript{21,22,38,56,57}. Storage operation includes modeling of the charge and discharge schedules of storage to determine whether it will be profitable for a specific technology such as pumped hydro\textsuperscript{22}, whether it will reduce energy sector emissions\textsuperscript{26}, or whether it will increase the revenue of wind farms\textsuperscript{97}. For example, storage can be used in conjunction with natural gas to help smooth small fluctuations in wind power in order to regulate frequency\textsuperscript{49}. Finally, we include detailed engineering cost analyses of existing and proposed storage facilities\textsuperscript{1,86} in the storage operation literature.

1.3 Research contributions

This thesis asks how we can evaluate diverse storage technologies in order to inform their development, and through what mechanisms drivers of storage value explain these results. The modeling techniques and conceptual advancements made to address this challenge provide both applied and fundamental contributions to the fields of storage operation, technology evaluation, technology development, and electricity market analysis. We develop a mechanistic understanding of how features of the electricity prices and the resource availability determine storage value and affect the
The principal result of this thesis is the development and detailed exploration of a novel method for evaluating storage technologies. Additionally, we identify location-specific cost targets storage must achieve to provide value. By examining real storage technologies in a specific use context, we develop a quantitative method to evaluate storage that can be used to set storage cost targets and directions of improvement, thus guiding the development of future technologies. Cost targets are location and resource dependent, and can therefore inform state and regional subsidies and support for renewables deployment, helping tailor solutions to local conditions. We develop a new decision rule for storage operation, enabling determination of the cost of forecasting errors. Finally, cost targets for renewables with storage in a future high-renewables grid are also determined, thus enabling longer term development and guidance of storage technology research.

The results of this thesis also advance our understanding of storage value, operation, and electricity markets. Development of new statistical models focusing on the frequency, amplitude, and distribution of the duration of price spike events explain storage cost targets across locations and the direction of best improvement for storage technologies independent of location. We develop a new method of storage operation absent perfect foresight of future prices and resource availability. Finally, we develop new methods for exploring storage value in markets with high renewables penetration.

1.4 Thesis overview

This thesis is structured as four stand-alone chapters all aiming to address facets of the question “what is the value of storage for wind and solar energy.” The first three
chapters focus on the value of storage for renewables energy arbitrage under market conditions similar to those today, and they explore a new metric of storage value, $\chi$, or the annualized system revenue to cost ratio. The final chapter analyzes least-cost renewables and storage options in order to provide reliable and predictable output of a type that might be beneficial in a high renewables environment. Each chapter is a reproduction of a published paper or a paper in preparation.

Chapter 2. The second chapter asks how can one evaluate diverse storage technologies. To answer this question it is necessary to both choose a storage use context, in this case energy arbitrage for wind and solar energy, and a metric for comparison. Here we develop a new metric, $\chi$, the annual revenue over the annualized cost of a hybrid renewables with storage plant performing energy arbitrage. We present a model of storage operation that first maximizes the revenue of a wind or solar with storage power plant subject to storage power and energy capacity constraints and second selects the storage size which maximizes the $\chi$ value. We find that storage adds value by shifting generation to periods of higher prices. Optimal storage value, power capacity, and energy capacity are presented as a function of the technology’s separable power and energy capacity cost intensities. Storage provides different value depending on the location’s solar and wind resource availability and electricity prices. However, the relative value of one technology to another (which technology is preferred) is the same across all locations and resources. At today’s solar and wind costs, some storage technologies, at the lower end of cost estimates, can provide value through energy arbitrage, but improvement is needed, especially for electrochemical technology costs, in order to facilitate widespread adoption.
Chapter 3. The third chapter further explores features of electricity markets and resource availability to find determinants of storage value. In this chapter, we address “how and why” storage value differs across resource and location and yet the same technology cost structure is preferred. We use a set of artificial price time series with independent control of the frequency, amplitude, and duration of price spikes to show that increased frequency and amplitude of price spikes makes storage more valuable. We find that storage is more valuable when periods of high prices and resource availability do not coincide. Using both simulation and analytical methods we show that the tradeoff between power and energy capacity cost is equal to the optimal storage duration for a pair of cost intensities. We also show that the distribution of the duration of price spike events determines this tradeoff and these distributions are similar across locations in the U.S. The chapter concludes by showing how the features in historical electricity prices match the expectations developed based on the artificial price series simulation findings.

Chapter 4. The fourth chapter relaxes the assumption of perfect foresight in order to determine how uncertainty in resources and prices affect storage value. Through the process of determining a cost of forecasting errors, based on a simple price-based decision rule, we develop new insights into the operation and installation of storage of various sizes. The new decision rule developed here captures at least 80% of the expected value under perfect foresight and is compared with existing techniques in the literature for determining storage value absent perfect foresight. Our method improves upon the current estimates of the cost of forecasting errors for nearly every system size for wind and solar in all locations.
Chapter 5. The final chapter shifts focus to a high-renewables penetration environment to begin analyzing how storage technologies can help wind and solar meet demand at lowest cost. In this analysis, solar and wind generation capacity along with storage power and energy capacity are jointly optimized to find the least cost combination that can produce certain output shapes for a twenty year period. Four output shapes are examined which are modeled on the traditional grid roles of baseload, intermediate load, and two types of peaker power plants. Cost targets are found for renewables with storage to be competitive with conventional generation, such as coal, nuclear, and natural gas, for providing dispatchable power in four U.S. locations representing a range of wind and solar resource availability. Storage with low energy costs, below an estimated target of $50/kWh, could be used to make renewables plants cost-competitive with other on-demand generation technology options in renewable resource abundant locations. Suitable technologies include pumped hydro, compressed air energy storage, and some flow battery chemistries, with the latter being feasibly deployable in all locations.
Chapter 2

Value of storage technologies for wind and solar energy

Wind and solar industries have grown rapidly in recent years but they still supply only a small fraction of global electricity. The continued growth of these industries to levels that significantly contribute to climate change mitigation will depend on whether they can compete against alternatives that provide high-value energy on demand. Energy storage can transform intermittent renewables for this purpose but cost improvement is needed. Evaluating diverse storage technologies on a common scale has proved a major challenge, however, owing to their widely varying performance along the two dimensions of energy and power costs. Here we devise a method to compare storage technologies, and set cost improvement targets. Some storage technologies today are

---

shown to add value to solar and wind energy, but cost reduction is needed to reach widespread profitability. The optimal cost improvement trajectories, balancing energy and power costs to maximize value, are found to be relatively location invariant, and thus can inform broad industry and government technology development strategies.

2.1 Introduction

Wind and solar energy technologies have attractive attributes including their zero direct carbon emissions (during operation)\(^7,115\), low water withdrawal and consumption requirements\(^8\), the speed with which they can be installed\(^5\), and the flexibility in the scale of their installations\(^103,105\). Innovation in these technologies has taken off in the past two decades\(^9\). Levelized electricity costs for both technologies have been dropping over the past few decades, with photovoltaics costs falling exceptionally quickly, by two orders of magnitude over the past 40 years\(^73,106\). The installed base of solar and wind has grown dramatically in recent decades, each at approximately 30% per year on average over the past 30 years, but together still supplies only 3% of global electricity\(^106\). Although the global solar and wind energy resources are large, these technologies do not measurably contribute to climate change mitigation at current installations levels.

A variety of government policy-based incentives have supported the growth in solar and wind energy technologies in recent decades\(^42,108\), but continued, rapid growth to levels that can help meet climate change mitigation goals will depend on whether the adoption of wind and solar can be made self-sustaining. Low-cost storage can play a pivotal role by converting intermittent wind and solar energy resources, which fluctuate over time with changes in weather, the diurnal cycle, and seasons\(^19\), to electricity on demand that can be sold when most profitable, thereby increasing the
value and attractiveness of these technologies to investors\textsuperscript{37,109}. However, storage costs need to improve to achieve sizable adoption\textsuperscript{50,96}. Quantifying the cost reduction needed has proven challenging and is the topic of this paper.

A range of stationary, large-scale energy storage technologies are currently in development\textsuperscript{35}. These technologies have widely varying power and energy costs, with some storage technologies having more expensive power-related component costs (e.g. pumped hydro power generation equipment) and cheaper energy-related costs (e.g. pumped hydro natural reservoirs), and vice versa\textsuperscript{104}. This paper aims to understand the value of storage for wind and solar energy at today’s costs, and how technology costs need to improve, trading off energy and power costs, to reach profitability. This question can only be answered by examining the context in which storage technologies will be used, in particular the temporal variations in the energy price and intermittent energy resource. Here we investigate the potential for energy storage to increase the value of solar and wind energy in several U.S. locations—in Massachusetts, Pennsylvania, Texas, and California—with varying electricity price dynamics and solar and wind capacity factors.

As pointed out in earlier papers, comparing the costs of different storage technologies on a common scale is challenging because no single technology clearly dominates the others along the two dimensions of energy and power costs (e.g.\textsuperscript{35,104}). Studies have quantified the benefits of particular storage technologies for given locations and contexts of use, including for frequency regulation, energy arbitrage, converting intermittent renewables into baseload power, and increasing the profits of intermittent renewable energy (e.g.\textsuperscript{15,45,56,65,80,96,103,113}), but past research has not shown how the benefit depends on the costs of different storage technologies. In this paper we address this gap and present a comparison of a spectrum of storage technologies (current and future hypothetical), showing quantitatively and across locations how
the benefits of storage depend on storage technology costs. This approach allows for the quantification of technology cost performance targets for each given level of benefit. Specifically we focus on how the energy and power costs of storage affect the value added to wind and solar energy. This ex ante evaluation of storage options, based on salient features of the technologies and contexts in which they will be used, can inform and accelerate their development through directed innovation\textsuperscript{109,116}.

The article is organized as follows. We first present the results of optimizing the discharge behavior of a solar or wind plant combined with storage, for a fixed storage size, to maximize the revenue of the plant. We then optimize the storage size in order to maximize the value of the plant, where value is defined as the ratio of the plant revenue to the plant cost. The analysis is performed for a wide spectrum of storage energy and power costs. Finally, we assess the value of current storage technologies, based on their energy and power costs, and discuss optimal cost improvement trajectories across locations.

2.2 Methods

The analysis involved three steps: (1) Hourly electricity pricing data and wind and solar energy resource availability data was compiled for each of the four U.S. locations studied. Results are presented for the year 2004, a conservative year in which the value of storage is lower than it is in the other years studied. All dollar values in the paper are presented in 2004 currency. (2) The charging and discharging behavior of a set of hypothetical hybrid renewable energy and storage plants with a range of fixed storage sizes was optimized in order to maximize revenue. (3) An optimal storage system size for each location and energy resource was determined in order to maximize the value (annual revenue divided by annualized cost) of the wind and
solar energy with storage plant, for a range of energy- and power-related costs of storage.

**Site selection.** Four geographic sites were examined as locations for hypothetical wind and solar with storage plants: McCamey, Texas, Palm Springs, CA, Altoona, PA, and Plymouth, MA. The Texas site was chosen as an example of a high performing wind site, with an average capacity factor of 32% over the period examined (where capacity factor is defined as the annual output of a hypothetical plant divided by the output if operated continuously at the rated power capacity). The California site was selected as a high performing solar site, with an average capacity factor of 23%. The Pennsylvania and Massachusetts sites were chosen as cases where neither wind nor solar was particularly high performing, with capacity factors of 25% and 15%, respectively for both locations. Data for zonal real-time (hourly) pricing was obtained for the year 2004 from the ISO New England\textsuperscript{54}, ERCOT\textsuperscript{33}, PJM\textsuperscript{84}, and CAISO\textsuperscript{13}. To simulate the performance of a hypothetical wind turbine or solar array, local windspeed and solar insolation data was obtained from the Eastern and Western National Wind Integration Datasets and the National Solar Radiation Database\textsuperscript{72}, and then transformed to time dependent output per MW installed using published performance data for a Vestas V90 3 MW wind turbine which aligns to face the wind\textsuperscript{112} and a static photovoltaic system that reaches its maximum output when exposed to an insolation of 1 kW/ m\textsuperscript{2} (corresponding to standard test conditions (STC)).

**Optimization of charging and discharging to maximize revenue.** Per hour charging and discharging of the storage system, and the direct sale of solar and wind generated electricity were optimized to achieve maximum revenue for a hypothetical
hybrid storage and generation plant at each site, given the electricity price and energy resource availability over time and subject to system power and energy constraints. The optimization was performed in three week intervals over the course of a year, with one week overlap between each interval to prevent discontinuities. The charge rate was capped at the real-time output of the generation resource, and the energy available for discharge was adjusted by a roundtrip efficiency of 90%. In order to reduce the computational expense of the optimization, the simulation considered charging and discharging separately so that a linear solution technique could be employed. The ability of the simulation to find the global optimum was confirmed by comparison with an analytical solution in the case of arbitrage that is not constrained by the renewable energy resource.

The optimization routine for each three week segment \((N = 504\) hours) can be expressed in terms of the real time price \(P(t)\), the generation profile \(x_{\text{generation}}(t)\), storage roundtrip efficiency \(\eta\), peak power \(\dot{E}_{\text{max}}\), and duration \(h\) as:

\[
R_{\text{total}} = \max \left( \sum_{t=0}^{N} P(t)(x_{\text{generation}}(t) + x_{\text{discharge}}(t) - x_{\text{charge}}(t)/\eta) \right)
\]

subject to:

\[
0 \leq x_{\text{discharge}}(t) \leq \dot{E}_{\text{max}}
\]

\[
0 \leq x_{\text{charge}}(t) \leq \min(\eta x_{\text{generation}}(t), \eta \dot{E}_{\text{max}})
\]

\[
0 \leq \sum_{t=0}^{N} (x_{\text{charge}}(t) - x_{\text{discharge}}(t)) \leq h \dot{E}_{\text{max}}.
\]

An offset is included in the energy constraint for each optimization period to account for the amount of energy stored in the system at the beginning of the optimization period. The optimization protocol serves to temporally shift the output of
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Figure 2-1: Diagram showing two major steps in the analysis: optimizing the operation of a wind or solar plant combined with storage for a range of storage sizes, and selecting the storage size per unit solar or wind generation capacity that maximizes the ratio of plant revenue to plant cost. A range of storage technology costs are investigated, including real and hypothetical storage technologies with costs spanning the range shown in Table 2.1.

the system to periods of high market pricing (often coinciding with times of peak demand), subject to the constraint that any energy to pass through the storage system pays an efficiency penalty.

We studied the case where hybrid renewables and storage systems are price takers in the spot market, which is an adequate approximation for small penetration levels. It is also assumed that the system operator has perfect information about future
Table 2.1: Experimental parameter space investigated

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable</th>
<th>Unit</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>-</td>
<td>-</td>
<td>TX, CA, MA, PA</td>
</tr>
<tr>
<td>Generation Technology</td>
<td>-</td>
<td>-</td>
<td>Wind, Solar</td>
</tr>
<tr>
<td>Peak Power (Storage Size)</td>
<td>$E_{\text{max}}$</td>
<td>MW storage/MW generation</td>
<td>0 - 5</td>
</tr>
<tr>
<td>Duration (Storage Size)</td>
<td>$h$</td>
<td>MWh storage/MW storage</td>
<td>0 - 4</td>
</tr>
<tr>
<td>Storage Roundtrip Efficiency</td>
<td>$\eta$</td>
<td>-</td>
<td>90%</td>
</tr>
<tr>
<td>Energy Related Storage Cost</td>
<td>$C_{\text{storage}}^{\text{energy}}$</td>
<td>$$/kWh (construction cost)</td>
<td>2 - 2000</td>
</tr>
<tr>
<td>Power Related Storage Cost</td>
<td>$C_{\text{storage}}^{\text{power}}$</td>
<td>$$/kW (construction cost)</td>
<td>2 - 3000</td>
</tr>
<tr>
<td>Wind, Solar Generation Cost</td>
<td>$C_{\text{gen}}$</td>
<td>$$/kW (construction cost)</td>
<td>500, 1000, 2000, 3000</td>
</tr>
</tbody>
</table>

three-week prices and resource availability. This approach employs the assumption supported by earlier work that the overestimate in revenue as a result of complete future knowledge is small.4,36,41,44.

Value of optimally-sized storage. A dimensionless performance metric $\chi$ was used to quantify the value of the energy generated, which is the ratio of the optimized annual revenue generated (Equation (2.1)) and the annualized plant cost (Equation (2.2)). Plant overnight construction costs are given as the sum of the storage and generation costs per unit rated power of installed solar or wind generation ($C_{\text{gen}} + E_{\text{max}}(C_{\text{storage}}^{\text{power}} + hC_{\text{storage}}^{\text{energy}}))$. To determine the annualized plant capital costs, the overnight construction costs are multiplied by a capital recovery factor, $\text{CRF}(i, n)$, defined as $\text{CRF}(i, n) = \frac{(1+i)^n}{(1+i)^n-1}$, with $n = 20$ years and $i = 5\%$. The capital recovery factor is the fraction of a loan that must be paid back annually, assuming a stream of equal payments over $n$ years and an annual interest rate $i$. The plant costs are approximated in this framework by plant capital costs (e.g. for hypothetical storage technologies at various cost points in Figure 2-5). This approximation is reasonable given the dominance of the capital cost portion of total plant costs for most storage technologies, though we discuss below the effect of including estimated O&M costs for several currently available storage technologies. Plant
performance $\chi$ was calculated using Equation (2.2) over a wide range of system configurations, technology costs, and locations, as summarized in Table 2.1.

The storage size, defined by the storage power and storage duration, was chosen to maximize $\chi$ given the storage cost, where storage cost is defined by the power-related cost per kilowatt and energy-related cost per kilowatt-hour. Storage sizes were simulated in increments of 1/4 hours and $1/2 \, W_{\text{storage}}/W_{\text{generation}}$.

To compare the model results to the cost of candidate storage technologies today, the costs of energy and power of various storage technologies were taken from the literature, drawing inclusively on recent efforts to identify the modular power- and energy-related cost components of a storage system.$^{1,14,17,35,61,92,104}$ These wide-ranging costs are reported in the literature as rough estimates, mixing cost data and engineering estimates (as is common for technologies that have limited or no market adoption). These cost estimates are treated as 2004 real dollars (due to a lack of information otherwise) for the comparison to revenue in 2004 (an assumption that has a minor effect on the storage technology evaluation as compared to the wide range of reported storage costs for each technology). Technologies are modeled with a round trip efficiency of 90% as technology specific refinements to this estimate (which are themselves uncertain) have little effect compared to the wide range of storage costs reported. Replacement costs for storage technologies with estimated lifetimes of less than 20 years (based on the following references: $^{1,14,17,35,61,92,104}$) are included in the storage overnight construction costs, assuming a constant power-related cost per kilowatt and energy-related cost per kilowatt-hour (in nominal dollars) in future years and discounting (with a 5% nominal discount rate, though the conclusions are robust to a reasonable range of assumed rates) the cost of future replacement to determine its present value at the start of plant operation.

In Figures 2-9 and 2-10 we explore the sensitivity of the storage technology costs
shown in Figures 2-7 and 2-8 to estimated O&M costs, reported efficiencies, extended construction lead times, and fuel costs for compressed air energy storage. Despite uncertainty in estimates of these additional costs\(^1\), the sensitivity analysis provides some insight. The general technology comparisons (i.e. the relative positions of ellipses shown in Figures 2-7 and 2-8) are found to be robust to the inclusion of these additional costs. Furthermore the uncertainty in storage technology cost estimates arises mainly from uncertainty in the capital costs.

2.3 Results

**Optimizing electricity output of a hybrid plant to maximize revenue.** Here we optimize the discharging behavior of a hybrid plant, combining wind and solar generation with energy storage, to shift output from periods of low demand and low prices to periods of high demand and high prices (Equation (2.1) in ‘Methods’). Both the energy generation resource and the electricity price, which vary over time and whose distribution over time is location dependent, determine the optimal charging and discharging behavior of the system.

This effect is illustrated for the representative case of a storage system with a fixed size defined by a normalized power rating $\hat{E}_{\text{max}}$ of one MW/MW\(_{\text{gen}}\) (storage power per unit rated power of solar or wind generation) and a duration $h$ of four hours, coupled with a solar or wind plant in Texas and operated over the course of three days in the spring, summer, fall, and winter (Figure 2-2). Across both energy resources (wind, solar) and across locations, (Texas, California, Massachusetts) incorporating storage results in a reduction of output during periods of low prices, and an increase in output during periods of high prices. The ability to output energy to the grid at peak power during periods of high price is limited, however, by the availability of
sufficient renewable generation to charge the storage system in advance. Although the pricing in each of the three locations examined differ, the effect of storage in each case is to output electricity during periods of high pricing.

Figure 2-2: Electricity output to maximize revenue from a hypothetical hybrid storage and renewable energy plant located in McCamey, TX with a storage power capacity $E_{\text{max}}$ of 2 MW/MW$_{\text{gen}}$, a duration $h$ of 1 hour, and a roundtrip efficiency of 90%. Data is shown here for a sample of 4 days, though the analysis considers all days of the year. Storage allows plant output to shift from the natural generation profile (solid lines, middle and bottom rows) to periods of high prices (top row: electricity price). Solar is unable to capture both price spikes because there is no resource availability between the spikes enabling the system to recharge. Total hybrid wind system generation is higher during the first smaller price spike because it is the sum of direct to grid wind generation and storage discharge, while only storage is available to generate during the second price spike.

For a given plant, increasing the storage system size in terms of power and duration raises its average electricity selling price. The average selling price without storage is lower for wind than solar, but as the energy storage increases in size (per
unit rated power of solar or wind generation), the pricing distribution and mean selling price become increasingly similar across the two energy resources. However, the addition of storage power and duration comes at a cost, as explored in the next section.

**Balancing revenue against cost to optimize the size and value of storage.** Storage can increase the revenue generated by a solar or wind plant, but it also increases the capital costs of the plant. Here we optimize both the discharging behavior, as done above, but also the storage system size, in order to maximize the value of the electricity generation.

We quantify value using the dimensionless ratio \( \chi \), the ratio of the annual revenue to the annualized cost of the hybrid plant.

\[
\chi = \frac{R_{\text{total}}}{CRF(C_{\text{gen}} + \dot{E}_\text{max}(C_{\text{storage}}^{\text{power}} + hC_{\text{storage}}^{\text{energy}}))}.
\]  

(2.2)

\( \chi \) is determined by the revenue \( R_{\text{total}} \), which is maximized through optimal discharging (Equation (2.1)) at each storage size, and the costs of the hybrid plant. The plant cost is determined by the power capacity-related overnight construction cost of storage \( C_{\text{storage}}^{\text{power}} \), the energy capacity-related overnight construction cost of storage \( C_{\text{storage}}^{\text{energy}} \), the solar or wind generation cost \( C_{\text{gen}} \), the capital recovery factor \( CRF \) (to annualize costs), and the storage size defined by peak power \( \dot{E}_\text{max} \) and duration \( h \) (which are given per unit rated power of solar or wind generation). (See Table 2.1 for a description of the parameter space considered.)

Figure 2-4 shows how \( \chi \) varies as a function of the storage system power and duration, and the power and energy-related costs, for the case of a hybrid wind plant sited in Texas with a generation cost of $1/W. The contour plots in Figure 2-4
Figure 2-3: Comparison of \( \chi \) values without storage (generation only) and with storage for: a fixed storage size of \( \dot{E}_{\text{max}} = 1 \text{ MW}/\text{MW}_{\text{gen}} \) and \( h = 4 \) hours of storage (fixed hybrid), and a storage system whose power and hours of storage \((\dot{E}_{\text{max}}, h)\) have been optimized to match the energy resource and the location for a full year (optimal hybrid). Results are shown for a wind or solar generation cost of $1/W and power- and energy- related costs of storage of $50/kW and $50/kWh, respectively. Results show the benefits of size-optimized storage across energy resources (solar and wind) and locations (CA, MA, PA, TX). Because storage systems are sized to maximize the ratio of annual revenue to cost, \( \chi \), they can therefore lead to sub-optimally sized storage in a particular season.

illustrate that if a sufficiently inexpensive storage technology is used (e.g. \( C_{\text{storage}}^{\text{power}} \leq 130/\text{kW} \) and \( C_{\text{storage}}^{\text{energy}} \leq 130/\text{kWh} \) for $1/W Texas wind), the additional revenue generated by the storage system can outweigh its cost, thereby increasing the value, \( \chi \), of the system. The plots also show how the optimal system size (to achieve \( \chi_{\text{max}} \)) depends on the energy and power-specific storage costs. As might be expected, storage systems with higher power-related costs performed better when specified.
Figure 2-4: Value $\chi$ of a wind hybrid plant in Texas versus storage size, power $\hat{E}_{\text{max}}$ (MW storage/MW generation) and duration $h$ (hrs), for a wind generation cost $C_{\text{gen}}$ of $1/W$ and energy and power-related costs of storage ($C_{\text{energy}}, C_{\text{power}}$) ranging from $50$/kWh-$150$/kWh and $50$/kW-$150$/kW respectively. The optimal storage system size is found for each storage energy and power-related cost pair to maximize the value of the hybrid plant ($\chi_{\text{max}}$).

with lower power, and storage systems with higher energy-related costs perform better when specified with lower energy (power $\hat{E}_{\text{max}}$ times duration $h$).

Figure 2-3 summarizes the change in $\chi$ with optimally sized storage across the four locations examined. Storage is more valuable for wind than solar in three out of the four locations studied (TX, MA, PA), but across all locations the benefit from storage is roughly similar across the two energy resources, in terms of the percent increase in value due to the incorporation of optimally sized storage. However, the benefit of storage differs more significantly across locations, with a much higher
Figure 2-5: Value of a hybrid wind with storage plant as a function of location, generation costs (top row labels), and storage power and energy capacity costs. The size of storage $(E_{\text{max}}, h)$ has been optimized at all points on the plot to maximize $\chi$. (The bottom left panel shows the $\chi_{\text{max}}$ data from Figure 2-4.) For each contour of constant $\chi$, the slopes were found to be roughly consistent across locations and to be determined by the duration of electricity price spikes.

percent increase in value from storage occurring (across both energy resources) in Texas and California than in Pennsylvania and Massachusetts.
Assessing the cost performance of storage technologies. The value of diverse storage technology options can be related to their energy-related costs $C_{\text{storage}}^{\text{energy}}$ and power-related costs $C_{\text{storage}}^{\text{power}}$. Here we compare storage technologies that have been optimally sized to maximize $\chi$ for a given set of storage and generation costs, and energy resource and price dynamics in each location. The relationship between the dimensionless performance parameter $\chi$ and energy and power costs of storage is shown in Figures 2-5 and 2-6 across the four locations studied.

The results obtained can be compared to existing and future hypothetical energy
storage technologies. Several papers have estimated the power- and energy-related 
costs of a number of energy storage technologies\textsuperscript{1,14,17,35,61,92,104}, finding that these 
costs can be treated as roughly modular because adding to power generation re-
quires one set of components while adding to energy capacity requires another set 
of components (with caveats for batteries for which this distinction does not fully 
apply, see ‘Conclusions’). Widely ranging cost estimates have been reported in the 
literature\textsuperscript{1,14,17,35,61,92,104} and are compared to our results in Figures 2-7 and 2-8.

We observe that some technologies available today\textsuperscript{29}, based on the lower end of the 
range of reported cost estimates (Figures 2-7 and 2-8), would add value to wind 
and solar energy. Included in this group of technologies are compressed air energy 
storage and pumped hydro storage for Texas wind or solar generation at $1.5/W (or 
greater) (Figures 2-7 and 2-8). This analysis allows for a quantitative comparison of 
disparate technologies. For example, despite power cost estimates that are several 
times larger for pumped hydro storage than lead acid batteries, we find that pumped 
hydro storage technologies can significantly outperform lead-acid batteries for this 
application.

The results are further illuminated through specific examples. For the case of 
$3/W solar generation and $450/kW and $10/kWh storage, roughly comparable to 
recently reported photovoltaics system costs\textsuperscript{10,90} and the lower end of estimated costs 
of compressed air energy storage not utilizing natural gas (Figures 2-7 and 2-8), the 
addition of optimally sized storage provides an approximately 25\% increase in the 
plant value in Texas. (For lower photovoltaics systems costs of $2/W, comparable to 
several recent utility-scale cost estimates\textsuperscript{53,90}, compressed air energy storage also adds 
value.) However, at these generation and storage costs the system does not reach a 
$\chi$ value of 1, where revenue equals cost and the system becomes profitable. At these 
costs, it is advantageous to incorporate storage but subsidies are still required for
the overall system to be profitable. For the case of $450/kW and $10/kWh storage and $1.5/W wind generation (roughly comparable to recently reported costs\textsuperscript{53,117}) storage adds approximately 11% additional value in Texas and \( \chi \) just reaches 1, the profitability threshold. In comparison, for the case of $50/kW and $50/kWh and $1/W solar or wind generation, which are aspirational costs, \( \chi \) significantly exceeds 1, the profitability threshold, and storage adds roughly 20% to the value of the system \( \chi \) as shown in Figure 2-3.

As the cost of the solar and wind generation technology drops, the cost of storage must also drop in order to continue to add value (Figures 2-7 and 2-8). This is because if generation costs are low enough relative to storage costs, it is more valuable to add generation capacity than storage capacity, even though this means that discharging cannot be optimized to increase revenue. As storage costs decrease relative to generation costs, the ability to increase revenue more than compensates for the additional cost of storage (Equation (2.2)).

Although \( \chi \) values change across locations, the slopes of the contour lines of constant \( \chi \) (iso-\( \chi \) lines) are relatively location independent, suggesting a power to energy cost trade-off that is roughly consistent across locations (Figures 2-5 and 2-6). The power to energy cost trade-off of storage technologies is also similar across the two energy resources. This means that the direction of optimal improvement in energy and power costs is similar across the three locations and two energy resources for any given storage technology. This is important because it means that the results reported here can be used to inform industry and policy performance targets and to guide research and development of storage technologies, which once developed could be used for both intermittent energy resources and across various locations. Further study is required to determine how widely this applies across locations, see 'Conclusions'.
Figure 2-7: Cost intensities of a range of energy storage technologies\textsuperscript{1,14,17,35,61,92,104} overlaid on lines, for a given wind generation cost, which show the threshold storage cost intensities at which it becomes valuable to incorporate storage into a Texas wind farm. CAES: compressed air energy storage; PHS: pumped hydro storage; Lead-acid, Ni/Cd, Na/S, Li-ion: batteries; Zn/Br, V-redox: flow batteries. Results for solar are shown in Figure 2-8. The sensitivity of storage cost estimates to additional operations and maintenance (O&M) costs, expanded capacity to account for lower round-trip efficiency, and extended construction times, as well as fuel costs (for CAES utilizing natural gas), are shown in Figure 2-9. Ellipses are plotted to encapsulate the range of cost estimates for each storage technology, while minimizing the shaded area. The ellipses are visual guides and do not represent joint probability distributions; all results discussed in the paper refer to the data points themselves, and not the shaded regions.

The similarity across locations and energy resources in the slopes of the iso-$\chi$ lines can be attributed to commonalities in the electricity price dynamics across locations. The distribution of the duration of price spikes was found to be similar across the locations studied and to define the slopes of the iso-$\chi$ lines.
Figure 2-8: Cost intensities of a range of energy storage technologies\textsuperscript{1,14,17,35,61,92,104} overlaid on lines, for a given solar generation cost, which show the threshold storage cost intensities at which it becomes valuable to incorporate storage into a Texas solar farm. CAES: compressed air energy storage; PHS: pumped hydro storage; Lead-acid, Ni/Cd, Na/S, Li-ion: batteries; Zn/Br, V-redox: flow batteries. The sensitivity of storage cost estimates to additional operations and maintenance (O&M) costs, expanded capacity to account for lower round-trip efficiency, and extended construction times, as well as fuel costs (for CAES utilizing natural gas), are shown in Figure 2-10. Ellipses are plotted to encapsulate the range of cost estimates for each storage technology, while minimizing the shaded area. The ellipses are visual guides and do not represent joint probability distributions; all results discussed in the paper refer to the data points themselves, and not the shaded regions.
Figure 2-9: Sensitivity analysis of the capital cost intensities to inclusion of: reported efficiency values (a); construction lead times of three years (b); reported operations, maintenance, and CAES fuel costs (c); and all three effects summed (d). Storage costs are shown relative to value thresholds for wind in Texas, and operational costs are based on optimal operation for wind energy arbitrage for each cost structure. Costs for fuel and operations and maintenance are dependent on the energy discharged from storage, and so only those cost estimates where installation of storage is valuable are considered for these additional costs. CAES fuel costs, panels c) and d), assuming non-advanced adiabatic expansion, are based on the average Henry Hub natural gas price during period 1997-2015 with error bars demonstrating the maximum and minimum yearly cost. As storage cost estimates shift to higher values, the installed optimal storage size is smaller, this sensitivity analysis demonstrates the outer limit for reported costs, actual values will fall between the original markers and the new markers for each panel. For panels b) and d), shorter construction times will result in cost estimates closer to the original reported values. This analysis shows that the findings are robust to inclusion of these operational costs, as the largest component of storage costs is the high upfront capital cost. Ellipses are plotted as a visual guide for the original reported cost estimates.
Figure 2-10: Sensitivity analysis of the capital cost intensities to inclusion of: reported efficiency values (a); construction lead times of three years (b); reported operations, maintenance, and CAES fuel costs (c); and all three effects summed (d). Storage costs are shown relative to value thresholds for solar in Texas, and operational costs are based on optimal operation for solar energy arbitrage for each cost structure. Costs for fuel and operations and maintenance are dependent on the energy discharged from storage, and so only those cost estimates where installation of storage is valuable are considered for these additional costs. CAES fuel costs, panels c) and d), assuming non-advanced adiabatic expansion, are based on the average Henry Hub natural gas price during period 1997-2015 with error bars demonstrating the maximum and minimum yearly cost. As storage cost estimates shift to higher values, the installed optimal storage size is smaller, this sensitivity analysis demonstrates the outer limit for reported costs, actual values will fall between the original markers and the new markers for each panel. For panels b) and d), shorter construction times will result in cost estimates closer to the original reported values. This analysis shows that the findings are robust to inclusion of these operational costs, as the largest component of storage costs is the high upfront capital cost. Ellipses are plotted as a visual guide for the original reported cost estimates.
2.4 Conclusions

Our results suggest that storage technologies can substantially increase the value of wind and solar energy. For example, we find that storage at costs comparable to several published estimates for compressed air energy storage and pumped hydro storage can add value to wind and solar energy in TX and CA at current costs. However, to reach profitability without subsidies across the locations studied, further cost improvement is needed in wind and solar generation costs and storage costs. Furthermore, as renewable generation costs decrease over time, storage costs must also decrease in order to add value.

Importantly, the results presented here point to cost performance targets for storage technologies to add value and for the renewable energy and storage hybrid plant to reach profitability. For example, researchers and research and development (R&D) managers in the public and private sectors might use the results to assess the potential benefit of pursuing one technology design over another, or one class of storage technology over another, based on its distance from a cost threshold and potential for cost improvement along energy and power cost dimensions. Despite differences across the locations studied in the benefits of adding storage, the direction of optimal storage cost improvement, balancing decreases in the energy and power-related costs of storage, is similar across locations. Thus the results can inform a roadmap for cost improvement to guide broad government and industry technology development strategies.

Additional research is needed to assess the costs of storage technologies today, as current estimates span a large range (Figures 2-7 and 2-8). The assumption of modular power and energy costs\(^1,14,17,35,61,92,104\) may be more appropriate for some technologies (e.g. compressed air energy) and less for others (e.g. batteries) and
deserves further investigation. For batteries, many studies nonetheless used the approximation of modular costs\textsuperscript{14,35,61,104} and assign shared component costs to the energy cost estimate. As energy is often the limiting factor for a given total investment in a stationary battery\textsuperscript{24}, this treatment is a reasonable approximation. Additionally, the cycling behavior of storage will affect the lifetime capacities of technologies differently\textsuperscript{16,59}. This effect is currently not represented in our model but will have a significantly smaller effect on storage capacity costs than the span of costs reported in the literature. These refinements can be incorporated in the future as cost estimates for storage technologies are further resolved.

We have focused here on increasing revenue from the sale of renewable energy but note that storage technologies installed for this purpose might generate additional revenue streams from other services which we do not consider, including frequency regulation, meeting installed power capacity requirements, and arbitrage that is not constrained by the renewable energy resource. This additional revenue could increase the added value of storage relative to the results presented in this paper. Assessing the scale of this added value, and the degree to which it is predictable and can be used to distinguish between candidate storage technologies, is a subject for future investigation.

Furthermore, the analysis performed here is for a low-penetration case in which the solar and wind plants are price takers, and do not measurably influence the electricity price over time. If renewables grow sufficiently to significantly influence the price time series of electricity in the locations studied, the results would change. The changing cost of electricity from other sources with which renewables are competing, or changing demand patterns and market structure, could also affect the results presented. Further study of the changes in electricity price dynamics over time and space is the subject for future research.
Deploying hybrid systems today could support the near-term growth in solar and wind, in contexts where storage technologies add value, as well as the investment and improvement in storage technologies that are needed to eventually allow greater intermittent renewables market share without very long-distance electricity transmission or carbon-emitting back-up generation. Understanding and maximizing the value of storage in today’s low market share context is therefore critical to eventually achieving the large-scale adoption of very low carbon- and other air pollutant-intensity intermittent renewables.
Chapter 3

Determinants of the value of storage for wind and solar energy

The value of a wind or solar power plant is a function of the electricity price during periods of resource availability. Moreover, intermittent renewables energy sources, such as wind and solar energy, are not reliably available at times of high prices, limiting their value and adoption. However, energy storage can shift the output of electricity from periods of low prices to periods of higher prices, thereby increasing plant revenue. Previous work has shown that in some locations, energy storage can add to the profitability of wind and solar power plants through energy arbitrage. The added value of storage has also been shown to differ across locations and resources (wind versus solar), and also across different storage technologies with different ratios of energy to power cost. However, questions remain about the determinants of storage value. Why does storage add more value in some locations than others, and what

---

A version of this chapter is in preparation for publication with co-author Jessika E. Trancik: Joshua M. Mueller and Jessika E. Trancik. Determinants of the value of storage for wind and solar energy. In preparation.
determines which storage technology cost structures are preferred? These are the questions addressed here. Specifically, we examine features of the electricity price dynamics and resource profiles that determine the value of storage for wind and solar energy, and the preferred storage technology. We explore how storage value depends on the frequency and amplitude of price spikes relative to the availability of the solar or wind energy resource over time. We also find that the preferred storage technology cost structure is based on the duration of electricity price spikes.

3.1 Introduction

Wind and solar energy are generated from intermittent resources and do not reliably produce power at times of highest price or greatest demand. The value of wind and solar is therefore dependent on the local resource profiles over time, as well as the electricity demand and price profiles. Through the addition of energy storage, solar and wind power plants can shift their generation to periods of high demand or price. Despite these benefits, storage has yet to be widely adopted.

Storage adoption is often limited by the high upfront capital costs of these technologies. Earlier research has shown that the value of storage for renewable energy arbitrage depends on the location and renewable resource considered, but the reasons haven’t been systematically studied. For example, it is not known how resource availability and electricity price dynamics influence storage value. Here we seek to understand these determinants.

Electricity market features likely influence storage value across locations because of their impact on electricity prices, which influence the operation of storage. Both the demand profile and supply mix are expected to have an influence on prices and therefore storage value. For example, renewables penetration can impact prices, with
higher penetration leading to lower prices during periods of resource availability\textsuperscript{48}, and higher prices when the resource isn’t available\textsuperscript{49}, particularly in systems without energy storage (or extensive transmission infrastructure and/or demand-side management). By understanding how different electricity markets and prices impact the value of storage for wind and solar energy, it may be possible to better assess the prospects for storage development and adoption, and to guide research on storage technologies that may be particularly useful.

3.2 Methods

**Site selection and data sources.** Historical electricity prices, wind speeds, and solar insolation data were collected for four U.S. locations: Palm Springs, CA; Plymouth, MA; Altoona, PA; and McCamey, TX. Wind speed data was taken from Western and Eastern National Wind Integration Datasets and solar insolation data was taken from the National Solar Radiation Database\textsuperscript{72}. Wind speed was transformed to hourly output per megawatt installed nameplate capacity using published performance data for a Vestas V90\textsuperscript{3} MW wind turbine that aligns to face the wind\textsuperscript{112}. For panel i) of Figure 3-3, wind generation data is similarly transformed using the published performance data for a Vestas V112\textsuperscript{3} MW wind turbine\textsuperscript{112}. Solar generation profiles were modeled as a static photovoltaic system that reaches peak output when exposed to 1 kW/m\textsuperscript{2} insolation. Wind and solar generation profiles for a random selection of five consecutive days are shown in panel a) of Figure 3-1. Electricity prices are presented in real 2004 USD, and were collected from CAISO\textsuperscript{13}, ISO New England\textsuperscript{54}, PJM\textsuperscript{84}, and ERCOT\textsuperscript{33}.

For Denmark, historical electricity prices, wind generation, and solar generation were collected from Energinet\textsuperscript{32}. Electricity prices and wind generation data were
collected for 2008, and converted to 2004 USD using the average exchange rate for 2008\textsuperscript{120} and the US GDP deflator\textsuperscript{119}. Wind generation was collected as total hourly wind production for each region, East and West, and normalized assuming that the maximum production during this period was the installed nameplate capacity. Solar generation data and prices were similarly calculated based on 2014 values.

Figure 3-1: Generation data (a) presented for wind and solar power in the locations shown in Figure 3-2. Renewables generation is shown as a fraction of actual generation over the installed nameplate capacity with wind depicted as a solid line and solar as a dashed line. Generation profiles vary with changing location and resource. Two examples of artificial price series (b): 400 spikes per year of height $500 and duration 4 hours (red), 100 spikes per year of height $200 and duration 1 hour (blue). Artificial price series were created varying frequency from 100 to 400 spikes per year in 50 spike per year increments, amplitude from $200/MWh to $500/MWh in $50/MWh increments, and duration from 1 to 5 hours, changing to also allow longer duration spikes every other or every third spike with the remaining spikes being 1 hour in duration.
Artificial price time series simulation. Hourly price time series were generated to allow independent control of the frequency, amplitude, and duration of price spikes. A base price time series of sinusoidally varying prices from $100/MWh to $120/MWh was used. Price spikes were added at consistent intervals, as determined by the selected frequency, replacing the hourly base prices value with the desired amplitude for the selected duration. The distribution of the duration of price spikes was varied, alternating the duration of price spike events in a deterministic fashion. The parameter space explored in developing the artificial price series for simulation is provided in Table 3.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>Spikes/year</td>
<td>100 - 400</td>
</tr>
<tr>
<td>Frequency increments</td>
<td>Spikes/year</td>
<td>50</td>
</tr>
<tr>
<td>Amplitude</td>
<td>$/MWh</td>
<td>200 - 500</td>
</tr>
<tr>
<td>Amplitude increments</td>
<td>$/MWh</td>
<td>50</td>
</tr>
<tr>
<td>Duration</td>
<td>h</td>
<td>1 - 5</td>
</tr>
<tr>
<td>Duration increments</td>
<td>h</td>
<td>1</td>
</tr>
<tr>
<td>Event duration distribution</td>
<td>Spike events</td>
<td>All, every other, every third</td>
</tr>
</tbody>
</table>

Increased renewables penetration levels were simulated using artificial price time series in which prices are depressed when wind and solar generation peak. Hours of resource availability peaks were selected as the highest 200 (low), 365 (moderate), and 500 (high) hours of resource availability. Prices during these time periods were set to $0/MWh. The prices were then normalized to have the same mean as prior to the simulated renewables penetration (i.e., adjusted upwards). Sensitivity to this normalization was performed showing that it has less than a 1% impact in the resulting values. This method was selected as a means of testing how storage value might increase due to the temporal mismatch of generation and prices with all other
factors held constant.

**Optimization model to determine storage value.** Maximum storage value is determined through a two-step optimization process as first developed by Braff *et al.* (2016). In the first phase, storage operation is optimized to maximize total plant revenue as constrained by the power and energy capacity of storage, Equation (3.1). Hourly charging and discharging of the storage system, and the direct sale of solar and wind generated electricity were optimized to achieve maximum revenue for a hypothetical hybrid storage and generation plant at each site, given the historical or artificial electricity price and energy resource availability over time and subject to system power and energy capacity constraints. Artificial price time series were evaluated against the wind and solar resource availabilities for twelve total combinations of the two generation technologies with six locations (California, Massachusetts, Pennsylvania, Texas, East Denmark, and West Denmark).

The optimization was performed in three week intervals over the course of a year, with one week overlap between each interval to prevent discontinuities, and an offset included in the energy constraint for each optimization period to account for the amount of energy stored in the system at the beginning of the period. The charge rate was capped at the lower of the real-time output of the generation resource and the storage power capacity. Additionally, the energy available for discharge was adjusted by a roundtrip efficiency of 90% applied to the charged energy. In order to reduce the computational expense of the optimization, the simulation considered charging and discharging separately so that a linear solution technique could be employed.

The optimization routine for each three week segment ($N = 504$ hours) can be expressed in terms of the real time price $P(t)$, the generation profile $x_{\text{generation}}(t)$,
storage roundtrip efficiency $\eta$, peak power $\dot{E}_{\text{max}}$, and duration $h$ as:

$$R_{\text{total}} = \max\left(\sum_{t=0}^{N} P(t)(x_{\text{generation}}(t) + x_{\text{discharge}}(t) - \frac{x_{\text{charge}}(t)}{\eta})\right)$$

subject to:

$$0 \leq x_{\text{discharge}}(t) \leq \dot{E}_{\text{max}}$$

$$0 \leq x_{\text{charge}}(t) \leq \min(\eta x_{\text{generation}}(t), \eta \dot{E}_{\text{max}})$$

$$0 \leq \sum_{t=0}^{N} (x_{\text{charge}}(t) - x_{\text{discharge}}(t)) \leq h \dot{E}_{\text{max}}.$$  

(3.1)

In the second step of the optimization, the value of the plant, $\chi$, is determined as the annual revenue divided by the annualized costs for all combinations of power ($C_{\text{power}}^{\text{storage}}$) and energy ($C_{\text{energy}}^{\text{storage}}$) capacity cost intensity, Equation (3.2). Plant overnight construction costs are given as the sum of the storage and generation costs ($C_{\text{gen}}$) per unit rated power of installed solar or wind generation ($C_{\text{gen}} + \dot{E}_{\text{max}} (C_{\text{power}}^{\text{storage}} + hC_{\text{energy}}^{\text{storage}})$.

To determine the annualized plant capital costs, the overnight construction costs are multiplied by a capital recovery factor, $CRF(i, n)$, defined as $CRF(i, n) = \frac{i(1+i)^n}{(1+i)^n - 1}$, with $n = 20$ years and $i = 5\%$. Generation costs of $500, $1000, $2000, and $3000/kW were evaluated.

For each pair of storage power capacity and energy capacity costs, between $2\text{-}3000/kW$ and $2\text{-}3000/kWh$, the storage power capacity and duration which maximize $\chi$ are selected. The maximum $\chi$ results are plotted on the z-axis as a function of the separable power and energy capacity costs. Further detail on this model can be found in Braff et al. 2016\textsuperscript{12}.

$$\chi = \frac{R_{\text{total}}}{CRF(C_{\text{gen}} + \dot{E}_{\text{max}} (C_{\text{power}}^{\text{storage}} + hC_{\text{energy}}^{\text{storage}}))}$$  

(3.2)
\( R_{\text{total}} \) is the total annual revenue of optimally operated storage with power capacity, \( E_{\text{max}} \), duration, \( h \), and at 90% roundtrip efficiency. \( CRF \) is the capital recovery factor. Storage sizes were simulated in increments of 1/2 hours and 1/2 \( W_{\text{storage}} / W_{\text{generation}} \).

### 3.3 Results

**Wind and solar value differs across locations.** The value of wind and solar energy at a given location is dependent on the amount of electricity available to sell, the price at which it can be sold, and how much it costs to produce that electricity. When total costs of ownership for wind and solar are held constant across locations the amount of energy available, in terms of resource availability, and the costs to produce electricity are inversely related. In this section we look at how the capacity factor, defined here as the mean output in terms of MW/MW\(_{\text{peak}}\), and the prices at times of resource availability determine the value of wind and solar.

Correlations between the amount of energy available and the price at which it can be sold determine the revenue available in a given location. The more positively correlated the resources and prices are, the more revenue any given kWh can capture. We find that in the historical data, solar availability is positively correlated with prices in all U.S. locations, see Table 3.2. However, recent work has shown this may be changing with increased solar penetration\(^{43,48,51}\). Wind energy production was negatively correlated with prices in California, Pennsylvania, and Texas, where California and Texas are the locations with the highest wind production levels (Table 3.2). Pennsylvania’s near-zero negative correlation may be due to the matching of wind availability with early morning hours of low demand.

The cost of wind and solar electricity production is largely dependent on the
Figure 3-2: For different locations and resources, storage value thresholds are plotted against example storage technology cost structures to show how these thresholds can be used to evaluate storage technologies. Storage energy capacity costs are presented on the horizontal axis and power capacity costs on the vertical axis. A high power and low energy capacity cost technology (asterisk) and a low power and high energy capacity cost technology (square) are plotted to roughly represent the cost structures of mechanical systems and flow batteries (former) and sealed batteries (latter). While the thresholds are in different positions for each U.S. location, the slopes of the lines are similar for both resources and U.S. locations. The slopes of the lines for both Denmark locations are steeper for any given pair of storage costs, meaning that in these locations storage with lower energy to power capacity cost ratios are more valuable.
Table 3.2: Determinants of wind and solar value. Higher capacity factor leads to a higher $\chi_{\text{max}}$ value for renewables only. Here we see weak to no correlation between resource availability, or generation amount, and prices. Locations with lower capacity factor and more negative correlation between prices and resource availability have higher value thresholds, though these results are also impacted by the electricity price dynamics discussed later. Storage costs are provided where the value threshold intersects a 45° ray from the origin along which the $$/\text{kWh}$ equals the $$/\text{kW}$ costs of storage.

<table>
<thead>
<tr>
<th>Location</th>
<th>Resource</th>
<th>Capacity factor</th>
<th>Correlation generation and prices</th>
<th>$\chi_{\text{max}}$</th>
<th>Storage cost at threshold ($$/\text{kW} &amp; $$/\text{kWh})</th>
</tr>
</thead>
<tbody>
<tr>
<td>California</td>
<td>Solar</td>
<td>23.3%</td>
<td>0.088</td>
<td>0.54</td>
<td>271</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>33.9%</td>
<td>-0.051</td>
<td>0.71</td>
<td>238</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Solar</td>
<td>15.4%</td>
<td>0.090</td>
<td>0.46</td>
<td>147</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>25.5%</td>
<td>0.036</td>
<td>0.72</td>
<td>155</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>Solar</td>
<td>15.3%</td>
<td>0.173</td>
<td>0.39</td>
<td>304</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>24.4%</td>
<td>-0.007</td>
<td>0.55</td>
<td>305</td>
</tr>
<tr>
<td>Texas</td>
<td>Solar</td>
<td>21.6%</td>
<td>0.088</td>
<td>0.53</td>
<td>264</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>33.0%</td>
<td>-0.104</td>
<td>0.70</td>
<td>270</td>
</tr>
</tbody>
</table>

upfront fixed capital costs and the availability of the resource. Resource availability in this study is represented by the capacity factor of generation. Increasing the amount of electricity generated, i.e., increasing the capacity factor, both raises revenues and lowers energy costs. Capacity factors differ across resource and location, but also are partially determined by the choice of wind turbine or solar photovoltaics orientation and operation. The capacity factors in Figure 3-3 were changed by switching among the resource availability profiles for each U.S. location and for panel i) the Texas wind speed data is transformed based on the published performance data for a Vestas V112 turbine as opposed to the V90 used in panels a) through h)\(^{112}\). The same artificial price series is used for each panel. The value of wind or solar without storage is the $\chi_{\text{max}}$ value above the value threshold (bold line).
As would be expected, wind and solar value are highest in locations with higher resource capacity factors (Table 3.2). Locations with high correlations in the timing of wind and solar availability and prices will also have higher $\chi$ values. However, as renewables penetration increases, we expect this correlation to decrease. In Table 3.3 we show similar results as in Table 3.2 for simulations of modified historical prices and resources under conditions of increasing simulated renewables penetration. We see that as the simulated renewables penetration increases, this leads to an increasingly negative correlation between prices and generation as well as a decrease in the $\chi$ values for wind or solar without storage. In these scenarios, the ability of storage to shift output to times of high prices becomes increasingly valuable. In the next sections we explore the determinants of this increased value of storage and explore the similarities in the drivers of storage value across the locations.

**Resource availability over time impacts storage value.** When performing energy arbitrage, storage derives value by shifting generation to later periods with higher prices. Thus, storage is valuable when there is revenue to be gained by selling electricity at later periods. Storage value is also dependent on the generation costs. We see in Figure 3-2 that storage value thresholds are lower as the generation cost declines\textsuperscript{12}. Here we explore how resource variations impact storage value through timing of resource availability and reductions in the overall cost of energy.

We find that increasing the capacity factor of the resource decreases the costs at which storage begins to provide value, because additional generation units are now more valuable. Figure 3-3 demonstrates how as capacity factor increases, and therefore levelized energy costs fall, storage value thresholds occur at lower costs. As wind and solar become more valuable, storage costs must decline to continue to provide value.
Figure 3-3: Effects of increasing capacity factor on the costs at which storage provides value. Hybrid renewables and storage value, $\chi_{\text{max}}$, is shown as a heat map plotted as a function of separable storage energy capacity (horizontal) and power capacity (vertical) costs for a single artificial price series of 100 spikes per year, at $350/MWh per spike, with a duration of one hour. Panels a) through d) show solar in Pennsylvania, Massachusetts, Texas and California respectively. Panels e) through h) show wind profiles for a Vestas V90 in Pennsylvania, Massachusetts, Texas and California respectively. Panel i) shows the wind generation of a Vestas V112 high capacity turbine for the same input wind speed as in panel g) (Texas). For high storage costs, it may be more optimal to install more wind turbines or photovoltaic panels, even if they cannot be optimally operated, due to the lower energy costs. Thus, high capacity factors result in a reduction in storage value cost thresholds. It should be noted that increased capacity factor increases the overall system value, as seen by the higher $\chi$ values.

The added value of storage is impacted by resource timing and is increased when wind and solar generate at times of low prices and are unavailable during periods of higher prices. For a constant capacity factor, when prices are low at times of resource availability, i.e., negatively correlated, storage value thresholds occur at
higher costs. Under these conditions there is a greater benefit in the ability for storage to shift generation times. We show in Table 3.3 how value thresholds increase as the correlation between prices and resources becomes more negative. These results are derived from a simulation of renewables penetration where increased penetration leads to increasingly negative correlations between prices and resource availability. We see these results in both artificial price series (Table 3.4), where the original artificial price time series show no correlation between resource availability and prices, and in the historical data (Table 3.3).

More expensive storage may become valuable as renewables adoption leads to increasingly mismatched periods of resource availability and high prices. As wind and solar adoption increases, these technologies may lower the locational marginal price of electricity when they generate, since they have near-zero variable costs. Using the same approach as in Table 3.3, we model this price collapse by lowering prices in an artificial price time series when resource availability peaks, thus simulating new price series capturing the increase in value for storage when shifting generation in dynamic markets. We find that as modeled renewables penetration increases, storage value thresholds move to higher costs, Figure 3-4. Simulating increased renewables penetration leads to increased storage value across all capacity factors in both the artificial price series (Figure 3-4), and the historical data (Table 3.3). We have shown the importance of electricity prices during periods of resource availability, and we now turn to analyzing the features of electricity price dynamics.
Figure 3-4: Storage thresholds determined across three capacity factors for low (left column), moderate (center column) and high (right column) modeled renewables penetration. The top row corresponds to panel a) (CF: 15.3%), in Figure 3-3, the middle row to panel e) (CF: 24.4%), and the bottom row to panel i) (CF: 53.2%). At low levels of renewables, we expect there to be infrequent periods (<1 per day) of low prices caused by high renewables resource availability, simulated here as 200 zero price events in a year. At moderate levels of renewables, we expect there to be infrequent periods (=1 per day) of low prices caused by high renewables resource availability, simulated here as 365 zero price events in a year. At high levels of renewables, we expect there to be frequent periods (>1 per day) of low prices caused by high renewables resource availability, simulated here as 500 zero price events in a year. We see that for all capacity factors the storage value thresholds occur at higher storage costs with increasing simulated renewables penetration.
Table 3.3: Determinants of wind and solar value as a function of simulated renewables penetration. There is a steady decline in renewables only value with simulated increased penetration, with an increase in the costs at which storage can provide value to the hybrid power plant. There is also an increasingly negative correlation, as forced by the simulations, between the generation and price time series. Here, low renewables is simulated as 200 zero-price hours per year, moderate renewables is simulated as 365 zero-price hours per year, and high renewables is simulated as 500 zero-price hours per year. Storage costs are provided where the value threshold intersects a 45° ray from the origin along which the $/kWh equals the $/kW costs of storage.

<table>
<thead>
<tr>
<th>Location</th>
<th>Resource</th>
<th>Correlation generation and prices</th>
<th>$x_{max}$ wind or solar only</th>
<th>Storage cost at threshold ($$/kW &amp; $$/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low renewables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California</td>
<td>Solar</td>
<td>-0.008</td>
<td>0.50</td>
<td>366</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.107</td>
<td>0.68</td>
<td>296</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Solar</td>
<td>-0.057</td>
<td>0.41</td>
<td>305</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.091</td>
<td>0.68</td>
<td>236</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>Solar</td>
<td>0.015</td>
<td>0.35</td>
<td>478</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.122</td>
<td>0.52</td>
<td>395</td>
</tr>
<tr>
<td>Texas</td>
<td>Solar</td>
<td>-0.009</td>
<td>0.49</td>
<td>384</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.171</td>
<td>0.67</td>
<td>331</td>
</tr>
<tr>
<td><strong>Mod. renewables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California</td>
<td>Solar</td>
<td>-0.065</td>
<td>0.48</td>
<td>454</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.147</td>
<td>0.65</td>
<td>346</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Solar</td>
<td>-0.110</td>
<td>0.39</td>
<td>432</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.152</td>
<td>0.66</td>
<td>309</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>Solar</td>
<td>-0.054</td>
<td>0.33</td>
<td>616</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.179</td>
<td>0.50</td>
<td>472</td>
</tr>
<tr>
<td>Texas</td>
<td>Solar</td>
<td>-0.055</td>
<td>0.47</td>
<td>472</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.218</td>
<td>0.65</td>
<td>377</td>
</tr>
<tr>
<td><strong>High renewables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California</td>
<td>Solar</td>
<td>-0.085</td>
<td>0.47</td>
<td>517</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.178</td>
<td>0.64</td>
<td>392</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Solar</td>
<td>-0.126</td>
<td>0.39</td>
<td>499</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.184</td>
<td>0.65</td>
<td>371</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>Solar</td>
<td>-0.082</td>
<td>0.32</td>
<td>699</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.204</td>
<td>0.49</td>
<td>533</td>
</tr>
<tr>
<td>Texas</td>
<td>Solar</td>
<td>-0.069</td>
<td>0.46</td>
<td>517</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.245</td>
<td>0.64</td>
<td>392</td>
</tr>
</tbody>
</table>
Table 3.4: Correlation coefficients between an artificial price time series and resource availability from 2004 for simulated increases in renewables penetration. The frequency, amplitude, and duration of price spikes in the artificial price times series used here were: 100 spike per year, amplitude $350/MWh per spike, and 1 hour duration. We see that there is no correlation between prices and resource availability for the original artificial prices, but as we simulate increasing renewable penetration there is an increasingly negative correlation between prices and resource availability. Here, low renewables is simulated as 200 zero-price hours per year, moderate renewables is simulated as 365 zero-price hours per year, and high renewables is simulated as 500 zero-price hours per year.

<table>
<thead>
<tr>
<th>Location</th>
<th>Resource</th>
<th>Original</th>
<th>Low renewables</th>
<th>Moderate renewables</th>
<th>High renewables</th>
</tr>
</thead>
<tbody>
<tr>
<td>California</td>
<td>Solar</td>
<td>0.00</td>
<td>-0.20</td>
<td>-0.27</td>
<td>-0.29</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.01</td>
<td>-0.14</td>
<td>-0.22</td>
<td>-0.27</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Solar</td>
<td>-0.01</td>
<td>-0.23</td>
<td>-0.29</td>
<td>-0.30</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>0.00</td>
<td>-0.21</td>
<td>-0.29</td>
<td>-0.32</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>Solar</td>
<td>0.00</td>
<td>-0.23</td>
<td>-0.31</td>
<td>-0.34</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>0.01</td>
<td>-0.22</td>
<td>-0.31</td>
<td>-0.34</td>
</tr>
<tr>
<td>Texas</td>
<td>Solar</td>
<td>0.00</td>
<td>-0.20</td>
<td>-0.27</td>
<td>-0.28</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>0.00</td>
<td>-0.18</td>
<td>-0.27</td>
<td>-0.31</td>
</tr>
</tbody>
</table>
Electricity price dynamics drive storage value. Storage value is higher when price spikes occur more frequently. The change in storage value thresholds under increasingly frequent price spike events is shown in panels a) and b) of Figure 3-5. In these panels we also see that for low storage costs, the value of storage, $\chi$, is higher when price spikes are more frequent. This is because additional storage capacity is installed at lower cost estimates enabling the plant operator to capture more periods of high prices. We also see that the costs at which storage becomes valuable also increase. Figure 3-6 panel a) summarizes these results, showing that for a 1% increase in price spike frequency there is a roughly 0.9% increase in the storage costs at the value threshold, holding all other price dynamics constant. With frequent price spikes, higher cost storage may be able to generate enough additional revenue to outweigh the increased capital costs. Finally, there is no change in the slopes of the iso-$\chi$ lines when price spike frequency is increased.

Storage is more valuable when price spike amplitudes are higher. In panels c) and d) of Figure 3-5 we see that increasing the amplitude of the price spikes means that storage of higher costs are now valuable. In Figure 3-6 panel b) we see that for a 1% increase in price spike amplitude there is a roughly 1.55% increase in the storage costs at the value threshold, holding all other price dynamics constant.

The effects of amplitude and frequency on storage value are expected findings validated through these simulations. More unexpectedly, however, raising the amplitude of price spikes has no impact on the slope of the iso-$\chi$ lines. Changing the slopes of the iso-$\chi$ lines is important for determining the preferred technology cost structures in a given location (as described in the next section).

Price spike duration determines the preferred storage technology. When price spike duration increases we see a corresponding increase in the relative value
Figure 3-5: Effects of increasing price spike frequency and amplitude on storage value thresholds. Hybrid renewables and storage value, $X_{\text{max}}$, is shown as a heat map plotted as a function of separable storage energy capacity (horizontal) and power capacity (vertical) costs for simulations of artificial price series with varying price spike frequency and amplitude. Increasing the frequency of price spikes raises the cost threshold at which storage becomes valuable, panels a) and b), shown for price spike amplitude of $350$/MWh. Increasing the amplitude of the price spikes, panels c) and d), shown for a price spike frequency of 100 spikes per year, similarly raises the cost threshold at which storage becomes valuable. All four plots are evaluated for price spikes of one hour duration, and we find that neither varying the frequency nor the amplitude of price spikes has an impact on the slopes of the iso-$X$ lines.

of low energy to power cost technologies (as compared to other technology cost structures). This effect is shown in Figure 3-7 where increasing the duration of the price spikes in the artificial price time series leads to steeper iso-$X$ lines and storage value thresholds. Adjusting the distribution of the duration of price spike events leads to a changing slope in the iso-$X$ line, panel d) of Figure 3-7, similar to the
Figure 3-6: Storage costs at which the value threshold intersects a 45° ray from the origin along which the $/kWh equals the $/kW costs of storage. This cost structure represents the closest distance to the origin of the storage cost thresholds for 16 combinations of price spike frequency and amplitude, all with a 1 hour duration. Numbered values give the slope of the line in a log-log plot. Both panels show the same data points for a different horizontal axis. Increasing the frequency of price spikes (a) by 1% leads to a roughly 0.9% increase in the costs at which the value threshold occurs for a constant price spike amplitude. Increasing the amplitude of price spikes (b) by 1% leads to a roughly 1.55% increase in the costs at which the value threshold occurs for a constant price spike frequency.

curved and decreasing slopes in Figure 3-2. In panel d) price spikes of 3 hours in duration occur every third spike with all other price spikes being 1 hour in duration. This implies that the similarity in iso-$\chi$ slopes seen throughout the US locations may be a result of similar distributions in the duration of price spike events across locations.

The importance of price spike duration is further supported by analytical methods
exploring the meaning of the slope of the iso-\( \chi \) lines. As presented fully below, the slope of the iso-\( \chi \) lines, when storage capacities are held constant with respect to storage costs, is equal to the optimal installed duration of storage. Longer duration price spikes likely lead to optimal installation of longer duration storage, since there is not time to recharge storage between two consecutive hours of high prices. If the optimal storage duration is longer, the corresponding iso-\( \chi \) slope at that storage cost is steeper. Steeper iso-\( \chi \) slopes indicate that technologies with low energy capacity costs are more valuable.

The slopes of the iso-\( \chi \) lines can be determined by taking the ratio of the partial derivatives of \( \chi \) with respect to the capacity cost intensities, \( C_{\text{storage}}^{\text{energy}} \) and \( C_{\text{storage}}^{\text{power}} \):

\[
\frac{dC_{\text{storage}}^{\text{power}}}{dC_{\text{storage}}^{\text{energy}}} \chi = \frac{\partial \chi}{\partial C_{\text{storage}}^{\text{energy}}} / \frac{\partial \chi}{\partial C_{\text{storage}}^{\text{power}}}.
\]

(3.3)

The partial derivatives of \( \chi \) are (note: the symbol \( \gamma \) is used to in place of the capital recovery factor to ease the notation):

\[
\frac{\partial \chi}{\partial C_{\text{storage}}^{\text{energy}}} = \frac{\partial R_{\text{total}}}{\partial E_{\text{max}}} \cdot \frac{dE_{\text{max}}}{dC_{\text{storage}}^{\text{energy}}} + \frac{\partial R_{\text{total}}}{\partial h} \cdot \frac{dh}{dC_{\text{storage}}^{\text{energy}}} \cdot \frac{\partial \chi}{\partial h}
\]

\[
\frac{\partial \chi}{\partial C_{\text{storage}}^{\text{power}}} = \frac{R_{\text{total}} \left( \gamma \left( \frac{dE_{\text{max}}}{dC_{\text{storage}}^{\text{energy}}} C_{\text{storage}}^{\text{power}} + \left( \frac{dE_{\text{max}}}{dC_{\text{storage}}^{\text{energy}}} h + \frac{dh}{dC_{\text{storage}}^{\text{energy}}} E_{\text{max}} \right) C_{\text{storage}}^{\text{energy}} + E_{\text{max}} h \right) \right)}{\left( \gamma \left( C_{\text{gen}} + E_{\text{max}} \left( C_{\text{storage}}^{\text{power}} + h C_{\text{storage}}^{\text{energy}} \right) \right) \right)^2}
\]

(3.4)
Figure 3-7: Effects of changing price spike duration on the slope of iso-\(\chi\) lines. Hybrid renewables and storage value, \(\chi_{\text{max}}\), is shown as a heat map plotted as a function of separable storage energy capacity (horizontal) and power capacity (vertical) costs for simulated artificial price series with varying price spike durations. Increasing the duration of price spikes in an artificial price series increases the absolute value of the slope (steepness) of the iso-\(\chi\) lines, or lines of constant value for a wind or solar with storage power plant. Steeper iso-\(\chi\) slopes indicate that technologies with lower energy capacity to power capacity cost ratios will be more valuable. In panel d), the duration of price spikes was varied within the time series simulated with a 3 hour duration price spike occurring every third spike and all other spikes being 1 hour in duration.

\[
\frac{\partial \chi}{\partial C_{\text{power}}^{\text{storage}}} = \frac{\partial R_{\text{total}}}{\partial E_{\max}} \cdot \frac{dE_{\max}}{dC_{\text{power}}^{\text{storage}}} + \frac{\partial R_{\text{total}}}{\partial h} \cdot \frac{dh}{dC_{\text{power}}^{\text{storage}}}
\]

\[
R_{\text{total}} \left( \gamma \left( \frac{dE_{\max}}{dC_{\text{power}}^{\text{storage}}} C_{\text{storage}}^{\text{power}} + \frac{dE_{\max}}{dC_{\text{storage}}^{\text{power}}} h + \frac{dh}{dC_{\text{storage}}^{\text{power}}} \hat{E}_{\max} C_{\text{storage}}^{\text{energy}} + \hat{E}_{\max} \right) \right) \left( \gamma \left( C_{\text{gen}} + \hat{E}_{\max} \left( C_{\text{storage}}^{\text{power}} + h C_{\text{storage}}^{\text{energy}} \right) \right) \right)^2.
\]

(3.5)
For large regions of the cost space, where the optimal size of storage is constant for a range of storage power and energy capacity cost intensities, we make the following simplifying assumptions:

\[
\frac{dh}{dC_{\text{energy}}^{\text{storage}}} = 0 \quad \frac{d\dot{E}_{\text{max}}}{dC_{\text{energy}}^{\text{storage}}} = 0 \\
\frac{dh}{dC_{\text{power}}^{\text{storage}}} = 0 \quad \frac{d\dot{E}_{\text{max}}}{dC_{\text{power}}^{\text{storage}}} = 0. 
\]

(3.6a) (3.6b)

Under these conditions, the partial derivatives of \( \chi \) simplify to:

\[
\frac{\partial \chi}{\partial C_{\text{energy}}^{\text{storage}}} = \frac{-R_{\text{total}} \gamma \dot{E}_{\text{max}} h}{\left(\gamma (C_{\text{gen}} + \dot{E}_{\text{max}}(C_{\text{storage}}^{\text{power}} + hC_{\text{storage}}^{\text{energy}}))\right)^2} \]

(3.7)

and

\[
\frac{\partial \chi}{\partial C_{\text{power}}^{\text{storage}}} = \frac{-R_{\text{total}} \gamma \dot{E}_{\text{max}}}{\left(\gamma (C_{\text{gen}} + \dot{E}_{\text{max}}(C_{\text{storage}}^{\text{power}} + hC_{\text{storage}}^{\text{energy}}))\right)^2}.
\]

(3.8)

The ratio of which reduces simply to \( h \), the optimal duration of storage for \( \chi_{\text{max}} \) at any given pair of cost intensities. This finding matches a simple unit analysis of the slopes of the iso-\( \chi \) lines that shows the slopes have units of hours.

**Comparing storage value determinants across locations and resources.**

Here we use the determinants we uncovered previously to explain the differences in storage value seen in Figure 3-2. Storage value differs across location, but the relative value of one optimal cost structure to another is similar across locations. We demonstrate why storage value thresholds occur at lower costs in Massachusetts and Denmark than in California and Texas. We demonstrate similarities in the distribution of the duration of price spike events that explain the slopes of the iso-\( \chi \) lines in the U.S., panels e) through l) of Figure 3-2. We further explain why in panels
a) through d) we see that for East and West Denmark, the iso-$\chi$ slopes are slightly steeper.

Figure 3-8: Distributions of the duration of price spike events (a) and price spike amplitudes (b) supporting the explanation of storage value. In panel a), the distribution of duration of price spike events shows that the shape of the distribution is similar across the four U.S. locations but flatter in Denmark, which has a much higher relative percentage of longer duration price spike events. Violin plots for the price spike amplitudes (b) show that price spikes are lower in Denmark and Massachusetts than in the other U.S. locations. Price spike amplitudes are shown normalized to the mean of the day in which the price spike occurred. Additionally, price spikes occur less frequently in Denmark, with roughly 590 price spikes per year, as opposed to an average of 940 per year in the U.S., see Table 3.5. Both features further explain the location of the storage cost thresholds in Figure 3-2.

Price spike frequency, amplitude, and resource capacity factor differ across locations, leading to differences in the location of the value thresholds. Real prices vary more freely than we allowed in our artificial price time series simulations, but we can
Table 3.5: Number of price spikes in 2004 for each location.

<table>
<thead>
<tr>
<th>Location</th>
<th>Number of price spikes in 2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>East Denmark</td>
<td>583</td>
</tr>
<tr>
<td>West Denmark</td>
<td>596</td>
</tr>
<tr>
<td>California</td>
<td>1050</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>763</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>1098</td>
</tr>
<tr>
<td>Texas</td>
<td>847</td>
</tr>
</tbody>
</table>

still see relevant features which drive the value of storage. In Figure 3-8 panel b) we show the distributions of the amplitudes of price spikes for each location. Price spike amplitudes are shown normalized to the mean price of the day in which the price spike occurred. In Table 3.5 and Figure 3-8, we find that Massachusetts has the lowest amplitude of price spikes for U.S. locations and that Texas has both high amplitude and frequent price spikes. Danish price spikes are lower than in the U.S. on average and there are 30% fewer price spikes in Denmark. Both the lower amplitude and lower frequency of price spikes in Denmark may help explain the lower value of storage in this location.

Distributions of the durations of price spike events are similar across the four U.S. locations. We see in Figure 3-8 panel a) that the fraction of price spikes of a given duration fall consistently as duration increases for each of the U.S. locations. Furthermore, we see that for both East and West Denmark the distribution of the duration of price spike events is much flatter. The fraction of price spike events with durations longer than 1-2 hours is much higher in Denmark than in the U.S. locations. This helps explain why the optimal duration of storage is longer for any pair of storage and energy capacity cost intensities in West and East Denmark,
i.e., why the iso-$\chi$ slope is steeper. Steeper iso-$\chi$ contours indicate higher value for low energy cost storage technologies. Example technologies with this cost structure are pumped hydro storage, compressed air energy storage, and most flow battery chemistries.

3.4 Conclusions

Storage can add value to a wind or solar power plant through energy arbitrage, or charging during periods of low price for later resale at times of higher price. The value that storage can provide differs across location and generation technology. However, in the U.S. it was found that the preferred technology cost structure in one location was also preferred in other locations. Here we analyzed features of the electricity price dynamics and resource availability to explain these results.

We find that storage adds more value in locations with more frequent and higher amplitude price spikes, and it is natural to ask how these determinants might change over time. Furthermore, storage is more valuable when there is a mismatch between times of resource availability and periods of high prices. Some studies have suggested that increased renewables penetration may lead to negatively correlated prices and resources, and we have presented a simplified model of this phenomenon here. However, additional research on how increased renewables penetration and storage adoption will endogenously impact future prices would help us understand how storage value may change under different conditions.

The selection of one preferred technology over another depends on the value each provides, and as the duration of price spike events increases, low energy cost technologies are increasingly preferred relative to other technologies. Locations with more long duration price spike events favor technologies like pumped hydro, compressed
air, and flow batteries, all of which have cost structures with very low energy to power capacity cost ratios\textsuperscript{12,14,17,61}. Price spike duration may be a function of wind penetration, where long unforeseen resource shortages can be common. Denmark has a higher wind penetration than any of the locations studied in the U.S., supporting this hypothesis\textsuperscript{118}. More evidence is necessary to pin down these effects. Market features and how they change the determinants found here is a subject of ongoing research.

Storage can add value to renewables through other use contexts in addition to the energy arbitrage function analyzed here. Revenue stacking from other value streams, such as frequency regulation and forward capacity markets, may be possible for grid-scale storage\textsuperscript{1,47}. For example, PJM and ISONE have forward capacity markets where renewables with storage may be expected to earn additional revenue\textsuperscript{54,84}. Determining features that impact storage value for these other use contexts and how they complement the determinants found here are subjects for future research.

The results presented here highlight features of the electricity prices and resource availability that drive storage value for wind and solar energy arbitrage. The results can be used to inform expectations of storage value in other locations, based on the electricity price and resource profiles. Furthermore, storage value can be estimated for future scenarios with changes to the determinants found here. By informing future storage value estimates, we can guide research and investment decisions to efficiently develop these technologies, thereby helping to facilitate further adoption of wind and solar. Increasing wind and solar adoption would allow these technologies to play a significant role in climate change mitigation.
Chapter 4

Impact of forecasting uncertainty on the value of storage for renewable energy arbitrage

Energy storage can increase the revenue of wind and solar power plants through energy arbitrage. If storage costs are sufficiently low, this added revenue can outweigh the additional cost of adding storage, thereby increasing the value of the power plant. The conditions under which storage can add value to solar and wind have been studied in earlier research under the assumption of perfect foresight, where the optimal storage size and operation is solved for with knowledge of the future prices and renewable energy resource availability. But how does uncertainty about the future affect the value of storage for wind and solar energy arbitrage? In this work, we develop a new decision rule for operation when future prices and resource availability are unknown.

---

A version of this chapter is in preparation for publication with co-author Jessika E. Trancik: Joshua M. Mueller and Jessika E. Trancik. Impact of forecasting uncertainty on the value of storage for renewable energy arbitrage. In preparation.
The rule takes into account how storage would be operated under perfect foresight for some period of time in the past, for which data is available. The simple rule we develop for storage operation is able to capture at least 80% of the value that would be expected under perfect foresight, and improves upon several existing heuristics.

4.1 Introduction

Rapidly falling capital costs\textsuperscript{60,106}, zero direct carbon emissions\textsuperscript{7}, and flexibility in installation scale all contribute to the increasing penetration of wind and solar energy in the U.S. electricity mix\textsuperscript{107}. Further contributing to wind and solar growth are U.S. government policies supporting renewables adoption. These policies occur at both the state and federal level, with the investment tax credit for wind and solar being an example of a federal incentive\textsuperscript{42,51}. Despite the many government incentives supporting renewables adoption, continued, self-sustained, rapid growth in these technologies is required to reach levels that can help meet climate change mitigation goals\textsuperscript{12,106}. Low-cost storage can play a pivotal role in converting intermittent renewables into dispatchable power plants able to provide electricity on demand\textsuperscript{1}. The ability to sell electricity when most profitable increases the attractiveness of these technologies.

Storage with renewables may be profitable for some technologies and locations, but there is little consensus on how much value is reasonably achievable\textsuperscript{21,64,98,99,113}. For example, optimally sized and operated storage has been shown to provide value to wind and solar power plants in some locations today, by increasing their profitability through shifting generation to periods of high prices\textsuperscript{12,70}. However, these analyses often assume perfect foresight of electricity prices and resource availability. How much does uncertainty about the future affect the value of using storage for renewable energy arbitrage? We begin to address this question here by examining
the effectiveness of various forecasting approaches.

Several heuristics have been proposed for determining the operation of storage when future prices and wind or solar resource availability are unknown. These heuristics include methods based on previous optimal operation and those that schedule operation based on time of day\textsuperscript{21,44,64,99}. We examine these approaches and also develop our own decision rule.

In addition to decisions about the operation of storage, one must also decide how to size storage. Appropriate sizing of storage, in terms of power and energy capacities, depends on the use context and the location being studied\textsuperscript{8,18,25,62,121}. We examine simple rules for this as well, focusing on a use case where storage is constrained to discharging electricity from solar or wind plants, as might be expected under carbon-emissions-constraining policies.

4.2 Methods

We investigate the impact of uncertainty on the value of storage for renewable energy arbitrage in order to quantify the value lost due to forecasting errors. We quantify the cost, or lost value, of forecasting errors by developing a rule that determines how a storage system should operate based on current and historical prices. We compare the results of our decision rule to other heuristics for storage operation absent perfect foresight. Finally, we develop two new methods for sizing storage facilities for renewable energy arbitrage.

Site selection. Historical electricity prices and wind and solar resource availability were obtained for four U.S. locations: Palm Springs, CA; Plymouth, MA; Altoona, PA; and McCamey, TX. Data for real-time (hourly) locational marginal pricing was
obtained for the years 2004-2005 as available from the CAISO, ISO New England, PJM, and ERCOT. These prices were converted to 2004 USD using the GDP deflator. Price dynamics are depicted in Figure 4-1. Training data sets use 2004 data, while the test data set uses the remainder of the time series (2005). We use 2004 prices and resource data as previous studies have found these to give conservative (low) estimates for the value of storage. To simulate the performance of a hypothetical wind turbine or solar array, local windspeed and solar insolation data was obtained from the Eastern and Western National Wind Integration Datasets and the National Solar Radiation Database. We then computed the time dependent output per MW installed using published performance data for a Vestas V90 3 MW wind turbine which aligns to face the wind and a static photovoltaic system that reaches its maximum output when exposed to an insolation of 1 kW/m² (corresponding to standard test conditions (STC)).

**Heuristics from the literature.** Here we describe how we developed alternative decision rules from heuristics published in the literature. For all methods, storage is only charged from renewables. Each method is applied to 40 combinations of storage power capacity and duration constraints for each of the 4 locations and 2 resources, equaling 1280 total analyses.

We note that the methods discussed below were not originally designed for renewable energy arbitrage nor was storage constrained in either model to charge only from intermittent renewables. Studies constraining storage charging from renewables have focused on other use contexts and have not considered storage power capacities larger than the generation capacity of wind or solar nor have they optimized storage operation to maximize value. To our knowledge, this is the first paper to compare methods of maximizing storage value when storage charging is constrained to
Figure 4.1: Hourly electricity prices for a selection of four days in 2004 for each location studied. Nodal locational marginal prices are used in California, Massachusetts, and Pennsylvania, while zonal locational marginal prices are used in Texas. Different days are used for each location. The days selected were chosen to demonstrate similarities in price spike occurrence, e.g., price spikes in the afternoon of Day 1, and price spike dynamics, e.g., price spikes of varying duration occurring at any hour of the day.

times of wind or solar generation.

Time-based heuristics. Time-based heuristics charge storage during all hours except those four during which storage is set to discharge. We compare three time-based heuristics discharging during the periods 14:00-18:00, 16:00-20:00, and during the four hours which had the highest average price over the course of a year. The method using the four hours with the highest average price for a location is based on 2004 prices and the four hours are not a consecutive window. If renewables are
generating, storage is not full, and the time is outside the discharging window, then storage is charged. If storage is full, any renewables generation is sold directly to the grid.

_Sioshansi’s backcast._ The backcast method, as proposed by Sioshansi et al. (2009)\textsuperscript{99} uses a previous optimal storage operation schedule based on perfect foresight to direct the current operation of storage. We determine the optimal operation of storage based on Equations (4.2). We then use this schedule to charge and discharge storage each hour for the subsequent two week period, subject to energy and power capacity constraints. For example, storage operation at 3 p.m. on the 17th of the month is determined based on the optimal operation of storage at 3 p.m. on the 3rd of the month.

**Developing the decision rule.** This section lays out the steps in developing the decision rule. First, we develop a normalization of electricity prices which allows us to present the hourly price as a ratio of the current price to a moving average of the previous peak prices. Next, storage operation is modeled with perfect foresight and non-normalized prices to determine the optimal charge and discharge times for each storage system size for the full year of training data. We then analyze the optimal hourly operation of storage as a function of the normalized price in that hour. Finally, we select a normalized price, $\rho_{\text{rule}}$, which will serve as the threshold above which our decision rule directs storage to discharge. We seek a value of $\rho_{\text{rule}}$ that maximizes expected revenue of the combined renewables and storage system.

_Normalizing electricity prices._ We compare normalized prices as a means of incorporating recent historical price information. Prices are normalized by taking
the ratio of the current hourly price to the ten-day moving average of the daily peak electricity price, where the daily peak electricity price is itself an average over four hours (two hours before the peak hourly price and one hour after):

$$\rho_{nd} = \frac{P_{nd}}{\sum_{j=-10}^{\text{max}+1} \sum_{i=\text{max}-2}^{\text{max}+1} P_{ij}/40}$$

(4.1)

The subscript notation $n$ indicates the hour of the day and the subscript $d$ the day. The 'max' used in the internal summation indicates that the selected hour of each day is the hour of highest price for that day. We denote prices normalized in this manner as $\rho$ and hourly prices in $$/MWh as $P$. The two summations have a total count of 40 hourly values, hence the division by 40 to find the ten-day moving average.

Normalization parameters of ten days and four hours (two hours before and one hour after) were selected to produce the highest revenue and are supported by analysis of electricity prices and optimal storage operation. The four hour peak period is selected based on the maximum storage duration investigated. Previous work has shown that storage duration of four hours or less generates the most value today$^{12}$. Comparisons of current price to historical prices were performed for moving average windows sized from three to fourteen days. Ten days was selected as the window which maximized the expected revenue when testing the decision rule. Additionally, an analysis of the time between price spikes showed that across all locations, 80% of spikes occurred within ten days of a previous spike. This is true for all spikes where the price during the spike is three times the daily mean or less. (Here we define a price spike as a price greater than the daily mean.) Because storage discharges during times of high prices, this serves as an indication that storage is cycling within this ten day window and thus older price information would not be indicative of the value of the energy currently in storage.
Optimal storage operation and capacity. Hourly charging and discharging of the storage system, and the direct sale of solar and wind generated electricity were optimized to achieve maximum revenue. This is performed for a hypothetical hybrid storage and generation plant at each site, given the 2004 electricity price and energy resource availability, subject to system power and energy constraints. We use a model of storage operation for renewable energy arbitrage first developed by Braff et al. (2016). The optimization was performed in three week intervals over the course of a year, with one week overlap between each interval to prevent discontinuities. An offset is included in the energy constraint for each optimization period to account for the amount of energy stored in the system at the beginning of the optimization period. The charge rate was constrained by either the real-time output of the generation resource or the power capacity, and the energy available for discharge was adjusted by a roundtrip efficiency of 90%. In order to reduce the computational expense of the optimization, the simulation considered charging and discharging separately so that a linear solution technique could be employed.

The optimization routine for each three week segment \( (N = 504 \text{ hours}) \) can be expressed in terms of the real time price \( P(t) = P_{nd} \), the generation profile \( x_{\text{generation}}(t) \), storage roundtrip efficiency \( \eta \), peak power \( \dot{E}_{\text{max}} \), and duration \( h \) as:
\[ R_{\text{total}} = \max \left( \sum_{t=0}^{N} P(t)(x_{\text{generation}}(t) + x_{\text{discharge}}(t) - x_{\text{charge}}(t)/\eta) \right) \]

subject to:
\[ 0 \leq x_{\text{discharge}}(t) \leq \hat{E}_{\text{max}} \]
\[ 0 \leq x_{\text{charge}}(t) \leq \min(\eta x_{\text{generation}}(t), \eta \hat{E}_{\text{max}}) \]
\[ 0 \leq \sum_{t=0}^{N} (x_{\text{charge}}(t) - x_{\text{discharge}}(t)) \leq h\hat{E}_{\text{max}} \quad (4.2) \]

**Analysis of perfect foresight operation.** Our decision rule is informed by the optimal operation of storage under perfect foresight. The decision to charge, discharge, or generate directly to the grid, under perfect foresight, is a function of both past and future electricity prices and resource availability. With no foresight, signals for storage operation can only include real-time and historical data. To inform our decision rule we frame the hourly optimal operation of storage behavior as though it is solely a function of the normalized price, \( \rho_{nd} \), thereby including both real-time and historical information.

Optimal storage operation presented as a function of normalized prices provides some insight into the challenges being addressed by our decision rule. Panel A) of Figure 4-3 shows probability distributions of the operation (charging, discharging, or generating straight to the grid) of storage, 2 kW/kW_{gen} for 1 hour of duration, with wind in Texas based on the training data. Storage power capacities are reported in units relative to the installed generation capacity of wind or solar. We see that the general location of each distribution matches expectations, with the charging occurring at lower prices and the discharging occurring at higher prices. However,
Figure 4-2: Model diagram of storage operation using our new decision rule. The normalized hourly price, $\rho_{nd}$, is compared to the price rule, $\rho_{rule}$, the development of which is shown in Figure 4-3. If the price is greater than the decision rule (upper path), the wind or solar plant generates straight to the grid and if there is energy in storage, storage discharges. If the price is less than the efficiency, $\eta$, times the $\rho_{rule}$ (lower path), then storage charges, unless it is already at full energy capacity in which case any excess is generated to straight to the grid. For all other prices (center path), the wind or solar plant generates straight to the grid and storage neither charges nor discharges. The other two decision rule sets, the time based rules and the backcast method, use the same analysis of whether there is energy or space in storage, only changing the rules for choosing the initial path directing storage operation.

there is also significant overlap in the three distributions, indicating that the normalized price in any given hour is only one driver in determining optimal storage operation. Because of these overlapping distributions, we expect the decision rule to generate less revenue than the optimally operated storage system for all storage
Figure 4-3: Depiction of the method of deriving $\rho_{\text{rule}}$ using results for wind in Texas. Hourly prices, $\rho_{\text{nd}}$, are normalized based on a ten-day moving average of the daily peak price and surrounding four hours. Panel A) shows the probability distribution histograms for each type of storage and renewables hourly operation (discharging, charging, and generating only) as a function of the normalized price. Panel B) shows, as a function of normalized price, the percent of time storage was discharging. Panel B) depicts the relative size of the discharging histogram at each normalized price to the other histograms in panel A). Panels A) and B) are shown for a specific storage size, of 2 kW/kW_{gen} and 1 hour. Panel C) shows $\rho_{\text{rule}}$ for each storage size studied for wind in Texas. $\rho_{\text{rule}}$ is the normalized price above which optimally operated storage discharged at least 50% of the time.

capacities. Each combination of storage power capacity and duration has different discharging, charging, and generating-only distributions, supporting the modeling
choice that the optimal and the price-directed behavior of storage are functions of the storage capacities.

Selecting a $\rho_{\text{rule}}$. There is a different threshold normalized price, $\rho_{\text{rule}}$, for each storage capacity combination, location, and renewables resource. This is because there is a different operating behavior of storage for each storage size, resource, and location. (For example, differences in storage operation in Texas for all studied sizes and both resources are shown in Figure 4-4.) However, we develop a simple and consistent method to determine the $\rho_{\text{rule}}$ based on the fraction of hours the optimally operated storage system discharged over a year for a given $\rho_{\text{nd}}$, based on the training data set. Figure 4-3 panel B) shows the fraction of time storage is discharging as a function of normalized price. Each storage system size, system location, and renewables resource produce different curves for panel B). To have a consistent method of determining $\rho_{\text{rule}}$ we select the $\rho_{\text{rule}}$ based on the same fraction of hours discharging (vertical axis value). We analyzed a range of discharge probabilities and selected each associated price as a candidate $\rho_{\text{rule}}$ for each storage size, generation technology, and location.

The $\rho_{\text{rule}}$ and above at which storage discharges when operated under our decision rule is chosen to increase the expected revenue, $R_{\text{expected}}$. The $R_{\text{expected}}$ is not the theoretical maximum as we consider only a small set of possible decision parameters. The $R_{\text{expected}}$ is the sum of hourly revenue, $R_{\text{nd}}$, for one year when storage is operated according to the decision rule. (See Figure 4-2, with 2005 electricity price and resource availability input data.) We use price data from a different year as test data to evaluate our rule. For our rule, storage will discharge when the current normalized price is equal to or greater than the normalized price at which storage, when optimally operated under perfect foresight for 2004 prices and resource availability.
Figure 4-4: Impact of initial storage capacity decisions on storage operation and average price of generation and discharge for wind and solar in Texas. Storage duration is presented on the horizontal axis and storage power capacity, relative to the generation capacity, is presented on the vertical axis for each panel. Each cell depicts a single storage capacity combination. Panels A) and B) show the fraction of the year in which wind or solar with storage is generating or discharging as a function of the storage system capacity. As the storage size increases, the number of hours in which the hybrid system is generating decrease, i.e., more energy is sold during fewer hours. Panels C) and D) show that as storage size increases, the average price at which electricity is sold increases. In order to provide value, storage of larger system sizes must be able to capture the highest price spikes, generating for more revenue during fewer hours of the year. California, Massachusetts, and Pennsylvania show similar behaviors.

data, discharged 50% of the time (over the year and not necessarily in each ten day period). We show the \( \rho_{\text{rule}} \) at which we discharge in panel C) of Figure 4-3 for all combinations of storage power and energy capacity examined. The values in panel C) show along the z-axis the normalized price at which storage discharged 50% of the time.
\[ \rho_{\text{rule}} = \rho \bigg|_{\text{normalized price at which storage discharged } 50\% \text{ of the time}} \]

Discharge: \( \rho_{nd} \geq \rho_{\text{rule}} \) AND there is energy in storage

Charge: \( \rho_{nd} \leq \eta \rho_{\text{rule}} \) AND there is space in storage

Generate to grid: Otherwise

\( \eta \) is the round-trip efficiency and \( \rho_{nd} \) is the hourly price (normalized). The value of \( \rho_{\text{rule}} \) is reduced by the roundtrip efficiency to determine the charge threshold. This accounts for the value lost in energy conversion.

**Selecting a storage size.** We optimize the power and energy capacity of storage by selecting those sizes of storage which maximize \( \chi \), the annual revenue over the annualized cost for all combinations of storage power capacity costs \( (C^{\text{power}}_{\text{storage}}) \) and energy capacity costs \( (C^{\text{energy}}_{\text{storage}}) \), Equation (4.3). This technique was first developed by Braff et al. (2016)\textsuperscript{12}. Plant overnight construction costs are given as the sum of the storage and generation costs per unit rated power of installed solar or wind generation \( (C_{\text{gen}} + h E_{\text{max}}(C^{\text{power}}_{\text{storage}} + h C^{\text{energy}}_{\text{storage}})) \). To determine the annualized plant capital costs, the overnight construction costs are multiplied by a capital recovery factor, \( CRF(i, y) \), defined as \( CRF(i, y) = \frac{i(1+i)^y}{(1+i)^y-1} \), with \( y = 20 \) years and \( i = 5\% \textsuperscript{50}. \)

We select storage capacities that maximize \( \chi \) for \( R_{\text{total}} \), which is the annual revenue when storage is operated under perfect foresight based on the training dataset. We denote the 'perfect foresight sized' storage power capacity as \( \hat{E}^{\text{opt}}_{\text{max}} \) and the 'perfect foresight sized' storage duration as \( h^{\text{opt}} \). Storage power capacity and duration
were simulated in increments of 1/2 hours and 1/2 \( W_{storage}/W_{generation} \).

\[
\chi_{\text{max}} = \frac{R_{\text{total}}}{CRF(C_{\text{gen}} + \dot{E}_{\text{storage}}^\text{opt}(C_{\text{storage}} + h_{\text{opt}}C_{\text{energy}}))).} \tag{4.3}
\]

We then analyze two methods of storage sizing. In the 'perfect foresight sized', storage capacities are selected as \( \dot{E}_{\text{max}}^\text{opt} \), the optimal storage power capacity, and \( h_{\text{opt}} \), the optimal storage duration. Storage is therefore sized based on the revenue expected under perfect foresight. We then determine \( \chi_{\text{new}} \) by taking the expected annual revenue operating the decision rule, \( R_{\text{expected}} \), on the test data set, 2005 prices and resource availability data, and dividing this by the annualized cost of storage, using the previously determined storage capacities, Equation (4.4). \( R_{\text{expected}} \) is a variable which is a function of \( \dot{E}_{\text{max}}^\text{opt} \) and \( h_{\text{opt}} \) in Equation (4.4).

Perfect foresight sized: \( \chi_{\text{new}} = \frac{R_{\text{expected}}}{CRF(C_{\text{gen}} + \dot{E}_{\text{max}}^\text{opt}(C_{\text{storage}} + h_{\text{opt}}C_{\text{energy}}))).} \tag{4.4}
\]

Decision rule sized: \( \chi_{\text{new}} = \frac{R_{\text{expected}}}{CRF(C_{\text{gen}} + \dot{E}_{\text{max}}^\text{opt}(C_{\text{storage}} + h_{\text{opt}}C_{\text{energy}}))).} \tag{4.5}
\]

In the second method of determining storage size, 'decision rule sized', the storage capacity is sized to maximize system value based on the expected revenue as determined by a decision rule operating heuristic, Equation (4.5). This new revenue will be lower than the \( R_{\text{total}} \) because it includes the cost of forecasting errors. This is similar to the original \( \chi_{\text{max}} \) formulation, Equation (4.3), but instead first replacing...
\( R_{\text{total}} \) with \( R_{\text{expected}} \) and then selecting storage power and energy capacities which maximize this new benefit cost ratio. Here, \( R_{\text{expected}} \) is a variable determined by the new smaller sizes of storage selected. Storage sizes under this second, decision-rule sized, formulation tend to be smaller than under perfect foresight as they are based on maximizing a ratio with a smaller numerator.

4.3 Results

**Current techniques.** We first recreate several standard techniques in the literature for operating storage under limited foresight\(^2\). One such technique is a backcasting method in which the operational schedule for a two-week period is based on the optimal perfect foresight operation during the previous two-week period\(^9\). A benefit of this backcasting method is that it captures changes throughout the year, for example due to seasons, by basing the operational schedule on only recent optimal behavior. (This technique can be easily incorporated our model of optimal storage operation\(^1\). In our perfect foresight model, we use an overlapping three-week interval. The operation in the first two weeks is determined with consideration of the final week, to ensure storage is not emptied at the end of each two-week period.)

Another class of heuristics bases operational schedules on predetermining certain hours of the day during which storage always discharges\(^6\). Liu et al. (2017)\(^6\) propose a time-based heuristic in which storage discharges from 14:00-18:00 to match expected peak demand and price periods. In addition to this period, we consider two other time-based heuristics. In the first, we discharge between 16:00-20:00 to better match new peak-demand periods\(^8\). In the second, we consider a time-based heuristic in which the four hours with the highest average historical prices are determined for each location, as seen in Figure 4-5. Storage is then scheduled to discharge only
Figure 4-5: Hourly electricity price plotted daily showing the distribution in spot prices across time and location. Each panel shows 8784 data points, plotted as daily hourly prices for 2004. Data is nodal locational marginal price for California, Massachusetts, and Pennsylvania, and zonal locational marginal price for Texas. The horizontal axis shows the hour of the day for each spot market price, while the vertical axis presents the wholesale market price on a logarithmic scale. The red line shows the mean hourly price over the time period. Key features of importance are the highly stochastic nature of price spikes - occurring at all hours of the day in all locations, and the hours with highest average prices. The peak mean times shown here are used in the analysis of storage operation based on hours of highest price. Median daily price is shown in orange, and is always lower than the mean daily price, a feature of the long-tailed electricity price distributions.

During this period.

Out of these existing techniques, we find that the backcasting method routinely outperforms the time-based methods. Of the time-based heuristics, the method based on discharging during the four hours with the highest average prices captures the most revenue. These two methods incorporate the most information about the loca-
tion in which they are applied. For all four methods described, i.e., three time-based methods and the backcasting method, the capacities of storage should be considered in determining the operational strategy. The two best-performing heuristics of those studied above take this information into account, which also explains their better performance. For the time-based methods, storage commences discharging at the beginning of the period and does not commence charging until the end of the period. In practice this means that a storage system with one hour of duration will discharge only during the first hour of the period and the hybrid wind or solar with storage facility will generate directly to the grid for the remainder of the period. For the method based on the highest average historical hourly price, the installed duration of storage determines how many hours are considered for discharging, i.e., a one hour storage facility will only discharge during the hour with the highest average price and will charge during the remaining time. For the backcasting method, the storage system capacity is already included as a constraint in determining the optimal operation during the previous period.

**New decision rule and comparison to others.** Here we present results for a new, price-based decision rule, which uses somewhat different information from past data on optimally operated storage than the rules reviewed above. In the new rule, we select a time period from which historical data is examined and solve for a price threshold above which storage is told to discharge. The details are described above in Methods. The new rule generates more revenue than the other decision rules examined for nearly all storage sizes and locations.

All decision rules examined lead to a loss of power plant revenue due to forecasting errors. In Figure 4-6, we show the percent improvement of the new rule relative to the others examined$^{64,99}$. The price-based decision rule presented here shows a 2-40%
Figure 4-6: Percent improvement of our decision rule over other heuristics presented in the literature\textsuperscript{64,99} for wind in Texas. Storage duration is shown on the horizontal axis and power capacity, relative to generation capacity, on the vertical axis, for each panel. Each cell depicts a single storage size (power and energy capacity combination). For each storage size, the percent improvement in revenue of our decision rule over a previously published heuristic is shaded according to the color axis. Panels A), B), and C) present variations of time-based heuristics in which: in A) storage is discharged during the one to four hours (depending on installed storage duration) with the highest average prices (Figure 4-5); in B) storage is discharged between the hours 16:00-20:00 and charged until at capacity otherwise; and in C) storage is discharged between the hours 14:00-18:00 and charged until at capacity otherwise. Panel D) shows the backcast method. Ranges for the percent improvement for other locations are shown in Table 4.1.

improvement over the backcasting method and the method based on the previous day's four hours of highest average price for all storage system sizes for Texas wind. Even greater improvement is seen over the other heuristics from the literature. For almost all 1280 comparisons of storage power capacity, duration, location, renewable resource, the new decision rule improves on the other heuristics, often substantially
In the case of 7 storage sizes for Massachusetts wind, other heuristics improve on the revenue generated by the new rule by less than 1%.

Figure 4-7: Decision rule sized storage captures more value than perfect foresight sized storage. For each location, the blue line compares storage value when sized based on the decision rule to the optimal storage value while the red line shows storage value when sized under perfect foresight relative to the optimal storage value. Both comparisons of value are plotted as a function of the storage power and energy capacity costs along a $45^\circ$ ray from the origin along which the $$/kW and $$/kWh of storage are equal. Optimal storage value is the $x_{\text{max}}$ under perfect foresight. In both cases, storage revenue is determined through operation based on our decision rule for 2005 price and resource data. Decision rule sized storage captures at least 80% of the value expected under perfect foresight.

Storage of larger capacity captures more revenue by discharging during fewer hours of the year. The price-based decision rule shows the greatest improvement over the other heuristics for these larger storage system sizes, because it delays discharge to be able to take advantage of periods of highest price, though the forecasting errors are greater for larger storage system sizes across all heuristics. Storage of smaller capacities tend to cycle more frequently, and therefore discharge at lower prices (see
Figure 4-8: Storage value is lower under the backcast method than under the new price-based decision rule developed here. For each location, the blue line compares storage value when sized based on the decision rule (with $R_{\text{expected}}$ now equal to the annual revenue under the backcast method) to the optimal storage value while the red line shows storage value when sized under perfect foresight relative to the optimal storage value. Both comparisons of value are plotted as a function of the storage power and energy capacity costs along a 45° ray from the origin along which the $$/kW and $$/kWh of storage are equal. Optimal storage value is the $\chi_{\text{max}}$ under perfect foresight. In both cases, storage revenue is determined through operation based on Sioshansi’s backcast method (panel D) in Figure 4-6) for 2005 price and resource data. Storage value is lower for all storage costs when compared with Figure 4-7.

In addition to a decision about how to operate storage, a decision must be made about how to size storage. This decision can be made based on either the expected revenue under operation of a decision rule, Equation (4.5), or on the optimal revenue under perfect foresight, Equation (4.3). When using the expected revenue under the decision rule, the installed capacities of storage are lower than they would be under perfect foresight. In Figure 4-7 we compare the ratio of $\chi_{\text{new}}$ (using the expected
Table 4.1: Ranges for percentage improvement in annual revenue (2005 electricity price and resource availability data) for our decision rule over previously suggested heuristics in the literature, presented for each combination of location and resource. Lower values of percent improvement are for smaller storage capacities while the most improvement is for the larger storage sizes. This table presents numerical data for all locations similar to that which can be seen in Figure 4-6 for wind in Texas.

<table>
<thead>
<tr>
<th>Location</th>
<th>Resource</th>
<th>Time-based: highest mean</th>
<th>Time-based: 16:00 - 20:00</th>
<th>Time-based: 14:00 - 18:00</th>
<th>Sioshansi's backcast</th>
</tr>
</thead>
<tbody>
<tr>
<td>California</td>
<td>Solar</td>
<td>2 - 46%</td>
<td>6 - 47%</td>
<td>7 - 43%</td>
<td>4 - 42%</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>3-30%</td>
<td>4 - 50%</td>
<td>4 - 41%</td>
<td>3 - 36%</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Solar</td>
<td>0.3 - 29%</td>
<td>4 - 35%</td>
<td>4 - 30%</td>
<td>1 - 21%</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>-0.9 - 11%</td>
<td>3 - 24%</td>
<td>2 - 32%</td>
<td>-0.2 - 18%</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>Solar</td>
<td>6 - 68%</td>
<td>10 - 68%</td>
<td>9 - 61%</td>
<td>6 - 42%</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>6 - 46%</td>
<td>7 - 77%</td>
<td>7 - 83%</td>
<td>4 - 36%</td>
</tr>
<tr>
<td>Texas</td>
<td>Solar</td>
<td>2 - 49%</td>
<td>9 - 56%</td>
<td>8 - 64%</td>
<td>3 - 38%</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>3 - 40%</td>
<td>6 - 55%</td>
<td>6 - 67%</td>
<td>2 - 39%</td>
</tr>
</tbody>
</table>
Figure 4-9: Storage value is lower under the time-based methods (shown here is the best performing heuristic, discharging during the hours with the highest average price) than under our new price-based decision rule. For each location, the blue line compares storage value when sized based on the decision rule (with \( R_{\text{expected}} \) now equal to the annual revenue under the time based heuristic with discharging during the hours with the highest average price) to the optimal storage value while the red line shows storage value when sized under perfect foresight relative to the optimal storage value. Both comparisons of value are plotted as a function of the storage power and energy capacity costs along a 45° ray from the origin along which the $/kW and $/kWh of storage are equal. Optimal storage value is the \( \chi_{\text{max}} \) under perfect foresight. In both cases, storage revenue is determined through operation based on time-based method using the hours of highest price (panel A) in Figure 4-6) for 2005 price and resource data. Storage value is lower for all storage costs when compared with Figure 4-7.

revenue for storage sizing) with \( \chi_{\text{max}} \) under perfect foresight. We find that the power plant value is higher when the storage capacity is based on the expected revenue under the decision rule, rather than on the optimal size under perfect foresight. When using the expected revenue under the new decision rule to determine storage sizing, the power plant value (\( \chi_{\text{new}} \)) captures 80% or more of the value under perfect foresight (\( \chi_{\text{max}} \)). Finally, storage value is higher under our decision rule than under
the previous heuristics. The $\chi_{\text{new}}$ is higher because the revenue is higher for almost all storage sizes. This difference in $\chi_{\text{new}}$ can be seen by comparing similar panels between Figures 4-8 and 4-9 with those in Figure 4-7.

4.4 Conclusions

Storage can increase the value of a wind or solar power plant, even when future prices and resource availability are unknown. Previous research on storage value has typically been based on models that assume perfect foresight of future electricity prices and resource availability. Here we ask how much we might expect this value to change given uncertainty about the future. We develop and deploy a new approach to storage operation absent perfect foresight to quantify the cost of forecasting errors. We find that storage can capture 80% or more of the value that would have been expected under perfect foresight.

Our new decision rule is a simple rule incorporating limited information on price and resource availability dynamics, and we might expect storage operation under models with more information incorporated to have greater predictive power than that presented here. In the class of models with more predictive power, we might expect to include those incorporating future weather predictions impacting solar and wind generation and other information relating to future prices and generation. Storage value under these models, for example where the impact of renewables resource availability and existing storage operation are endogenously included in models of future prices, is a subject of further research that can build upon the insights developed here.

The results presented here can be tailored to inform research efforts and government incentives supporting the deployment of wind and solar with storage. The $\chi_{\text{new}}$
we develop can be used to calculate the storage costs expected to be necessary for wind or solar to be profitable. These updated cost targets can guide research efforts aimed at reducing storage costs. Additionally, government subsidies for storage can be designed around estimates of storage value which include the costs of forecasting errors.

Finally, we note that the estimates of storage value presented here are for the specific use context of energy arbitrage and that other value streams could generate additional revenue. Grid-scale storage can generate revenue by participating in multiple markets, such as frequency regulation markets and forward capacity markets\textsuperscript{1,47}. Additional revenue from other value streams would increase the estimates of storage value presented here. Storage operation strategies that maximize value from different revenue streams under uncertainty is the subject of ongoing research.
Decarbonizing electricity will likely require that low-carbon sources meet energy demand throughout the day and year. Wind and solar are possible low-carbon technology options, but resource variability can limit their effectiveness in meeting demand. Storage can help address this challenge by shaping renewables into desired output profiles. But can storage technologies cost-effectively fulfill this role? Given the diversity of storage technologies, how does one choose among different options? Here, we analyze wind and solar energy with storage to address these questions. We find that storage with low energy capacity costs below an estimated target of $50/kWh.
could be used to make renewables plants cost-competitive with other on-demand generation technology options in resource abundant locations. Finally, we review storage technology options that could potentially reach the cost targets estimated here, and we highlight how these insights might be used to guide technology development.

5.1 Introduction

Wind and solar energy technologies are two options for generating low-carbon electricity, and the costs of these technologies have dropped in recent decades while their market shares have grown\(^{46,89,107}\). In some prospective analyses, these costs continue to fall to levels where the levelized cost of wind and solar electricity (LCOE) drops well below higher-carbon alternatives\(^{67}\). However, to allow intermittent generation to meet demand, back-up generation, energy storage, expanded transmission infrastructure, demand-side management, and energy curtailment may be required, which can increase the total costs of electricity\(^{3,27,48,100}\).

Among different options for addressing renewables' intermittency, energy storage has certain advantages. Storage can require less coordination among decision-makers than transmission infrastructure expansion. It may allow for greater quantities of electricity to be time-shifted than demand-side management, and could achieve greater carbon emissions reductions than using back-up generators such as natural gas turbines\(^{26}\).

However, despite cost declines in recent decades\(^{91}\), storage costs remain relatively high. For example, even in a state such as Texas, which has one of the highest wind capacity factors in the U.S., a wind power plant combined with compressed air energy storage (CAES), which has relatively low costs among storage technologies, was found to be economically uncompetitive with combined cycle natural gas plants\(^{40}\).
Determining cost targets at which energy storage becomes cost-competitive requires a consideration of storage context of use. In past work, for example, cost targets have been determined for storage performing renewable energy arbitrage, i.e., charging wind or solar at times of low prices for later resale when demand and prices are higher\textsuperscript{12}, for today's electricity supply system. In this work, we focus instead on a potential future supply system that is further dominated by renewables. We estimate the costs of using storage together with wind and solar energy to supply various output profiles, and investigate the features of storage technologies that would be most beneficial. To our knowledge, this is the first paper to address these questions.

We consider output shapes for solar and wind energy power plants that match those observed in current electricity supply systems, based on a premise that guaranteeing these output shapes may allow for low-risk and easy integration of renewables into the generation mix. In current systems, a combination of price signals and generation costs results in a division of generation into distinct grid roles: baseload, intermediate, and peaker power plants\textsuperscript{6}. These grid roles are defined by the relationship between fixed and variable costs for dispatchable technologies such that the lowest cost generators meet demand. Technologies with lower variable and higher fixed costs typically operate as baseload plants, amortizing their investment over longer periods of operation, while generation sources with higher variable and low fixed costs operate as peaker plants.

Our analysis accounts for inter- and intra-year variation in the solar and wind resource, and covers several locations with different levels of resource availability. This work builds on studies using data on a single year or a typical year\textsuperscript{40,45} by capturing the variations that may occur over a lifetime of a power plant\textsuperscript{95,114,118}. Moreover, we consider the effect of combining solar and wind energy in a portfolio.
to take advantage of complementarity in the resource availability over time.

We design our study to reflect key differences among energy storage technologies, in order to gain new insight on the cost features of storage that can be most beneficial. We solve for the optimal renewable energy capacity, and energy and power capacities of storage installed for a particular use context by accounting for differences across storage technologies in the capital cost intensities of the power capacity (or rated power, e.g. in $/kW), and the energy capacity (e.g. in $/kWh). This approach was adapted from our earlier work on energy arbitrage for profit maximization\(^\text{12}\), to instead model the objective of meeting specified electricity output profiles.

### 5.2 Methods

We analyze the costs of wind and solar power plants coupled with storage. Our methodology relies on industry-accepted meteorological data and models\(^\text{85}\). After selecting appropriate wind and solar technology models to convert wind speeds and solar radiation to expected hourly electricity generation, we simulate the operation of renewable resources with energy storage for a set of locations, roles, and resource mixes. A summarized list of input parameters is presented in Table 5.3. The objective is to analyze the features of storage technologies that could enable wind and solar energy to provide deterministic output shapes at competitive prices while being resilient enough to operate in renewable resource scarce years.

**Resource availability and location selection.** Historical 100m wind speeds and solar irradiation data were obtained for a 20 year period from 1997-2016 from AWS True Power\(^\text{85}\) for locations in Arizona, Iowa, Massachusetts, and Texas. These locations were selected based on their average solar irradiance and wind speeds reported
by the National Renewable Energy Laboratory\textsuperscript{75}. Locations were selected to provide a mix of high and low resource availability for both wind and solar generation as shown in Table 5.1. Within each region, co-located wind and solar datasets falling between the 70th and 80th percentile for resource availability in that state were selected. This was done under the assumption that ideal locations have already been developed for other renewables functions and that long-term grid decarbonization will require development of less-than-perfect resource sites.

Wind generation was calculated for 16 popular on-shore turbine models, by power-curve interpolation, at each location\textsuperscript{102}. The turbine model with the highest capacity factor based on location specific wind speeds was selected. As a result of the wide range of wind speeds across which it maintains rated power, the Vestas 112 model turbine with a 94m hub height was the best performing turbine for each location\textsuperscript{111}. Total cost of ownership for the wind plant is estimated at $1500/kW\textsuperscript{118}.

Solar generation was calculated using NREL’s solar simulator PVWatts, which is a simplified version of the System Advisory Model (SAM)\textsuperscript{75}. Photovoltaic plants were built using the default options for crystalline silicon modules, single-axis tracking configuration tilted at local latitude with default azimuth (180 degree). The remaining simulation inputs are summarized in Table 5.3. Global, direct and diffused radiation, surface pressure, and temperature were directly read from WRF simulations. Wind speed at module height, $w_2$, was calculated using the Monin-Obukhov formula.

Yearly meteorological files conforming to PVWatts standard inputs were created and a batch processing script was used to run simulations and recombine the output into cohesive time-series. Total cost of ownership for the solar plant is estimated at $1000/kW.

Capacity factors for each location support this selection and are provided in Table
Table 5.1: Locations and 20 year average capacity factors for the two analyzed renewable resources, wind and solar. The locations analyzed in this research were selected based on average solar irradiation and wind speed data to ensure a mix of different resource profiles and high/low average availability. Regions were selected to ensure at least class III wind speeds were achieved, to verify that wind installations were at minimum feasible. Resource availability for each location, presented as capacity factors as calculated from WRF simulations using a Vestas 112 3 MW (wind) and a single-axis tracking, tilted photovoltaic panel (solar).

<table>
<thead>
<tr>
<th>Location</th>
<th>Wind capacity factor</th>
<th>Solar capacity factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arizona</td>
<td>38.6% (low)</td>
<td>34.1% (high)</td>
</tr>
<tr>
<td>Iowa</td>
<td>52.3% (high)</td>
<td>25.5% (low)</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>40.7% (low)</td>
<td>24.2% (low)</td>
</tr>
<tr>
<td>Texas</td>
<td>61.7% (high)</td>
<td>31.0% (high)</td>
</tr>
</tbody>
</table>

5.1. Additionally, combinations of wind and solar resources were analyzed in order to determine the best mix of renewable resources for each location. Solar and wind generation combinations were analyzed in 5% increments.

**Grid role selection.** Three output shapes were defined to roughly match the timing and shape of the typical demand profile, depicted in Figure 5-1. The baseload profile is a constant output shape for every hour of the twenty year period. The intermediate shape is based on the bulk of variation in the typical load profile to cover the hours in which most residences, commercial, and industrial loads are operating, from 0800-2200 daily. The peaker profile covers the highest demand period of 1200-1800. Finally, a fourth shape, the bipeaker, was defined to cover the hours from 0800-1100 and 1800-2200. This shape makes use of wind or solar and storage to generate during the high ramp rate periods that occur before and after sunset.

**Mathematical formulation for LCOE minimization.** Cost optimization of wind and solar plus storage to meet a defined output shape was performed in two
Figure 5-1: Examples of the pre-defined output shapes that solar or wind with storage are required to consistently produce for the twenty year period. Shapes were designed to match generation behavior as required by the typical load profile for residential, consumer, and industrial demand. When stacked, the combinations of baseload, intermediate, and peaker or bipeaker, roughly match typical load profiles. For the analysis, the intermediate, peaker, and bipeaker have no output during non-operating periods. Parameters and ranges considered are listed in the Table 5.3.

steps, as depicted in Figure 5-2. For each resource mix and output shape combination all combinations of storage power capacity, \( E_{\text{max}} \), and duration, \( h \), and generation capacity were analyzed to produce a defined output shape subject to the constraints. Only combinations of generation and storage capacity able to consistently produce the output shape for twenty years are saved. For the analysis, a storage round-trip efficiency, \( \eta \), of 75% was used for all locations. In the second step of the analysis the generation capacity and storage power and energy capacities which minimize total
Table 5.2: Locations analyzed in this research were selected to represent different resource profiles as determined by their average solar irradiation and wind speeds. To verify that wind installations were at minimum feasible, regions were selected to ensure at least class III wind speeds were achieved.

<table>
<thead>
<tr>
<th>Rich solar</th>
<th>Poor solar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rich wind</td>
<td>Texas</td>
</tr>
<tr>
<td>Latitude</td>
<td>34.714°</td>
</tr>
<tr>
<td>Longitude</td>
<td>-102.124°</td>
</tr>
<tr>
<td>Poor wind</td>
<td>Arizona</td>
</tr>
<tr>
<td>Latitude</td>
<td>32.294°</td>
</tr>
<tr>
<td>Longitude</td>
<td>-110.099°</td>
</tr>
</tbody>
</table>

System cost are selected for each pair of storage power and energy capacity costs.

\[
x(t)_{\text{generation}} - x(t)_{\text{charge}} + x(t)_{\text{discharge}} \geq \text{output shape} \tag{5.1}
\]

\[
x(t)_{\text{generation}} \geq \frac{\dot{E}_{\text{max}}}{\sqrt{\eta}} = x(t)_{\text{charge}} \tag{5.2}
\]

\[
x(t)_{\text{discharge}} \leq \dot{E}_{\text{max}}\sqrt{\eta} \tag{5.3}
\]

\[
0 \leq x(t)_{\text{charge}} - x(t)_{\text{discharge}} \leq \dot{E}_{\text{max}}h \tag{5.4}
\]

\[
C_{\text{system}} = \%_{\text{solar}}\text{solar}_{\text{gen}}C_{\text{solar}} + (1 - \%_{\text{solar}})\text{wind}_{\text{gen}}C_{\text{wind}} + \dot{E}_{\text{max}}C_{\text{storage}}^{\text{power}} + \dot{E}_{\text{max}}hC_{\text{storage}}^{\text{energy}} \tag{5.5}
\]

**Sensitivity analysis.** Resource profiles differ substantially across locations providing an important basis for comparing output shapes across multiple resource profiles. Wind speed distributions are stronger during the night and early morning in Texas and Iowa. Solar profiles, while more similarly shaped, still demonstrate the impact of relative location within a timezone on the timing of solar ramping up and down. To
Table 5.3: Input parameters for the analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar total cost of ownership</td>
<td>$1000/kW</td>
</tr>
<tr>
<td>Wind total cost of ownership</td>
<td>$1500/kW</td>
</tr>
<tr>
<td>Storage power capacity overnight capital cost</td>
<td>$0 - $2000/kW</td>
</tr>
<tr>
<td>Storage energy capacity overnight capital cost</td>
<td>$0 - $250/kWh</td>
</tr>
<tr>
<td>Storage round-trip efficiency</td>
<td>75%</td>
</tr>
<tr>
<td>Storage power capacity</td>
<td>0.25 - 4 kW/kWgen*(totalgen)</td>
</tr>
<tr>
<td>Storage duration</td>
<td>0 - 800h</td>
</tr>
<tr>
<td>Baseload hours</td>
<td>0000 - 2400</td>
</tr>
<tr>
<td>Intermediate hours</td>
<td>0800 - 2200</td>
</tr>
<tr>
<td>Peaker hours</td>
<td>1200 - 1800</td>
</tr>
<tr>
<td>Bipeaker hours</td>
<td>0800 - 1100, 1800 - 2200</td>
</tr>
<tr>
<td>PV DC system losses</td>
<td>14.08%</td>
</tr>
<tr>
<td>PV DC-to-AC ratio</td>
<td>1.2</td>
</tr>
<tr>
<td>PV inverter nominal efficiency</td>
<td>96%</td>
</tr>
<tr>
<td>PV ground coverage ratio</td>
<td>0.4</td>
</tr>
<tr>
<td>Technology I costs</td>
<td>$20/kWh, $1000/kW</td>
</tr>
<tr>
<td>Technology II costs</td>
<td>$150/kWh, $700/kW</td>
</tr>
</tbody>
</table>
Figure 5-2: Block diagram of modeling methodology employed to analyze the role wind and solar with storage can have in long-term grid decarbonization. Where $E_{\text{max}}$ is the storage power capacity, $h$ is the storage duration, $\eta$ is storage round-trip efficiency, and $x(t)$ gives the hourly renewables generation, storage charge, and storage discharge energy. The model first determines all combinations of storage and generation capacity which can meet the defined output shape given constraints of efficiency and Equivalent Availability Factor (EAF). For all considered combinations of storage power capacity and energy capacity costs, the model then selects the cost minimum combination of renewables and storage. Parameters and ranges considered are listed in the Table 5.3.

capture this impact, simulations were conducted for a range of shape commencement times and durations, demonstrating robustness in our general findings.

Sensitivity to a reduced efficiency of 65% and increased efficiency to 95% was assessed for all locations for wind and solar only profiles and for a range of resource
mixes for Arizona. Arizona was selected as a focus for the analysis over a range of resource mixes, since it showed the most diverse optimal resource mix in the original analysis. Lastly, sensitivity to the number of allowed failures were conducted by changing the EAF percentage. We allowed for an increasing number of 'missed hours' through the course of the 20 year period to determine the impact of relaxing contractual constraints.

5.3 Results

Our results are presented in three sub-sections. We first discuss results on the least-cost combinations of wind, solar, and storage installations to meet baseload, intermediate, and peak power output shapes (Figure 5-1). We then quantify cost targets for energy storage that would enable these plants to reach cost-competitiveness with traditional electricity sources. Finally, we discuss cost features of current and future energy storage technologies as compared to these targets.

Cost-minimized wind, solar, and storage installations for baseload, intermediate, and peak power. Here we examine how storage with wind and solar can be used to provide baseload, intermediate, and peak power outputs for twenty years across four locations representing different combinations of high and low resource availability (Table 5.1): Arizona, Iowa, Massachusetts, and Texas. In each location, we solve for cost minimizing combinations of wind, solar, and storage, while varying technology costs.

The costs of optimized systems are shown in Figure 5-3, for two different storage technology cost structures. Various factors affect the levelized cost of shaped energy (LCOSE, e.g. in $/kWh), including the output shape, location, degree of
diversification across the solar and wind resource portfolio, and the technology costs. Across all locations and resources, the LCOSE rises in order of the following output shapes: peaker, bipeaker, intermediate, and baseload. In most locations, the least cost resource portfolio emphasizes wind over solar for all output shapes. The one exception is Arizona, which has more abundant sunshine. In Arizona, solar makes up greater than 50% of the portfolio, as measured by installed solar and wind generation capacity, for all output shapes. The least-cost portfolios result in LCOSE values that are lowest in Texas and highest in Massachusetts across all output shapes. Iowa and Arizona switch places as having the second and third lowest LCOSE values, depending on the output shape and storage technology cost.

Technology costs also have an impact on the cost-minimized system and LCOSE. As seen in Figures 5-4 and 5-3, the LCOSE rises with the cost of storage (and with the cost of solar or wind energy capacity), as expected. The cost structure of storage, namely the ratio of power capacity cost to energy capacity cost, also matters. As can be seen in Figure 5-4, technologies with lower energy capacity cost to power capacity cost ratios give lower LCOSE values (see, for example, Technology I in Figure 5-4). Technology I has a lower energy to power cost ratio ($20/kWh and $1000/kW), while Technology II has a higher energy to power cost ratio ($150/kWh and $700/kW). Examples of technologies with cost structures similar to Technology I are pumped hydro storage (PHS), compressed air energy storage (CAES), and potentially future flow battery technologies with low storage energy capacity costs. Examples of Technology II might include future Li-ion batteries after further cost reduction, and possibly other closed battery technologies, flywheels, and supercapacitors. The numerical results in Figures 5-4 and 5-3 are based on projected wind and solar overnight capital costs of $1500/kW and $1000/kW.

For all output shapes, the installed generation capacity for wind and solar is
greater than the rated output required, to varying degrees that depend on the output shape and resource availability. For example, the installed generation capacity for a wind-storage plant in Texas supplying baseload is between 2 and 4 times the required baseload power output (Figure 5-5). For a solar and storage peaker in Texas, this factor is lower, ranging between 1.2 and 2.4 times, due to better matching of output shape and resource availability. Location also matters. Higher generation capacities are required in lower wind capacity-factor regions like Arizona or Massachusetts.

Intra- and inter-year resource variabilities influence system characteristics and

Figure 5-3: Levelized cost of shaped electricity (LCOE, $/kWh) for the four grid roles (denoted by color) across Arizona, Massachusetts, Iowa, and Texas for combinations of wind and solar. Total cost of ownership for wind (solar) is estimated as $1500/kW ($1000/kW). Wind is the preferred generation technology in most locations. Arizona is the exception, with low wind and high solar insolation.
Figure 5-4: Minimum levelized cost of shaped electricity (LCOSE, $/kWh) for the four grid roles (horizontal axis) and two different storage technologies (bar outline) across Arizona, Massachusetts, Iowa, and Texas. Bar shading denotes the optimal renewable resource generation mix. To highlight the different sensitivities of the renewables-storage system cost to storage energy costs we selected two technologies with high/low cost combinations: Technology I (solid bar outline, $1000/kW and $20/kWh) and Technology II (dotted bar outline, $700/kW and $150/kWh). Lower energy capacity costs yield lower LCOSE for all resource mixes despite the higher power capacity costs. Total cost of ownership for wind (solar) is estimated as $1500/kW ($1000/kW).

therefore the total plant cost. The impact of resource variability on the storage energy level is shown in the periods of deep discharge, in Figure 5-6. The intra-year solar seasonality between periods of higher resource availability (summer) and low resource availability (winter) requires a higher capacity storage system compared to
Figure 5-5: Storage operation and optimal sizing for a solar power plant relative to 1 MW baseload power in Texas. We optimize the solar power plant generation capacity, storage power capacity, and storage energy capacity for each pair of storage capacity costs and given generation costs. Solar total cost of ownership is estimated as $1000/kW. Three different pairs of storage cost intensities are shown to demonstrate how minimizing the levelized cost of shaped energy (LCOSE) leads to different optimal combinations of renewables-storage system characteristics and operation. Solar generation capacity, storage energy capacity, and storage power capacity can all vary to meet the desired output shape. Panel A) depicts how storage operation changes for different storage sizes. As storage costs increase, the solar power plant size increases, B). As storage energy capacity costs increase, optimal storage duration decreases, C), as does the storage power capacity relative to the generation capacity, D).

a resource like wind that is more evenly distributed over time. (If we were also to allow rated output power to vary seasonally, for example producing higher output shapes in summer than winter, summer peaking electric grids would benefit from the higher resource availability.) For long-term planning, inter-year variability is critical, with renewables-storage sizing determined by the low resource years in the 20 year
Figure 5-6: Storage state of charge (SOC) over 20 years for solar, wind, and a 50%-50% mix providing baseload power, panels A), C), E). Panels B), D), F) show detailed storage stage of charge for years 6 and 7. Storage SOC is the percentage of storage energy capacity available for discharge, a proxy for resource availability fluctuation through the analysis. Optimal storage size is determined by the number of events where the overall system cannot output the necessary power (SOC = 0%). Severe solar resource shortages are represented by diamonds, while wind resource shortages are represented by circles. In a 50%-50% mix, E) and F), storage is only fully drained when there is a simultaneous resource shortage of wind and solar (diamonds + circles). Using more than one renewable resource can increase system resiliency but remains sensitive to smaller shortages of both. For example, the 50-50 system is robust to the wind shortage in year 10, panels C) and E), but not to the wind/solar shortages shown in panels B), D) and F).

Allowing for periods of unmet demand relative to the desired output shape during low resource periods can substantially reduce the storage power and energy capacity requirements and the LCOSE at which shaped electricity is supplied. A useful metric to quantify plant downtime is the equivalent availability factor (EAF), i.e. the
fraction of rated output that can be provided after all types of outage and deratings. Industry reference EAF values range between 83% for coal and 88% for gas turbines\textsuperscript{23,74}. We present an EAF sensitivity analysis, changing renewables-storage plant availability between 100% and 80% in Figure 5-7. In Texas, for example, we observe a reduction in LCOSE of up to 44% for a solar peaker meeting the target output 90% vs. 100% of the time.
Figure 5-8: Levelized cost of shaped electricity (LCOE, $/kWh) for a wind and storage power plant producing baseload, intermediate and peak (bipeaker and peaker) power (columns left to right) for twenty years considering a range of storage energy and power capacity costs for Arizona, Iowa, Massachusetts, and Texas (rows top to bottom). Total cost of ownership for wind is estimated as $1500/kW. Storage with energy capacity costs below $50/kWh can make wind cost-competitive in Texas for all output shapes, and with peaker and bipeaker shapes in all locations. Wind capacity factor plays a large role in determining LCOE, with the higher capacity factor locations having lower LCOSE. The optimal storage duration is given, and this duration is the number of hours that the optimally sized storage system could discharge at maximum power. The LCOE for other technologies are shown as brackets in the color axis, to compare against the LCOE for renewables and storage, and consider the regional variation in LCOE for plants entering in service in 2022 110.

Cost and performance targets to reach cost-competitiveness. Storage capacity costs are the single greatest impediment to significant growth in stationary storage, though other performance factors are also important. At what storage costs do these systems become cost-competitive with other generation technologies? Here we determine cost targets for storage at which renewables-storage plants become...
Figure 5-9: Levelized cost of shaped electricity (LCOSE, $/kWh) for a solar and storage power plant producing baseload, intermediate and peak (bipeaker and peaker) power (columns left to right) for twenty years considering a range of storage energy and power capacity costs for Arizona, Iowa, Massachusetts, and Texas (rows top to bottom). Total cost of ownership for solar is estimated as $1000/kW. Storage with energy capacity costs below $50/kWh can make solar cost-competitive for peaker and bipeaker shapes in all locations, and intermediate shapes in Texas and Arizona. Storage energy capacity costs must fall to $30/kWh to be cost-competitive with baseload in Texas. Solar capacity factor plays a large role in determining LCOSE, with the higher capacity factor locations having lower LCOSE. The optimal storage duration is given, and this duration is the number of hours that the optimally sized storage system could discharge at maximum power. The LCOE for other technologies are shown as brackets in the color axis, to compare against the LCOSE for renewables and storage, and consider the regional variation in LCOE estimated for plants entering in service in 2022.  

We find that renewables-storage systems can be competitive with conventional technologies. Figures 5-8 and 5-9 compare the LCOSE of renewables and storage with the estimated LCOE of current generation technologies.
generation technologies if storage energy capacity costs fall to $10-50/kWh, especially in locations with high resource availability, assuming total costs of ownership of wind and solar plants of $1500/kW and $1000/kW respectively. The cost targets show high sensitivity to storage energy capacity costs and less sensitivity to storage power costs: The lowest LCOSE for the use contexts examined here can be reached when using storage technologies with low energy capacity costs, even when this is accompanied by a higher power capacity cost. The reason behind this finding is that the ratio of system energy to power capacity in the optimally sized storage systems for these use contexts corresponds to storage durations of 20-160 hours. Figures 5-8 and 5-9 show these storage durations as the slopes of iso-LCOSE contours.

For grid roles of shorter duration and better temporal matching with the resource availability, the storage cost targets are on the higher end of the $10-50/kWh range. Across both solar and wind resources and all four locations, the baseload output shape requires the lowest storage costs in order to be competitive. However, for a location with abundant solar or wind resources (e.g. Arizona or Texas, respectively), storage energy capacity cost targets are higher, even for a baseload output shape.

**Evaluation of candidate storage technologies.** To meet the cost targets estimated in this paper, storage technologies should be able to achieve ultra-low energy capacity costs. Several mechanical and chemical storage systems may be suitable for achieving these target costs. Mechanical energy storage, such as PHS and CAES, tend to have low energy capacity costs where suitable topography or underground caverns are available, with energy capacity costs estimated at under $50/kWh). PHS in particular has been proven to work for large scale installations over many decades\textsuperscript{79}. However, both technologies also have geographical and environmental constraints that may inhibit further deployment. While mechanical storage is scal-
able to large size, its energy density is several hundredfold lower than electrochemical storage and thus can produce a large spatial footprint for above-ground systems. Electrochemical energy storage technologies face different limitations, including higher energy capacity costs compared to PHS and CAES, which is exacerbated by degradation over time and the need for technology replacement. However, while every electrochemical technology degrades over time, those with exceptionally low energy costs may allow a full replacement of the chemicals with acceptable cost impact.

The ability to install an electrochemical storage system in many locations is one of the greatest advantages as compared to PHS and CAES. But what is the potential for cost decline? A recent bottom-up analysis compares the chemical cost of battery storage, defined as the cost of energy-storing compounds normalized by their stored energy, for 40 technologies developed over the past 60 years. The chemical cost represents a floor for the cost for each battery technology, upon which additional materials, manufacturing, and other costs must be added to arrive at a system cost. Taking Li-ion batteries as an example, the analysis found that there are several distinct chemistries for which the range of chemical costs based on current materials prices is $35-$100/kWh. Under some assumptions these batteries could meet the energy capacity cost targets needed to provide electricity that is cost-competitive with traditional sources for peaker and intermediate plants, and even for baseload plants in particularly resource-rich locations.

Electrochemical batteries of lower energy capacity costs than Li-ion may also be possible, with several proposed aqueous electrochemical couples having an estimated chemical cost below $10/kWh. A low chemical cost does not always translate into low system cost, though. For example, the high temperature sodium-sulfur battery has a $1-$2/kWh chemical cost but system level energy capacity cost exceeding
$500/kWh. However, ambient temperature batteries that use highly abundant, low chemical-cost components in a low-cost architecture may achieve lower costs. Moreover, the long storage durations required, as well as the need to tune energy and power in order to optimize LCOSE in different locations and with different resources, would benefit from a flow battery architecture with significant economies of scale and modularity in energy and power capacity sizes. As with PHS and CAES and unlike Li-ion batteries, flow batteries have independently scalable energy and power. The energy capacity is determined by the sizing of the energy-storing medium, whether mechanical or chemical, and the power capacity by the sizing of the power generator, whether a turbine or an electrochemical stack. Nevertheless, not all flow battery chemistries have low energy cost; for example, the most widely studied variant, vanadium redox flow batteries, have $\approx 100/kWh$ energy capacity cost. With continued research, costs may drop, however. For example, a recent example of a low energy capacity cost, projected to be $10-20/kWh$, with a power capacity cost of $\approx 1000/kW$ battery was described by Li et al. If these costs are achieved, they would fall within the target range estimated here for cost-competitiveness with combined cycle natural gas, coal, and nuclear generators across all locations and all grid roles evaluated in our study.

### 5.4 Conclusions

Future high renewables penetration scenarios will require supply and demand to be met at all times, and shaping renewables output to match traditional grid roles is one possible path to this end. Here we ask whether energy storage can cost-effectively help enable this, and what storage cost features are needed.

We find that ultra-low energy capacity costs are needed to cost-competitively fill
this role. The cost targets depend on the location and output shapes, since these sys-
tems require different storage sizes, but across all locations and outputs, costs would
need to fall below $50/kWh. Cost targets are lowest for baseload output profiles
across all locations. Various approaches can be used to relax these cost targets. For
example, reducing the EAF to 90% from 99.9%, cuts the LCOE nearly in half, but
unmet demand would need to be met by other sources. Increased transmission can
be used to smooth the short-term variability of renewables through the geographical
dispersion of generation. But the results of this study suggest that in low resource
availability years, which may impact larger geographies, long duration storage would
still be needed.

Some technologies offer lower energy capacity costs, such as PHS and CAES,
but their application is geographically limited. Amongst currently available elec-
trochemical storage technologies, the cost declines that have been projected in some
studies would enable Li-ion batteries to meet cost targets for peaker and intermediate
plants, and in some locations (with abundant wind) baseload plants. Whether mate-
rials resource constraints will limit deployment at terawatt hour scale, remain open
questions for these and other electrochemical technologies. The analysis points to the
importance of developing storage technologies that utilize ultra-abundant low-cost
reactants (such as sulfur and sodium in aqueous media), and storage architectures
with independent scaling of energy and power capacities (such as in flow batteries).
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