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ABSTRACT

The object of this study was to outline the adaptive loop performance as a function of adaptive loop sensitivity, taking into consideration input, initial conditions and operating environment in a model reference adaptive control system, and from these results, determine a method of adaptive loop design. Primary means of determining system performance was analogue simulation with analytic corroboration in limited areas. From these studies it was found that to determine adaptive loop performance only initial condition and environment were independent parameters. Based on the knowledge of adaptive loop performance and input magnitudes a design procedure was outlined.

Because the input magnitude was found to have an overpowering effect on system operations an attempt to reduce this dependency was made using limiters. The limiters greatly reduced the dependency of the adaptive operation on input magnitude and also simplified the design procedure.
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Glossary

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_x</td>
<td>roll angle</td>
</tr>
<tr>
<td>C</td>
<td>arbitrary constant</td>
</tr>
<tr>
<td>δ</td>
<td>incremental change</td>
</tr>
<tr>
<td>E</td>
<td>response error defined as difference between the model and the system output quantities</td>
</tr>
<tr>
<td>e</td>
<td>control path voltage signal</td>
</tr>
<tr>
<td>(EQ)_P</td>
<td>error quantity for the parameter P; a function of the error which indicates the need for adjustment of P</td>
</tr>
<tr>
<td>P</td>
<td>the value of a controllable system parameter</td>
</tr>
<tr>
<td>ΔP</td>
<td>incremental adjustment to P</td>
</tr>
<tr>
<td>(PF)_n[q_in, q_out]</td>
<td>performance function of component n relating the output, q_out, to the input, q_in</td>
</tr>
<tr>
<td>S_n[q_in, q_out]</td>
<td>static sensitivity of component, n, relating the output, q_out', to the input, q_in, under steady conditions</td>
</tr>
<tr>
<td>S_p</td>
<td>sensitivity controlling adjustable bar meter</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>W_E(t)</td>
<td>error weighting function</td>
</tr>
<tr>
<td>W_x</td>
<td>aircraft roll angular velocity with respect to inertial space</td>
</tr>
<tr>
<td>δ_a</td>
<td>aircraft aileron deflection</td>
</tr>
<tr>
<td>λ</td>
<td>Laplace operator</td>
</tr>
<tr>
<td>τ_c</td>
<td>time constant of component identified by subscript</td>
</tr>
<tr>
<td>ξ</td>
<td>damping ratio (fraction of critical)</td>
</tr>
<tr>
<td>ω_n</td>
<td>natural frequency</td>
</tr>
<tr>
<td>q_in</td>
<td>system input quantity</td>
</tr>
<tr>
<td>q_om</td>
<td>model output quantity</td>
</tr>
<tr>
<td>q_os</td>
<td>system output quantity</td>
</tr>
</tbody>
</table>
SUBSCRIPTS

A - aircraft
S - servo
S - output of a variable sensitivity point
ss - steady state
init - initial
opt - fully adapted value - the value for minimum $\int E^2 dt$
AL - adaptive loop
s - system
m - model
1, 2, 3... - arbitrary components
CHAPTER 1

INTRODUCTION

1.1 Concept of Adaptive Control Systems.

In recent years, a large new area in control system engineering has been opened, namely, adaptive control systems. The principal characteristic that these systems have in common is that the performance of the plant or process augmented by the adaptive system remains essentially invariant with time; i.e., independent of changing environment, plant or system characteristics, parameters, input conditions, etc.

Many of these systems are relatively simple; for example, use of a non-linear element or a series of filters to provide a system that is adaptive to gain changes in the forward path. Indeed, it has been shown that any system that has a high forward path gain and a fixed feedback path displays a high degree of adaptability with regard to static performance when the gain of the forward path varies.¹

In some adaptive systems, test inputs are required to enable the system to determine its optimum configuration, based on precalibrated transient response, output power spectral density, or output correlation functions.

More complex adaptive control systems are involved in the use of computer controlled automatic processes, in which dynamic programming of the control computer is based on the variations of the output of the process compared to a standard. This type of system is
similar in concept to the model reference system that is the subject of this study.

The model reference adaptive control system, as first proposed and investigated at the M.I.T. Instrumentation Laboratory, is based on specification of the desired system performance. The desired performance specifications are stored in a reference model and adjustments are made on certain system parameters so that the dynamic performance of the system meets the performance specifications. The use of a model as a reference allows design flexibility, since the complexity of the model is determined by the system specifications. The simplicity or sophistication of the model is determined by whether the system specifications are loose or stringent. Furthermore, the use of a model reference allows closed loop control of the system's adjustable parameters, by using the error functions generated by comparison of the system and model responses. It is this last type of system with which this study is concerned.

1.2 History and Development.

Early designs of these systems involved sampling of the error quantities and in some cases, the searching for the minimum point of an error function. While adaptation could take place in two or three time constants of the dominant response mode of the system, recent developments have made possible a significant reduction in convergence time and eliminated much of the complexity of previous mechanization.\(^2\)

From these latest developments by Osburn,\(^3\) analytical design techniques have evolved, including an analytical technique for selecting error functions which determine whether, and how, controllable parameters should be changed in order to cause the desired system response. As illustrated in Figure 1, a complete flight control system is furnished (shown in the dotted box). The input to the flight control system is applied to the reference model and the model output
Figure 1. Functional Diagram for a Model Reference Adaptive Flight Control System

(FROM REF 2)
and the system output compared giving the response error. The response error is then fed to the performance analyzer, where error functions are generated and fed back to the stabilization and control system as parameter variation commands. It may be noted that while the system illustrated is an aircraft control system, the technique is easily generalized to any type of system. The mathematical block diagram corresponding to Figure 1 is shown in Figure 2, indicating the method of obtaining the response error quantity, E.

Optimum, or fully adapted performance is achieved when the error function commands are within certain limits, determined by the system performance specifications.

1.3 The Integral Squared Error Criterion

The important contribution of Osburn to the theory and operation of model reference adaptive control systems was the assignment of minimum integral squared error as the performance index, PI, where the error is defined as the difference between the system output \( q_{os} \) and the model output \( q_{om} \). Thus the performance index is mathematically defined as:

\[
PI = \text{minimum} \int E^2 dt = \int (q_{os} - q_{om})^2 dt
\]

The error is a function of the controllable system parameters \( P_n \) and the desired operation is that these parameters be assigned values that minimize the integral squared error. When this is done the system is operating at a point in "n" dimensional P space where the partial derivatives of the integral squared error with respect to the controllable parameters are zero:

\[
\frac{\partial}{\partial P} \int (E)^2 dt = 0
\]
FIG. 2 MATHEMATICAL BLOCK DIAGRAM OF A MODEL REFERENCE ADAPTIVE CONTROL SYSTEM

(FROM REF 2)
Presumably any steady-state error between the system and model would be removed by either calibration or high-pass filtering. Therefore, the limits on the above integration would just include the transient solution. Since the limits on the above integration are independent of the parameter $P_N$ and if the integral of the derivative exists, the differentiation can be carried out under the integral sign:

$$\frac{\partial}{\partial P_N} \left[ \int (E)^2 \, dt \right] = 2 \int \frac{\delta E}{\delta P_N} \cdot E \, dt$$

(1-3)

An error quantity can now be defined as:

$$\text{(EQ)}_{P_N} = \frac{\partial}{\partial P_N} \int (E)^2 \, dt = 2 \int \frac{\delta E}{\delta P_N} \cdot E \, dt$$

(1-4)

1.4 Mechanization of the Adaptive Loop.

The desired operation indicated by the performance index is that the error quantity equal zero. All of the preceding discussion has been predicated on holding the value of the parameter constant during the evaluation of the error quantity. In order to incorporate this concept of minimum integral squared error into the operating system the parameter is adjusted so that its time rate of change is proportional to $E \frac{\delta E}{\delta P_N}$. Thus the change of the parameter over a certain time interval is proportional to the error quantity:

$$\Delta P_N \propto (\text{EQ})_{P_N}$$

(1-5)

This reduces the integral squared error until it is a minimum in a piecewise sense. If operating conditions cause the selected parameter to be other than optimum there will be a mean output of the integrator that will cause the parameter to "track" the optimum value.
An alternative interpretation of the error quantity is as the integration of the error multiplied by a weighting function \( W_E(t) \):

\[
EQ = k \int E W_E(t) \, dt \quad (1-6)
\]

The error quantity need not be instrumented as such; if the error and weighting function can be generated, multiplying them together and integrating the result will lead directly to proper direction of parameter change. (See Figure 3.) The theory presented here does not indicate the optimum gain for this adaptive loop; this gain is the subject of this paper. (Gain and sensitivity are used interchangeably.)

It has now been shown how to change the parameter if the proper quantities can be generated; the error is obvious but it remains to be shown how to generate \( \frac{\partial E}{\partial P_N} \). One method of obtaining this weighting function is as follows: Since parameter changes do not affect model output,

\[
W_E(t) = \frac{\partial E}{\partial P_N} = \frac{\partial (q_{os} - q_{om})}{\partial P_N} = \frac{\partial q_{os}}{\partial P_N} \quad (1-7)
\]

A sensitivity can represent the parameter whether it is a gain or a time constant. If the input to this sensitivity is \( e_1 \) and the output is \( e_s \), the latter may be considered to consist of \( e_{1s}^{\text{init}} \) and \( e_1 \delta S_p \). Considering Figure 4, the performance function with \( e_1 \delta S_p \) considered as an input to a linear system is:

\[
\frac{\partial q_{os}}{e_1 \delta S_p (\lambda)} = \frac{PF_{\text{plant}}(\lambda)}{1 + PF_{1}(\lambda)S \frac{PF}{PF_{\text{plant}}(\lambda)PF_{2}(\lambda)}} \quad (1-8)
\]

This gives the partial derivative of the system output with respect to
FIG 3 EXAMPLE MECHANIZATION FOR A PARAMETER CONTROL LOOP
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FIG 4  GENERALIZED BLOCK DIAGRAM SHOWING ADJUSTABLE PARAMETER
the variable parameter as an operation on $e_1$:

$$\frac{\partial q_{\text{os}}}{\partial S_p}(\lambda) = \frac{e_1(\lambda)PF_{\text{plant}}(\lambda)}{1 + PF_1(\lambda)S_p PF_{\text{plant}}(\lambda)PF_2(\lambda)}$$

$$= \frac{e_1(\lambda)PF_{\text{sys}}(\lambda)}{PF_1(\lambda)S_p} \quad (1-9)$$

It is because of our lack of knowledge of $PF_{\text{plant}}$ that we are employing the adaptive system. Obviously we cannot instrument this exactly, but since the desired operation is known and presumably we are operating somewhere near optimum, the system performance function can be approximated by that of the model:

$$\frac{\partial q_{\text{os}}}{\partial S_p}(\lambda) = \frac{\partial E}{\partial P_N} = \frac{e_1(\lambda)PF_{\text{model}}(\lambda)}{PF_1(\lambda)S_p} \quad (1-10)$$

The further the system is from being fully adapted the more inaccurate is our approximation. Now with both error and error derivative information available we can multiply them together and change the variable sensitivity at a rate proportional to their product.

1.5 Synopsis of System and Model Used.

The system studied for this paper was the third order roll control system of a supersonic transport. The characteristics of the aircraft for various flight conditions are tabulated in Appendix B. The block diagram is indicated in Appendix A, Figure A-1. It was chosen because Osburn had previously worked with it in simulation runs and estimated aircraft parameters were known. It includes a time lag for the servo and allows the control of two parameters by adaptive
loops: $S_1$ and $S_2$. The model used was a second order system with undamped natural frequency, $W_n = 1.2 \text{ sec.}^{-1}$, and damping ratio, $\xi = 0.7$. Note that a second order system is used as a reference model for the third order control system.
CHAPTER 2

DESCRIPTION OF THE PROBLEM

It having been demonstrated that the integral squared error criterion is an effective method of achieving adaptation in a model reference control system, the problem to be attacked was the selection of the sensitivity of the adaptive portion of the model reference control system. The sensitivity or gain of the adaptive loop is defined as the product of all gains in the adaptive loop, as it can be demonstrated that this is equivalent to a single gain at the output. The selection of this sensitivity must be a compromise based on speed of convergence and transient stability, and must take into consideration the initial settings of the controllable parameters and the magnitude of the input signal. The possibilities of non-linear gain were partially examined.

The method of attack used was based on analog simulation of a proven adaptive system, shown in Appendix A, System Block Diagram. Response characteristics were determined for variations in the adaptive loop configuration, with emphasis on determination of the stability limits and speed of convergence of the adaptive loops.

Some attention was devoted to the possibility of finding an analytical method of determining adaptive loop performance. The results of this study are outlined in Appendix E.

Based on the work of Osburn, the minimum integral squared error is used as the performance index of the adaptive system. He shows that for most systems, this minimum may be obtained by
making
\[ \int E \frac{dE}{dP} \, dt = 0. \] (2-1)

This condition is mechanized by using the signal \( E \frac{dE}{dP} \) to drive a rate servo which controls the parameter, to the point where the integral squared error is zero or minimum. The following systems of instrumentation of the error function were used to accomplish this mechanization.

1. Direct Instrumentation of the Error Function.

   Since multipliers were available which form the product of two signals electronically, the error quantity criterion was instrumented as developed by Osburn. The block diagram for this technique is shown in Figure 3. Responses were measured for a wide range of initial parameter settings, five flight conditions, and for several input step magnitudes.

2. Introduction of Limiters in the Adaptive Loop.

   Based on the shortcomings of the system just described, a similar system was examined with the difference that high gain limiters were inserted in the inputs to the adaptive system. It was felt that this system would allow high gain for low level signals and yet limit the response to high level inputs.

   Finally, a plausible argument was made on the use of a single limiter, and the use of relays as a method of simplifying the instrumentation.
CHAPTER 3

DISCUSSION OF RESULTS

3.1 Problem Simulation.

An attempt was made to investigate the behavior of the adaptive system using Laplace transform theory and using the assumption that the adaptive loop gain included a limiter. The use of the limiter and the assumption of operation in the limited region made the system describable by linear differential equations with time-varying coefficients. The result, which was also found by Hoffman was a nonlinear equation of the first order in the Laplace transform variable. Writing a solution was relatively easy but its evaluation bordered on impossible without a digital computer, especially since the solution would only give a result in the transform variable. The unevaluated solution is presented in Appendix E.

The only way to avoid the complexities of the analytical approach was to simulate the system using an analogue computer. The computer diagram is illustrated in Appendix C. Included with each integrator was a potentiometer to allow rapid rescaling of the time base when this was indicated. Because the computer was of the compressed time scale type, a mechanical integrator for control of the variable parameter was not possible; an additional multiplier was used in its place.

In investigating the adaptive loop sensitivity it was at once obvious that there was a multitude of variables to consider. The input magnitude fed into the error and error derivatives linearly with the
adaptive loop open. The initial setting of the controllable parameter, $S_p^{\text{initial}}$, had an effect on the magnitude as well as sign of the output of the $E \cdot \frac{\partial E}{\partial p}$ multiplier; finally, the flight condition had an effect on the adaptive system since it would determine the final value of the adapted parameter.

A step was used as the test input. Osburn, Whitaker, and Kezer have shown that virtually identical results are obtained with either a step or white noise input. For this reason it was felt that the results of the step input would be typical for the system and give good qualitative results. The first step input was followed by a second of equal amplitude and opposite direction, forming a square pulse. The timing between the two was such that all transients from the first were gone before application of the second. The adaptive configuration first investigated, which used multipliers in the adaptive loop is shown in Appendix C, Figure C-3. The numerous potentiometers and extra amplifiers were used to achieve a wide range of adaptive loop gain while avoiding the saturation of the multipliers. The latter proved to be particularly troublesome with frequent monitoring of the voltage levels the only solution.

As the measure of the amount of adaptation, or quality of the adaptive loop, a scale of 100% adaptation on the first step input was used. This was advantageous since, to determine the 100% point, we had only to adjust the adaptive loop sensitivity ($S_{AL}$) to the point at which the value of the adjusted parameter $S_p$ remained unchanged in the steady state after application of the second step. In other words, the adaptive loop arrived at the correct answer on the first step and no net change in the parameter setting was caused by the second step. The change in the parameter was monitored at the output of the integrator shown in Appendix C, Figure C-3. For 100% adaptation on the first step a representative output is shown in Figure 7b, Low $S_{AL}^2$. 
The first area of investigation was to determine the relationship between the various parameters (input magnitude, initial parameter setting, loop gain, flight condition) at the point of 100% adaptation on the first step input. The supersonic cruise flight condition was arbitrarily chosen and three input magnitudes were investigated, which represented five, thirty, and sixty degrees of roll. It was felt that this would be a representative range of roll angle commands for this type of aircraft. To discover the contour of 100% first step adaptation in the adaptive loop gain ($S_{AL}$) versus initial parameter setting ($S_{p(init)}$) plane, the gain was adjusted to the 100% adaptation point for each of the input magnitudes, and for a sampling of initial conditions.

3.2 $S_{AL}q_{in}^2$ Equivalency.

An experimental result of this was the separation of the curves for the three input magnitudes by the ratio of input magnitude squared. To check on this result, the contours of 100% first step adaptation were plotted on an initial parameter setting versus product (adaptive loop sensitivity times input step magnitude, squared) plane. The result was a unitizing of the ordinate with the curves for input magnitudes of 5, 30, and 60 degrees all falling on virtually the same line. The curves are shown in Appendix D, Figure D-3.

Further investigation proved this to be an analytic result, the consequence of rescaling a non-linear differential equation. One argument to demonstrate this is as follows: Considering Figure 5, if the input is $f_1(t)$ and the switch in the adaptive loop is on B, there is a waveform which is a function of time present at B. If this were to be recorded and then fed into the system through the switch which is now on A, but with a new input to the system of $kf_1(t)$, the output ($q_{os}$) would simply be a rescaling of the original output by a factor of $k$. 
FIG. 5 BLOCK DIAGRAM REPRESENTATION OF $S_{AL}q^{2\text{in}}$ ARGUMENT
This is because the control system is now linear but with time-varying coefficients. The output of the multiplier will now be the original one multiplied by $k^2$ since both $E$ and $\frac{\partial E}{\partial S_1}$ are linear outputs. Now if the adaptive loop sensitivity is changed from $S_{AL_1}$ to $S_{AL_1}/k^2$, the input to the integrator will be the same as that for the first system input and assuming the same initial conditions on the integrator, the output will also be identical. Hence, although the switch is at $A$ the voltage at $B$ is identical to that recorded on the first run and which we are now "playing back" into the system. Any two points in an electrical circuit at the same potential can be connected together without changing the operation of the circuit. Therefore the switch can be moved to $B$ and the behavior of the system will not change.

The significance of this is to reduce the number of variables by one. If the behavior for a given input and initial parameter setting is known for all values of adaptive loop gain, the result of increasing the input by a factor of $k$ is equivalent to using the original input, but increasing the adaptive loop gain by $k^2$ thereby causing (1) the adaptive loop waveforms to be identical, and (2) the system output to be rescaled by exactly a factor of $1/k$. This property of the system is further demonstrated by the following chart:

**Chart 1**

<table>
<thead>
<tr>
<th>Adaptive loop and system outputs are known for all values of $S_{p(init)}$ and $S_{AL}$ with an input $q_{in_1}(t)$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Then for $q_{in_2}(t) = k q_{in_1}(t)$</td>
</tr>
<tr>
<td>Output of adaptive loop with input #2</td>
</tr>
<tr>
<td>$S_{AL_1} = S_{AL_2}$</td>
</tr>
<tr>
<td>Output of system with input #2</td>
</tr>
<tr>
<td>$S_{AL_1} = S_{AL_2}$</td>
</tr>
</tbody>
</table>
3.3 Linearity of Adaptation With Adaptive Loop Gain.

With a chosen input, flight condition, and initial parameter setting, the percent adaptation was found to vary linearly with adaptive loop gain up to 100% adaptation on the first step applied. This was an experimental result, but was found to be true for all conditions tested. It is felt that this was because the parameter was not being changed quickly enough to influence the transient solution; the second order effect being fed through the error and error derivative generators being negligible. It will be shown later that the lowest value of adaptive loop gain giving 100% adaptation resulted in a minimum error.

3.4 Instability Regions.

As $S_{AL}$ was increased beyond the 100% first step adaptation value, for constant initial conditions and magnitude input, the solution would diverge but in two distinct ways. When the initial parameter setting was below the optimum value, the control system was very stable up to very high values of $S_{AL}^2$ (See Appendix D, Figure D-2.) and the system would then break into an oscillation with a real time frequency of about four cycles per second. This instability is illustrated in Appendix D, Figure D-5. No attempt was made to analyze the nature of this oscillation as it was felt that the high value of $S_{AL}^2$ did not represent realistic operation in a physical system.

The second type of divergence would occur for initial parameter settings above the optimum. At gains of about twice that required for 100% first step adaptation, the adaptive loop would give the parameter a net change in the wrong direction. This is shown in Appendix D, Figure D-6. This was taken as a divergence, although it will be shown later that this is not necessarily true if the system were allowed to continue to operate.
3.5 Variation in $S_{AL q_{in}}^2$ With Initial Parameter Setting.

Probably the most significant of the various curves is that of $S_{AL q_{in}}^2$ versus $S_{p(init)}$ for various percentages of adaptation after the first step. As an example of its use in describing the behavior for various step input magnitudes, see Figure 6a. Initially the parameter has a value of $S_{p(init)}$ and the input step has a magnitude that results in the $S_{AL q_{in}}^2$ product shown at $t_1$; the result of the first step, since we are at a contour of 40% adaptation, is to move the parameter 0.4 of the way towards $S_{opt}$. The second input, because it is larger in magnitude than the first, moves our position vertically to the new $S_{AL q_{in}}^2$ line, which places the $t_2$ position at 90% adaptation and we move 0.9 of the way towards $S_{opt}$. The third input, larger still, moves us 1.2 of the distance to $S_{opt}$. That is, there is a 20% overshoot.

An illustration of what was meant by divergence not necessarily holding true if the system were allowed to continue operation is shown in Figure 6b. With the input a series of plus and minus steps of constant magnitude, the same reasoning is followed as before. In Case A the input magnitude fixes our position on horizontal line $a$. It can be seen that after the application of the first step the adaptive loop changes the parameter in the wrong direction, but the application of the second step causes exactly 100% adaptation. In Case B with an input such that our horizontal position is $b$, the reason for the relative stability on the low side of $S_{opt}$ is seen. The initial step causes an overshoot of 100% but this repositions the parameter on the high side of optimum, where the succeeding steps cause the parameter to "walk" to the optimum.

Obviously it is unrealistic to consider this the whole picture
FIG. 6a SIGNIFICANCE OF $S_{ALQ_{in}}^2$ VS $S_{P(init)}$
FIG 6b SIGNIFICANCE OF $S_{\text{NLG}}$ vs $S_{\text{P(INIT)}}$
since the input is not necessarily a step nor is there always time between inputs for the transients to die out, but it is felt that an understanding of this graph will give a better understanding of what is happening in the adaptive loop.

For contours of first step adaptation this graph can be fairly easily realized up to contours of 100% for any particular adaptive configuration. This is due to the linear phenomenon mentioned before: If the gain for 100% adaptation is known, all gains for lesser values of adaptation are directly proportional to the actual percentage adaptation. Thus the 100% contour fixes all those of lesser value. Caution must be exercised in determining the gain for 100% adaptation since this is sometimes ambiguous.

3.6 Gain Ambiguities for 100% Adaptation.

There were, in some cases, three values of adaptive loop gain that indicated the system was 100% adapted after the first step. In general, the first two values of adaptive loop gain were in agreement as to the value of $S_{\text{opt}}$ (See Figure 7b, the low and medium gain curves.), but the third which was always for the largest gain would indicate the parameter value had already been optimized when it was obvious that it had not. That is to say, that for the third case no net change was made in the parameter for either step. The apparent reason for this behavior was that the initial over-correction due to high gain was feeding into the transient solution with just the proper amount of lag to cause a second equal and opposite correction, returning the parameter to its initial value. This is shown in Figure 7b, the high gain curve. The errors for the three values of $S_{\text{AL}}$ are shown in Figure 7a. It should be noted that the lowest gain results in the smallest error of the three.

Although in this study only one parameter was allowed to adapt at a time, based on the work of Osburn, Whitaker, and Kezer.
Fig. 7 Responses at Points of Ambiguity
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PARAMETER CHANGE
it is felt that two or more parameters varying would probably improve the operation of the system.

Another interesting experimental result was found when $S_{ALq_{in}}^2$ versus $S_{init}$ was plotted on log-log paper. For points close to $S_{opt}$ the slope was very close to two to one, exhibiting a square law variation. (See Appendix D, Figure D-4.) No useful result of this could be found other than a feeling for the variation of optimum gain with initial parameter setting. Possibly $S_{AL}$ could be made to vary with $S_p$ to improve the adaptability for a given input and initial parameter setting.


An attempt was made to correlate the adaptive loop sensitivity required for 100% adaptation with the control system open loop sensitivity, as well as with the optimum value of the adjustable parameter. Experimental results indicated that each flight condition yielded a set of adaptive loop performance characteristics similar to those shown in detail for the supersonic cruise condition. However, the optimum adaptive loop gain curves did not coincide. In one case, instability occurred at a lower gain than that required for 100% adaptation for other flight conditions at the same initial parameter setting. This would indicate that the adaptive loop sensitivity would have to be selected for the most critical flight conditions, and inferior performance accepted for other conditions.

In one attempt to find some sort of functional relationship between the adaptive loop gain, the adjustable parameter setting, and the flight condition, it was found that by making the adaptive loop sensitivity a linear function of the adjustable parameter, plus a constant minimum value, reasonable performance could be attained at all flight conditions and initial parameter settings. This indicates the possibility of mechanizing the adaptive loop sensitivity with the adjustable
parameter.

The reasons for this variation in adaptive loop performance with flight condition were not found. Further investigation of the causes of this behavior and the effect on the system design is indicated.

3. 8 Performance of the Adaptive System Using Limiters.

It has been shown that the adaptive loop sensitivity required for optimum performance of the adaptive loop was dependent on several variables. In an attempt to reduce the wide range of adaptive loop sensitivities required for optimum performance under various flight conditions, initial parameter settings, and input magnitudes, the adaptive loop was modified by inserting limiters in the error and error derivative channels. The configuration with the limiters inserted was as shown in Appendix A, Figure A-2.

Use of the limiters was based on non-linear system theory, which shows that the output of a limiting element followed by a low pass filter is independent of the input magnitude to the non-linear element, if the input is larger than the limit level, at least to the first approximation. It has been shown that the error and error derivative are each proportional to the magnitude of the system input quantity. Therefore, the use of the limiters should make it possible to extract only that magnitude of the input quantity necessary to achieve optimum adaptation.

The limiters were chosen based on the following reasoning. Significant adaptation could be expected only for inputs larger than some minimum magnitude of the input quantity. This magnitude was chosen arbitrarily as a five degree roll command, a value typical of a trimming maneuver. The input limit level was chosen so that no clipping occurred for the error or error derivative at this input. The adaptive loop gain was then selected so that the amount of overcorrection obtained for initial parameter settings below the optimum setting
were equal to the undercorrection obtained for initial settings an equal increment above optimum, for median expected input, chosen arbitrarily as a 30° roll command. The median value was chosen as the point at which the compromise was to be made, since this would allow the performance for the large input quantities to remain within the stability limits while allowing near-optimum performance for the most used commands.

Since "loop gain" in a circuit containing non-linear elements is not clearly defined, the use of the term here may be clarified by referring to Figure 8. It may be noted that the circuits of Figure 8 are similar in configuration to the adaptive loop with limiters as shown in Appendix A, Figure A-2. In Figure 8a, arbitrary voltages, \(e_1\) and \(e_2\), are fed into amplifiers with gains \(G_1\) and \(G_2\), then into symmetrical limiters with unit gain and with limit levels \(L_1\) and \(L_2\). The outputs of the limiters are multiplied and amplified by a gain \(G_3\). If it is assumed that limiter \(L_1\) is in its limiting state, but that \(L_2\) is in its linear region, then the output of the system is given by

\[
e_0 = L_1 e_2 G_2 G_3	ag{3-1}
\]

In Figure 8b, the circuits are altered slightly by replacing the original amplifiers and limiters in the inputs by symmetrical unit gain limiters, each with limit level \(L_1/G_1\). If the same conditions are imposed on \(e_1\) and \(e_2\) as in Figure 8a, it is apparent that again,

\[
e_0 = L_1 e_2 G_2 G_3	ag{3-1}
\]

The argument may be extended in an obvious manner for other values of the input voltages.
A. LIMITERS WITH PREAMPLIFIERS

\[ e_0 = e_2 G_2 L_1 G_3 \]

\[ e_1 G_1 > L_1 \]

\[ e_2 G_2 < L_2 \]

B. ALTERNATE CONFIGURATION

\[ e_0 = e_2 G_2 L_1 G_3 \]

\[ e_1 > \frac{L_1}{G_1} \]

\[ e_2 < \frac{L_2}{G_2} \]
The term 'adaptive loop gain' will then be defined as the loop output voltage with both limiters saturated, divided by the product of the saturation levels. In Figure 8, the adaptive loop gain is $G_3$.

System responses were observed for several initial parameter settings, each for three input step magnitudes. All observations were made without disturbing gain settings in the adaptive loop. Typical results are shown in Figures 9, 10, and 11. In each figure, the aircraft response, the error quantity, and the parameter adjustment signals are shown for two initial parameter settings. The figures represent the responses for minimum, median and maximum expected input quantities, respectively.

It may be noted that in only one case was perfect adaptation achieved in one input step, namely, the $60^\circ$ roll, $S_{p(init)} = 0.865$. In all cases a distinct improvement in system performance was observed, since in all cases the error was significantly reduced for the return step, and the difference in aircraft performance was indiscernible in all cases after the first correction, although sizable offsets of the adjustable parameter were made.

It was noted that with the limiter configuration of the adaptive loop, it was not possible to drive the adaptive loop into an instability region with inputs as large as a $90^\circ$ roll command. It was felt that this was a convincing argument for the use of such a system. With one setting of the adaptive loop sensitivity, the system was able to give reasonable performance for a very small input quantity, give good performance for a medium sized input, and yet remain stable for an input much larger than would be expected in any practical circumstance. Under the system of instrumentation originally investigated, using the product of the error and error derivative directly, the value of adaptive loop sensitivity required to give 100% adaptation for a $60^\circ$ roll command, would give only 7% adaptation for a five degree input, 25% adaptation for a $30^\circ$ input. The figures show that the performance
FIG. 9. ADAPTIVE WAVEFORMS USING LIMITERS - 5° ROLL
FIG 10. ADAPTIVE WAVEFORMS USING LIMITERS - 30° ROLL
a. RESPONSE ERROR

b. AIRPLANE RESPONSE

c. CHANGE IN PARAMETER

FIG II. ADAPTIVE WAVEFORMS USING LIMITERS - 60° ROLL
of the system was substantially better than this.

3.9 Extension of Limiter Results to Other Configurations.

During the series of tests described, symmetrical limiters were used; i.e., the limit levels were the same for positive and negative signals. It may be noted that the adaptive loop output responses were much greater for initial parameter settings below the optimum than for higher than optimum initial settings. This would indicate that a system employing an asymmetrical limiter would allow an equalization of the adaptation achievable on either side of the optimum setting. Such a limiter would be placed after the multiplier, since it would be necessary to increase the effective adaptive loop gain for initial parameter settings higher than optimum and decrease the effective gain for settings lower than optimum. Clearly, this could be done only for the weighted error, since both the error and the error derivative depend on the sign of the input, while the weighted error, which is a function of the input quantity squared, is independent of the sign of the input. Insufficient time was available to explore this possibility experimentally.

Another possible extension of the results of this study would be to simplify the mechanization by using the error derivative to actuate a relay, which would choose the proper sign of the error. This would eliminate the need for a multiplier in the adaptive loop. It is believed that it would be necessary to provide a finite null position on the relay, to prevent 'hunting' when the parameter is near its optimum. This system would tend to give inferior performance for small inputs, i.e., those within the relay threshold level. This system was not evaluated experimentally.
CHAPTER 4

CONCLUSIONS

4.1 Summary of Adaptive Loop Characteristics.

Identical $S_{AL}^{2}$ products lead to an equivalency of operation and identical adaptive loop outputs. This equivalency of operation is a general result, good for all types of inputs when multipliers and linear gains are used in the adaptive loop. Two related results of this are important:

1. The number of parameters to be investigated in a simulation program is reduced by one.

2. The instability boundaries are functions of the $S_{AL}^{2}$ product, not of $S_{AL}$ alone.

The percentage adaptation is directly proportional to $S_{AL}^{2}$ for all values of the product up to the lowest which achieves 100% first step adaptation. This gives a tremendous advantage since the determination of the contour of 100% adaptation leaves only the operating condition ($S_{opt}$) and $S_{p(init)}$ to determine system behavior for contours of lesser adaptation.

Instabilities with the multiplication and linear gain in the adaptive loop were of two types:

1. A relatively high frequency oscillation (4 cps) was found when $S_{p(opt)} > S_{p(init)}$, although this result may be a function of system configuration. This occurred at such a high $S_{AL}^{2}$ product
that it would not normally be a restricting factor in the design of adaptive loops.

2. The adaptive loop drove the parameter in the wrong direction by the end of the transient solution. Although it was shown that this may lead eventually to fully adapted solutions, it was considered an instability and should be avoided in practice. The initial parameter settings were above $S_{\text{opt}}$ for this condition. The gains for this type of instability compared with those for 100% first step adaptation were found to have a ratio of about three with a minimum of about two. Thus, insuring that $\frac{S_{\text{AL}}q_{\text{in}}^2}{\max} \leq 1.75 \frac{S_{\text{AL}}q_{\text{in}}^2}{100\% \text{ adaptation}}$ would avoid instabilities of any nature. This further ties in with the linearity up to 100% adaptation, eliminating the requirement for plotting points above the 100% adaptation line. Thus, the plot of the single line determines all of the important characteristics for the flight condition.

With limiters in the adaptive loop no instabilities could be found within the range of useful operation of this system. Although the $S_{\text{AL}}q_{\text{in}}^2$ plot is, in a strict sense, only for the original type of adaptive loop configuration, the interpretation placed on this result is that the lines of constant $S_{\text{AL}}q_{\text{in}}^2$ are warped by the limiter to more closely follow the variation of 100% adaptation with $S_{\text{p(init)}}^2$. In addition, although increasing the input increases $S_{\text{AL}}q_{\text{in}}^2$ the increase is lessened above that value for which limiting starts, asymptotically approaching a limit for large values of input that is apparently below the instability point. This is illustrated in Figure 12.

The plot of $S_{\text{AL}}q_{\text{in}}^2$ versus $S_{\text{p(init)}}^2$ for 100% first step adaptation showed a general second degree variation. This could be approximated analytically with either a first or second degree curve, suggesting that the adaptive loop gain could be instrumented as a function of parameter setting to achieve a constant amount of
FIG. 12 EQUIVALENT SENSITIVITY WITH LIMITERS
adaptation for a given input magnitude, regardless of initial parameter setting. The usefulness of this approach was limited by the variation in the curve with flight condition, i.e., $S_{\text{opt}}$. Although a second order curve could still be used as an envelope of minimum $S_{AL}_{q_{in}}^2$, the various flight conditions gave rise to $S_{AL}_{q_{in}}^2$ for constant percent adaptation products for a given amount of adaptation that were separated by ratios up to three to one. (See Figure D-1.) Further, it is probable that different models and systems would show a curve of different general shape, indicating the desirability of determining this characteristic for each specific case.

A graphic and accurate outline of the system behavior is fairly easily obtained by simulation techniques. The model and approximate aircraft are set up and five or six points of $S_{AL}_{q_{in}}^2$ versus $S_{p(\text{init})}$ are run for 100% adaptation. The percentage adaptation is linear below this value, and the stability limit may be assumed to exceed these values by at least a factor of two. Repeating this for all four or five extremes in flight configuration completes the description of behavior for the whole spectrum of the control system’s environment.

The instrumentation as developed by Osburn shows an uncanny desire to achieve the desired result. In a case that was stumbled upon by accident, one parameter was being called upon to compensate for the accidental resetting of another and managed to do a very creditable job. It would seem, therefore, that the designer has the tools to obtain a very high quality of operation.

4.2 Design Procedure.

Based upon the adaptive loop characteristics disclosed by this study two design procedures are outlined. The choice between the two procedures is based on the conditions under which the control system is to operate. It should be noted that the design of any configuration of this type of adaptive system will require the use of
analogue simulation studies, since no convenient analytical design procedure has been found. It is felt that this is not a serious restriction, since any type of control system operating over a wide range of environmental conditions will very likely require simulation.

The design procedure suggested assumes that a system and model have been chosen, both of which are capable of performing their respective tasks. The selection of the appropriate model and a control system configuration capable of performing the desired operations is beyond the scope of this report and is adequately covered by earlier work. The procedure outlined below is specifically suited to selection of an adaptive loop configuration and the required adaptive loop sensitivity.

1. Design Procedure using Multipliers and Linear Gains.

In some cases, although the plant or process to be controlled is subjected to a variable environment, the input commands and desired response are constant, or encompass a very narrow range. These conditions suggest the use of the adaptive system as illustrated in Appendix A, Figure A-1.

Before the adaptive loop sensitivity may be selected, estimates of the plant response characteristics for the various operating conditions must be made. These may be based on preliminary design estimates, since the function of the adaptive loop is to render precise knowledge of the system performance unnecessary. Instead the requirement is for an estimate of the range of the adjustable parameter. If the system is to be subjected to a range of input levels, the maximum expected value of the input quantity must be known.

Armed with these system parameters, the designer should next obtain a contour or series of points in the $S_{\text{AL} \ q \ \text{in}}, S_{\text{p(init)}}$, 100% first step adaptation space for each operating condition. In finding this contour, cognizance should be taken of the following facts:

a. Per cent adaptation is a linear function of adaptive loop
sensitivity to at least 100% first step adaptation.

b. Equivalent results are obtained for identical $S_{ALq_{in}}^2$ products.

c. All instabilities are found at values of $S_{ALq_{in}}^2$ greater than twice that required for 100% adaptation.

The adaptive loop sensitivity may then be selected. In general it will be advantageous to choose the adaptive loop gain to avoid all instability regions for the largest expected input.

Finally, the adaptive loop performance should be determined for the smallest input level for which significant adaptation is expected. If the performance for this input is not satisfactory, a more sophisticated adaptive loop configuration is indicated.

2. Design Procedure using Two Limiters.

If the expected inputs have a wide range of values, a significant saving in simulation studies can be made. As with the system using linear gains, preliminary design estimates of the system characteristics in the various operating conditions are required as well as an estimate of the range of input magnitudes expected. This will allow the designer to find, either through simulation or through computation the approximate range of values for the adjustable parameter.

The limit level of each limiter (See Figure A-2 in Appendix A.) is set to pass its respective input function (error or error derivative) when the system is being excited by the minimum input for which significant adaptation is expected. The loop gain (defined in Chapter 3, Section 3.8) is then chosen for good adaptation at a median input level. In general this setting will result in over correction when the initial parameter setting is on one side of the optimum value and undercorrecting when the initial setting is on the other. Finally the performance of the adaptive loop with the system excited by the maximum expected input should be surveyed for the various operating conditions, to
assure that the system is not unstable at any setting.

It is believed that these design procedures will result in a conservative design for the adaptive loop. First, during actual operation of such a system, the parameter adjustment loop will track the optimum parameter setting in a smooth manner as the system moves from one set of operating conditions to the next (assuming no step discontinuities in environment or due to failures). Further, based on the work of Osburn, Whitaker and Kezer, the action of other adjustable parameters in a multiparameter system will have a favorable effect on the system, both in response time and in improved stability.
APPENDIX A

BLOCK DIAGRAMS
FIG A-1 ADAPTIVE ROLL FLIGHT CONTROL SYSTEM BLOCK DIAGRAM
FIGA 2 ADAPTIVE LOOP WITH LIMITERS
APPENDIX B

AIRCRAFT CHARACTERISTICS

Table 1. Summary of aircraft characteristics and the parameter values selected by the adaptive system.

<table>
<thead>
<tr>
<th>Flight Conditions</th>
<th>Aircraft Characteristics</th>
<th>Parameter values selected by adaptive sys.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Operating Regime Mach No. Altitude (Ft.)</td>
<td>S A[δ, φ] deg/sec/deg</td>
<td>A (sec) P1 P2 (sec)</td>
</tr>
<tr>
<td>1 Supersonic cruise</td>
<td>3.5 75,000</td>
<td>9.0</td>
</tr>
<tr>
<td>2 Low speed and altitude</td>
<td>0.4 5,000</td>
<td>2.2</td>
</tr>
<tr>
<td>3 Landing</td>
<td>0.18 sea level</td>
<td>1.0</td>
</tr>
<tr>
<td>4 Acceleration to cruise altitude and speed</td>
<td>2.0 40,000</td>
<td>10.0</td>
</tr>
<tr>
<td>5 Subsonic climb</td>
<td>0.9 10,000</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Model: \( \omega_n = 1.2 \text{ rad/sec}; \xi = 0.70. \)

Servo: \( \tau_s = 0.1 \quad S_s = 1 \)
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COMPANY WIRING DIAGRAMS
FIG C-1 AIRCRAFT AND MODEL COMPUTER SETUP
FIG. C-2 ERROR DERIVATIVE GENERATOR
FIGURE C-3 ADAPTIVE LOOP
APPENDIX D

GRAPHICAL RESULTS
FIG. D-1 \( S_{\text{ATIN}}^2 \) vs \( S_{\text{P(INIT)}} \) FOR VARIOUS FLIGHT CONDITIONS
FIG D-2. PERCENT FIRST STEP ADAPTATION VS. $S_{AL} q_{in}^2$
FIGD3. DEMONSTRATION OF $S_{AL,q_{in}}$ EQUIVALENCY
FIG. D-4. LOG-LOG PLOT OF $S_{A4Q_{in}}$ VS $S_{P_{init}}$
a. INPUT TO VARIABLE PARAMETER

b. RESPONSE AND RESPONSE ERROR

FIG. D-5 EXAMPLE OF OSCILLATORY INSTABILITY
Fig. D6. Non-Oscillatory Instability
APPENDIX E

ANALYSIS OF THE ADAPTIVE SYSTEM

The basic assumption made is that the gain characteristic of the adaptive loop is as follows:

\[ G(t) = \begin{cases} 0 & \text{for } t < 0 \\ A & \text{for } t \geq 0 \end{cases} \]

Fig. F-1. Gain Characteristic of Adaptive Loop

The value of \( A \) is assumed to be small, hence the operation to be analyzed is in the limited region where the output is a constant rate of change of adapted parameter, of magnitude \( L \). Use is made of the transform:

\[ L t \longleftrightarrow L \frac{2}{s^2} \]

Fig. F-2. Block Diagram
(F-1) \[ q_2 = S_2 \lambda q_{os} \]

(F-2) \[ q_1 = q_{os} \]

(F-3) \[ q_3 = \frac{\lambda(1+\tau_A \lambda)(1+\tau_S \lambda)}{S_A} q_{os} \]

Using the relationship between input and output of variable parameters.

(F-4) \[ S_1 \left[ A/\lambda - q_{os} - \lambda S_2 q_{os} \right] + L \left[ -\frac{A}{\lambda^2} - \frac{q_{os}^2}{S_2 q_{os}} - S_2 q_{os} - \lambda S_2 q_{os}^2 \right] = \]

\[ \frac{\lambda(1+\tau_A \lambda)(1+\tau_S \lambda)}{S_A} q_{os} \]

(F-5) \[ q_{os}^\prime \left[ L + \lambda S_2 L \right] + q_{os} \left[ L S_2 + S_1 + (S_2 S_1 + \frac{1}{S_A}) \lambda + \frac{\tau_A + \tau_S}{S_A} \lambda^2 \right] + \frac{\tau_A \tau_S}{S_A} \lambda^3 = A/\lambda^2 \left[ S_1 \lambda - L \right] \]

The prime in this case represents \( d/d\lambda \).

This equation is of the form \( \frac{dq}{d\lambda} + P(\lambda)q = Q(\lambda) \)

Solution \[ q = e^{-\int Pd\lambda} \left[ Q e^{\int Pd\lambda} d\lambda + C \right] \]

Therefore:\n
(F-6) \[ P(\lambda) = \frac{\tau_A \tau_S \lambda^3 + \left( -\frac{\tau_A + \tau_S}{S_A} \right) \lambda^2 + \left( S_2 S_1 + \frac{1}{S_A} \right) \lambda + L S_2 + S_1}{L + \lambda S_2 L} \]
Define this as,

\[ P(\lambda) = R \left[ \frac{\lambda^3 + A\lambda^2 + B\lambda + C}{\lambda + D} \right] \]

By long division,

\[ P = R[\lambda^2 + (A-D)\lambda + (B+D^2-AD) + \frac{C-BD+AD^2-D^3}{\lambda + D}] \]

\[ P(X)dA R + R(A-D)2 + R(B+D^2-AD)\lambda + \]

\[ R(C-BD+AD^2-D^3) \ln (\lambda+D) \]

\[ Q(\lambda) = A/\lambda^2 \frac{(S_1\lambda-L)}{(L+S_2L\lambda)} \]

Finally the answer in the Laplace variable

\[ q_{\text{DS}}(\lambda) = \left\{ e^{-\frac{R\lambda^3}{3} + \frac{R(A-D)}{2} \lambda^2 + R(B+D^2-AD)\lambda + \frac{R(C-BD+AD^2-D^3)}{\lambda + D}} \ln (\lambda+D) \right\} X \]

\[ X \left[ \frac{A (S_1\lambda-L)}{\lambda^2 (L+S_2L\lambda)} e^{-\frac{R\lambda^3}{3} + \frac{R(A-D)}{2} \lambda^2 + \frac{R(C-BD+AD^2-D^3)}{\lambda + D} \ln (\lambda+D) + C} \right] \]
The equation in the time domain:

$$q_{in}(t) \rightarrow S_1 + Lt \rightarrow \frac{1}{1 + \tau_s \lambda} \rightarrow S_A \rightarrow \frac{1}{\lambda} \rightarrow q_{os}(t)$$

Fig. F-3. System Block Diagram.

The relationship on both sides of the time-varying element:

$$(F-10) \quad S_A (q_{in} - q_{os} - S_2 q_{os}') (S_1 + Lt) = \tau_a S_{os}'' + (\tau_s + \tau_A) S_{os}' + q_{os}'$$

This reduces to:

$$(F-11) \quad \tau_a S_{os}'' + (\tau_s + \tau_A) S_{os}' + q_{os}' [1 + S_A S_2 S_1 + Lt S_A S_2] +$$

$$+ q_{os} [S_A S_1 + Lt S_A] = q_{in} [S_A S_1 + Lt S_A]$$

This is a time-varying linear equation which may be solved by a power series expansion in time or by digital techniques.
APPENDIX F

SUGGESTED AREAS FOR FURTHER STUDY

The following are proposed as areas for further study:

1. An examination of the effect of a non-symmetrical limiter placed after the error-error derivative multiplier. Since the sign of the output of this multiplier is a function of the side of optimum on which the initial parameter is, a further improvement in operation may be possible since different effective $S_{AL} q_{in}^2$ products are needed on either side of optimum.

2. Plots of $S_{AL} q_{in}^2$ versus initial parameter setting for a variety of systems. This would be an attempt to reach some general conclusions on this type of curve.

3. Instrument $S_{AL}$ as a function of $S_p$. If this were done properly it is possible that the dependence of system operation on $S_p(\text{init})$ may be removed.

4. Investigate the response of the adaptive system with limiters to a variety of inputs. It may be that some input function other than a step may be considered typical of system inputs, and for this reason deserves attention from the standpoint of adaptive loop response.

5. Carrying the use of limiters to the limit, i.e., three position relays. It may be possible to combine this with making the output of the relays a function of $S_p$. Use of relays may give reductions in cost, size and weight of the adaptive system.
6. Finding the result of placing additional dynamics in the adaptive loop. Although no positive evidence was found, the possibility of dynamics improving adaptive loop performance should be investigated.

7. An examination of the behavior of the adaptive loop with limiters when two or more parameters are allowed to vary. Does this improve the stability or convergence time of the adaptive system?

8. A more analytic approach to the design using limiters, presumably based on the $S_{AL} q_{ln}^2$ plot and describing function theory. This would have to tie in with the project examining the general system response (#2) to be worthwhile, but if the general behavior were known, combined with an idea of the typical error and error derivative waveforms, it may be possible to design the limiters analytically.
APPENDIX G

BIBLIOGRAPHY


3. Osburn, P. V., Doctoral Thesis, Department of Aeronautics and Astronautics, Massachusetts Institute of Technology (being prepared for publication).

In addition to the above listed specific references, use was made of the following basic control system references:
