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Abstract

MakeML is a software system that enables knowledge workers with no programming experience to easily and quickly create machine learning models that have competitive performance with models hand-built by trained data scientists. MakeML consists of a web-based application similar to a spreadsheet in which users select features and choose a target column to predict. MakeML then automates the process of feature engineering, model selection, training, and hyperparameter optimization. After training, the user can evaluate the performance of the model and can make predictions on new data using the web interface. We show that a model generated automatically using MakeML is able to achieve accuracy better than 90% of submissions for the Titanic problem on the public data science platform Kaggle.
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Chapter 1

Introduction

1.1 Motivation

The information technology revolution has brought an exponential explosion in the amount of data collected by corporations, non-profits, and governments. According to recent research by IBM, 90% of the data in existence was created in just the last 2 years, and this has been true for the last 30 years [11]. Lying within these large datasets are keys to advances in medicine, energy, and many other fields. However, there is a shortage of data scientists with the necessary skills in mathematics and computer science to make sense of the data and unlock its potential. According to a recent report from LinkedIn, demand for "Machine Learning Engineers" and "Data Scientists" has grown by a factor of ten over the last five years, faster than any other field [35]. However, there are many people with skills using spreadsheets and other GUI based tools for processing data. If these people could be equipped with the ability to train and deploy machine learning models, many tasks now reserved for professional data scientists could be open to lower skilled workers.

The typical workflow for a data scientist is to begin with features computed from a dataset, a basic model, and a hyperparameter configuration chosen from the data scientist’s intuition. The data scientist will then train the model and gather performance metrics. Using the performance metrics, they determine how to modify the learning rate, regularization, or feature preprocessing to improve model performance.
This iterative process is very tedious and oftentimes imprecise. It is our claim that a large portion of this process can be automated.

1.2 MakeML

To make progress towards this goal, we introduce MakeML, a software system that enables knowledge workers with no programming experience to easily and quickly create machine learning models that have competitive performance with models hand-built by trained data scientists. MakeML consists of a web-based application in which users explore datasets, select features, choose target columns to predict, and train models. MakeML then produces a trained model through the following process:

1. It automatically transforms human-readable features into features appropriate for machine learning algorithms through feature encoding and normalization.

2. It automatically fills in missing values, bucketizes numeric features, and creates polynomial feature crosses.

3. It automatically explores a wide range of machine learning models including logistic and linear regressions, deep neural networks, and gradient boosted decision trees.

4. It searches over a large space of hyperparameter configurations including learning rate, deep model architecture, and $L_1$ and $L_2$ regularization.

In the rest of this thesis we describe the MakeML user interface, cover related work, discuss the architecture of MakeML, go into detail on the implementation of particular components, benchmark MakeML’s performance, and discuss the results of a user study. We conclude with the shortcomings of MakeML and an outline of future work.
Chapter 2

User Interface

MakeML’s user interface is designed to make it intuitive for data-literate knowledge workers to configure machine learning jobs. First, the analyst selects a dataset, chooses features using a spreadsheet-like interface, and chooses a target column to predict. When they click "Run Job", they are brought to the training view. The training view displays the current stage of processing that the job is in and the elapsed time. Once training is complete, the results view is presented which displays the parameters of the best performing model, high level performance metrics on the test set, and information about which features were most important to the model. When the user is satisfied with the model they have created, they can use it to make predictions on new data or download it for use elsewhere.

In this chapter, we walk through an example of configuring and training a new model using MakeML.

2.1 Training a New Model

Upon opening MakeML, we can view any past models we have trained in the left sidebar and create a new one by clicking the "Create New Job" button. We now have the option to configure our features using SQL in the Query Interface, shown in Figure 2-1 or using the spreadsheet-like Builder Interface, shown in Figure 2-2. We can toggle between the two interfaces at any time.
We first select a table to work with. In this example, we choose the "titanic" table which contains the data from the "Titanic: Machine Learning from Disaster" competition from Kaggle [25]. The task is to determine which passengers survived the Titanic disaster. Each row represents a passenger and includes the following features: survival, pclass (ticket class), sex, age, sibsp (number of siblings/spouses aboard), parch (number of parents/children aboard), ticket, fare, cabin, and embarked (port of embarkation). For a full description of the dataset, see [25].

2.1.1 Builder Interface

The Builder Interface enables users who do not know SQL to easily select columns and compute simple aggregation features from the underlying dataset. After selecting the "titanic" table, we see that all columns are included by default by observing that all of the checkboxes are checked. In addition to the base features, we add two aggregate features. First, we click the "Add Aggregate Feature" button. Then in the "Group
Figure 2-2: MakeML *Builder Interface* for feature creation with preview of rows.
By Column" popup we select "pclass" to group by the class of ticket the passenger purchased. Then we add two features, "AVG" of "fare" and "MIN" of "age". This adds, for each row, two new columns, one that reports the average fare and one that reports the minimum age of passengers for the class that passenger was in. Although not applicable to the titanic dataset, for tables that have foreign key relationships, MakeML displays all related tables underneath the main table in the Column Picker view. See Figure 2-4.

2.1.2 Query Interface

The Query Interface allows us to use a SQL query to define the data to train the model on. For more technically advanced users this gives a high degree of control over the data selected, allowing complex aggregations, joins, and functions on columns. To aid in query composition, the Query Interface provides a schema viewer that shows the fields in the selected table along with their associated types. The types are inferred from the underlying relational database schema. For an example of a more complicated query where we use a PostgreSQL regular expression function to extract the last name and title from the name feature, see Figure 2-1.
2.2 Training

Next, we click the "Create Job" button to begin training. The training interface shows both the currently running stage and the elapsed time since the stage began, as shown in Figure 2-5. MakeML has two modes of training, the "exhaustive" run which takes several hours and the "quick" run which was designed to take no more than 2 minutes on any one of the test datasets.

2.3 Evaluating Model Performance

After the model has completed training, the results view shows the performance metrics of the best performing model along with its hyperparameter configuration and feature weights, if applicable. See Figure 2-7. It also displays the predictions for the test dataset. See Figure 2-6.

After inspecting the hyperparameters, predictions, and performance metrics, we can decide either to make predictions on new data or to download the model for later use.
To make the model performance as easy to understand as possible for less mathematically sophisticated users, we present only three top level metrics: "Accuracy", "Precision", and "Recall". Below are the mathematical definitions of the three metrics as well as the user-friendly help text shown to explain to users the meaning of each metric.

### Accuracy

$$\text{Accuracy} = \frac{\text{Number of Correctly Classified Examples}}{\text{Total Number of Examples}}$$

Accuracy: The percent of examples that were correctly classified.

### Precision

$$\text{Precision} = \frac{\text{True Positives}}{(\text{True Positives} + \text{False Positives})}$$

Precision: The ability of your classifier to not label negative examples as positive.
Figure 2-6: Results view showing the number of models trained, the time for each stage in the pipeline, and the hyperparameters of the best performing model.

**Recall**

\[
\text{Recall} = \frac{\text{True Positives}}{\text{(True Positives + False Negatives)}}
\]

Recall: The ability of your classifier to find all positive examples.

In all decisions regarding the user interface, we were guided by the goal of making the experience as intuitive and easy as possible. Because users are familiar with spreadsheets, we tried to model the Builder Interface using a spreadsheet-like workflow. Simplifying the user interface meant removing metrics that were slightly more complex to explain, like F1 score and Area Under the Receiver Operating Characteristic Curve. It also meant hiding complex configuration like the test and train split percentages, column-level configuration of the missing value imputation strategy,
Figure 2-7: Feature weights for a trained Titanic model with some features removed for brevity.

among others. While these configurations could be helpful for those with more familiarity in machine learning, these features complicated and cluttered the UI and are not in line with MakeML’s goal of creating the simplest and most intuitive interface for configuring machine learning models.
Chapter 3

Architecture

The MakeML machine learning pipeline consists of the stages shown in Figure 3-1 and described in the sections below. MakeML trains many different models, each with differing configurations, and then evaluates the performance of all of these models in order to select the best model.

3.1 Jobs

When the user creates a new job using the web interface, a job definition is created including the SQL query to produce the base features, the target column, and associated metadata. See Figure 3-2 for an example:
3.2 Query

The creation of the job configuration file triggers the **Query** stage, which is responsible for issuing the query specified in the job configuration file. It writes the result of the query to a CSV file.

3.3 Stats

The **Stats** stage reads in the CSV of training data and computes summary statistics for each column. These will be used in the **Train** stage in order to determine the cardinality of the label vocabulary and to determine the vocabulary for categorical encodings. Stats include the **name** of the column, the count of **null** values, the number of **distinct** values, the **type**, one of **number**, **text** or **unknown**, and for columns with less than 100 distinct values, the array of **values** and a **histogram** of these values. Numeric fields include the **max**, **min**, **mean**, **std**, and **median**. See Figure 3-3 for an example.

3.4 Split

The **Split** stage splits the data into training and testing sets using an 80%/20% split.
Figure 3-3: A subset of column statistics output from the Stats Job.
hyperparams_tf_deep = dict(
    model = ['wide-deep', 'deep'],
    learning_rate = [.001, .01, .1],
    l1 = [0.1, 1],
    l2 = [0.1, 1],
    include_crossed_columns = [True],
    bucketize = [True],
    normalize = [True],
    train_epochs=[5, 20],
)

Figure 3-4: An Example Hyperparameter Grid for Deep Models.

3.5 Hyperparams

The Hyperparams stage configures the grid of hyperparameters for the train stage. A significant amount of research has gone into optimal algorithms for hyperparameter tuning, as covered in the related work section. The current implementation of the hyperparameter and training stages is a grid search across a large number of hyperparameter configurations. Naively, there are currently two grids defined, one for quick training, ≈ 100 models, and one for testing a large number of model configurations, ≈ 1200 models.

3.5.1 Cross-Validation

We use k-fold cross validation in order to determine the optimal hyperparameter configuration. When comparing the performance of hyperparameter configurations on the same test set, there is a risk of overfitting to that test set. One strategy employed to tackle this problem is to split the training data into three separate sets, train, validate, and test. The hyperparameter configurations are tested on the validation set, the best hyperparameter configuration for the validation set is chosen, and then the final evaluation happens on the test set. The problem with this approach is that it significantly limits the amount of data that can be used for training. Cross-validation solves this problem by splitting the training set into k different subsets. The model is trained on k – 1 of the subsets and then evaluated on
param_grid = dict(
    n_estimators=[100, 200, 500],
    learning_rate=[.01, .1],
    max_depth=[4, 6]
)

kfold = StratifiedKFold(n_splits=5, shuffle=True, random_state=42)
xgb_model = xgb.XGBClassifier()
clf = GridSearchCV(xgb_model, param_grid, cv=kfold)
clf.fit(X_train, y_train, verbose=0)

Figure 3-5: K-Fold Cross-Validation with parameter grid defined for XGBoost model.

the final subset. The performance of the model and hyperparameter combination is
the average performance across all $k$ runs [29][19].

In this way, we do not waste data by holding it in a separate validation set and we
are able to address the issue of "leaking" information into the model which causes the
models' performance metrics to be overly optimistic with regards to generalization
[32].

3.6 Imputation

Some machine learning algorithms are able to handle missing values. Other algo-
rithms, however, require all values to be non-null [14]. The Imputation stage reads
in the result of the query and fills missing values in each column if necessary. For ex-
ample, in the Titanic dataset, 687 out of the 891 total passengers have a missing value
for the cabin field. One option is to drop all rows containing missing values, but this
would reduce the size of our training set significantly. As an alternative, we can fill in
these missing fields with reasonable values. For string or categorical data, often times
we use the most frequently occurring value [14]. Using the mode strategy for the deck
column, we would fill all missing values with the deck C. Another more sophisticated
approach is to impute the missing values using another machine learning algorithm.
MakeML uses KNN and mode imputation for categorical columns and KNN, mode,
and mean imputation for numeric columns. The KNN algorithm has hyperparame-
<table>
<thead>
<tr>
<th>deck</th>
<th>count</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>15</td>
</tr>
<tr>
<td>B</td>
<td>47</td>
</tr>
<tr>
<td>C</td>
<td>59</td>
</tr>
<tr>
<td>D</td>
<td>33</td>
</tr>
<tr>
<td>E</td>
<td>32</td>
</tr>
<tr>
<td>F</td>
<td>13</td>
</tr>
<tr>
<td>G</td>
<td>4</td>
</tr>
<tr>
<td>T</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.1: Deck and Counts for Passengers on Titanic

Figure 3-6: MakeML numeric base feature transformations.

3.7 Train

The training stage is the longest running and most important stage in the pipeline. One job is created in the Train stage for each hyperparameter configuration. The Train stage performs both the feature engineering and trains the model. The transformations that MakeML performs on each base column depends on the type of the column. For the transformations MakeML does on numeric columns, see Figure 3-6 and for the transformations that MakeML does on string columns, see Figure 3-7.
Depending on the hyperparameter configuration, if `include_crossed_columns` is set to true, MakeML will take these base feature and transform them into polynomial cross features. Feature crosses are created for all pairs of features that are of type Bucketized Numeric, Hashed Categorical, or One Hot Categorical.

Finally, MakeML also uses the output features from the string and numeric base feature transformations to build features specific for deep networks. Namely, all hashed columns and categorical columns with cardinality above a given threshold are converted into trainable embedding features. See Figure 3-8.

In the next section, we describe these transformations in greater detail and we provide motivating examples for why these transformations are important in creating high-performing models.
3.7.1 Feature Transformations

Categorical Data

Encoding  Machine learning models operate on numeric data. For example, in the Titanic dataset, we are given features such as gender encoded as the strings Male and Female. We cannot feed these strings directly into a machine learning classifier. We must transform them into a format that machine learning algorithms will understand. In the case of a binary variable, we can encode Male as 0 and Female as 1. For a categorical variable with more than 2 options, such as the Embarked feature with 3 categories, S, C, and Q, if we used the encoding S → 0, C → 1, and Q → 2, we would be assuming an implicit ordering S < C < Q. This would be a poor encoding choice. Instead, we encode these categorical features using a one-hot encoding as shown in the mapping below:

\[
S \rightarrow [1, 0, 0] \\
C \rightarrow [0, 1, 0] \\
Q \rightarrow [0, 0, 1]
\] (3.1)

Hashing  If a categorical feature has many categories, the previous encoding scheme is not memory efficient. For example, in the Titanic dataset, there are 661 different last names out of 891 different passengers. In the one-hot encoding scheme mentioned above, we would need a 661-dimensional vector to represent each of these features. For high dimensional categorical features, we instead use a hashed representation in which we can control the dimensionality of the vector representing the feature. If we were to represent last names as a 100-dimensional vector, hashing each last name would give us an index into this 100-dimensional vector. We lose some information because individuals with different last names will be hashed to the same index, however, hashing has been shown to work well in practice [12].
Embedding  Another possibility for transforming a categorical column is to use an embedding. An embedding is a representation of a feature as a vector of real numbers. When training a linear model, we convert `last_name` using a pre-trained embedding, and when training a deep model, we initialize the embedding with a pre-trained word embedding or with random weights and then train this embedding along with the other weights in the neural network. For more details on word embeddings, see [10] [28]. MakeML uses a commonly used heuristic to select the dimension of the embedding layer: $\sqrt{\text{categories}}$ [12].

Numerical Data

Standardization  Another common trick used in feature engineering is to normalize numeric features in order to improve performance and trainability. MakeML standardizes all numeric columns to have mean 0 and standard deviation of 1.

Binning  A trick often used with numeric data is to bucketize a feature into discrete groups. Consider the age column in the Titanic dataset. Binning allows our linear model to learn a nonlinear dependency of survival rate on age. Binning also helps with the problem of skew in the distribution of numeric data which can adversely effect model performance. MakeML splits numeric features into bins in addition to using the raw numeric feature. The binning strategy used is very naive, where all numeric features are split into 10 equal width bins. The quartile binning strategy is an alternative binning strategy by which data is binned based on the quartiles of the distribution.

Feature Crosses  When using linear models, it is often helpful to include nonlinear features as discussed in the section on Feature Binning. Feature crosses are another strategy used to introduce nonlinearities in linear models. They allow us to capture relationships between several different base features. The example provided in [12], describes the benefit of creating such features for latitude and longitude pairs. Each of latitude or longitude alone given to a linear model is not nearly as useful as a grid
of latitude, longitude pairs. In the case of the Titanic dataset, the combination of age and gender is a good example of a feature cross that may improve performance. This type of feature transformation is often referred to as Basis Function Regression. [38].

\[ y = a_0 + a_1 x_1 + a_2 x_2 + \ldots \]

\[ y_{poly} = a_0 + a_1 x_1^2 + a_2 x_2^2 + a_3 x_1 x_2 + \ldots \]

The first equation represents a linear model without crossed features. The second equation represents a linear model with a feature cross between \( x_1 \) and \( x_2 \) where a separate weight, \( a_3 \), is learned.

### 3.7.2 Deep Model Architecture

There are a number of heuristics available for determining the number of hidden units and hidden layers one should use for a deep model [20]. Choosing these parameters is very important because the network architecture can largely determine whether a model will overfit or underfit. Furthermore, too many hidden units will require long training times.

The following heuristics are provided in [20]:

1. The number of hidden neurons should be between the size of the input layer and the size of the output layer.

2. The number of hidden neurons should be \( 2/3 \) the size of the input layer, plus the size of the output layer.

3. The number of hidden neurons should be less than twice the size of the input layer.

As pointed out in [31], these heuristics ignore the number of training examples and the amount of noise in the targets. Because of this, the author concludes that if not
using early stopping or another form of regularization, one must try many different networks, estimate the generalization performance of each, and choose the best one [31]. Heeding this advice while also trying to encode some of the heuristics provided, we develop a randomized strategy for choosing the architecture of the network. For each deep network tried, we choose the number of layers \( l_i \) to be randomly drawn from \( \{2, \ldots, N\} \), where \( N \) is naively chosen to be 4 during our benchmarking but could be chosen to be any integer greater than 1. That is:

\[
l_i \sim \{1, \ldots, N\}
\] (3.2)

In order to keep the number of hidden units and thus the number of trainable weights in the network in a reasonable range as compared to the number of training examples, we use the following strategy for selecting the number of hidden units in each hidden layer: the number of hidden neurons should be less than twice the size of the input layer.

Since it’s possible to have up to 4 hidden layers, and we want to obey the heuristic that the number of hidden neurons is less than twice the size of the input layer, we choose the number of units in a given hidden layer \( l_i \) to be the following:

\[
\text{hidden\_units}_i \sim \left\{ \left\lfloor \frac{1}{3} \ast \text{input\_size} \right\rfloor, \ldots, \left\lfloor \frac{2}{3} \ast \text{input\_size} \right\rfloor \right\}
\] (3.3)

### 3.8 Results

Given a set of trained models, we are left with the task of determining the best model. There are several metrics to consider when evaluating model performance and the best metric could be task specific. One of the most common metrics for classification tasks is to use the \textbf{Accuracy} score. One of the biggest problems with the accuracy score is that it is only suitable for problems where there are an equal number of observations in each class and all errors in prediction are equally weighted. For a more detailed
description of the Accuracy Paradox and how more accurate models can sometimes have worse predictive power, see [13]. The current implementation of model selection in MakeML uses the Accuracy score when selecting the best model. Other metrics considered were Precision, Recall, and F Score. See the confusion matrix given in 3-9 for a visual explanation of True Positive, False Positive, True Negative and False Negative.

**Accuracy**

\[
\text{Accuracy} = \frac{\text{Number of Correctly Classified Examples}}{\text{Total Number of Examples}}
\]

**Precision**

\[
\text{Precision} = \frac{\text{True Positives}}{(\text{True Positives} + \text{False Positives})}
\]

**Recall**

\[
\text{Recall} = \frac{\text{True Positives}}{(\text{True Positives} + \text{False Negatives})}
\]

**F Score** ($F_\beta$) The $F_1$ score is the equally weighted harmonic mean between precision and recall and is given by the following equation [1]:

\[
F_1 = \frac{\frac{\beta^2}{\beta^2 + 1}(\frac{\text{Precision}}{\text{Recall}}) + \frac{1}{\beta^2 + 1}(\frac{\text{Recall}}{\text{Precision}})}{\frac{\beta^2}{\beta^2 + 1} + \frac{1}{\beta^2 + 1}}
\]
The general form of the $F_\beta$ score allows for a different weighting of importance of precision or recall and is given by the following equation:

$$F_\beta = (1 + \beta^2) \cdot \frac{\text{precision} \cdot \text{recall}}{(\beta^2 \cdot \text{precision}) + \text{recall}}$$
Chapter 4

User Study

MakeML was given to a group of three individuals who work with data. All members of the test group had familiarity with SQL. These users were observed while using the software and then were asked to fill out a brief survey regarding their experience. The findings from this group of test subjects using Version 0 of MakeML motivated the changes introduced for Version 1.

4.1 Version 0

All users in the test group reported their familiarity with SQL as a 4 or a 5. Of the three users, only one had written code for machine learning, and only two rated their experience writing code as a three or above. All three users reported that they wanted to make predictions on a dataset at one point but that they found programming inaccessible.

One of the biggest shortcomings of the Builder Interface emerged in this first study. A user was shown the Builder Interface and told to select features to include. Because Version 0 of the Builder Interface had all features as unselected by default, the user only selected a very small subset of features to include in the model. This resulted in a model with very poor performance. Perhaps for other datasets where many features are not relevant, this would be a good approach, but for this particular dataset, all features were relevant. This motivated Version 1 to have all features
Figure 4-1: Improved Tooltip Explanation for Model Performance Metrics, [1]

selected by default. Because this could be a poor default choice for other datasets, the right approach needs to be considered more closely.

Surprisingly, one of the users who uses SQL daily in their job decided to use the Builder Interface instead of the Query Interface. One potential explanation is that they were nervous to write SQL in front of an observer and they would have made a different choice had they been given the tool to try in private. This is something that should be explored more.

Overall, 2 of the 3 users found the process of creating features in the Builder Interface, "Very straightforward". The other found it "Confusing, but once explained, understandable". Two users said they would use the Query Interface in the future and one said they would consider the Builder Interface depending on the complexity of the feature engineering. For all three users, configuring and training a model took less than 5 minutes.

Two users found that the explanations for the performance metrics were confusing. This motivated better explanations and a link was added to the tooltip for the user to learn more.

Once users were taken to the performance view, they did not know what action to take. Two users remarked that the results view did not give them an option to run predictions on new data. The first implementation of MakeML included only the training step of model creation. It did not include a step for exploring the predictions. In Version 1, a table of predictions from the prediction dataset was added to the results display below the performance metrics.

One user found the description of hyperparameter settings confusing. They did not know how to interpret them and instead wanted to see which features were most
important to the trained model. In *Version 1*, for wide and wide & deep models, MakeML displays the feature weights. For the XGBoost models, MakeML displays the feature importances. For deep models, introspection into how they work and which features are important is an open area of research, but tools like LIME [30] could help. In-depth introspection of why a model predicted something is an important feature for the next version of MakeML.

Below are some quotes from the user study:

"More explanation in the software itself would be helpful" - *Test Subject*

"I want to see the results!" - *Test Subject*

"The ability to actually make a prediction using that model (after data has been trained). Would it be possible to put in parameters to do what if analysis? i.e. if the marketing spend goes up by x, what will the impact to sales be?" - *Test Subject*
Chapter 5

Evaluation

In this section, we compare MakeML’s performance on the Titanic: Machine Learning from Disaster Kaggle Competition with three different models: (1) a model hand-tuned by a professional data scientist, (2) a model trained with Auto-SKLearn in "vanilla mode" (no ensemble and no warm-start optimization) and (3) an Auto-SKLearn model with default configuration. We then look at how different imputation strategies, hyperparameter configurations, and model evaluation strategies impact model performance using the Kaggle Leaderboard Accuracy Score as an evaluation metric. Next, we evaluate MakeML’s performance in automated feature engineering and model architecture selection using Tensorflow’s Wide & Deep reference implementation as a benchmark [9]. We conclude by comparing MakeML’s overall performance against that of Auto-SKLearn using the Pima Indians Diabetes dataset [33] and the Iris dataset [22].

5.1 Titanic Dataset

We evaluate MakeML’s automated feature engineering and model selection against Auto-SKLearn and a solution provided by a professional data scientist using the score achieved on the Kaggle Leaderboard as a performance metric. The best MakeML

\footnote{Many of the datasets used for benchmarking are available on the UCI Machine Learning Repository, available at [15].}
model with hand-selected features using the Query Interface achieves an accuracy score of 80.382%, while the best MakeML model without hand-selected features achieves an accuracy score of 78.947%.

**Auto-SKLearn** In order to evaluate MakeML, we ran two iterations of Auto-SKLearn, one with the default configuration and one using the "vanilla mode" as described in [16], where the ensemble size is set to 1 and the initial configuration via meta learning optimization is disabled [21][2]. For the following evaluations, the same test and train set are used. The Auto-SKLearn classifier with default configuration achieves an accuracy score of 79.88% on the test set, and a score of 78.47% on the Kaggle Leaderboard. The "vanilla mode" Auto-SKLearn classifier achieves a score of 79.30% on the test set and a score of 78.95% on the Kaggle Leaderboard.

**Data Scientist** We gave the Titanic problem to a professional data scientist to see how MakeML would compare. The data scientist implemented a deep model and a random forest model. The features included the base features in addition to the deck and title features, the same features we were able to create in the Query Interface. The random forest was implemented in Python with 116 lines of code and it took the data scientist between about 3 hours to write. The deep model took longer to implement but was eventually discarded due to poor performance. The random forest model achieved an accuracy score of 77.99% on the Kaggle Leaderboard.
Table 5.1: Quantiles of performance metrics across 1205 models trained on Titanic Dataset

<table>
<thead>
<tr>
<th>quantile</th>
<th>accuracy</th>
<th>auc</th>
<th>precision</th>
<th>recall</th>
<th>f1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.733728</td>
<td>0.769152</td>
<td>0.692308</td>
<td>0.390625</td>
<td>0.537634</td>
</tr>
<tr>
<td>0.25</td>
<td>0.757396</td>
<td>0.799330</td>
<td>0.740741</td>
<td>0.609375</td>
<td>0.650407</td>
</tr>
<tr>
<td>0.50</td>
<td>0.792899</td>
<td>0.845610</td>
<td>0.777778</td>
<td>0.656250</td>
<td>0.706897</td>
</tr>
<tr>
<td>0.75</td>
<td>0.810651</td>
<td>0.864807</td>
<td>0.803571</td>
<td>0.687500</td>
<td>0.733333</td>
</tr>
<tr>
<td>0.90</td>
<td>0.816568</td>
<td>0.872217</td>
<td>0.841882</td>
<td>0.718750</td>
<td>0.746032</td>
</tr>
<tr>
<td>0.99</td>
<td>0.834320</td>
<td>0.880283</td>
<td>0.952381</td>
<td>0.765625</td>
<td>0.771654</td>
</tr>
</tbody>
</table>

Figure 5-2: Histogram of Accuracy for 1205 models on Titanic Dataset

**Accuracy Distribution across Large Hyperparameter Grid**  
Next, we explore the distribution of performance across our entire hyperparameter grid. This gives us a sense of how many training runs result in wasted computation. We use accuracy metrics from a training run using the large hyperparameter grid resulting in 1,205 unique training configurations. A summary of the quantiles and performance cutoffs for each metric is given in Figure 5.1 and a histogram of accuracy across all of these runs is shown in Figure 5-2. Surprisingly, the model with an accuracy score at the 50\(^{th}\) percentile of all those tested by MakeML achieves a Kaggle Score of 77.033%.

### 5.1.1 Effect on Performance of Different Hyperparameter Configurations

We now look at how different hyperparameter configurations impact model performance. The following are results from running MakeML’s wide & deep model with
$L_1$ and $L_2$ regularization set to 0, and k-nearest neighbors (KNN) used as the imputation strategy for both numeric and string columns. The number of hidden units, $[22, 18, 27, 30]$ was chosen using the randomized algorithm described in Figure 3.7.2.

When the learning rate is low, .001, the number of training epochs required to achieve a reasonable score on Kaggle is quite high. The model with 100 epochs gets a Kaggle Score of 68.899%, as compared to the model with 1000 epochs, which gets a score of 73.205%. The model with 700 epochs receives a score of 74.641%. With a learning rate of .001, we need more training epochs in order achieve the highest accuracy score, however, increasing the number of training epochs too much causes the accuracy to decrease again which is an indication of our model overfitting.

With a learning rate of .01, however, we are able to achieve a higher accuracy in a smaller number of epochs. In just 100 epochs, we achieve a Kaggle Score of 78.468%, beating the score achieved from the hand-tuned model by the data scientist. Similarly, a learning rate of .1 and 20 epochs got a Kaggle Score of 78.947% and a learning rate of .1 and only 10 epochs achieves a score of 77.990%, demonstrating that we can achieve a high score for this particular dataset using a modest number of epochs when we have a higher learning rate.

The choice of evaluation metric was incredibly important in the ultimate Kaggle Score for the model. The model with the highest $F_1$ score got a Kaggle Score of 78.947%, while the model with the lowest loss got a Kaggle Score of 77.511% and the
model with the highest accuracy got a Kaggle Score of 73.684%. These findings are summarized in Figure 5-5.

**Imputation Strategy**  Imputation for this particular dataset has only a modest impact on the model’s AUC score on the test set. This may not be true for other datasets. The effect of modifying the imputation strategy is show in Figure 5-6.

### 5.2 Model Architecture and Feature Engineering for Wide & Deep Models

In this section we evaluate MakeML’s automated process of feature engineering and deep architecture selection. We use Tensorflow’s Wide & Deep Model as a reference implementation [8][9]. The task is to predict whether income exceeds $50k/yr and is a binary classification task. The data consists of 48,842 instances with the following features: age, workclass, fnlwgt, education, education-num, marital-status, occupation, relationship, race, sex, capital-gain, capital-loss, hours-per-week and native-country. The target labels for prediction are $>$50K, $\leq$50K [5]. Tensorflow’s Wide implementation achieves an accuracy of 83.6% and the Wide & Deep model achieves an accuracy of 85.5%. We ran the reference implementation ourselves to confirm this metric and achieved a score of 85.597%. MakeML’s automated feature
engineering produces 91 crossed features for a total of 135 features. Using the same learning rate, regularization, and network dimension as the reference implementation, MakeML achieves an accuracy score of 85.96% on the test set. This is good validation that the automated feature engineering in MakeML is competitive with hand-selected features. We then benchmarked MakeML’s deep model architecture selection algorithm by comparing the performance of MakeML’s deep architecture against the hand-selected hidden units of [100, 75, 50, 25] in the reference implementation [9]. We found that MakeML beat the reference implementation on all tests, and that MakeML with feature engineering and deep architecture selection produced the model with the highest accuracy, 86.087%.
5.3 Pima Indians

We also benchmark MakeML using the Pima Indians dataset which consists of 2 classes, 8 attributes, and 768 instances [33]. The task is to predict the onset of diabetes for a group of Pima Indian females. Running 10-fold cross validation on the full dataset, MakeML is able to achieve a mean accuracy across all 10 folds of 76.04%. The best model has the following hyperparameter configuration: \texttt{model\_type: XGBoost, max\_depth:4, n\_estimators:1000, learning\_rate:0.005}.

We then run Auto-SKLearn using a 80%/20% train/test split. MakeML’s XGBoost model achieves an accuracy score of 75.217% on the test set with the following hyperparameters: \texttt{max\_depth:6, n\_estimators:300, and learning\_rate:.005}. The Auto-SKLearn classifier with default configuration achieves an accuracy score of 70.869%. The "vanilla" Auto-SKLearn classifier achieves an accuracy score of 70.435%. If we restrict the time limit allowed for Auto-SKLearn to find the optimal configuration, however, it performs much better, achieving an accuracy score of 75.217% and 75.652% in the default and "vanilla" modes respectively. We also ran a logistic regression with no hyperparameter tuning and $L_2 = 1.0$ and achieved an accuracy score of 72.174%. A chart summarizing these findings is shown in Figure 5-8.
5.4 Iris Dataset

The Iris dataset consists of 3 classes of 50 instances each [17]. The features include sepal length, sepal width, petal length and petal width. The task is to predict the species of Iris flower, one of Iris Setosa, Iris Versicolour, or Iris Virginica. Running 10-fold cross validation on the full dataset with an XGBoost model, MakeML is able to achieve a mean accuracy across all 10 folds of 95.83%. The best XGBoost model has the following hyperparameter configuration: max_depth:4, n_estimators:10, learning_rate:0.001.

We then compared MakeML with Auto-SKLearn. We split data using an 80%/20% train/test split. The Auto-SKLearn classifier with default configuration achieved a score of 89.80% on the test set, but with "vanilla" Auto-SKlearn, the accuracy is 95.918% on the test set. The XGBoost model from MakeML achieves a score of 94.059% and the MakeML deep model with $L_1 = 0$, $L_2 = 0$, and hidden units [14,13,11], gets an accuracy score of 93.88% on the test set. For comparison, if we
Figure 5-9: Iris Dataset Benchmark

train a logistic regression with no hyperparameter tuning and $L_2 = 1.0$, we get an accuracy score of 89.80% on the test set.
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Related Work

6.1 Auto-Weka

Auto-Weka is a GUI application that allows users to define and train machine learning models [36] [18]. Auto-Weka provides fine-grained control of feature preprocessing, model selection, and hyperparameter tuning. Unlike MakeML, Auto-Weka is only usable by data scientists because it does not abstract away these technical details. Furthermore, it is a single-node desktop application. MakeML, on the other hand, runs machine learning jobs in the cloud on a highly scalable cluster, which allows it to train many large models in parallel.

6.2 Auto-SKLearn

Auto-SKLearn is a high level machine learning library that uses Bayesian optimization to automate the exploration of a number of hyperparameter and feature engineering combinations [16]. Because Auto-SKLearn uses a Bayesian optimization approach to hyperparameter tuning, it is more computationally efficient that MakeML’s exhaustive grid search. While Auto-SKLearn automates a portion of the machine learning process, it is inaccessible to non-engineers without programming skills. Further, it does not automatically perform label encoding. For example, Auto-SKLearn cannot take as input the raw titanic dataset with sex encoded as Male|Female. It needs these
values to be encoded as numbers. This requires preprocessing code to be written. In contrast, MakeML allows users to train models without a single line of code.

### 6.3 Data Robot

Data Robot is a commercial product that allows a user to upload a CSV file of their data and automatically run many different models. Like MakeML, DataRobot provides missing value imputation, feature scaling, and one-hot encoding. Unlike MakeML, in which the user is presented with a single best model, DataRobot allows for in-depth comparison of all trained models across a variety of performance metrics, enabling the end user to select the best performing model based on their own performance criteria. Furthermore, DataRobot provides an in-depth interface for introspecting which features are most important to the model. The main distinguishing feature of MakeML is that it allows users to join and explore datasets by connecting directly to the data source, eliminating the need for a two-stage process where data is prepared in a separate tool. Furthermore, MakeML is better suited to work with very large datasets because the data transfer and loading from the relational database is automated, and training is parallelized over a large compute cluster.

### 6.4 BigML

BigML is a commercial plugin for spreadsheet applications such as Google Sheets that automatically runs machine learning algorithms on data in a spreadsheet. Unlike BigML, MakeML accesses SQL data sources directly, so that large datasets can be trained on without requiring CSV export and data can be joined and aggregated across foreign key relations.
6.5 MLBase

MLBase is a high-level declarative language for specifying machine learning tasks [37]. It automatically trains and optimizes models over a variety of hyperparameter configurations. The result is a learned model that the user can use to make predictions. Unlike MakeML, MLBase provides a more sophisticated strategy for selecting optimal hyperparameter configurations and has the ability to do both supervised and unsupervised learning. While MLBase abstracts the tuning and scalability of machine learning allowing researchers without backgrounds in distributed systems to create machine learning models, MLBase’s declarative syntax for creating machine learning jobs still requires the user to write code.

6.6 KeystoneML

KeystoneML is a high level software framework for declaratively writing machine learning pipelines [34]. KeystoneML requires defining preprocessing steps and model configuration precisely. Similarly to MakeML, it automates the horizontal scaling of model training across many nodes. KeystoneML achieves this by using the Apache Spark framework as a backend, while MakeML’s implementation is built on top of Pachyderm and Kubernetes. Most importantly, KeystoneML does not abstract away the selection and training of the model, and thus still requires a machine learning engineer.
Chapter 7

Conclusion

In this thesis we have presented the problem of expanding access to machine learning to those without data science skills and described our solution, MakeML. While our initial tests showed promising results, there is a great deal of future work that could be undertaken to improve the performance of the models MakeML can produce and improve the user experience.

Support for Image Data We believe MakeML could cover a larger range of use cases if it provided support for image data. It is very common, for example, for SQL databases to have columns with URLs referencing images. MakeML could support loading images from such sources and training convolutional neural networks to aid in classification or regression.

Explainability In-depth introspection of features is very important, allowing analysts to understand why their model is behaving in a particular way. This is something that came up several times in our user study. In its current form, MakeML has only rudimentary support for model explainability where we display a chart comparing weights for various features of linear models and comparing feature importances for xgboost models, but there is no support for introspection in deep models. For deeper explainability, we could integrate with a system like LIME [30]. This would be even more useful if MakeML supported image data.
**Builder Interface Feature Transformations**  A non-programmer using the *Builder Interface* may be able to provide some hints to the learning algorithm about the structure of data to improve model performance. In the future, we could design a GUI that allows such a user to define simple transformations like this without having to use SQL. Some possible transformations include:

1. The ability to create a feature that is a function of several base features, e.g. $\text{SUM}(\text{feature}_1, \text{feature}_2)$.

2. The ability to perform functions on date fields, like converting a timestamp to the number of days before a supplied target date.

3. The ability to do simple text transformations, allowing the analyst to extract substrings of a text field.

**Unsupervised Learning, Clustering, Anomaly Detection**  During user interviews several analysts reported that they would like support for unsupervised learning problems as well as the supervised problems MakeML currently supports. We could add support for automatically clustering unlabeled data or detecting anomalies.
Appendix A

A.1 AutoML

Automated Machine Learning stems from the idea that many common tasks of a machine learning engineer involve processes that can be automated [27]. For instance, when trying to find an optimal solution for a given prediction task, a machine learning engineer will often try many different algorithms and many different hyperparameter configurations for each of these algorithms. Furthermore, different algorithms have different expectations for the encoding of input features. All of this hyperparameter search and configuration can be encapsulated into an automated system, freeing the machine learning engineer from the repetitive processes that are a time consuming component of their daily work. The AutoML problem is defined in [16] as follows:

\[
\text{AutoML}\;\text{For } i = 1, \ldots, n + m, \text{ let } x_i \in \mathbb{R}^d \text{ denote a feature vector and } y_i \in Y \text{ the corresponding target value. Given a training dataset } D_{\text{train}} = (x_1, y_1), \ldots, (x_n, y_n) \text{ and the feature vectors } x_{n+1}, \ldots, x_{n+m} \text{ of a test dataset } D_{\text{test}} = (x_{n+1}, y_{n+1}), \ldots, (x_{n+m}, y_{n+m}) \text{ drawn from the same underlying data distribution, as well as a resource budget } b \text{ and a loss metric } \mathcal{L}(\cdot, \cdot), \text{ the AutoML problem is to (automatically) produce test set predictions } \hat{y}_{n+1}, \ldots, \hat{y}_{n+m}. \text{ The loss of a solution } y_{n+1}, \ldots, \hat{y}_{n+m} \text{ to the AutoML problem is given by } \frac{1}{m} \sum_{j=1}^{m} \mathcal{L}(\hat{y}_{n+j}, y_{n+j}).
\]
A.2 Hyperparameter Optimization

A.2.1 Hyperbandit

The Auto-SKLearn Bayesian optimization approach is sequential and difficult to parallelize. Hyperband: A Bandit-Based Approach to Hyperparameter Optimization, introduced by Li et. al., is able to achieve five to thirty times better speedup over state-of-the-art Bayesian optimization algorithms by formulating the problem of finding the optimal hyperparameter configuration as a multi-armed bandit problem [26].

A.2.2 Population Based Training

Yet another approach to hyperparameter optimization and model search called Population Based Training was introduced by Jaderberg et. al.[24]. The population based training algorithm addresses one of the biggest shortcomings of grid search, in which only a small number of models are trained with good hyperparameters [23]. It also addresses the problem of Bayesian optimization and hand-tuning in which each successive training run must wait for the previous training run to complete in order to determine the next hyperparameter configuration to test. The Population Based Training algorithm starts by creating many workers, each training a model with a random hyperparameter configuration. During training, each of these models can either copy the hyperparameter configuration from the currently best-performing model in the population, randomly select new hyperparameters, or continue training with its current configuration [23].

A.3 Pachyderm and Kubernetes

Kubernetes is an open-source container orchestration system [4]. Given a description written in the Kubernetes DSL of a number of computation tasks packaged in Docker containers, a small number of Kubernetes master nodes will schedule the tasks to run on a large number of worker nodes. The Kubernetes software ensures that the correct number of containers are run and that they are scheduled on nodes to maximize the
use of computational resources. At the time of this writing, Kubernetes has been
tested to reliably schedule containers on clusters of up to 5,000 nodes. The battle-
tested scalability of Kubernetes is what enables MakeML to perform well on very
large datasets and with many concurrent jobs.

Kubernetes excels at ensuring the execution of containerized jobs but it does not
provide the ability to define dependencies between jobs to form a pipeline. To provide
this functionality, we employ Pachyderm, an open-source data science pipeline and
data management system built on top of Kubernetes [6]. Pachyderm consists of two
components: the Pachyderm File System (PFS) and the Pachyderm Pipeline System
(PPS).

PFS is a distributed file system with semantics similar to the git version control
system. Clients of PFS can manage a group of repositories, each containing a series
of commits identified by content hashes. Individual commits can be queried to list
and read files, and new commits can be added to repositories to create or modify
files. PFS is built for massive data-set sizes because data storage is provided by an
Amazon S3 compatible storage backend such as Amazon S3, Google Cloud Storage,
or one of many open source alternatives.

PPS manages multi-stage data science pipelines. Each pipeline stage consists of
a job to be run packaged in a Docker container and a description of the pipeline
stage defined in the Pachyderm DSL. The pipeline specification indicates the PFS
repository to input to the job, the name of the pipeline, the code to run and the
parallelism spec which specifies the number of workers to start for a given job [3]. For
a full description of the configuration options of a pipeline, see [7]. The configuration
of the Hyperparams pipeline stage is shown in Figure A-1.

When the job runs, the input files will be mounted in the container at the path
/pfs/<repository_name> and the output repository will be mounted at /pfs/out.
The implementation of the job may simply read files from /pfs/<repository_name>
and write files to /pfs/out using standard filesystem operations of the operating
system. PPS ensures that these file operations read and write the appropriate data
from the PFS storage backend. PPS watches for new commits to the input repository
Figure A-1: Pachyderm pipeline configuration for Hyperparams pipeline stage and schedules containers to run on Kubernetes whenever a new commit is added. If there are many files in the commit, Pachyderm will schedule a large number of containers to run, based on the parallelism spec defined in the pipeline configuration file [7]. When a job adds a commit to its output repository, all pipeline stages bound to that repository will be run. In this way, PPS pipeline stages form a directed acyclic graph of computation and data flow with high parallelism. All MakeML machine learning processes are implemented as a series of PPS pipeline stages.
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