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Abstract

Kalman filters have been commonly used for estimating the state of a vehicle from a video. Multi-State Constraint Kalman Filter (MSCKF) is an EKF-based state estimator that uses feature measurements for pose estimation of a vehicle. These models require a lot of hands-on engineering time to define the measurement functions. We propose a data-driven approach by training deep neural networks on high-dimensional navigation image data generated from a simulation. We describe a CNN model that robustly learns reliable features from the input and gives promising results to model temporal data. We show that a deep learning approach can be a replacement for the MSCKF model for estimating the velocity of a moving vehicle.
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Chapter 1

Introduction

State estimation of a moving object has received considerable attention in the research community. Vision-aided inertial navigation uses data from a camera and an Inertial Measurement Unit (IMU) to track the position and orientation of a moving vehicle and estimate its motion. Kalman filters have been commonly used to estimate an object’s location based on multiple observations over time. A Kalman filter provides a recursive solution to estimate the current state of an object based on its previous state and the new input data.

In classical Kalman filters [13], the latent state evolution as well as the emission distribution and action effects are modeled as linear functions perturbed by Gaussian noise. The Extended Kalman Filter (EKF) [30] [25] and the Unscented Kalman Filter [33] are extensions to the classical Kalman filter that can be used for nonlinear estimation. Using Kalman filters and traditional computer vision approaches, we can build a model that learns the state of a moving vehicle from a contiguous sequence of images.

Traditional computer vision techniques can extract multiple features such as edges, corners, etc. from images, which are high-dimensional, information-rich measurements. When using navigation data, some challenges to Kalman filters and traditional computer vision approaches are lighting, traffic, homogeneous environments (long stretches of fields), etc. Accounting for each of the challenges requires modification of the system, adding and removing different types of sensors, thus, having a
high cost to change. Being able to handle a large rate of high-dimensional data limits the algorithmic complexity.

The Multi-State Constraint Kalman Filter (MSCKF) was introduced by Mourikis and Roumeliotis [21] for real-time vision-aided inertial navigation. This method is able to optimally utilize the localization information provided by multiple measurements of visual features. The authors introduce a measurement model that expresses geometric constraints between camera poses, allowing it to estimate the pose and motion of a vehicle. However, feature measurement for this model requires hands-on engineering time to update and define the measurement functions.

We seek to model a state estimator that can learn from a time sequence of images generated from a video to estimate motion of a vehicle, and is comparable to the MSCKF model. We propose to model the change of pose of a vehicle over time using deep neural networks. Neural networks approximate a mapping function from input variables to output variables. They are robust to noise in the input data, and can support learning and prediction in the presence of missing values. Neural networks can approximate nonlinear functions making them valuable in time series processing [3].

Convolutional neural networks (CNNs) have led to impressive results in object recognition [17], face verification [24], and audio classification [19]. A CNN consists of a sequence of convolutional layers that produce an output by sliding a filter (a matrix of weights) over the input, and computing the dot product between the two. The convolutional layer allows the model to learn filters that can extract features or patterns from the input data. Bikowski et al. describe an autoregressive-like weighting system for time series forecasting, where the weights are data-dependent functions learnt through the network [1]. The idea behind using a CNN to model a moving vehicle would be to learn filters representing patterns in the series of images that can be used to predict the velocity of the vehicle.

Recurrent neural networks (RNNs) are being used to model time sequences [5] [8]. RNNs and long short term memory (LSTM) networks, a variant of RNN, can be used for time series predictions [20] [7]. This network architecture has shown
improved performance over Hidden Markov Models in long-term context tasks such as speech recognition [26]. The success of the recurrent network model lies in its recurrent connections that allow the network to use the entire history of time series values while predicting the value of the next time step.

In this paper, we describe two models involving a convolutional neural network and a recurrent neural network to model the contiguous sequence of frames generated from a video. We show that these networks are able to learn to estimate the motion of a vehicle and that to do so, the networks learn reliable features that are useful for decoding the state of an object.
Chapter 2

Prior Work

2.1 Kalman Filter

The Kalman filter provides a recursive solution to the linear optimal filter problem. The solution is recursive as each updated estimate of the state is computed from the previous estimate and the new input data.

Assume we have a set of unknown state vectors $x_1, \ldots, x_T$. For each unobserved variable $x_t$, we have a corresponding observation $z_t$. The Kalman filter model assumes that the true state at time $t$ evolves from the state at $t-1$ according to:

$$x_t = F_t x_{t-1} + w_t$$

where $F_t$ is the state transition matrix and $w_t \sim \mathcal{N}(0, Q_t)$ is the process noise, which is a zero-mean Gaussian distribution with covariance $Q_t$. At time $t$, the filter models an observation $z_t$ as follows:

$$z_t = H_t x_t + v_t$$

where $H_t$ is the observation matrix, which maps the true state space into the observed space, and $v_t \sim \mathcal{N}(0, R_t)$ is the observation noise, which is a zero mean Gaussian white noise with covariance $R_t$.

Figure 2-1a shows a simplified graphical representation of the Kalman filter model.
architecture that includes a gain function and a recursive step. While modeling object tracking for a moving vehicle, the gain function has to be modified to capture different conditions. This can prove to be tedious. For example, if we only the front sensors to capture the state of a car while driving through a tunnel, there will be a sudden change in the lighting contrast on reaching the end of the tunnel. In such a case, additional sensors placed at other places on the car would provide better state data. So we would have to model our gain function to be able to adapt to these changes. Similarly, when moving through traffic, it is difficult to predict all the different situations that can be faced. This is why there is a high cost to change when using Kalman filters.

2.1.1 Deep Kalman Filter

Krishnan et al. describe a method to learn Kalman filters using neural networks in [16]. The authors propose a method for learning causal generative temporal models from high-dimensional data, using deep neural networks as a building block. The model fits a generative model to a sequence of observations and actions. The observations come from a latent state which evolves over time, and the authors assume the observations to be a noisy, nonlinear function of this latent state. The latent states are nonlinear functions of the previous latent state and the previous actions. These nonlinear functions are parameterized using MultiLayer Perceptrons and Recurrent Neural Networks, allowing the model to learn a broad range of Kalman filters. Using this model, the authors get promising results to show that the parametric posterior learnt can be used to approximate the latent state of unseen data.

2.2 Neural Networks

Deep neural networks allow us to build data-driven models that learn features and a gain function. Multilayer feedforward networks can be used for universal function approximation [11]. They can learn linear and nonlinear relationships when learning a mapping function using the inputs. As shown in Figure 2-1b, a recurrent neural network has a loop that allows information to persist. The ability of recurrent neural
networks to learn the temporal dependence in the input data can be used to capture state in a time series.

The success of the convolutional neural network in image analysis tasks lies in its ability to learn complex feature representations through the convolutional layers. As mentioned before, the authors of [1] propose to use a convolutional network involving an autoregressive-type weighting system to forecast time series. Gregor et al. introduce an autoregressive network that is a deep, generative autoencoder [9]. This network is a universal distribution approximator, capable of capturing high-level structure in data. The autoregressive structure captures dependence among units within the same layer and from the previous layer. Using autoencoders, the model learns to encode and decode observations according to a compression metric yielding concise, meaningful representations.

PixelCNN [32] proposed by Oord et al. builds on the idea of autoregressive networks. It consists of stacked masked convolutional layers that allow the predictions for all pixels to be made in parallel during training. During sampling, every time a pixel is predicted, it is fed back into the network to predict the next pixel. The masking forces the model to learn to predict each pixel based on previous inputs. Oord et al. introduce WaveNet [31], a model based on the PixelCNN. WaveNet is a generative model that operates on the raw audio waveform. Similar to PixelCNN, this network models conditional probability using a stack of convolutional layers. The
combination of causal filters with dilated convolutions allows the receptive fields to grow exponentially with depth, thus allowing the network to model long-range temporal dependencies in audio signals. WaveNets have shown promising results in speech recognition tasks.

FlowNet proposed by Fischer et al. [6] uses convolutional networks to learn predicting the optical flow field from a pair of images. Optical flow is the pattern of apparent motion of objects in a visual scene caused by the relative motion between an observer and a scene. Optical flow estimation needs precise per-pixel localization, and requires finding correspondences between two input images. The authors show that it is possible to use CNNs to learn image feature representations and match them at different locations in the two input images.
Chapter 3

Model

In this section, we start with a review of neural networks and then discuss the particular deep learning model architectures developed for state estimation. We focused on two neural network models: convolutional neural networks and recurrent neural networks. As discussed in the previous chapter, both of these models have shown significant results in time series predictions. We define two models that learn meaningful features from the continuous stream of frames of a navigation video generated using a simulator which is further discussed in Chapter 4. The first model is based on a CNN and the second model uses a combination of convolutional layers and a RNN. The ability to learn a gain function from the data gives this deep learning approach an advantage over Kalman filters, where we would have to manually modify the gain function.

3.1 Background

3.1.1 Feedforward neural networks

A feedforward neural network receives an input and transforms it through a series of hidden layers. Each hidden layer consists of a set of nodes or neurons, where each node is fully connected to all nodes in the previous layers. Each node is a weighted sum of the nodes of the previous layer followed by a bias offset. We use nonlinear
activation functions to model nonlinearity in the data.

**Figure 3-1:** Architecture of a feedforward neural network

### 3.1.2 CNN

In a simple convolutional neural network, the input is passed through a series of convolutional layers, nonlinear layers such as Rectified Linear Units (ReLU), pooling layers, and fully-connected layers. Figure 3-2 shows the architecture of a standard CNN.

**Figure 3-2:** A typical CNN architecture. Source [2]

CNNs are built on the idea of local connectivity. Instead of connecting each input...
neuron to each output neuron in the next layer, as is done in a feedforward neural network, we use convolutions over the input layer to compute the output in a CNN. This means that a neuron in the output layer is only connected to a set of neurons in the input layer, resulting in local connections. The convolution layer extracts specific patterns from the input data using a filter, which is a matrix of weights. The filter slides over the input, computing element-wise multiplications. The multiplications are then summed up and the process is repeated by moving the filter to the right on the input, creating a feature map. The stride and filter size determine the overlap in the regions connecting to the output nodes. Having multiple layers of convolution allows the network to learn high-level filters with relatively fewer parameters. The feature map produced by the convolution layer is passed through ReLU, a commonly used nonlinear activation function which replaces all negative value in the feature map by zero. The pooling layer reduces the spatial size of the representation and controls overfitting by reducing the amount of parameters and computation in the network. The fully connected layers are the same as a feedforward network and perform classification on the feature map extracted by the convolutional layer and down-sampled by the pooling layer.

3.1.3 RNN

The simple RNN architecture proposed by Elman [5] can only retain short term context due to the vanishing gradients problem. The weights of the neural network are updated proportional to the gradient of the error function with respect to the current weight in each iteration of training. The gradients decay exponentially, preventing the weights from changing. This means that, over time, the influence of the past inputs decays quickly. The architecture of the Elman RNN can be seen in Figure 3-3a.

To overcome the problem of vanishing gradients, we use a variation of RNN architecture called LSTM, Long Short Term Memory. LSTM networks were introduced by Hochreiter and Schmidhuber [10] and are capable of learning long-term dependencies. An LSTM block (Figure 3-3b) is composed of four main components: a cell state, an input gate, an output gate, and a forget gate. The gates act as regulators of the
flow of information that goes through the connections of the LSTM and can, thus, control the cell state. These gates allow the cell state to remember information over arbitrary time intervals.

(a) Elman RNN architecture

(b) LSTM block

Figure 3-3: RNN architectures

3.2 3D Convolutional Neural Network

Networks built for image recognition applications generally use 2-dimensional CNNs [18] [27]. In 2D CNNs, convolutions are applied on the 2D feature maps to compute features from the spatial dimensions only. When analyzing videos, we want the network to capture motion information encoded in multiple contiguous frames. To fuse information across the temporal dimension, we use 3D convolutions to compute features from both the spatial and temporal dimensions. This approach of using 3-dimensional spatiotemporal convolutions has been used for human action recognition from videos in [12] and for large-scale video classification in [14] and [28]. For a 3D convolution, we stack the contiguous sequence of frames together and convolve a 3D kernel across this stack. Since the feature maps in the convolution layer are connected to multiple contiguous frames in the previous layer, this method can capture motion information.

Using a combination of 2D and 3D convolutions, we devised a CNN architecture, shown in Figure 3-4 to estimate the state of a moving vehicle from videos. The network consists of a series of convolution modules to learn feature representations
from the input, followed by fully-connected modules for estimation. Each convolution module consists of a convolution layer with 64 filters, a batch normalization layer, and a nonlinear ReLU activation layer. The fully-connected modules consist of a linear layer and a ReLU layer. The first two layers apply 3D convolutions with a kernel size of $1 \times 3 \times 3$, with 1 in the temporal dimension and $3 \times 3$ in the spatial dimensions, so these are essentially 2D convolutions. We use max pooling with a kernel size of $1 \times 3 \times 3$ and stride 2. The initial convolutional layers extract features such as edges from the input images. We modify the last layer of convolutional filters to extend in time by using a 3D spatiotemporal convolution with a kernel size of $3 \times 3 \times 3$ (with 3 in the temporal dimension and $3 \times 3$ in the spatial dimension) and apply max pooling.
with kernel size $3 \times 3 \times 3$ and stride 2. This layer maps features that are reliable to capture motion over time. The output of the final convolution module is passed through the fully-connected layers. Figure 3-4 uses $\text{linear}(n)$ to represent a linear layer with $n$ nodes.

We use a sliding window approach when passing in multiple contiguous frames to the network and return the estimated velocity for the middle value of the window.

### 3.3 RNN Model

The RNN model is diagrammed in Figure 3-5. We use a series of 2D convolution modules consisting of 2D convolution layers, batch normalization, ReLU activations and max pooling, followed by fully-connected modules consisting of linear layers and ReLU activations. We start by applying 2D convolutions with 64 filters and kernel size of 3 to process the contiguous sequence of frames and extract features. We stack the color channels for all frames in the sequence at each time step and perform the convolution over this stack, thus, convolving the filter only over the spatial dimensions. We use max pooling with a kernel size of 2 and stride 2. The feature map produced is passed into a RNN with 200 features in the hidden state. The output of the RNN is fed into the fully-connected layers. The output of the final linear layer returns the predicted velocity between each pair of contiguous frames in the sequence. So, for a given sequence of $s$ contiguous frames, the final output will contain $s - 1$ values of estimated velocities.

### 3.4 Learning

We use the Adam \cite{15} optimizer with a learning rate of 0.001 to train our CNN model. We use the Adamax algorithm \cite{15} with a learning rate of 0.01 to optimize our RNN model. Both models use a batch size of 64 and the mean squared error loss function.
Figure 3-5: RNN architecture
Chapter 4

Data Collection

To gain an understanding of the representations learned in the proposed frameworks, we trained our models on synthetic data. We wanted data that captures all scenarios that pose a challenge to object tracking. The model has to be robust to handle varied lighting conditions and homogeneous features such as long stretches of fields. Using real vehicles to obtain this data would be expensive. There is a high cost to change such as adding new sensors. To overcome this challenge, we built a simulation for which we have access to the underlying generative model and all latent parameters, thus, making our dataset easily modifiable. One example of such a simulation is CARLA [4], an open-source simulator for autonomous driving research. Using a simulation allows us to examine whether our models can be used for the defined purpose, without incurring the high cost of gathering data in the real world.

We developed a simulator that mimics real-world driving scenarios. The simulator is built using Unreal Engine, a game development environment. Using the Urban City [23] package, we have built the layout of a city. Figure 4-1 shows an aerial view of the system. Unreal Engine allows for easy modification, thus, reducing the cost of making changes. The simulation has a car moving forward with randomly-varying smooth acceleration, allowing the simulation to capture a large variety of speed changes throughout the course. The environment is easily modifiable to account for lighting conditions at different times of a day. We use a Python plugin for Unreal Engine [29] to simulate the motion of a car and capture frames. For each frame, we
store the time, and the position and orientation of the vehicle. This allows us to calculate the velocity between subsequent frames.

Some examples of the types of images captured from this simulation can be seen in Figure 4-2. We generated datasets by developing an initial environment, modifying the order and type of buildings from the initial environment, driving in the opposite direction on the other side of the road, and changing the time of day to change the position of the sun. As the generated images have a high resolution, we train the networks with images of lower resolution.

Figure 4-1: Aerial view of the environment developed in Unreal Engine
Figure 4-2: Different datasets generated from Unreal Engine simulation
Chapter 5

Experimentation

We compare the performance of our models to an implementation of MSCKF [21]. As mentioned in Chapter 1, MSCKF is an EKF-based vision-aided inertial navigation system that can estimate pose from video and IMU data. The IMU measurements received are processed for propagating the EKF state and covariance. For each new image that is recorded, the current camera pose estimate is augmented to a state vector. While updating the EKF, the measurements of each tracked feature are employed for imposing constraints between all camera poses from which the feature was seen. So state augmentation is necessary for processing feature measurements. The EKF vector, thus, comprises of the changing IMU state and a history of the past poses of the camera, allowing this measurement model to estimate the pose and motion of a vehicle.

The MSCKF model used for comparison was developed for real-world data and was not heavily tuned on the simulation. We report prediction error as the average of the absolute difference between the predicted and true speeds. The accuracy is calculated using the relative error between the predicted and true speeds.

5.1 Preliminary Training

First, we trained the CNN model described in Section 3.2 with the dataset containing dashed lane separators 4-2a. As can be seen in Table 5.1, the average error of the
CNN model is much lower than that of the MSCKF model. Figure 5-1 shows the true and predicted speeds in one run of the validation set. As can be seen in the figure, the network is able to predict the speeds of the vehicle in a pattern which is similar to that of the true speeds, but is less noisy. This shows that the network is learning reliable feature representations for state estimation and is robust to noise. Figure 5-2 is graphed using a subset of speeds in the dataset, and shows that during prediction at higher speeds, the network underestimates the speed.

<table>
<thead>
<tr>
<th>Model</th>
<th>Error (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSCKF (dashed)</td>
<td>0.9301</td>
</tr>
<tr>
<td>CNN (solid)</td>
<td>0.15</td>
</tr>
<tr>
<td>CNN (data aug)</td>
<td>1.64</td>
</tr>
<tr>
<td>Small CNN (data aug)</td>
<td>1.04</td>
</tr>
</tbody>
</table>

Table 5.1: CNN Performance

Figure 5-3 shows a sequence of images passed to the model as input and the features learnt by the model obtained by performing guided backpropagation. Visu-
alizing the part of an image that most activates a given neuron using backpropagation is a method using a backward pass of the activation of a single neuron after a forward pass through the network and, computing the gradient of the activation with respect to the image. While propagating the gradient through the nonlinear layer ReLU during guided backpropagation [27], we clip the negative gradients to zero, preventing the backward flow of negative gradients corresponding to neurons that decrease the activation of the higher layer unit we aim to visualize. Doing so allows us to see the image features the model detects and not the stuff it does not detect.

As can be seen in Figure 5-3b, the main feature learnt in this experiment is the dashed line on the road. This makes sense because the dashed lines are present at regularly spaced intervals and are a good indicator of the speed of the car. We want to see whether our network is robust to different environments where such easily identifiable, periodic features are not present. So, for the subsequent experiments, we
Figure 5-3: Visualization of features learnt using the CNN model on the dataset containing dashed lines
modified the environment by replacing the dashed lane separators with a solid line.

5.2 New Validation Set

For the preliminary evaluation, we generated the training and validation sets from the same dataset. This can lead to the network overfitting to the input dataset. To prevent overfitting, we developed a different environment that is used as a validation set. We wanted to ensure that the network does not learn the order of the buildings in the environment, so we changed the order and type of buildings used.

Table 5.1 shows the validation performance of the CNN model using the new validation and training sets. The highest accuracy achieved by the CNN model is around 84.27% with an average error of 1.64 m/s which is much higher than the error obtained by training the model on the old dataset. This makes sense because the network can no longer learn the regularly spaced dashed lines and the validation dataset is different from the training dataset, so the network does not overfit to a particular environment. As can be seen in Figure 5-4, the network learns a set of features that are present in the given set of contiguous frames. In this example, one of the features learnt is the base of the streetlight. This feature is present in each frame, and the change in position of this feature provides an estimate for the motion of the vehicle. Therefore, the network robustly adapts to learn different features for each frame and for a given set of contiguous frames, using the common features of the set, the network can accumulate motion information for state estimation.

5.3 Data Augmentation

We take advantage of data augmentation to reduce the effects of overfitting by training the CNN on the original dataset along with multiple variations of the simulation as shown in Figure 4-2b and Figure 4-2c. The best performing model has an accuracy of 87.06% with an average error of 1.19 m/s as mentioned in Table 5.1.

We also trained the RNN model on the augmented dataset and the results can
Figure 5-4: Visualization of features learned using the CNN model on the dataset containing solid line
be seen in Table 5.2. We obtained an average error of 2.63 m/s and an accuracy of 72.1% using the RNN architecture. We require extensive hyperparameter tuning of this model to evaluate its performance.

<table>
<thead>
<tr>
<th>Error (m/s)</th>
<th>MSCKF</th>
<th>RNN (data augmentation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9301</td>
<td></td>
<td>2.63</td>
</tr>
</tbody>
</table>

Table 5.2: RNN Performance

5.4 Reducing size of CNN

To speed up and tune the performance of the network, we reduce the number of layers and the number of neurons in each layer. The new architecture can be seen in Figure 5-5. We found that reducing the size of the network and training it on the augmented dataset improved the performance. As seen in Table 5.1, the best performing model using this architecture has an average error of 1.04 m/s with an accuracy of 89%. This error is comparable to that of the MSCKF model (0.903 m/s), showing that it is possible to use the CNN as a replacement for the MSCKF approach to predict velocity.

Figure 5-6 shows that the network still captures the pattern of speeds observed during one run through the course. Figure 5-7 represents the error obtained for a sample of speeds in the dataset, and as can be seen in the plot, there is much higher error at a higher speed.

5.5 Hyperparameter Tuning

We performed some hyperparameter tuning for both network architectures by training multiple models and choosing the model with the best performance. The tuned hyperparameters include the learning rate, the batch size, and the size of the kernels in the convolutional layers. The optimal hyperparameters found are mentioned in the
network architectures shown in Figure 5-5 and Figure 3-5.

It would be useful to perform a more extensive search across more of the networks’ hyperparameters especially for the RNN model. Some of the hyperparameters that can be tuned are the weight decay, dropout probabilities, number of filters in convolutional layers, and number of filters in the hidden state of the RNN.
Figure 5-6: Plot of true and predicted speeds over time
Figure 5-7: Graph of predicted speed vs true speed
Chapter 6

Conclusion

The convolutional neural network developed shows promising results to model temporal data generated from videos. When the data contained dashed lane separators, the network outperformed the MSCKF. But, when the data contained a solid lane separators, the model achieved results comparable to those estimated from the MSCKF. The feature visualizations show that the network is able to robustly learn internal representations that are reliable for estimating the pose of the vehicle. This shows that this convolutional neural network model can be used as a replacement for Kalman filters to calculate the velocity of a moving object when there are large amounts of high-dimensional data. Using a model that can learn from data has an advantage over Kalman filters in requiring less hands-on time to engineer the gain functions. Having a comparable deep learning solution that only requires video data is advantageous because MSCKF requires both video and IMU data to model camera poses and estimate velocity.

Future work involves extensively tuning the RNN architecture, and augmenting the RNN model with 3-dimensional convolutions. Due to its ability to retain long-term dependencies in data, we can examine the possibility of the RNN model being a replacement for Kalman filters in terms of being able to learn the pose, orientation, and velocity of a moving vehicle. We will also develop a simulation that permits lateral motion of the vehicle to evaluate whether our networks can estimate velocities in different directions and will add complexity to the simulation by adding features
such as fields, curving roads, other vehicles, pedestrians, and traffic rules.
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