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A B S T R A C T

The work described in this thesis was carried out in order to examine the practical consequences arising from the assumption that a seismic trace may be treated as a finite interval of an infinitely long stationary time series. The "Predictive Decomposition Theorem" of Herman Wold states that a general type of stationary time series may be considered to represent the running summation in time of an infinite suite of wavelets, all of the stable shape or form $b_s$, but of random and uncorrelated arrival times and strengths. An artificial series satisfying the above requirements was generated, and subjected to a number of mathematical tests in order to ascertain some of its statistical and dynamic characteristics. Analyses of a similar nature could be performed on other types of time series that satisfy stationary requirements, such as those that meet the conditions of correlated decomposition.
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I. INTRODUCTION

During the past twenty-five years the seismic method has been used with ever increasing success for the location of sub-surface structural features that may bear oil. In spite of the effectiveness of the technique, however, a vast number of problems that have arisen since seismic prospecting has been used as an exploration tool remain yet to be solved. Progress has proceeded simultaneously along various lines. Our understanding of the nature of propagation of the disturbance caused by the explosion of a charge of dynamite has improved considerably. Field techniques have been refined to a degree where seismograph surveys have been successful in areas where negative results had been achieved several years before. Perhaps the greatest advances have been made in the design and construction of recording equipment. As a matter of fact, instrumentation is probably at a more advanced stage than our understanding of the information that it supplies the interpreter in the office.

Thus we often find that it is impossible to pick reflections on a seismic trace where the noise is of a nature that masks the signal, or reflection. The extraction of the signal from a noisy seismogram is obviously a problem of primary importance. Several alternate methods can be used towards its solution. One, which we may call the deterministic approach, involves writing down the differential
equations governing the behavior of a disturbance as it is propagated through the medium, and finding solutions that satisfy the appropriate boundary conditions; and another, which we may term the probabilistic approach, makes use of concepts from statistics and information theory. In the present investigation we are concerned with the statistical method of attack.

No matter what approach is used, we must begin by making a number of basic assumptions. In particular, we assume that a seismic pulse is propagated through the earth as a wavelet of a certain shape which is dependent on the absorption spectrum of the earth, and that a seismogram consists of a succession of overlapping wavelets which have reached the recording apparatus along various paths of refraction and reflection below the surface of the ground. This theory was first proposed by N. Ricker (1940); the wavelet has come to be known as the "Ricker Wavelet".

Robinson (1954) has postulated a direct connection between this "Wavelet Theory of Seismogram Structure" and the "Predictive Decomposition Theorem" of the statistician H. Wold. The theorem states in essence that a certain type of a stationary time series consists of a dynamical, non-statistical element, a wavelet shape, \( b \); and a random element, a wavelet amplitude factor, \( \xi_t \). In the work that follows, a stationary time series will be considered to be one whose integrated power spectrum is an absolutely continuous
function of frequency. A time series is said to be stationary if the probabilities associated with the series are not identified with any particular origin in time. Such a stationary process meets the requirements of the Predictive Decomposition Theorem of Wold.

The running summation in time of the wavelet, where the wavelet shape \( b \) is successively weighted by a different amplitude factor \( y_t \), generates a stationary time series \( x_t \). Robinson (1954) has shown that if a seismic trace is indeed describable by Ricker's theory, then it may be treated as a finite piece of an infinitely long stationary time series. In particular, the Ricker wavelet becomes the wavelet shape \( b \) in this case.

In order to examine these concepts experimentally, an artificial series satisfying the requirements of the Predictive Decomposition Theorem was generated.

The Ricker velocity type wavelet at infinity, \( V(u|\infty) \), was selected as the wavelet shape \( b \), while the random strengths, or amplitude factors, were drawn from a suitable Normal Distribution Function carefully tested for true randomness. Normalized autocorrelation functions, power spectra, and variances were computed for various sampling intervals of the generated series. These calculations were effected in order to secure a good picture of the statistical characteristics of the generated artificial time series. Provided that a seismic trace may indeed be
described as a short interval of a stationary time series, the investigation presented in the following pages may serve to enhance our knowledge of the statistical and mathematical behaviour of a true seismogram.

We thus hope to provide an artificial series satisfying the criteria of a stationary process. The series generated in this manner will be useful for future controlled experiments requiring the use of a truly stationary series sample.

II. THEORY

The Wavelet Theory of Seismogram Structure.

A seismic trace may be considered to represent the response of a system composed of the medium and the seismometers to the excitation, the detonation of a charge of dynamite. The wavelet theory of seismogram structure, proposed by N. Ricker in a series of papers (1940, 1941, 1943, 1944, 1945, 1949, 1953; a,b) holds that each trace of a seismic record may be considered to represent the result of the running addition along the time axis of a wavelet of constant shape but varying amplitudes and times of arrival. According to the laws of wave propagation in a homogeneous, isotropic medium, a disturbance remains unchanged in shape as it is transmitted through this medium. Under these ideal conditions an initial impulsive disturbance representing the explosion will be propagated in a completely unaltered
manner and received by the recording equipment in the form of an impulse. As this disturbance travels below the surface of the earth, it will suffer a certain number of reflections and refractions, but these will not alter the shape of the original pulse. It is assumed here that we are dealing with perfect plane reflectors, and homogeneous, elastic, and isotropic media of propagation. This idealized seismic trace will thus consist of a series of impulses of varying amplitudes and times of arrival, where each impulse represents a reflection or refraction of energy from the disturbance from a layer at depth, (see Figure 1). Alternatively, if it is assumed that the explosion can be mathematically represented by a doublet, then the resulting seismogram should consist of a series of doublets whose varying amplitudes and times of arrival are again a result of refractions and reflections at depth.

Figure 1. An ideal seismogram consists of a series of sharp spikes of varying amplitudes and times of arrival. Each spike represents the arrival of reflected or refracted energy propagated from the site of the explosion.

If the earth would satisfy the ideal elastic wave equations,
the process of picking reflections would be relatively simple, provided that the sub-surface geometry remains reasonably uncomplicated. It is of course an established fact that actual seismograms do not at all resemble the idealizations just described. This is a direct consequence of the fact that the earth is not a perfectly elastic and isotropic medium and does therefore not satisfy ideal elastic theory. However, the original assertion can be somewhat modified, and it may now be stated that the disturbance is propagated in the form of a wavelet whose shape is determined by the absorption spectrum of the earth for elastic waves. A seismic trace is now defined to consist of a running summation in time of a large number of these wavelets, whose shape is constant for a given disturbance but whose amplitudes and instants of arrival vary in time. These concepts may be worded in a somewhat different form as follows: a seismic trace consists of a dynamical element, the shape of the wavelet, and of two continually varying elements, the amplitudes and times of arrival of these same wavelets.

The Statistical Determination of Wavelets

One possible method of approach that might be employed in order to extract useful information from a seismogram is to establish a process that effects a separation of the dynamical element in a seismic trace, the wavelet shape, from the two continually varying elements,
the amplitudes and times of arrival of these wavelets. Let us thus consider the shape of a seismic wavelet to represent the response of the medium to the original excitation caused by the explosion. Let us assume also that the shape of this wavelet is physically stable, that is, that its representation in the form of a set of discrete ordinates is the solution of a stable difference equation (Robinson, 1954).

In order that the problem may be tested statistically, it must be assumed that it is not possible to predict the arrival times and amplitudes of one wavelet from knowledge of the arrival times and amplitudes of another wavelet. Using the notation of Robinson (1954), let us designate the strength, or amplitude of the wavelet arriving at time $t$ by the symbol $y_t$. Thus $y_t$ is a constant quantity for a given wavelet arriving at time $t$. Specifically, if the discrete set of ordinates that describe the shape of a wavelet arriving at a time $t$ is called $(b_0, b_1, b_2, \ldots, b_k)$, then the actual magnitude of this wavelet will be described by the ordinates $(y_t b_0, y_t b_1, y_t b_2, \ldots, y_t b_k)$, (See Figure 2). may be called the strength, or weighting factor of the wavelet $b_k$ arriving at time $t$. From the foregoing discussion it becomes evident that the quantities $y_t$ can be considered to represent the sharp impulsive disturbances propagated through the medium, whose response is given by the wavelet $b_k$ which arrives at time $t$. Thus each wavelet forming part of
a seismic trace represents the response of the earth to an impulse that has reached the seismometer by a direct, a refracted, or a reflected path.

![Graph showing seismic trace](image)

**Figure 2.** The amplitude of a wavelet arriving at time \( t \) is determined by the strength of the weighting factor \( \gamma_t \).

For the purposes of the present investigation, the quantities \( \gamma_t \) are assumed to be "random variables". Robinson (1954) explains that the use of the term "random variable \( \gamma_t \)" does not mean that the values of these quantities are completely uncertain, since they are fixed by the geologic characteristics of the medium that the disturbance traverses. In spite of this apparently negative factor, it turns out that one cannot generally predict in advance the expected arrival time and strength of a seismic wavelet before the trace is actually recorded. Such incomplete information can therefore still be tested from the statistical point of view.
The sense in which the $\gamma_t$ are assumed to be random is that they are uncorrelated. This does not necessarily imply that they are independent; we merely assume that

$$E(\gamma_t \gamma_{t+\tau}) = 0 \quad \tau \neq 0$$

(1)

where $E$ is the expectation symbol.

We return again to a seismic trace $x_t$, which is the result of performing a running summation in time of a stable wavelet of shape $b_s$ and random amplitudes $\gamma_t$. Mathematically, this situation may be expressed as

$$x_t = \sum_{s=0}^{\infty} b_s \gamma_{t-s} \quad -\infty < t < +\infty$$

(2)

if it be assumed that the above equation holds for all time between minus and plus infinity. It turns out (Robinson, 1954) that equation (2) is the mathematical statement of the Predictive Decomposition Theorem, due to the Swedish statistician Herman Wold, for a stationary time series with an absolutely continuous spectral distribution function. Consequently, if a seismic trace is indeed composed of wavelets of random, uncorrelated strengths and arrival times, then the trace may for the purposes of the present mathematical analysis be considered to be a stationary time series. It is next assumed that our seismic trace is of a length sufficient to warrant the application of concepts from time series analysis to its study. The validity of this assumption is discussed by Wadsworth et al (1953) and Smith, (1954).
The Structure of a Stationary Series

A stationary process possessing an absolutely continuous spectral distribution function may be adequately described by the Predictive Decomposition Theorem of Wold, (1938). The theorem states in essence that such a stationary time series is separable into two components—a dynamical, stable element $b$, and a random element $\varepsilon_t$.

Let us assume a stationary process $x_t$, where $-\infty < t < +\infty$, which has an absolutely continuous spectral distribution. Then the process may be described by the decomposition

$$x_t = b_0 \varepsilon_t + b_1 \varepsilon_{t-1} + b_2 \varepsilon_{t-2} + \ldots + b_s \varepsilon_{t-s} + \ldots \ (3)$$

or,

$$x_t = \sum_{s=0}^{\infty} b_s \varepsilon_{t-s} \quad -\infty < t < +\infty \quad (4)$$

In the above expression $t$ is the discrete time parameter. The random elements are linear in $x_t$, $x_{t-1}$, $x_{t-2}$, ..., have zero mean, $E(\varepsilon_t) = 0$, and are mutually uncorrelated, $E(\varepsilon_t \varepsilon_{t+r}) = 0$ for $r \neq 0$ (Robinson, 1954).

The wavelet theory of seismogram structure, proposed by N. Ricker in a series of papers (1940, 1943, 1945) holds that each trace of a seismic record may be considered to represent the result of the running addition along the time axis of a wavelet of constant shape but varying amplitudes and times of arrival. If damping be neglected,
(which is a reasonable assumption to make, since damping effects become negligible in the region not in the immediate vicinity of the shotpoint), an initial impulsive disturbance representing the explosion will be propagated through the earth in the form of a wavelet whose shape is determined exclusively by the earth's absorption spectrum. The shape of this wavelet remains unaltered during its entire refraction or reflection path from the explosion site to the recording geophone. However, the strengths and times of arrival of each wavelet at the recording instrument are random and uncorrelated.

If we accept the assumptions stated above, it becomes possible to describe a seismic trace meeting Ricker's criteria by Wold's Predictive Decomposition Theorem. We may then assume that our seismic trace is a stationary process, and that it is therefore completely described by equation (4) in the limit.

In order to effect the separation of the random from the non-random, dynamic $b_s$'s, it becomes necessary to find a method to average out the random components $\mathfrak{f}_t$, so that the result of such an operation on the time series be the stable wavelet shape $b$. Once this wavelet shape has been found, it must next be removed from the trace; when this has been accomplished, there should remain the residual, random components $\mathfrak{f}_t$, which correspond to the prediction errors of Wadsworth et al (1953). For a more detailed
treatment of this problem, the reader is referred to Robinson, (1954).

Robinson shows that a purely random and uncorrelated process has a white-light power spectrum and autocorrelation coefficients which vanish except for the zeroth lag. This leads to the result that the autocorrelation of a stationary time series that satisfies predictive decomposition will approach the autocorrelation of the generating wavelet $b_s$ in the limit. Such an autocorrelating process effectively averages out the random, non-dynamical element $y_t$.

The Fourier Transform of the autocorrelation function of the series $x_t, \Phi_x(\tau)$, is

$$
\sum_{\tau=-\infty}^{\infty} \Phi_x(\tau) e^{-i\omega t} = \Phi_x(\omega) \equiv \Phi_b(\omega)
$$

(5)

where $\Phi_b(\omega)$ is the power spectrum of not only the time series $x_t$, but also of the wavelet $b$, again provided that the $y_t$'s be mutually uncorrelated random variables. The Fourier Transform of the wavelet $b_s$ can be written as

$$
\mathcal{F}(\omega) = \sum_{t=0}^{\infty} b_s e^{-i\omega t}
$$

(6)

and it can further be shown that

$$
|\mathcal{F}(\omega)|^2 = \Phi_x(\omega)
$$

(7)

that is, that the square of the absolute value of the wavelet amplitude spectrum is equal to the power spectrum
of the time series.

It is finally desirable to gain an idea of the rough measure of spread of the series ordinates \( x_t \). For this purpose we introduce the concept of variance. Let \( X \) be a random variable assuming the values \( x_1, x_2, x_3, \ldots x_k \) with corresponding probabilities \( f(x_1), f(x_2), \ldots f(x_k) \). The mean value, or expectation of \( X \) is defined by

\[
E(X) = \sum_{j=1}^{k} x_j f(x_j) = \mu
\]

provided that this series converges absolutely.

The quantity

\[
E(X^r) = \sum_{j=1}^{k} x_j^r f(x_j),
\]

where \( r \) is an integer equal to or greater than zero is known as the \( r \)th moment of \( X \) about the origin. In particular, if \( r=2 \), the resulting quantity \( E(X^2) \) is called the second moment of \( X \) about the origin. Its existence is a sufficient condition for the existence of the mean,

\[
\mu = E(x)
\]

Introducing the quantity \( X - \mu \), the deviation from the mean, we may write

\[
E[(X-\mu)^2] = E(X^2) - \mu^2 = \text{Var}(X)
\]
Either the first or the second member of (11) defines the variance of the variables $X$.

III. DESCRIPTION OF EXPERIMENT

Choice of Wavelet

N. Ricker (1941) presents the theoretical derivation of the wavelet shapes that should be observable in a viscoelastic medium at various relative distances from the site of the dynamite detonation. He gives two families of such wavelets, one of which includes those that are recorded by a simple displacement type seismometer, while the second includes wavelets that a velocity type seismometer would record. These velocity type wavelets are of course merely the time derivatives of those of the displacement type. Ricker's notation,

$$U(u|X) \text{ displacement type wavelet},$$

$$V(u|X) \text{ velocity type wavelet},$$

where $X$ is the relative distance from the explosion site, will be used here in a similar fashion. From Ricker's experimental work in the Pierre shale of Colorado it is evident that all wavelets $V(u|X)$ occur so near the shotpoint that they can, if at all, only be recorded within the first few milliseconds time interval of a seismogram. It is therefore the Ricker wavelet "at infinity", $V(u|\infty)$ or $U(u|\infty)$, (which is symmetric), that is of interest here.

For this reason the wavelet selected for the generation
of our artificial seismogram was Ricker's $V(u\mid \infty)$, whose
discrete numerical ordinate values are given in the
appendix of his 1945 paper. The velocity type wavelet
was chosen rather than the corresponding displacement
type since most currently used seismometers are of the
velocity class.

**Generation of Stationary Series**

It is recalled that the time series $x_t$ composed of
a stable wavelet shape $b_s$ and random amplitude components
$\xi_t$ can be written as

$$
x_t = \sum_{s=0}^{\infty} b_s \xi_{t-s} \quad -\infty < t < \infty
$$

(12)

Since a seismogram is not recorded for an infinite length
of time after the detonation of the charge, equation (12)
is replaced by the expression

$$
x_t = (x_0, x_1, \ldots, x_T) = \sum_{s=0}^{T} b_s \xi_{t-s} \quad 0 < t < M
$$

(13)

If the length of the resulting series is sufficiently great,
the application of analysis that is only justified for
equation (12) in a very strict sense can also be employed
in the case of (13). In order to illustrate the summation
procedure, the series arising from the running addition
of three wavelets of stable shape $b$, where the wavelet
is displaced three times along the time axis, multi-
plied each time by a weighting factor $\xi_t$, and summed over
overlapping portions of adjacent wavelets, is now examined.
For these parameter values, equation (13) gives us

\[
\begin{align*}
    x_0 &= \gamma_0 b_0 \\
    x_1 &= \gamma_0 b_1 + \gamma_1 b_0 \\
    x_2 &= \gamma_0 b_2 + \gamma_1 b_1 + \gamma_2 b_0 \\
    x_3 &= \gamma_0 b_3 + \gamma_1 b_2 + \gamma_2 b_1 \\
    x_4 &= \gamma_1 b_3 + \gamma_2 b_2 \\
    x_5 &= \gamma_2 b_3
\end{align*}
\] (14)

The present example assumes that the wavelet \( b \) is described by four discrete ordinate values \( b_0, b_1, b_2, \) and \( b_3 \). In the more general case \((b_0, b_1, \ldots, b_n; \gamma_0, \gamma_1, \ldots, \gamma_k)\), matrix notation is found to be more suitable. Thus we may write

\[
[x] = [\gamma][b]
\] (15)

or,

\[
\begin{bmatrix}
    x_0 \\
    x_1 \\
    x_2 \\
    \vdots \\
    x_n \\
    \vdots \\
    x_{n+1} \\
    \vdots \\
    x_{k+n} \\
    \vdots \\
    x_{k+n+1}
\end{bmatrix}
= \begin{bmatrix}
    \gamma_0 & 0 & 0 & \cdots & 0 \\
    \gamma_1 & \gamma_0 & 0 & \cdots & 0 \\
    \gamma_2 & \gamma_1 & \gamma_0 & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \gamma_n & \gamma_{n-1} & \gamma_{n-2} & \cdots & \gamma_0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \gamma_{n+1} & \gamma_n & \gamma_{n-1} & \cdots & \gamma_0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \gamma_{k+n} & \gamma_{k+n-1} & \gamma_{k+n-2} & \cdots & \gamma_0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & \gamma_{k-n} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & \gamma_{k-2} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \gamma_{k-1} & \gamma_{k-2} & \gamma_{k-3} & \cdots & \gamma_0
\end{bmatrix}
\begin{bmatrix}
    b_0 \\
    b_1 \\
    \vdots \\
    \vdots \\
    b_n
\end{bmatrix}
\] (16)
The weighting factors \( y_t \) were selected as entries 11,000 through 12,450 of Wold's (1948) random number deviates. These random deviates were constructed to fit a Normal Distribution Function and carefully tested for true randomness by the author of the tables. Both the wavelet ordinates and Wold's random numbers were scale-factored in order to permit their convenient use in a program for the M.I.T. Whirlwind High-Speed Digital Computer, where most of the calculations presented in this thesis were carried out.

The series computed in this manner and the generating wavelet are shown in Figure 19, and the ordinate values \( x_1 \) are presented in Table I. The generated series consists of 1407 discrete ordinates; the generating wavelet consists of 52 discrete ordinates. The series, composed of a dynamic element \( b_s \) and a random element \( y_t \), should thus conform to the requirements of the Predictive Decomposition Theorem of Wold. It now becomes necessary to subject this series to the mathematical analysis outlined previously in order to discover how well it actually does satisfy the requirements of this theorem.

**Computation**

In order to gain an idea of the spread of the magnitudes of the series ordinates \( x_1 \), the running variances of the series for interval lengths of 5, 10, 20, 40, 80, and 160 ordinates were computed. These results are shown
graphically in Figure 17.

The normalized Wiener autocorrelation function is given by

$$
\Phi_{xx}(\tau) = \frac{1}{N+n-1} \sum_{i=N}^{N+n-1} \frac{(x_i - \bar{x})(x_{i+\tau} - \bar{x})}{\sum_{i=N}^{N+n-1} (x_i - \bar{x})^2} \quad \tau = 0, 1, \ldots, M
$$  \hspace{1cm} (17)

where

$$
\bar{x} = \frac{1}{n} \sum_{i=N}^{N+n-1} x_i
$$

Here $x_i$ is the value of an ordinate of the series to be autocorrelated, $\bar{x}$ the mean of this series, $N$ the index number of the first $x_i$ that is used in the process, $n$ the number of $x_i$'s used, and $M$ the highest lag desired. The function $\Phi_{xx}(\tau)$ was computed for the generated series and random numbers $y_t$ over a variety of interval lengths and positions. The intervals are specified in Figures 5 through 10, where the corresponding graphs of $\Phi_{xx}(\tau)$ are presented.

The power spectrum, or cosine transform

$$
\Phi_x(\omega) = \frac{\Phi_{xx}(0)}{2} + \sum_{\tau=1}^{M} \Phi_{xx}(\tau) \omega \sin \tau
$$  \hspace{1cm} (18)

where $\Phi_{xx}(\tau)$ is the autocorrelation function defined in equation (17), $\omega$ the frequency in radians/sec., and
h the spacing of the series ordinates in milliseconds, was computed for the autocorrelations of Figures 5 through 10. These spectra are shown in Figures 11 through 13.

Smoothing of power spectra was effected by application of the Tukey-Hamming formulae, (See Ref.):

\[
\begin{align*}
U_0 &= 0.54 L_0 + 0.46 L_1 \\
U_1 &= 0.54 L_1 + 0.23 (L_0 + L_2) \\
U_2 &= 0.54 L_2 + 0.23 (L_1 + L_3) \\
&\cdots \cdots \cdots \\
U_{m-1} &= 0.54 L_{m-1} + 0.23 (L_{m-2} + L_m) \\
U_m &= 0.54 L_m + 0.46 L_{m-1}
\end{align*}
\]

where \(L_0, \ldots, L_{m-1}\) are the unsmoothed, and \(U_0, \ldots, U_m\) the smoothed spectral line powers.

IV. EVALUATION

An examination of the autocorrelation functions \(\phi_{u,u}(\tau)\) as shown in Figures 5 through 10 reveals a considerable similarity of each \(\phi_{u,u}\) with the autocorrelation function \(\phi_{w,w}(\tau)\) of the Ricker wavelet, \(V(u|\infty)\). \(\phi_{w,w}(\tau)\) is shown at the top of each suite of autocorrelation curves for purposes of comparison. The shapes of the functions through approximately the twentieth lag \((\tau=20)\) are almost identical within the limits of the approximation made here i.e., the assumption that a sufficiently long finite interval of a series generated by the method described previously can be treated as a stationary process. The autocorrelation functions invariably lose most of their power after the
The twenty-first lag. Figure 10 presents normalized Wiener autocorrelation curves of the random numbers \( y_t \) for five different sampling intervals.

In the ideal case the autocorrelation of a series of random numbers should be a spike at \( \tau = 0 \), since all lags beyond the zeroth vanish. The computed curves approximately confirm this theoretical result. The deviations may be employed as a measure for the randomness of the numbers used for the generation of our series. It is seen that the "noise" beyond the first three or four lags is the least for the largest sampling intervals \( 1=0-800 \) and \( 1=52-1152 \); this result is to be expected since the agreement with theory should be best for the largest sampling interval taken.

The convolution of the autocorrelation function of the generating wavelet \( V(u|\infty) \), \( \varphi_{ww}(\tau) \), with the autocorrelation function of the random number set for sampling interval \( I \), \( \varphi_{yI}(\tau) \) should approximate the autocorrelation \( \varphi_{xI}(\tau) \) of the generated series \( x_1 \) for the same sampling interval. In other words,

\[
\varphi_{xI}(\tau) \approx \varphi_{ww}(\tau) * \varphi_{yI}(\tau)
\]  \hspace{1cm} (20)

This result is clearly shown in the curves presented, and the rapid decay of power of the autocorrelation function for the various sampling intervals of the series \( x_1 \) is due
to the spikelike shapes of the $Q_{x1}(\tau)$'s. We may look at this matter from a slightly different angle. The wavelet shape $b_s$ used in the generation of the artificial series $x_i$ consisted of 52 discrete ordinate values. Consequently, the autocorrelation function of any series generated from this particular $b_s$ by our process should tend to zero after the 52nd. lag because all further contributions to $Q_{x1}(\tau)$ beyond this point should be due to the random amplitude factors $y_i$, whose autocorrelation, $Q_{y1}(\tau)$, has been shown to approach a spike at the origin, $\tau=0$.

The power spectra $\overline{Q}_s(\omega)$ were computed from all the autocorrelation functions previously calculated. The spectra shown in Figures 11 to 13 do not denote much uniformity individually, although they possess most of their power within the same general frequency range. Figure 20 shows the smoothed power spectrum of the generating Ricker wavelet, $V(u|\infty)$, compared to the average of smoothed spectra of the intervals $1=0-225; 225-450; \text{and } 450-675$. We see from Figure 20 that although individual spectra are not generally too similar to the generating wavelet spectrum in most cases, their average does show good agreement with the spectrum of the generating wavelet. In other words, the spectral estimates are confined to the expected frequency range. Oscillation about the true wavelet spectrum occurs randomly, so that the averaged spectrum shows better agreement with the wavelet spectrum than does the individual
spectra.

Figure 15 shows the proper spectra for the auto-
correlation functions of various sampling lengths of
the random numbers \( y_t \). It is seen that the distribution
of power is reasonably uniform at all frequency ranges,
so that the theoretical result which predicts a white
light spectrum for a suite of mutually uncorrelated random
variables \( y_t \) is upheld within the limits of our approx-
imation. A more constant spectrum for the entire fre-
quency range would have been secured for greater sampling
intervals than the ones that have been selected for the
experiment described here.

The broken curve of Figure 14 presents the result of
a multiplication of the computed unsmoothed power
spectrum of the first 1100 \( y_t \) employed for the generation
of the series by the unsmoothed power spectrum of the
Ricker wavelet, \( V(u | \infty) \). For purposes of comparison,
the unsmoothed power spectrum computed for the corre-
ponding first 1100 \( x_1 \)'s of the generated series is shown
on the same graph. The similarity of these curves is
evident, since both peak with reasonably similar
amplitudes at \( n=4, 6, \) and 8. In order to see why this
result should be expected from theory, we may take the
Fourier Transform of both sides of equation (20) so that

\[
\hat{\phi}_{x_1}(\omega) \simeq \hat{\phi}_w(\omega) \hat{\phi}_{y_1}(\omega)
\]  

(21)
where $\Phi_1(\omega)$ is the power spectrum of the series of interval I, $\Phi_w(\omega)$ the power spectrum of the wavelet $V(u|\infty)$, and $\Phi_{tr}(\omega)$ the power spectrum of the random numbers $\xi_t$ used for the generation of the interval I of the series $x_1$. Thus we have experimentally confirmed the theoretical result predicted by equation (21). Figure 17 presents variance curves computed from the generated series for sampling intervals of 5, 10, 20, 40, 80, and 160 $x_1$'s. Figure 18 presents variance curves computed for an actual noisy seismogram. A comparison of these curves with those computed for the artificial series reveals a similarity of general behaviour which suggests that our generated artificial stationary series will in fact simulate characteristics of a true seismogram.

Figure 16 presents a comparison between the spectral estimates on a "noisy" seismogram and on the stationary series generated in this thesis. The variability of these spectral estimates seems to be rather similar in both instances. This fact would serve to indicate that Predictive Decomposition is applicable to both situations in this case. It should be clearly emphasized, however, that such an analysis is only warranted when the seismic trace satisfies the conditions imposed by Predictive Decomposition; the technique must be suitable modified for other situations that might presumably arise. Thus a trace whose noise is not completely random, but which
rather involves a definitely non-random, deterministic element (such as correlated wavelet strengths) may be treated by correlative decomposition techniques. These are described in greater detail in M.I.T. G.A.G. Report No. 9 (March 15, 1955).

V.- CONCLUSIONS

We have generated an artificial series by a mechanism suggested by the "Predictive Decomposition Theorem" of H. Wold, and we have computed normalized Wiener autocorrelation functions, power spectra, and variances for various sampling intervals of this series. If we make the assumption that a seismic trace may be treated a a finite segment of a stationary time series which consists of a dynamic element $b_s$ and a random element $\gamma_t$, then the behavior of the autocorrelation functions, power spectra, and variances computed for our artificial case should be a reasonable indication of the corresponding behavior of these entities in an actual seismogram.

It should be emphasized that the work presented in this thesis is the result of an experiment performed on one series generated with the use of one particular wavelet shape $b_s$ and a suite of random variables chosen from one particular distribution function. It does therefore not necessarily follow that the parameters that have been investigated here will show identical behavior
if the series is generated with other wavelet shapes and use is made of random numbers selected from a different distribution function.

The series generation procedure outlined in the preceding pages may be generalized to take into account not only random amplitudes of the wavelet $b_s$, but also random arrival times. While such random arrivals and strengths might well be drawn from different distribution functions, it is possible to devise one such distribution function from which both random amplitudes and arrival times of the wavelet $b_s$ may be drawn. Let us divide our time axis into equal intervals of length $h$, and require that at each point $t_1, \ldots, t_s, \ldots, t_n$ (Figure 3) there

![Figure 3](image)

*Figure 3.* The time axis of a seismic trace is divided into equal intervals of length $h$.

exist a finite, non-zero probability that no wavelet arrive at time $t_s$—in other words, that the amplitude factor be of zero magnitude at time $t_s$.

Such conditions are satisfied by a distribution function illustrated in Figure 4, where a spike of infinitesimal width but finite area $A$ is added to a normal distribution function at the origin. If the area under the normal curve is taken to be unity, then the probability
Figure 4. Distribution Function from which both the random amplitudes and arrival times of the wavelet may be drawn.

of zero wavelet amplitude at time $t_s$ is given by

$$P(0, t_s) = \frac{A}{A+1} \quad (22)$$

A process of this nature may be shown to lead to a Poisson type distribution function in the arrival times.

Additional computations of this type should most certainly be carried out in the future, so that the results from such calculations can be extensively compared with autocorrelations, spectra, variances, and other statistical criteria found for actual seismograms. In particular, it might well be advisable to generalize the series generating procedure in the sense outlined above. Such a series might perhaps be found to be an even more satisfactory tool in our understanding of the statistical characteristics of a seismic trace.
<table>
<thead>
<tr>
<th>i</th>
<th>$X_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2966</td>
<td>-10552</td>
</tr>
<tr>
<td>4079</td>
<td>+3665</td>
</tr>
<tr>
<td>2888</td>
<td>+3374</td>
</tr>
<tr>
<td>-698</td>
<td>-239</td>
</tr>
<tr>
<td>-307</td>
<td>-6700</td>
</tr>
<tr>
<td>4507</td>
<td>+5915</td>
</tr>
<tr>
<td>4109</td>
<td>+2386</td>
</tr>
<tr>
<td>3280</td>
<td>-2441</td>
</tr>
<tr>
<td>439</td>
<td>-586</td>
</tr>
<tr>
<td>1254</td>
<td>+1695</td>
</tr>
<tr>
<td>-354</td>
<td>-2555</td>
</tr>
<tr>
<td>1643</td>
<td>+1630</td>
</tr>
<tr>
<td>1643</td>
<td>+1785</td>
</tr>
<tr>
<td>974</td>
<td>+904</td>
</tr>
<tr>
<td>123</td>
<td>+437</td>
</tr>
<tr>
<td>1000</td>
<td>+1063</td>
</tr>
<tr>
<td>-1343</td>
<td>-1164</td>
</tr>
<tr>
<td>-2545</td>
<td>-1006</td>
</tr>
<tr>
<td>-961</td>
<td>-909</td>
</tr>
<tr>
<td>-928</td>
<td>-140</td>
</tr>
<tr>
<td>4995</td>
<td>+4810</td>
</tr>
<tr>
<td>1772</td>
<td>-2989</td>
</tr>
<tr>
<td>-1679</td>
<td>-509</td>
</tr>
<tr>
<td>2220</td>
<td>+2017</td>
</tr>
<tr>
<td>127</td>
<td>+303</td>
</tr>
<tr>
<td>3842</td>
<td>+4174</td>
</tr>
<tr>
<td>578</td>
<td>-1391</td>
</tr>
<tr>
<td>4017</td>
<td>-5031</td>
</tr>
<tr>
<td>5858</td>
<td>-5238</td>
</tr>
<tr>
<td>4336</td>
<td>+5421</td>
</tr>
<tr>
<td>2337</td>
<td>+1330</td>
</tr>
<tr>
<td>270</td>
<td>+599</td>
</tr>
<tr>
<td>7835</td>
<td>+6719</td>
</tr>
<tr>
<td>-765</td>
<td>-6168</td>
</tr>
<tr>
<td>-386</td>
<td>-2156</td>
</tr>
<tr>
<td>-914</td>
<td>-2447</td>
</tr>
<tr>
<td>310</td>
<td>-1403</td>
</tr>
<tr>
<td>-691</td>
<td>+6152</td>
</tr>
<tr>
<td>-385</td>
<td>-247</td>
</tr>
<tr>
<td>-519</td>
<td>-603</td>
</tr>
<tr>
<td>4130</td>
<td>-3974</td>
</tr>
<tr>
<td>-568</td>
<td>-4298</td>
</tr>
<tr>
<td>1696</td>
<td>+2088</td>
</tr>
<tr>
<td>-3999</td>
<td>+4297</td>
</tr>
<tr>
<td>511</td>
<td>-37</td>
</tr>
<tr>
<td>-1400</td>
<td>-1358</td>
</tr>
<tr>
<td>-396</td>
<td>-3937</td>
</tr>
<tr>
<td>439</td>
<td>-281</td>
</tr>
<tr>
<td>4574</td>
<td>+3833</td>
</tr>
<tr>
<td>-584</td>
<td>-616</td>
</tr>
<tr>
<td>296</td>
<td>-768</td>
</tr>
<tr>
<td>-6333</td>
<td>-5680</td>
</tr>
<tr>
<td>+4005</td>
<td>+4714</td>
</tr>
<tr>
<td>( i )</td>
<td>( x_1 )</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>470</td>
<td>+259 +1355 +2834 -912 -1906 -2624 -3410 +3706</td>
</tr>
<tr>
<td></td>
<td>-1698 -3187 -2834 -1984 -1071 -289 +829 -1091</td>
</tr>
<tr>
<td></td>
<td>+1400 +1211 +1121 +625 +121 -298 -185 +78 +366</td>
</tr>
<tr>
<td></td>
<td>-1335 -1223 +1180 -1135 -952 -185 +78 +366</td>
</tr>
<tr>
<td></td>
<td>+572 +1397 +1820 +2270 +2689 +3190 +3191 +3411</td>
</tr>
<tr>
<td></td>
<td>-537 -144 +2029 -3037 -3715 -4750 -4908 -5168</td>
</tr>
<tr>
<td></td>
<td>-4921 -4651 -3759 -2327 -835 +380 +1792 +2953</td>
</tr>
<tr>
<td></td>
<td>+303 +3617 +3453 +3243 +2227 +1171 +675 +276</td>
</tr>
<tr>
<td>510</td>
<td>-1076 -1276 -2159 -2528 -296 +3309 -3295 -3258</td>
</tr>
<tr>
<td></td>
<td>+2158 +3192 +3253 +2840 +2524 +1799 +925 +159</td>
</tr>
<tr>
<td></td>
<td>-1537 -144 +2029 -3037 -3715 -4750 -4908 -5168</td>
</tr>
<tr>
<td></td>
<td>-4921 -4651 -3759 -2327 -835 +380 +1792 +2953</td>
</tr>
<tr>
<td></td>
<td>+303 +3617 +3453 +3243 +2227 +1171 +675 +276</td>
</tr>
<tr>
<td>550</td>
<td>-7677 -2828 -2407 -1821 -1236 -67 +758 +1831</td>
</tr>
<tr>
<td></td>
<td>+2719 +3352 +4135 +4366 +4404 +4462 +3467</td>
</tr>
<tr>
<td></td>
<td>+13404 +1394 +1847 -1801 -1286 -956 -764 -567</td>
</tr>
<tr>
<td>590</td>
<td>-934 -871 +770 -945 -1250 -1166 -995 -1937</td>
</tr>
<tr>
<td></td>
<td>-666 -442 +727 -257 -269 -410 -347 -366</td>
</tr>
<tr>
<td></td>
<td>-627 -898 +1116 -830 -1109 -706 -447 -473</td>
</tr>
<tr>
<td></td>
<td>+446 +729 +1515 +1966 +2102 +2703 +2880 +2846</td>
</tr>
<tr>
<td>630</td>
<td>+2895 +2138 +1600 +1625 +959 +293 +116 -7</td>
</tr>
<tr>
<td></td>
<td>-768 -1075 -1208 -1296 -1810 -816 -467 -91</td>
</tr>
<tr>
<td></td>
<td>-1023 -1271 +1316 +1267 +771 +365 +157 +390</td>
</tr>
<tr>
<td></td>
<td>-626 -366 -835 -134 -190 +188 +351 +634</td>
</tr>
<tr>
<td></td>
<td>+792 +508 +374 +351 +213 +62 -72 +101</td>
</tr>
<tr>
<td>670</td>
<td>+1607 +1216 +1199 +749 +81 +90 -425 -735</td>
</tr>
<tr>
<td></td>
<td>-986 -807 -899 -998 -637 -703 -215 -437</td>
</tr>
<tr>
<td></td>
<td>-842 -1015 -1707 -2992 -3450 -4024 -4637 -5454</td>
</tr>
<tr>
<td></td>
<td>+1507 +3714 +5461 +5401 +6839 +7032 +7031 +7066</td>
</tr>
<tr>
<td>710</td>
<td>+7212 +6898 +3580 +4788 +3444 +1927 +246 +1653</td>
</tr>
<tr>
<td></td>
<td>-3530 -5210 -5368 +3172 -8496 -3243 -979 -8177</td>
</tr>
<tr>
<td></td>
<td>-9132 -5714 +3461 +3441 +3461 +3441 +3461 +3441</td>
</tr>
<tr>
<td></td>
<td>+916 +10217 +10518 +11110 +10592 +972 +8643 +6882</td>
</tr>
<tr>
<td></td>
<td>+5040 +3150 +751 -1647 -3465 -5581 -6898 -7858</td>
</tr>
<tr>
<td>750</td>
<td>-9123 -9364 -9217 -8371 -6731 -7052 -6058 -4792</td>
</tr>
<tr>
<td></td>
<td>-3477 -2282 -630 +563 +1545 +2683 +3756 +4377</td>
</tr>
<tr>
<td></td>
<td>+4622 +5063 +1761 +4556 +2385 +2385 +2385 +2385</td>
</tr>
<tr>
<td></td>
<td>+490 +907 -1564 -1901 -1758 -1493 -867 -24</td>
</tr>
<tr>
<td>790</td>
<td>+659 +1846 +2744 +3122 +3278 +3243 +2550 +1477</td>
</tr>
<tr>
<td></td>
<td>+1590 -1290 -3095 -4133 -6065 -7326 -9639 -1901</td>
</tr>
<tr>
<td></td>
<td>-6868 -7956 -5714 -5614 -3641 -1764 -4447 -2223</td>
</tr>
<tr>
<td></td>
<td>+4309 +5910 +6565 +7763 +8120 +8029 +7672 +6669</td>
</tr>
<tr>
<td></td>
<td>+5597 +4673 +3256 +1011 +462 +696 -1928 -3094</td>
</tr>
<tr>
<td></td>
<td>+4538 +5068 +5820 +6110 +5652 +5652 +5652 +5652</td>
</tr>
<tr>
<td>830</td>
<td>+674 +2822 +4267 +4297 +4297 +4297 +4297 +4297</td>
</tr>
<tr>
<td></td>
<td>+10160 +9036 +6595 +4886 +2097 +1510 -4040 -6665</td>
</tr>
<tr>
<td></td>
<td>-9144 -10094 -10889 -10165 -8675 -7637 -4099 -926</td>
</tr>
<tr>
<td></td>
<td>+1396 +3556 +6127 +4744 +4054 +764 +1743 +6698</td>
</tr>
<tr>
<td></td>
<td>+1448 +1910 +1 +2823 +3934 +2823 +632 +7156</td>
</tr>
<tr>
<td>870</td>
<td>-6964 -6680 -5879 -5044 -3792 -2624 -1762 -583</td>
</tr>
<tr>
<td></td>
<td>+426 +650 +1096 +1323 +1645 +1761 +1639 +1917</td>
</tr>
<tr>
<td></td>
<td>+8245 +2636 +3009 +2915 +3376 +3376 +3376 +3376</td>
</tr>
<tr>
<td></td>
<td>+3036 +1914 +4778 +799 -1854 -2816 -3421</td>
</tr>
<tr>
<td>910</td>
<td>-1625 -574 +1169 +2465 +3000 +5112 +6049 +6662</td>
</tr>
<tr>
<td></td>
<td>+6666 +6740 +6538 +6529 +6529 +6529 +6529 +6529</td>
</tr>
<tr>
<td></td>
<td>+4050 +2670 +1086 +1213 +1213 +1213 +1213 +1213</td>
</tr>
<tr>
<td></td>
<td>-3715 -4269 -4405 -4924 -5234 -4821 -4821 -4821</td>
</tr>
<tr>
<td></td>
<td>-3592 -2505 -1234 +646 +1428 +2731 +3909 +4665</td>
</tr>
<tr>
<td>i</td>
<td>x_i</td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
</tr>
<tr>
<td>0350</td>
<td>5906</td>
</tr>
<tr>
<td>0450</td>
<td>6230</td>
</tr>
<tr>
<td>0550</td>
<td>6572</td>
</tr>
<tr>
<td>0650</td>
<td>6960</td>
</tr>
<tr>
<td>0750</td>
<td>7460</td>
</tr>
<tr>
<td>0850</td>
<td>8030</td>
</tr>
<tr>
<td>0950</td>
<td>8580</td>
</tr>
<tr>
<td>1050</td>
<td>9140</td>
</tr>
<tr>
<td>1150</td>
<td>9710</td>
</tr>
<tr>
<td>1250</td>
<td>10330</td>
</tr>
<tr>
<td>1350</td>
<td>11000</td>
</tr>
<tr>
<td>1450</td>
<td>11710</td>
</tr>
<tr>
<td>1550</td>
<td>12450</td>
</tr>
<tr>
<td>1650</td>
<td>13230</td>
</tr>
<tr>
<td>1750</td>
<td>14040</td>
</tr>
<tr>
<td>1850</td>
<td>14900</td>
</tr>
<tr>
<td>1950</td>
<td>15790</td>
</tr>
</tbody>
</table>

TABLE 1
ORDINATES \( x_i \) OF GENERATED SERIES
FIG. 7  NORMALIZED AUTOCORRELATION FUNCTIONS OF GENERATED SERIES
SAMPLING LENGTH: 112 PTS. OF $x_i$ INTERVALS AS SHOWN BY $i$ RANGE
FIG. 8: NORMALIZED AUTOCORRELATION FUNCTIONS OF GENERATED SERIES
SAMPLING LENGTH: 56 PTS OF $x_i$ INTERVALS AS SHOWN BY $i$ RANGE
FIG. 9  NORMALIZED AUTOCORRELATION FUNCTIONS OF GENERATED SERIES
SAMPLE LENGTH: 56 PTS OF $x_i$, INTERVALS AS SHOWN BY $i$ RANGE

FIG. 10  NORMALIZED AUTOCORRELATION FUNCTIONS OF RANDOM NUMBERS USED
FOR GENERATION OF SERIES INTERVALS AS SHOWN BY $i$ RANGE
FIG. 11 SMOOTHED POWER SPECTRA OF GENERATED SERIES. SAMPLING LENGTHS AND INTERVALS AS SHOWN BY i RANGE.
FIG. 13 SMOOTHED AND UNSMOOTHED SPECTRA OF GENERATED SERIES. SAMPLING LENGTHS AND INTERVALS AS SHOWN BY i RANGE.
FIG. 14: OBSERVED SPECTRAL VARIATIONS AS DUE TO CORRELATION IN RANDOM NUMBER SERIES (SEE TEXT)
Fig. 15—Power spectra of random numbers used for generation of series. Sampling lengths: 800, 225, and 1100's as shown by i range.
FIG. 16 SPECTRAL ESTIMATES ON A "NOISY" SEISMOGRAM AND ON A NON-DETERMINISTIC STATIONARY SERIES.

STATIONARY SERIES OF SECTION 6

FIRST 225 VALUES
SECOND 225 VALUES
THIRD 225 VALUES

POWER DENSITY

RECORD 14.12

TRACE 1
TRACE 6
TRACE 11
TRACE 15

POWER DENSITY

20 CYCLES PER SECOND
Fig. 17 Running Variances of Generated Series. \( I = \text{Interval Length} \)
FIGURE 18.- VARIANCE CURVES OF AN ACTUAL "NOISY" SEISMOGRAM.
RECORD 12.4  VARIANCE CURVES (2p = 10)

h = 2.5 ms.

- - - - - T1

- - - - - T3

- - - - - T5

RECORD 12.4  VARIANCE CURVES (2p = 10)

h = 2.5 ms.

- - - - - T2

- - - - - T4

- - - - - T6
\text{AVELET } V(u|\infty)

\text{NURATED SERIES}
FIG. 20: SMOOTHED SPECTRUM OF RICKER WAVELET COMPARED TO AVERAGE OF SMOOTHED SPECTRA OF INTERVALS $i = 0 - 225; 225-450$ AND $450-675$
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Program

1) Wiener Autocorrelation and Spectrum (author: Prof. S.M. Simpson)

   Series \( x_i \), 
   
   \( i = 0, 1, \ldots \) 
   
   \( N = \text{index of first } x_i \) to use 
   
   \( n = \text{no. of } x_i \) terms to use 
   
   \( M = \text{highest lag desired} \) 

   \[ x = \frac{1}{N} \sum_{i=N}^{N+n-1} x_i \] 
   
   \[ \phi_{ll}(\tau) = \frac{1}{N+n-1} \sum_{i=0}^{N+n-1-\tau} (x_i - \overline{x})(x_{i+\tau} - \overline{x}) \] 

   \( \tau = 0, 1, 2, \ldots M \) 

2) Generation of Stationary Series (author: S. Treitel)

   Random Nos. 
   
   Wavelet ordinates 

   \[ x_t = \sum_{s=0}^{n} b_s f_{t-s} \] 

3) Variance (author: S. Treitel)

   \( x_t \) series from 2) 

   Variance of \( x_t \) at intervals of 5 ordinates 

Output

1) \( \phi_{ll}(\tau) \) and 
2) \( x_t \) series 
3) Variance values
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