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Quantum sensing has become a mature and broad field. It is generally related with the idea of
using quantum resources to boost the performance of a number of practical tasks, including the
radar-like detection of faint objects, the readout of information from optical memories or fragile
physical systems, and the optical resolution of extremely close point-like sources. Here we first focus
on the basic tools behind quantum sensing, discussing the most recent and general formulations for
the problems of quantum parameter estimation and hypothesis testing. With this basic background
in our hands, we then review emerging applications of quantum sensing in the photonic regime both
from a theoretical and experimental point of view. Besides the state-of-the-art, we also discuss open
problems and potential next steps.

Quantum technologies are today developing at un-
precedented pace. As a matter of fact, the technologi-
cal applications of the field of quantum information1–5

are many and promising. One of the most advanced ar-
eas is certainly quantum sensing. This is a broad term
which encompasses all those quantum protocols of esti-
mation and discrimination of physical parameters which
are able to exceed the performance of any classical strat-
egy. Quantum sensing improves a number of tasks, in-
cluding gravitational wave detection, astronomical ob-
servations, microscopes, target detection, data readout,
atomic clocks, biological probing and so on.

As with most technologies, quantum physics offers im-
provements that in some cases far exceed anything that
can be done classically. The quantum version of sensing is
no exception. By exploiting fundamental laws of physics
one can leverage important quantum characteristics such
as entanglement, single photons and squeezed states5–7

in order to achieve orders-of-magnitude improvements in
precision. In this scenario, the photonic regime is cer-
tainly the best setting thanks to the relative simplicity
in the generation, manipulation and detection of such
exotic quantum features.

This review aims to provide a survey of recent advances
in photonic quantum sensing. We refer the reader to De-
gen et al.8 for an overview of quantum sensing in non-
photonic areas, related to spin qubits, trapped ions, and
flux qubits. Here we start by providing mathematical
background in quantum parameter estimation9–15 and
quantum hypothesis testing16–25, presenting the most
general formulation of these problems. In fact, we de-
scribe the most powerful (adaptive) protocols allowed by
quantum mechanics and how they can be reduced to sim-
pler schemes by employing methods of channel simula-
tion26,27. This is an approach based on tools of quantum
programmability28–31 and teleportation stretching33,34.
This general background will allow us to identify the
goals, the structure, and the classical benchmarks for the
following protocols of quantum sensing that we will dis-

cuss both theoretically and experimentally.
Quantum hypothesis testing is at the very basis of

quantum reading35–49, where the information stored in
an optical memory (or an equivalent physical system)
is retrieved by using extremely low energetic quantum
states of light. It is also at the basis of quantum
illumination50–67, where the radar-like detection of re-
mote and very faint targets is boosted by the use of quan-
tum correlations. Quantum parameter estimation is the
core idea for the most recent advances in quantum imag-
ing and optical resolution69–83, where “Rayleigh’s curse”
may be dispelled by using quantum metrological detec-
tion schemes69–71 whose accuracy and sensitivity do not
depend on the separation of two point-like sources.

Estimation and discrimination protocols

Quantum sensing takes its roots in two problems which
are central in quantum information theory, known as
quantum parameter estimation (or quantum metrology)
and quantum hypothesis testing (or quantum discrimi-
nation). A modern formulation of these problems is re-
spectively in terms of quantum channel estimation and
quantum channel discrimination, where the task is to es-
timate or discriminate the values of a classical parameter
encoded in a quantum channel, i.e., a transformation be-
tween quantum states. Mathematically, both the prob-
lems can be described by using an input-output formal-
ism where two parties, say Alice and Bob, probe a black
box containing the unknown quantum channel.
Therefore, consider a parameter θ encoded in a quan-

tum channel Eθ and stored in a black box, of which Alice
may prepare the input and Bob may detect the output.
In the estimation problem, θ is a continuous parameter,
while in the discrimination problem, θ may only take a
discrete and finite number of values with some prior prob-
abilities. For the latter case, we consider here the most
basic scenario: binary symmetric discrimination, where θ
may only take two values, θ0 (null hypothesis) or θ1 (al-
ternative hypothesis), with the same Bayesian cost and
prior probability. This is then equivalent to retrieving
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the classical bit u which is encoded in the parameter θu.
Let us analyze the estimation/discrimination problem

with an increasing level of complexity. In a basic “block
unassisted” protocol, Alice prepares an input state ρ
which is transmitted through the unknown channel Eθ
and transformed into the unknown output state Eθ(ρ) for
Bob. Consider this process to be performed n times, so
that Alice sends n copies ρ⊗n and Bob receives Eθ(ρ)⊗n

assuming that the channel is memoryless. To retrieve θ,
Bob applies an optimal generally-joint measurement to
his n-copy output state. The type of measurement is dif-
ferent depending on the problem. In channel estimation,
the measurement has a continuous outcome from which
Bob constructs an unbiased estimator θ̃ of θ, affected by
some error variance δθ2 := 〈(θ̃ − θ)2〉. In channel dis-
crimination, Bob uses a dichotomic measurement which
provides the bit u with some mean error probability perr.
The most general estimation/discrimination protocol

is based on unlimited entanglement and adaptive quan-
tum operations (QOs), which are applied jointly by Alice
and Bob12,27,31,32. As also discussed in ref. 26, this pro-
tocol can be represented as a quantum comb86. This
is a quantum circuit board whose slots are filled with
the unknown quantum channel Eθ. The comb is based
on a register with an arbitrary number of systems, pre-
pared in some fundamental state ρ. The entire register
undergoes arbitrary QOs before and after channel Eθ is
probed, as depicted in Fig. 1. The QOs can always be
assumed to be trace-preserving by adding extra systems
and adopting the principle of deferred measurement1. At
the output of the comb, the state ρnθ is detected by an
optimal quantum measurement whose outcome is classi-
cally processed.
It is clear that the quantum comb encompasses the

previous block protocol with output ρnθ = Eθ(ρ)⊗n. It
also includes the “block-assisted” protocol where the in-
put state is bipartite and comprises a signal system s,
sent to probe the channel, and an idler or reference sys-
tem r, which only assists the output measurement. By
repeating the process n times, the output is given by
ρnθ = Eθ ⊗ I(ρsr)⊗n, where I is an identity channel. Fi-
nally, the comb can also describe “sequential” protocols
where the input state is transmitted through n instances
of the channel Eθ◦· · ·◦Eθ. See Fig. 1 for this classification.
Performance of channel estimation

Assume that the quantum comb in Fig. 1 is used and
optimized for the problem of quantum channel estima-
tion. Then, the ultimate performance is limited by the
quantum Cramer Rao bound (QCRB)

δθ2 ≥ 1

QFI(ρnθ )
, (1)

where QFI is the quantum Fisher information9

QFI(ρnθ ) =
8[1− F (ρnθ , ρ

n
θ+dθ)]

dθ2
, (2)

with F (ρ, σ) := Tr
√√

σρ
√
σ being the Bures fidelity be-

tween two states ρ and σ.

We are interested in the “scaling” of the QCRB, i.e.,
on how δθ2 behaves for large number of uses n. Here
there are two main behaviors to consider. The first one
is known as the standard quantum limit (SQL) which
is the typical scaling δθ2 & n−1 achievable in classical
strategies. The other is the Heisenberg limit δθ2 & n−2

which can only be achieved in a purely quantum setting.
These have energy analogues when we consider contin-
uous variable systems5 and parameter estimation with
bosonic channels. Assuming a single-use (n = 1) of the
comb and an energy-constrained input state withN mean
number of photons, then δθ2 & N−1 corresponds to the
SQL, while δθ2 & N−2 is the Heisenberg limit.
For instance, the Heisenberg limit is achievable for

large n when we estimate the phase factor ϕ of a uni-
tary Uϕ = eiϕH with H being the free Hamiltonian. In
fact, it is sufficient to use the sequential protocol with
an input pure state |0, 1〉sr + |1, 0〉sr so that we have the
output |0, 1〉sr + einϕ|1, 0〉sr where the phase coherently
accumulates. The same limit is achievable in the number
of photons N by using the N00N state |N, 0〉sr + |0, N〉sr
in a single use of the block-assisted protocol.
We know a simple criterion to establish if channel es-

timation is limited to the SQL. In particular, Pirandola
and Lupo27 shed light on the role of teleportation87–89 in
quantum metrology finding that the property of telepor-
tation covariance33 implies the SQL. Recall that a chan-
nel E is tele-covariant if, for any teleportation unitary U
(Pauli1 or displacement operator5), we may write33

E(UρU †) = V E(ρ)V †, (3)

for a generally different unitary V . Because of this prop-
erty, a quantum channel is teleportation-simulable or
Choi-stretchable, i.e., we may write the simulation33,34

E(ρ) = T (ρ⊗ ρE), (4)

where T is the QO of teleportation and ρE is the chan-
nel’s Choi matrix ρE := E ⊗ I(Φsr), with Φsr being a
maximally entangled state.
Here two observations are in order. First, let us remark

that the simulation in Eq. (4) needs a suitable asymptotic
formulation33,34 for bosonic channels, whose Choi matri-
ces are energy-unbounded. In fact, a bosonic channel E
has Choi matrix ρE := limµ ρ

µ
E , where the Choi sequence

ρµE := E ⊗ I(Φµ
sr) is based on the two-mode squeezed

vacuum (TMSV) state5 Φµ
sr with variance µ = 2N + 1,

with N being the mean number of thermal photons in
each mode. Second, let us note that a teleportation-
covariant channel E is a specific type of programmable
channel28–31, where the quantum gate array is telepor-
tation and the program state is the Choi matrix of the
channel. The teleportation simulation has specific ad-
vantages in terms of achievability of the QCRB26.
By definition, a parametrized quantum channel Eθ is

jointly teleportation-covariant27 if we may write Eq. (3)
for any θ, i.e., Eθ(UρU †) = V Eθ(ρ)V †, so that the out-
put unitary V depends on U but not on θ. Because of
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FIG. 1: Protocols for quantum estimation and discrimination. (a) Adaptive protocol represented as a quantum comb. An
input register with an arbitrary number of systems (wires) is prepared in a fundamental initial state ρ. Each probing of the
unknown channel Eθ is performed by inputting a system from the register and storing the output back in the register. Probings
are interleaved by arbitrary QOs performed over the entire register. After n probings, the total output ρnθ is subject to a joint
quantum measurement. (b) Block unassisted protocol where channel Eθ is probed n times in an identical and independent
way. (c) Block assisted protocol where channel Eθ is probed by a signal system coupled to a reference system. (d) Sequential
unassisted protocol where the input is transmitted through n consecutive instances of the channel Eθ. (e) Sequential assisted
protocol where the input is bipartite and partially transmitted through n consecutive instances of Eθ.

this property, we may write the teleportation simulation
Eθ(ρ) = T (ρ⊗ρEθ

) for any θ. Replacing this simulation in
each slot of the quantum comb in Fig. 1 and “stretching”
the adaptive protocol, we write the output state as

ρnθ = Λ(ρ⊗n
Eθ

) , (5)

for a global quantum channel Λ. Because the QFI is
monotonic under channels and multiplicative over tensor
products, one finds that QFI(ρnθ ) ≤ nQFI(ρEθ

), so that
the QCRB must satisfy the SQL

δθ2 ≥ [nQFI(ρEθ
)]−1, (6)

where we implicitly mean QFI(ρEθ
) := limµ QFI(ρµEθ

) for
a bosonic channel. In other words, the adaptive protocol
has been reduced to a block assisted protocol, where n
maximally-entangled states Φ⊗n

sr are used to probe the
unknown quantum channel Eθ.
Because the class of teleportation-covariant channels is

wide, we have that channel estimation is limited to the
SQL in many situations. For instance, the estimation of
the probability parameter p in depolarizing, dephasing or
erasure channels is limited to27 δp2 ≥ p(1−p)n−1. Then,
the estimation of the thermal noise n̄ in a thermal-loss
channel Eη,n̄ with fixed transmissivity η is limited to27

δn̄2 ≥ n̄(n̄ + 1)n−1, which sets the limit for estimating
excess noise in quantum key distribution. By contrast,
the ultimate estimation limit for the transmissivity η is
not known. Because Eη,n̄ is not jointly teleportation-
covariant in η, the reduction in Eq. (6) does not apply.
The optimal estimation of bosonic loss is an open prob-

lem with a number of partial results. Solving this prob-
lem is important because loss is the main decoherence
effect in quantum optical communications, from fibre-
based to free-space implementations. Recall that the
transmissivity η limits the ultimate rate achievable by
point-to-point protocols of quantum and private commu-
nication according to the Pirandola-Laurenza-Ottaviani-
Banchi bound33, so that − log2(1−η) bits per use cannot

be exceeded without repeaters. Estimating η is therefore
of paramount importance. The best-known performance
in estimating the transmissivity η of a pure-loss channel
Eη := Eη,0 is limited to the SQL δη2 ≥ γN−1, with a
pre-factor γ which has been improved over time.
Monras and Paris90 studied the block unassisted proto-

col with single-mode Gaussian states. They established
the limit δη2 ≥ ηN−1 achievable by using coherent-
states, also known as shot-noise limit or classical bench-
mark. They also found that squeezing may improve
the pre-factor and, therefore, beat the shot-noise limit.
These results may be achieved by computing the QFI as
in Eq. (2) and using the formulas for the fidelity between
Gaussian states91. The best performance so far has been
achieved by using the block protocol with non-Gaussian
states, including Fock states. In this way, Adesso et al.92

found the improved scaling δη2 ≥ η(1− η)N−1.

Performance of channel discrimination

Now assume that the quantum comb in Fig. 1 is used and
optimized for binary discrimination, i.e., for the retrieval
of the parameter θ from a binary alphabet {θ0, θ1} where
the two possible values have identical Bayesian cost and
the same prior probability. This is now a problem of
quantum channel discrimination, where we aim at dis-
tinguishing between two channels E0 = Eθ0 and E1 = Eθ1 ,
or equivalently at retrieving the classical bit u from Eu.
Let us call ρn0 and ρn1 the two possible output states of
the comb. The optimal performance in terms of the min-
imum error probability is given by the Helstrom bound16

perr(E0, E1) = [1−D(ρn0 , ρ
n
1 )]/2, (7)

whereD(ρ, σ) := ||ρ−σ||/2 is the trace-distance1. This is
obtained by a suitable dichotomic positive-operator val-
ued measure (POVM), called Helstrom POVM. Equiv-
alently, note that the maximum classical information J
retrieved from the box is equal to

J = 1−H2[perr(E0, E1)], (8)
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where H2 is the binary Shannon entropy.
The error probability greatly simplifies if the two chan-

nels E0 and E1 are jointly teleportation-covariant, i.e., we
may write Eu(UρU †) = V Eu(ρ)V † for any u. This allows
us to use the teleportation simulation Eu(ρ) = T (ρ⊗ρEu

)
over the Choi matrix ρEu

. We may then stretch the comb
and write its output as ρnu = Λ(ρ⊗n

Eu
) for a global chan-

nel Λ. Because the trace distance is monotonic under
Λ, we have perr ≥ [1 − D(ρ⊗n

E0
, ρ⊗n

E1
)]/2. Now note that

this is achievable by an assisted protocol which exploits
maximally-entangled states at the input, so that27

perr(E0, E1) = [1−D(ρ⊗n
E0

, ρ⊗n
E1

)]/2, (9)

where D = limµ D(ρµ⊗n
E0

, ρµ⊗n
E1

) for bosonic channels. In
finite dimension, Eq. (9) implies that the diamond dis-
tance between two jointly teleportation-covariant chan-
nels is simply equal to ||E0 − E1||⋄ = ||ρE0

− ρE1
||.

Starting from Eq. (9), we may write simple lower and
upper bounds using the Fuchs-van de Graaf relations93

and the quantum Chernoff bound (QCB)20. In fact, re-
call that for any pair of multicopy states ρ⊗n

0 and ρ⊗n
1 ,

the minimum error probability perr = [1−D(ρ⊗n
0 , ρ⊗n

1 )]/2
satisfies the fidelity-based lower bound and the QCB

perr ≥
1−

√

1− F (ρ0, ρ1)2n

2
:= F

(n)
− (ρ0, ρ1), (10)

perr ≤
Q(ρ0, ρ1)

n

2
, Q := inf

s
Tr(ρs0, ρ

1−s
1 ). (11)

In particular, for multimode Gaussian states, ρ0 and ρ1,
we know closed formulas for computing the fidelity91 and
the QCB22. These inequalities can be extended to the
adaptive error probability of Eq. (9) valid for jointly
teleportation-covariant channels, so that we may write27

F
(n)
− (ρE0

, ρE1
) ≤ perr(E0, E1) ≤

Q(ρE0
, ρE1

)n

2
, (12)

with asymptotic functionals over bosonic Choi matrices.
The results in Eqs. (9) and (12) apply to many cases,

including the adaptive discrimination of Pauli channels,
erasure channels, and the noise parameters in bosonic
Gaussian channels, such as the thermal photons n̄0 and
n̄1 in thermal-loss channels Eη,n̄0

and Eη,n̄1
with the

same transmissivity η. Unfortunately, the same reduc-
tion does not apply to the discrimination of bosonic loss,
e.g., η0 and η1 of a thermal-loss channel with fixed noise
n̄, because Eη0,n̄ and Eη1,n̄ are not jointly teleportation-
covariant. As a result, establishing the optimal discrimi-
nation of bosonic loss is still an open problem. What we
know currently is that block-assisted strategies based on
entangled states may greatly outperform block unassisted
strategies, especially when we employ a small number of
signal photons in the presence of thermal noise. This is
the observation which is at the basis of the applications
of quantum reading and quantum illumination.

Quantum reading of classical data

In 2011, ref. 35 showed how the readout of classical data
from an optical digital memory can be modelled as a

problem of quantum channel discrimination. In the most
basic description, an optical classical memory can be seen
as an array of cells described as microscopic beamsplit-
ters with different reflectivities (see Fig. 2). Each cell
stores an information bit u = 0, 1 in two equiprobable
reflectivities, the pit-reflectivity η0 ∈ (0, 1) and the land-
reflectivity η1 > η0. This single-cell model is equivalent
to a black-box model read in reflection so that the reflec-
tivity plays the role of the transmissivity parameter. The
readout may also be affected by thermal noise, e.g., due
to stray photons generated by the source. Thus the read-
out corresponds to discriminating between two thermal-
loss channels, E0 := Eη0,n̄ and E1 := Eη1,n̄, with different
reflectivity, η0 and η1, but fixed thermal number n̄. Other
decoherence effects may be included35, such as optical
diffraction, memory effects and inter-bit interference36.
We may consider different “transmitters” composed of

signal modes probing the cell and reference modes assist-
ing detection. The coherent-state transmitter only uses
n signal modes in identical coherent states |α〉s 〈α|

⊗n
.

More powerfully, we may define a “classical” transmit-
ter in the quantum optical sense94,95. This is a block
assisted protocol employing mixtures of coherent states
∫

d2nα P(α) |α〉 〈α|, where P(α) is a probability dis-
tribution of amplitudes α, and |α〉 〈α| is a multimode
coherent state with n signal modes and n reference
modes. The optimal classical transmitter has to be com-
pared with an Einstein-Podolsky-Rosen (EPR) transmit-
ter. This is a block entanglement-assisted protocol where
we send part of n TMSV states Φµ⊗n

sr , so that each signal
mode is entangled with a reference or “idler” mode.
For both the classical and the EPR transmitter, we

therefore assume an input 2n-mode state ρsr, which
is transformed by the cell into an output state σu :=
E⊗n
u ⊗ I⊗n(ρsr) for the n reflected signal modes and the

n kept reference modes. This output is detected by an
optimal Helstrom POVM with some error probability.
We then compare the optimal information retrieved by
the classical transmitter Jclass with that retrieved by the
EPR transmitter JEPR, quantifying the information gain
∆ := JEPR − Jclass. Positive values ∆ > 0 provide quan-
tum advantage. A fair comparison between these trans-
mitters involves fixing the mean number of signal photons
probing the cell. Because each cell is probed n times, we
may consider different types of energy constraints.
One type of constraint is “local”, meaning that we fix

the mean number of photons N in each probing, so that
the total energy scales as nN . We may write the following
general bound for the error probability pclass achievable
by any classical transmitter35

pclass ≥ C(n,N) :=
1−

√

1− F (N)2n

2
, (13)

where F (N) is Bures fidelity between the two possible

outputs E0(|
√
N〉〈

√
N |) and E1(|

√
N〉〈

√
N |) generated by

a single-mode coherent state with N mean photons. This
leads to the upper bound Jclass(n,N) ≤ 1−H2[C(n,N)].
For the EPR transmitter, we may exploit the QCB which
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FIG. 2: Quantum reading (left) and Gaussian quantum illu-
minantion (right). In the basic formulation, these are both
based on an EPR transmitter, so that n two-mode squeezed
vacuum (TMSV) states irradiate N mean photons per mode
over the cell/target (where N is typically low). The reflected
signals are combined with the retained idler (reference) modes
in a joint detection, whose output u discriminates between
two hypotheses. In quantum reading, u is the information bit
encoded into a cell with reflectivity ηu and subject to ther-
mal noise n̄. In quantum illumination, u is related with the
absence (η0 = 0) or the presence (η1 ≃ 0) of a low-reflectivity
target. The reflection is mixed with an environment with
bright thermal noise n̄ ≫ 1. These schemes are examples
of block-assisted protocols for quantum channel discrimina-
tion. In the regimes considered, they largely outperform clas-
sical strategies, i.e., corresponding schemes based on classical
transmitters that are not entangled but composed of mixtures
of coherent states.

gives the lower bound JEPR ≥ 1 − H2[Q(ρµE0
, ρµE1

)n/2],

where ρµEu
is the quasi-Choi matrix of the unknown chan-

nel Eu probed by a TMSV state Φµ
sr with µ = 2N + 1.

Using these bounds we construct a sufficient condition to
prove the quantum advantage ∆ > 0.

Numerical investigations show that positive values of
∆ are typical for low signal photons and high reflectiv-
ities in wide ranges for the thermal noise. A positive
quantum advantage can already be achieved by a single
probe per cell (n = 1). When the land-reflectivity is very
high η1 → 1 (ideal memory), one may derive analytical
expressions37 and find regimes of parameters for which
∆ → 1 bit per cell. This extremal value means that the
EPR transmitter is able to fully read the cell, while classi-
cal transmitters do not retrieve any information. This ad-
vantage may also be used to design cryptographic mem-
ories whose data can only be read by entanglement38.

Another type of energy constraint is “global”, meaning
that we fix the total mean number of photons NT over
all the n uses, so that we employ an average of NT/n
photons per probing. Let us call n the bandwidth of the
transmitter, due to the fact that this can be physically re-
lated with the number of effective frequencies used in the
readout. One can then show that, at sufficiently low en-
ergies NT . 10 photons, a narrowband EPR transmitter
(even monochromatic nEPR = 1) is able to beat arbitrary

classical transmitters, up to extremely large bandwidths.
Because a few entangled photons can retrieve more infor-
mation than any classical source of light, we may indeed
work at very low energies. This regime may be mapped
into much faster optical readers and denser memories35.

Quantum reading has been extensively studied39–49.
Ref. 39 extended the model to multi-cell error correc-
tion coding and defined the notion of quantum reading
capacity, a quantity that was later shown to be super-
additive40. Guha and Shapiro41 also defined a similar
notion of capacity42 and studied the error exponent for
quantum reading. For single-cell reading of an ideal
memory in noiseless conditions, Nair43 showed that Fock
states are optimal. More generally, entangled states with
the signal beam in a number-diagonal reduced state may
also provide a positive quantum advantage43. This class
of states is optimal for non-adaptive discrimination with
single-mode and multi-mode pure-loss channels44.

Hirota45 proposed an alternative model based on a
binary phase encoding and showed how entangled co-
herent states may achieve error-free quantum reading.
Non-Gaussian entangled states were also considered by
Prabhu Tej et al.46. Then, Bisio et al.47 studied a noise-
free unitary model of quantum reading where both the in-
puts of the unknown beamsplitter are accessible for prob-
ing and both its outputs for detection. Assuming a single
probe (n = 1), they found that the optimal two-mode in-
put is the superposition of a N00N state and the vacuum
|00〉. This approach was later extended by Dall’Arno et
al.48 to unambiguous quantum reading, where the prob-
ability of error is replaced by an inconclusive result.

Similar to Hirota45, Dall’Arno et al.48 also considered
a version of perfect quantum reading with zero discrim-
ination error. This is possible by designing an ideal cell
which is either a beamsplitter with perfect reflectivity
(η1 = 1) or a beamsplitter with lower reflectivity η0 < 1
and suitable ±π/2 phase shifters at the input and output
ports. This scheme was experimentally implemented48.
As shown in Fig. 3(a), the setup consisted of a Mach-
Zehnder interferometer with the variable beamsplitter
situated in one arm. A heralded single photon source
based on spontaneous parametric down-conversion in a
2mm long beta barium borate (BBO) crystal pumped
with a continuous-wave laser diode at 405nm served as
the quantum state source. The photon pairs generated
in orthogonal polarizations in the type-II phase match-
ing process were separated by a polarizing beamsplitter.
While one photon was used to herald the process, the
other was fed into the Mach-Zehnder interferometer.

The setup discriminated between two beamsplitter
configurations, the one with reflectivity η1 = 1 and the
other with reflectivity η0 < 1 and an additional phase
shift in the Mach-Zehnder interferometer arm. The mea-
surement consisted of three photon counters, one at the
output of the variable beamsplitter under test and the
other two at each output of the interferometer. Coin-
cidence counts between each of the three detectors and
the trigger detector were measured using a 3ns coinci-
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dence window. With the perfect beamsplitter under test,
only one of the detectors at the output of the Mach-
Zehnder interferometer would detect the photon (Hong-
Ou-Mandel effect), while for the beamsplitter with η0 < 1
then any of the two other detectors would detect the pho-
ton (due to the additional phase shift).

Quantum illumination of targets

Quantum sensing can be used not only to enhance the
readout of information from classical systems, but also
to boost the standoff detection of remote objects. This
idea was first pushed forward by the efforts of Lloyd
and Shapiro at MIT50–52. In 2008, Lloyd50 designed a
qubit-based protocol of quantum illumination, showing
how the detection of a low-reflectivity target object can
be enhanced by using quantum entanglement. The ad-
vantage of the entangled transmitter over non-entangled
ones is achieved even if the entanglement itself is com-
pletely lost after reflection from the target. In fact, the
initial signal-idler entanglement is mapped into residual
but yet quantum correlations between the reflected sig-
nal and the kept idler that a suitably-designed quantum
detector may “amplify” with respect to the uncorrelated
thermal background.
In the same year, Shapiro’s team51 proposed a prac-

tical formulation of quantum illumination based on
continuous-variable systems5. Ref. 51 designed a Gaus-
sian version where bosonic modes are prepared in Gaus-
sian states and sent to detect an object with low reflec-
tivity η ≃ 0 in a region with bright thermal noise, i.e.,
with n̄ ≫ 1 mean thermal photons. The detection pro-
cess can be modelled as the discrimination between a
zero-reflectivity thermal-loss channel Eη=0,n̄ (target ab-
sent) and a low-reflectivity thermal-loss channel Eη,n̄′

with η ≃ 0 and n̄′ = n̄/(1 − η) (target present). Here
the factor (1− η)−1 excludes the possibility of a “passive
signature” which means the possibility of detecting the
target without transmitting any radiation by just mea-
suring a lower received background level. As also de-
picted in Fig. 2, one assumes that the detector’s noise
does not depend on the presence of the target.
In this setup, we assume a local energy constraint, so

that N mean photons are irradiated by each of the n
bosonic modes sent over the target object. Under this
assumption, we compute the error probability associated
with the various transmitters. In particular, we exploit
the bounds in Eqs. (10) and (11) to compare the perfor-
mance of the EPR transmitter (based on TMSV states)
with that of the classical transmitter (based on coherent
states). In the regime of low-energy signals (N ≪ 1)
and many modes (n ≫ 1), the EPR transmitter has the
scaling51 perrEPR ≃ exp(−nηN/n̄)/2, which clearly beats
the classical transmitter perrclass ≥ exp(−nηN/2n̄)/4. In
particular, perrEPR realizes a 6dB advantage in the error-
probability exponent over the coherent-state transmitter
perrCS ≃ exp(−nηN/4n̄)/2. Zhuang et al.53 proved that
the theoretical limit perrEPR can be achieved by an explicit
quantum receiver based on feed-forward sum-frequency
generation. This receiver has been also used to show the

quantum illumination advantage in terms of detection
probability versus false-alarm probability54.

In 2015, Gaussian quantum illumination was ex-
tended to the microwave regime, thus providing a
prototype of quantum radar55. In this scheme, an
electro-optomechanical converter97–99 transforms an op-
tical mode into microwave. If this transducer has high
quantum efficiency, then optical-optical entanglement is
translated into microwave-optical entanglement. The mi-
crowave signal is sent to probe the target region, while
the optical idler is retained. The microwave radiation
collected from the target region is then phase conjugated
and upconverted into an optical field by a second use of
the transducer. The optical output is finally combined
with the retained idler in a joint detection, following the
ideas behind the receiver design by Guha and Erkmen56.
In this way, ref. 55 found that the error probability of mi-
crowave quantum illumination is superior to that of any
classical radar of equal transmitted energy. A followup
analysis has been carried out by Xiong et al.57.

More recently, Sanz et al.58 studied the protocol of
quantum illumination using the tools of quantum metrol-
ogy so as to measure the reflectivity of the target. They
employed the QFI to bound the error probability show-
ing a 3dB-enhancement of the signal-to-noise ratio with
respect to the use of local measurements. They also
considered non-Gaussian Schrödinger’s cat states. Other
studies have quantified the quantum illumination advan-
tage in terms of “consumption” of discord96 associated
with the target59, and in terms of mutual information60.
Finally note that quantum illumination has been also
studied as an asymmetric Gaussian discrimination prob-
lem by various authors25,54,61,62. In this setting, TMSV
states have been identified as optimal probes62. Finding
the ultimate performance achievable by an adaptive ver-
sion of quantum illumination remains an open question.

Several experimental implementations of quantum il-
lumination have been reported63,65,66. As depicted in
Fig. 3(b), Lopaeva et al.63 exploited a parametric down-
conversion source using a BBO crystal to generate two
intensity-correlated light beams in orthogonal polariza-
tions at 710nm. Both beams were detected by a photon-
counting high-quantum efficiency CCD camera. The tar-
get object, a 50:50 beamsplitter in the experiment, was
placed in one of the two entangled beams before detec-
tion. The beamsplitter object was illuminated by pho-
tons scattered on an Arecchi’s rotating ground glass to
simulate a thermal environment. A single captured im-
age was used to measure the second-order correlations
between the two beams. The implementation shows ro-
bustness against noise and losses, and demonstrates a
quantum enhancement in target detection in thermal en-
vironments even when nonclassicality is lost. However,
coincidence detection of spontaneous parametric down-
conversion is not the optimal detection method to ex-
tract the most information from the signal-idler entan-
gled modes, and the implemented classical scheme using
weakly thermal states is also non-optimal.
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a) b)

c)

BBO

CCD

Mirror Arecchi

disk

Object

FIG. 3: Experimental demonstrations of quantum reading and quantum illumination. a) Experimental setup of perfect quantum
reading48. A photon pair source is used to generate a heralded single photon using a trigger detector (DT ). The heralded
single photon is fed into an interferometer with variable ratio couplers (VRCs) and phase modulators (PMs) to add additional
phase shifts. Coincidence detection of the outputs are used to discriminate between two possible splitting ratios of VRC-
mid. b) Quantum illumination experiment of Lopaeva et al.63. See also Ref. 64. Both beams of a photon pair source are
detected by a photon counting CCD camera. In the experiment the target is a 50:50 beamsplitter placed in one of the beams.
The beamsplitter is simulated to be in a thermal environment by illuminating it with scattered light from an Arrechi disk.
c) Quantum illumination experiment of Zhang et al.66. Photon pairs generated by spontaneous parametric down-conversion
(SPDC) at two different wavelengths are split using a dichroic mirror (DM). One of the photons is stored in a delay line using a
dispersion-shifted LEAF fiber (DSF). The other photon is phase modulated (PM). A lossy and noisy environment is simulated
by a beamsplitter (BS) and amplified spontaneous emission (ASE) from a erbium doped fiber amplifier (EDFA). The joint
detection is implemented using an optical parameteric amplifier (OPA) whose output is detected by a PIN photo detector (D).
DCF: dispersion-compensating fiber, POL: polarizer, CWDM: coarse wavelength-division multiplexer. Thin lines are optical
fiber, thick lines are unguided propagation. Figures adapted with permission from: a), ref. 48, c© 2012 APS; b), ref. 63, c© 2013
APS; c) ref. 66, c© 2015 APS.

Adopting a different approach, in 2013 Zhang et al.65

reported a secure communication experiment based on
quantum illumination. More recently, Zhang et al.66

demonstrated the advantage of quantum illumination
over coherent states by using broadband entangled Gaus-
sian states, as produced by continuous-wave spontaneous
parametric down-conversion. In the experiment shown
in Fig. 3(c), the signal modes were phase modulated be-
fore probing the weakly-reflecting target, while the idler
modes were stored in a delay line. The joint measurement
was performed by combining the reflected signal modes
and the idler modes with a pump in another optical para-
metric amplifier. The output in the order of nW was then
detected by a PIN photo detector with high gain and low
noise. They showed a 20% improvement of the signal-to-
noise ratio in comparison to the optimal classical scheme
in an environment exhibiting 14dB loss and a thermal
background 75dB above the returned probe light.

Optical resolution beyond the Rayleigh limit

The Rayleigh criterion is a well-known result in clas-
sical imaging. Two point-like sources cannot be opti-
cally resolved (in the far field) if they are closer than

the Rayleigh length ≃ λ/a, where λ is the wavelength of
the emitted light and a is the numerical aperture of the
observing lens. For this reason, if we use a converging op-
tical system to focus light on a screen and an array of de-
tectors to measure the intensity, the Rayleigh’s criterion
together with the presence of photon shot noise, can lead
to severe limitations in resolving point-like sources. The
situation changes completely if we consider a fully quan-
tum description of the light and the measurement appa-
ratus. In this way, Tsang et al.69 showed the existence of
a quantum detection scheme able to measure the distance
between two point-like sources with a constant accuracy,
even when the sources have sub-wavelength separation.
This ground-breaking result was achieved by relating the
problem of resolving two incoherent point-like sources to
quantum estimation theory and using the QCRB.

The theory beyond these results were extended from
incoherent sources emitting faint pulses to thermal
sources of arbitrary brightness70,71. In general, ref. 70
established a connection between optical resolution and
bosonic channel estimation, so that measuring the sep-
aration between two point-like sources is equivalent to
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estimating the loss parameters of two lossy channels. In
this way, ref. 70 developed a theory of super-resolution for
point-like sources emitting light in a generic state, i.e., at-
tenuated or bright, classical, coherent, incoherent, as well
as entangled (e.g., in a microscope setup). The ultimate
resolution was found as a function of the optical proper-
ties of the two sources and their separation. In particular,
super-resolution can be enhanced when the sources emit
entangled or quantum-correlated (discordant) light.

More recently, Kerviche et al.72 extended Tsang et
al.’s analysis from a Gaussian point spread function to a
hard-aperture pupil, proving the information optimality
of image-plane sinc-Bessel modes. They also generalized
the result to an arbitrary point spread function. Rehacek
et al.73 carried out further work on the optimal measure-
ments for beating the Rayleigh limit. Yang et al.74 ex-
plored the use of homodyne or heterodyne detection. Fi-
nally, Lu et al.75 studied the quantum-optimal detection
of one-versus-two incoherent optical sources with arbi-
trary separation.

Shortly after the idea of Tsang et al.69 was pre-
sented, it was experimentally verified in several proof-
of-principle experiments. The first experiment by Tang
et al.76 was based on super-localization by image inver-
sion interferometry77. As shown in Fig. 4(a), they used
an image inversion interferometer to determine the sepa-
ration of two incoherent point sources, generated by two
laser beams in orthogonal polarizations stemming from
the same HeNe laser. Using the light from the simulated
sources as the input, the interferometer was implemented
as a Mach-Zehnder interferometer with image inversion
generated by a lens system in one arm. The other arm
was delayed appropriately so that the detector at the
output of the interferometer ideally showed no response
for zero separation due to destructive interference. With
growing separation of the two sources the destructive in-
terference becomes more and more imperfect, yielding an
optical resolution beyond the Abbe-Rayleigh limit.

Yang et al.78 used heterodyne detection with a local os-
cillator in TEM01 mode to detect the separation of the
two slits in a double slit configuration beyond the classi-
cal resolution limit. As also depicted in Fig. 4(b), they
use a piece of paper to achieve incoherence and diffuse
transmission. Measuring at a frequency of some MHz to
avoid noise at lower frequencies, the beat between the
local oscillator and the beam illuminating the slits be-
comes zero if the separation is 0 as both spatial parts
of the TEM01 mode have a phase shift of π. Separat-
ing the two slits yields a measurement beyond the Abbe
limit. While the scheme requires the two sources to be
exactly aligned to the center of the TEM01 mode, us-
ing higher-order TEM modes will provide general sub-
Rayleigh imaging.

In another experiment, Tham et al.79 inserted a phase
shift of π into the beam resembling the two incoherent
sources (generated by partially overlapping two beams in
orthogonal polarizations) and projecting it onto the guid-
ing mode of a single mode fiber, as in Fig. 4(c). Finally,

Paúr et al.80 simulated Gaussian and slit apertures by a
digital micromirror chip illuminated by a laser. Projec-
tion onto different modes was performed by a spatial light
modulator which creates a digital hologram measured by
an electron-multiplying CCD. See Fig. 4(d). Let us con-
clude that super-resolving quantum imaging is a hot topic
and many other experiments could be mentioned81–83.

Discussion and outlook

Quantum sensing is a rapidly evolving field with many
potential implications and technological applications.
Despite the great advances that have been achieved in re-
cent years, a number of problems and experimental chal-
lenges remain open. From the point of view of the basic
theoretical models of quantum metrology and quantum
hypothesis testing, we may often compute the ultimate
performances allowed by quantum mechanics. However,
we do not know in general how to implement the opti-
mal measurements achieving these performances and/or
what optimal states we need to prepare at the input of
the unknown quantum channel. Then, do we need to
consider feedback and perform adaptive protocols? For
instance, this is an open question for both estimation and
discrimination of bosonic loss26, which is at the basis of
quantum reading, quantum illumination and quantum-
enhanced optical super-resolution.
From a more practical and experimental point of view,

there are non-trivial challenges as well. Despite a first
proof-of-principle demonstration48 based on the unitary
discrimination of beamsplitters, we do not have yet a
truly quantum reading experiment where a single out-
put of the cells is effectively accessed for the readout. A
full demonstration would involve an actual (one- or two-
dimensional) array of cells, where information is stored
with classical codes and the quantum readout is per-
formed by simultaneously probing blocks of cells. This
idea may be further developed into a full experiment of
bosonic quantum pattern recognition where the use of
entanglement across an array may boost the resolution
of unsupervised problems of data clustering.
Quantum illumination has had various experimental

demonstrations63,65,66 but still remain the issue of design-
ing a practical receiver that would allow one to closely
approximate the theoretical limit forseen by the Hel-
strom bound. Challenges become more serious when
we consider the implementation of quantum illumina-
tion in the microwave regime55. Here the development
of highly-efficient microwave-optical quantum converters
could mitigate experimental issues related with the gen-
eration of microwave entanglement and the detection of
microwave fields at the single-photon level. Furthermore
these converters are highly desired for other applications,
in particular as interfaces for connecting superconduct-
ing quantum chips and optical fibers in a potential hybrid
design of a future quantum Internet89.
It is clear that other designs of a quantum radar are

possible. For instance, a fully microwave implementation
of quantum illumination (without the use of converters)
may be achieved by using a superconducting Josephson
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a)

b)
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d)

FIG. 4: Proof-of-principle experiments demonstrating a quantum detection scheme able to measure a distance of two incoherent
point sources better than the Rayleigh limit. a) Experiment of Tang et al.76. A HeNe laser with fiber coupled output is split at
a polarizing beamsplitter (PBS) into two beams of orthogonal polarization. They are recombined at a beamsplitter (BS) with
a slight lateral displacement to simulate two incoherent light sources. The light sources are imaged using an image inversion
interferometer, a Mach-Zehnder interferometer with an image inverter consisting of two lenses in one arm. One output of the
interferometer is detected by a photo detector (D2). b) Experiment of Yang et al.78. The signal beam is frequency shifted by
an acousto-optical modulator (AOM) and illuminates slits. A paper card is placed in front of the slits to make the illumination
incoherent. The signal beam is measured by heterodyne detection using a local oscillator prepared in TEM01 mode by means
of an optical cavity. c) Experiment of Tham et al.79. Two partially overlapping beams as shown in the upper inset are
generated by coupling laser light out of a fiber and combining them on a beamsplitter. The distance between the beams can
be controlled by the position of the upper mirror. The separation of the two beams is detected by projecting the beams onto
a mode orthogonal to TEM00, in their case a spatially antisymmetric field mode. This is performed by passing the two beams
through a phase plate which is built in such a way that it introduces different phase shifts between opposite halves of the beam
and aligned such that coupling into a well-aligned fiber coupler is minimized. The coupling into a single mode fiber corresponds
to a projection onto the TEM00 mode, thus together with the phase plate the beams are projected onto a mode orthogonal to
TEM00. d) Experiment of Paúr et al.80. Using a high frequency switched digital micro mirror chip (DMD) illuminated by a
HeNe laser two closely spaced incoherent beams are generated. The beam is projected onto different modes by an amplitude
spatial light modulator (SLM) generating a digital hologram. The first-order diffraction spectrum is detected by an electron
multiplying CCD (EMCCD) camera. Figures adapted with permission from: a), ref. 76, c© 2016 OSA; b), ref. 78, c© 2016
OSA; c) ref. 79, c© 2017 APS; d) ref. 80, c© 2016 OSA.

parametric amplifier to generate signal-idler microwave
entanglement. Reflected signals could then be phase-
conjugated via another parametric amplifier, recombined
with the idlers, and finally measured, e.g., by using a
transmon qubit as single-photon detector. The idea of
using Josephson mixers and photocounters has been also
studied by Las Heras et al.67 in the context of using mi-
crowave quantum illumination to reveal phase-shift in-
ducing cloaking, also known as “invisible cloak”.

Other experimental challenges need to be addressed in
order to build an actual quantum radar68. An important
aspect is the preservation of the idler modes while the sig-
nals are being propagated forward and back from the tar-
get. The idlers should be kept in a low-loss delay line or
stored in quantum registers with sufficiently-long coher-

ence times, until the final joint detection. Then, unlike
classical radars, whose performance improves as the sig-
nal power is increased at constant bandwidth, the quan-
tum counterpart needs to increase bandwidth at constant
signal brightness. The challenge is therefore to generate
microwave pulses with a time-bandwidth product of 106

modes or more. Furthemore, classical radars can interro-
gate many potential target bins with a single pulse, while
present models of quantum radar may only query a single
polarization, azimuth, elevation, range, Doppler bin at a
time. This is an area of development with very promising
steps forward100. Finally, more advanced technical issues
related to random-amplitude targets and radar clutters
should also be addressed.

Regarding the experimental challenges for super-
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resolution76, most of the current schemes, from spatial-
mode demultiplexing to super-localization by image in-
version and heterodyne, rely on the assumption that we
need to know the location of the centroid of the sources in
order to get full quantum-optimal resolution. In general,
this location is not exactly known76,78–80, so that achiev-
ing maximum alignment before estimating the separation
becomes an important step in order to optimize the per-
formance in a realistic implementation.
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