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Abstract
Seamless perception of objects’ physical properties, such as temperature, is a key to im-
proving the way we live and work. Thanks to the rapid development of sensor technology,
Internet of Things (IoT) is shaping our world by expanding digital connectivity to real ob-
jects. In this way, physical properties of objects can be effectively collected, processed,
transmitted and shared. Yet, only being able to sense the surrounding environment is not
enough: A user-friendly way to visualize information is also required. Today, Augmented
Reality (AR), which overlays digital information onto physical objects, is growing fast, and
has been adopted successfully in many fields. This thesis focuses on fusing advantages of
various technologies to create a better IoT experience in AR environment.

First, we describe an integrated system to enhance users’ IoT experience in AR envi-
ronments: Users are allowed to directly visualize objects’ physical properties and control
IoT devices in an immersive manner. This system is able to localize in-view target objects
based on their natural appearances without using fiducial markers, such as QR codes. In
this way, a more seamless user experience can be achieved.

Second, existing handcrafted computer vision methods can estimate objects’ poses only
for simple cases (i.e. textured patterns or simple shapes), and usually fail for complex
cases. Recently, deep learning has shown promise to handle various tasks in a data-driven
approach. In this thesis, 3D deep learning models are explored to estimate objects’ pose pa-
rameters in a more accurate manner. Hence, better robustness and accuracy can be achieved
to support IoT-AR applications.

Third, standard deep learning training pipeline for object pose estimation is supervised,
which requires ground truth pose parameters to be known. Manually obtaining such data
is time consuming and expensive, making it hard to scale. As the last contribution, meth-
ods using synthetic data are studied to automatically train object pose estimation models
without human labelling.

Thesis Supervisor: Sanjay Sarma
Title: Professor, Department of Mechanical Engineering
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Chapter 1

Introduction

1.1 Internet of Things

The Internet of Things (IoT) market is growing rapidly. IoT expands network accessibility

to physical objects, and creates a large interconnected system where billions of objects can

be sensed and communicated with. The term IoT was initially coined by Kevin Ashton,

and Radio-Frequency Identification (RFID) was used at that time to link the Internet and

individual physical objects [5]. Since then, the concept of IoT has become popular. In

industry, Walmart started to replace traditional barcodes with RFID-based EPC codes for

better supply chain management in the early 2000s [6]. In 2009, St. Jude Medical, a med-

ical device company, first adopted IoT in healthcare applications by launching a wireless

USB adaptor to collect patients’ data and share to physicians [7]. In 2011, Nest company

created the world’s first IoT thermostat driven by machine learning [8]. In 2014, Amazon

released Echo for the first time to enable a variety of smart home applications [9].

In academia, research effort has also been devoted to drive its development. With the

convergence of many emerging technologies, such as sensors, embedded systems, machine

learning, artificial intelligence, network connectivity and big data analytics, IoT industry

has demonstrated its success for various applications. Health-Care Applications: IoT sys-

tems have been developed to monitor patient’s biological factors and hospital environmen-

tal data in order to improve medical services [10]. Wearable hardware and low-cost sensors

are usually deployed to create intelligent networks to facilitate the monitoring process [11].
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Today, smartphones, as a low-power consumption and sensor-integration device, are also

used for data collection [12]. Environmental Applications: IoT sensor systems are de-

veloped to monitor and control environmental factors, such as temperature and humidity.

Users can access collected information and control parameters via web interfaces [13]. Be-

side data collection, sensor energy consumption efficiency, communication workload and

system reliability are other key factors for IoT systems in this domain due to the increased

scale [14]. In some cases, such as the agricultural production process, statistical analysis is

further required to assess detected environmental factors, increase environmental monitor-

ing efficiency, and achieve adaptive control [15, 16]. Smart City Applications: This is an

important IoT topic, and its applications are directly related to our daily life. For city traffic

network, when integrated with vision-based recognition techniques and advanced sensor

technologies, IoT systems can help track vehicle and driver information and provide better

resource management [17]. In the MIT CloudThink project [18], a concept called "Avacar"

was provided to demonstrate how to monitor vehicles’ real-time information and param-

eters by duplicating their physical parameters in the cloud. Other perspectives, such as

security and efficiency, have also been discussed in [19]. Similar applications can be found

in other scenarios, for example, tracking pets and person in constrained environments [20].

Studies [21] also show that mobile IoT systems can improve life quality of the elderly and

disabled people in the house.

IoT has built a road to a connected world by enabling ubiquitous sensing and percep-

tion of our surrounding environment, and is now affecting many aspects of the way we

live and work. In the smart home context, smart household devices can create an intel-

ligent ecosystem, and every connected component can be easily monitored or controlled

via smartphones. In the smart manufacturing context, maintenance operators can quickly

check the condition and diagnostics history of machines through web-based applications.

These smartphone- and web-based interfaces simplify the interaction between users and

devices. However, when viewed from a different perspective, they are also becoming the

bottleneck that may limit the efficiency and user experience of current IoT systems. This

is especially true for indoor applications. For instance, even though devices are placed

very close, the user still has to take out his phones, connect to all the target devices, and
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open their individual apps to perform some actions. Most of the time, the user also needs

to switch back and forth between the smartphone and connected devices to check if they

reach the desired status. For such short-range applications, users need more direct visual

feedback to enhance interaction experience and efficiency.

1.2 Augmented Reality

Augmented Reality (AR) is an emerging immersive technology that can overlay digital

content onto the real world, and helps people visualize and interact with the world better.

Since the first functional AR system, Virtual Fixtures, which was developed at the U.S.

Air Force’s Armstrong Laboratory in 1992 [22], AR has been rapidly evolving over the

past years due to the fast development and convergence of computer vision, connectivity,

rendering techniques and mobile computing. Compared to standard interfaces, where users

have to switch back and forth between control panels and devices, AR visualization tools

create a more immersive interface and influence our daily lives as well: Google translate’s

augmented display [23] to improve productivity, AR GPS navigation app for travel [24],

CityViewAR tool for tourism [25], etc. AR applications can be simply deployed on today’s

smartphones, just like Pokémon Go [26], but the user’s view is limited only to the phone

screen in this case. More immersive AR experiences can be obtained via Head Mounted

Devices (HMD), such as Google Glass and HoloLens. For instance, when wearing the

HoloLens, a 3D designer can create 3D models in the space by simply walking around

the rendered models and modifying them. Such hands-free devices mix augmented digital

content and real world objects in a more seamless manner, and virtual information appears

more naturally to users.

1.3 Fusing IoT and AR

Despite AR and IoT having different objectives, they are naturally complementary to each

other: IoT senses and shares real-world data, and AR visualizes sensed information by ren-

dering virtual digital content. Fusing both technologies expands the application scope of
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each other, and an immersive IoT user experience can be created in AR environment. This

would be perfectly exemplified by industrial operations in the factory. Today, the helmet

worn by operators is mainly for safety, but it could potentially transform industrial work-

flows if it became “smarter". Work efficiency would be greatly increased if the operator

was allowed to directly see all the desired data on the factory floor through the helmet’s

safety glass. The data here can be real-time machine status information, such as pressure

and temperature of process piping, which is useful for machine inspection; or an overlaid

augmented manual/3D guide, which can instruct new operators to easily maintain or re-

pair machine components. Such smart helmets have the potential to reduce the operation

complexity and increase the connectivity between people, data, and machines.

To greatly unlock the potential of fusing both AR and IoT technologies, many technical

challenges need to be considered, including security, robustness, efficiency and connec-

tivity. In this thesis, we care about how to build a fully functional AR-IoT system and

enhance the user experience. Existing IoT applications have demonstrated advanced sys-

tems for data sensing and sharing. Similarly, existing AR products have shown robust

rendering pipelines for immersive visualization and interaction. But the bridging of these

two technologies has not been fully studied, leaving it as a key to unlock the performance

of any AR-IoT system. As pointed out in recent work [1, 27], properly rendering associated

digital information of the target IoT device is important for such systems, since the digital

information reflects physical properties of target objects in the view. Many existing AR

systems use fiducial markers, such as QR codes, to identify and localize target objects, but

these markers usually introduce unnecessary artifacts and require additional configuration.

In this thesis, object pose estimation methods based on the target object’s natural appear-

ance will be explored and added to proposed AR-IoT systems to enhance user experience.

Specifically, traditional handcrafted methods and deep learning methods based on both 2D

visual and 3D geometric information will be studied to improve the system step by step.

Traditional methods, such as 2D visual descriptor SIFT [28] and 3D geometric descriptor

FPFH [29], are manually engineered and fit well to small-scale dataset and simple cases,

while deep learning methods, such as convolutional neural networks (CNN), automatically

learn feature representation from training data and are capable to handle more complex
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cases. State-of-the-art deep learning methods have outperformed handcrafted methods by

a quite large margin on many tasks, and this performance gain will be demonstrated in our

proposed system.

1.4 Thesis Outline

The remainder of this thesis is structured as follows. Chapter 2 introduces a prototype

framework that enables IoT applications in smart AR environment. Unlike existing AR

systems, a marker-free rendering framework is described using handcrafted computer vi-

sion methods to enhance the user experience. The proposed system supports both visualiza-

tion and interaction in a seamless and natural manner. Chapter 3 develops state-of-the-art

deep learning methods for 3D data analysis. The proposed deep learning model is used

in Chapter 4 to handle more complex 3D shapes that are difficult for traditional hand-

crafted methods to process. This increases robustness of the proposed AR-IoT approach

for challenging industry applications. However, the proposed deep learning method is a

supervised method that requires human labeled ground truth data, and obtaining such data

is a time consuming and expensive process. Therefore, in Chapter 5, we further explore

approaches to train deep learning pose estimation models on easily obtained synthetic data,

while maintaining good performance on real testing data.
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Chapter 2

Marker-Free AR-IoT Visualization and

Interaction Framework

In this chapter, an AR-based IoT visualization and interaction framework is introduced to

enhance the user experience with IoT. IoT devices and objects are becoming increasingly

ubiquitous with diverse forms and functionalities. IoT has been making data collection

easy due to rapid development of modern sensing and network technologies. Users can

simply monitor and control wirelessly connected devices via smartphones or web applica-

tions. While this allows physical object to be accessed remotely, for many short-range IoT

scenarios, direct visual feedback is more desirable to create better interaction experience

between users and devices. In this chapter, a fully functional AR-IoT visualization and

interaction framework is introduced .

2.1 Background

IoT has emerged as an active and promising field for data collection and analysis in order

to support and improve our daily activities. Within the IoT context, devices and objects are

becoming “smart" and ubiquitously accessible, enabling people to create a link between

This chapter is based on the author’s two earlier work: X-vision: An augmented vision tool with real-
time sensing ability in tagged environments, in 2018 IEEE International Conference on RFID Technology
& Application (RFID-TA) ©2018 IEEE, DOI: 10.1109/RFID-TA.2018.8552778; MagicHand: Interact with
IoT Devices in Augmented Reality Environment, in 2019 IEEE Conference on Virtual Reality and 3D User
Interfaces (VR) ©2019 IEEE, DOI: 10.1109/VR.2019.8798053.
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physical and digital worlds. By collecting and uploading an object’s real-time status data,

a digital avatar of the object can be created in the cloud and accessed by people from any-

where. Modern smartphones and web applications can easily control wireless connected

devices. Yet, switching between multiple standalone applications become tedious and fails

to scale well. Moreover, these interfaces usually require physical touchscreens to interact

with, and are not suitable for hands-free interaction scenarios. Actually, for many indoor

IoT application scenarios, context information and direct visual feedback are more desired

to create better user experience. Today, how to efficiently and seamlessly interact with

smart devices is still an active research area.

AR provides a convenient way to enhance IoT visualization, and to improve interac-

tion experience by overlaying relevant information and digital content onto a view of the

real world. For instance, we can control a smart light bulb by wearing a HoloLens [2],

projecting a virtual control panel close to the light bulb, and manipulating it by navigating

through the virtual panel. Compared to other hands-free interactive methods, such as voice

control, exemplified by Amazon Echo and Google Home systems, which only allow for

discrete tasks (i.e. "set room light to blue"), AR visualization tools allow for more granular

tasks, like changing color within a color palette or adjusting light brightness value along

a brightness bar. Also, voice control usually fails when more than one user interacts with

one device at the same time, while AR control allows multiple users to simultaneously in-

teract with the same device. Within an AR environment, it is even possible to include hand

gestures to interact with IoT devices without touching them. In fact, a hand gesture is a

practically natural way for interaction. For example, HoloLens provide two core gestures,

“Air Tap” and “Bloom” for “click” and “go to Start menu” actions, respectively. In this

chapter, an image-based hand gesture module will be demonstrated to show the capability

of continuous and discrete user operations.

Currently, most existing AR systems use fiducial markers to obtain objects’ identity

and pose information, and render relevant digital content at correct position. While fiducial

markers simplify the process, they add additional artifacts and unnecessary configurations

to the system. To create a more seamless experience, objects’ natural appearances can

be used to obtain this necessary information. Both visual and geometric appearances are
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useful by providing color and structural cues, respectively. Algorithms have been designed

for both cases in research community, but integrating them into an AR system has not been

fully demonstrated. In this proposed system, object pose estimation based on their natural

appearances is also integrated to improve AR-IoT user experience.

2.2 Related Work

2.2.1 Augmented Reality

AR technology enhances the communication and control between users and surrounding

objects. Two main branches exist for AR related research. First, researchers attempt to

design core algorithms and technologies for AR. Second, there is research in applying

existing technologies to create novel applications.

Core Technology Research. AR systems need to acquire information about the surround-

ing environment in order to render digital content correctly. Fiducial markers are com-

monly used in AR systems for detection and pose estimation [30]. They are either attached

to target objects to dynamically infer objects’ poses [31], or to fixed positions in environ-

ments as static landmarks to estimate the camera’s pose [32, 33]. Despite there exist many

easy-to-use tools and Application Programming Interfaces (APIs), such as ARToolKit [34],

ARToolKit+ [35], and ARTag [36], they require additional space to set up. On the other

hand, 2D images [37, 38] and 3D shapes [39, 3, 40] can achieve this goal as well, and more

details of related work will be given in the next subsection.

Interaction is another important area to support AR. In early AR systems [41, 42], users

were only allowed to view digital content without modifying it. Later, researchers explored

different ways to interact with AR systems. In [43], a magnetic tracker was used to create

AR content, and in [44], tracked pens and tablets were used to modify digital shapes. Other

forms of inputs were also explored as in [45]. Recently, hand gestures has been used to

support AR systems [46, 47, 48, 49], such as pointing at or grasping virtual objects.

Application-Oriented Research. Research on applications attempts to expand AR appli-

cations and improve user experience in different ways, including education [50], tourism

27



[51], navigation [52], etc., using existing state-of-the-art technologies. In [53], a remote

control system for smart homes was proposed. Their proposed system allows users to con-

trol rendered augmented objects on a display. [54, 55, 56] show the potential and advan-

tages of integrating AR and IoT. In [57], a systematic study and comparison of technologies

and systems was conducted to verify the effectiveness of AR serving as the interface of IoT.

2.2.2 Object Recognition and Pose Estimation

A key goal of this thesis is to design marker-free AR systems by using objects’ natural

appearances. Computer vision methods suit this purpose well.

2D Object Recognition. Object recognition based on 2D images is a long studied problem

in computer vision. In the early phase, shape-based methods were developed to describe

an object’s appearance using low-level features, like corners [58] and edges [59]. But

these methods cannot handle complex shapes and color variances. Later, appearance-based

methods became widely used, because they can detect salient regions or points based on

local visual features, also called as local descriptors. For these methods, local descriptors of

test images are compared against those of reference images for object recognition. Popular

methods in this direction include SIFT [60], SURF [38], HOG [61], etc. In recent years,

deep learning methods [62, 63, 64] have evolved quickly to recognize visual patterns in a

data-driven manner. Although good accuracy achieved by deep learning models, a large

and diverse training dataset is required to avoid overfitting, making this technique ill-suited

to small scale applications.

3D Object Pose Estimation. The pose of an object includes its position and rotation,

with each containing 3 independent variables. Examples of pose estimation using point

clouds are commonly found in robotics [65]. This process is usually a coarse matching

process: extract local geometric features [66, 67, 68] and match correspondence [69, 29].

3D descriptors can be derived from 3D shape coordinates [70, 71, 72, 73, 74, 29, 75],

manifold space [76, 77, 78, 79] and high dimensional feature space [67, 80]. The estimated

pose can be further refined using Iterative Closest Point (ICP) [81], which aims to minimize

the difference between two point cloud sets.
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Figure 2-1: A working example of AR-IoT visualization system [1]. Left: Nithin wearing
the system sees a cup with overlaid temperature information. Right: System components:
an Intel RealSense D415 RGB-D camera is mounted on a HoloLens. The camera captures
color and depth image sequences, which are used to identify and localize the in-view target
object. Based on this information, the HoloLens projects digital content to the user properly
as shown.

2.2.3 Using RFID

RFID is a convenient way to gather information, but poor at inferring location. RFID is

used in the proposed system to collect objects’ physical status data. Some relevant work is

summarized here. RFID, as an identification technique, was primarily developed for supply

chain, and has recently been adopted to many other related areas. Many existing research

efforts create smart environment using RFID tags. Examples can be found in sensing,

control [82] and even gaming [83]. Emerging technologies, such as computer vision and

AR, have been fused to explore opportunities beyond ID in RFID and boost industrial

values of RFID market. Among them, integration with AR is a promising area. Early study

[84] used RFID to interact with physical objects via a smartphone game. Another work

[85] used RFID tags to create an AR interface and improve information visualization. In

[86], the authors explored the possibility of fusing AR and smart tags for teaching. These

studies show an increasing interest in the research community to explore AR applications

using RFID tags.
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2.3 AR-IoT Visualization System

In standard IoT application cases, the physical information of surrounding objects or de-

vices is collected and displayed to users through smartphones or web pages. Users usually

need to check back and forth between their smartphones and nearby devices, which degen-

erates user experience and work efficiency. Therefore, a more direct user-device interaction

method is needed. Motivated by this, we are seeking an approach that allows users to di-

rectly “see" associated information together with the target objects. In this way, a more

efficient and seamless interaction experience can be achieved. Working towards this goal,

we first describe an AR-based IoT visualization system in this section, as shown in Figure

2-1. This system demonstrates IoT user experience enhancement in an AR environment for

indoor applications, especially within tagged smart environments.

The proposed system supports both sensing and visualization. It captures color and

depth images of the surrounding environment using a depth camera, from which the target

object in the view can be identified and localized. Also, the system can collect target

objects’ physical properties using RFID tags. Information collected from both sources are

fused for proper rendering through a head-mounted HoloLens. The complete working flow

of the system is shown in Figure 2-2, and details are given in following subsections.

Figure 2-2: The pipeline of the proposed AR-IoT visualization framework [1].
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2.3.1 Object Identification and Pose Estimation

A key factor of an AR-IoT system is to render information at correct position accurately.

Unlike gaming, where digital content, such as points, has less association with the real

world and can be rendered just on the ground or at arbitrary positions in space, the digital

content of AR-IoT applications is directly associated with the target object in the view

and should be rendered close to it. For example, it would cause confusion if the sensed

temperature of a cup is rendered close to some other object. Also, there are usually multiple

objects in the database, with each containing its own sensed information, and we only want

to render the information associated with the in-view object. To achieve this, two tasks

need to be completed: identifying the target in-view object so we know what information

to render, and localizing the target object so we know where to render the information.

In this system, we use a depth camera (Intel RealSense D415) to capture color and

depth images, from which we can identify and localize the target object if it exists by run-

ning image processing algorithms on a local server. This depth camera is mounted on the

HoloLens via a custom mount provided by [87], and faces in the same direction as the

HoloLens (Figure 2-1). The HoloLens has built-in cameras for capturing color and depth

information separately, but running multiple threads concurrently on the HoloLens slows

down its real-time performance. Smooth rendering performance is obtained by splitting

computation threads onto different devices. Unfortunately, the depth camera of a HoloLens

cannot provide as accurate depth information as the RealSense camera, and this will de-

crease the localization accuracy if it is used. We next describe how our system achieves

in-view target object identification and localization.

Object Identification. We use local feature-based object recognition methods [38, 60]

for this purpose, because they are suitable to small-scale databases. Local visual features

from both reference objects and scene images are extracted and matched to recognize the

target object in the view. The number of matched local feature pairs between the scene

image and each reference object is counted. A target object is recognized from the scene if

the number of matched feature pairs between it and a reference object exceeds a predefined

threshold. In our setup, we assume one scene image only contains at most one target object.
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Therefore, if there are multiple reference objects that pass this threshold, the one with the

most matched pairs is selected. In this system, SURF [38] is used to compute local features,

because compared to other candidate methods, such as SIFT [28], SURF achieves a good

trade-off between speed and accuracy.

Object Localization. Once the in-view object is identified, its pose parameters need to be

estimated in order to render digital content properly. Pose parameters consist of position

and rotation parameters. We use the 3D point cloud data, which can be reconstructed from

the depth image, for this purpose. The reconstructed point cloud is then aligned with the

recognized object’s template point cloud data. In our implementation, 3D point clouds

of each reference object from multiple viewpoints are kept as its template point clouds.

Among many point cloud alignment algorithms, we choose to use the well-known Iterative

Closest Point (ICP) algorithm [81] because it achieves good alignment in a quick manner.

The performance of ICP heavily relies on pose initialization. Our system finds a good

initial pose by moving the reference object’s template point cloud to the centroid of 3D

points of matched points in the scene. Once the template point cloud is properly initialized,

its pose parameters are then refined using ICP. Mathematically, the estimated pose can be

represented using a 4×4 matrix, Mpose = Mini ·Micp, where Mini is the initialization pose

transformation matrix, and Micp is the pose refinement transformation matrix when using

ICP. All the transformation matrices share the same the format:

M =

R t

0 1


, where R is a 3×3 matrix for rotation, and t is a 3×1 vector for translation. More technical

details can be found in [88].

2.3.2 RFID Sensing

The previous subsection describes what information to render and where it should be ren-

dered depending on what and where the in-view object is, but the information content is

not determined. In this subsection, we will introduce how to sense physical properties of
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Figure 2-3: Tag-sensors for sensing object properties [1]. (a) Water level sensing using
paper tags; (b) Temperature sensing using custom tag with EM4325.

target objects so that the information to be rendered is instantiated. For demonstration pur-

pose, we consider an office space equipped with RFID infrastructure in this study. This

RFID setup helps us easily collect physical information of objects within the environment.

Specifically, we conduct water level and temperature sensing of office water containers (i.e.

mug and cup), because in a typical office scenario, accidents such as scalding by hot water

can be avoided if we know the water level and temperature. Other sensing options, such

as WiFi- or Bluetooth-based sensors, can be used here to collect and synchronize objects’

physical information as well. We just found it easier for us to deploy an RFID system, and

they are much cheaper for scaling. In the remainder of this subsection, the RFID setup and

both sensing cases will be illustrated.

RFID Setup. The space is equipped with an Impinj Speedway Revolution RFID reader,
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which is connected to multiple circularly polarized Laird Antennas. For the two use cases:

Smartrac’s paper RFID tags with Monza 5 IC are used to sense water levels based on

the antenna’s impedance shift, and custom designed tags with the EM 4325 IC are used

to sense temperature via the IC’s on-board temperature sensor. The Low Level Reader

Protocol (LLRP) is implemented using Sllurp (Python library) to enable the communication

between the RFID reader and distributed tags.

Water Level Sensing. Water-level sensors are built on the concept of relating the detuning

of the tag’s antenna in the presence of water in the neighborhood of the tag [89]. In our

study, tags are used to sense water-levels on common household objects such as a coffee

cup and ceramic mug. When the background dielectric for a tag is air, the backscattered

signal strength is at the maximum, so the tag can be easily detected. When the background

dielectric for a tag is water, the antenna is significantly detuned due to the change in back-

ground dielectric, resulting in an unresponsive tag. This concept helps detect discrete levels

of water in the container. Four states: empty, low, mid, and high, are defined and illustrated

in Table 2.1. Figure 2-3 (a) shows the level sensor labels implemented on a standard ce-

ramic coffee mug.

Table 2.1: Water Level Indication

Status A B C
Empty 3 3 3

Low 7 3 3

Middle 7 7 3

Full 7 7 7

Temperature Sensing. The temperature sensor is implemented using EM Microelectron-

ics’s EM 4325 with on-board temperature as the RFID IC. Figure 2-3 (b) shows such an

augmented tag attached on a cup. Temperature from this IC can be measured in both pas-

sive and semi-passive modes [90]. In the passive mode, the tag needs to be detectable in the

working range of a reader antenna, while in the semi-passive mode, the battery can power

the IC. The IC’s temperature measurement is triggered by writing random information into

a specific word of the user memory bank. The IC updates this word with the measured
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temperature from the on-board temperature sensor. The updated temperature is detected by

reading the word again. The Sllrup library is used to control real-time temperature sensing

between −64 and 64 Celsius degrees.

2.3.3 Augmented Visualization

After obtaining all the necessary information: the target object’s identity, pose parameters

and physical properties, augmented information (i.e. CAD model) can be retrieved and ren-

dered to the user at correct position. Note that the object’s 3D pose is estimated based on

the depth camera, but the HoloLens rendering system requires the pose in the world coor-

dinate system. So a series of transformations are needed to convert the pose representation.

The transformation is expressed as:

Mworld
pose = Tworld

HoloLens ·T
HoloLens
dep_cam ·M

dep_cam
pose

, where Mdep_cam
pose and Mworld

pose are the 3D poses in depth camera and world coordinate sys-

tem, respectively, THoloLens
dep_cam maps the pose from the depth camera coordinate system to the

HoloLens coordinate system, and Tworld
HoloLens maps the pose from the HoloLens coordinate

system to the world coordinate system.

2.4 Evaluation of Visualization System

2.4.1 Sensing Results Visualization

The system’s performance on both water level and temperature sensing is first demonstrated

to qualitatively assess the system’s performance.

For water level sensing, both single- and multi-object cases are tested, and their results

are shown in Figure 2-4 and 2-5, respectively. Template models of recognized objects are

rendered in the scene using their estimated pose parameters. To indicate different water

levels, the projected color of template models is changed accordingly. From the figure, we

can observe that the system accurately aligns 3D models to recognized objects, and the
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Figure 2-4: Water level sensing results: The HoloLens rendered results before and after
water is added into a tagged mug [1].

Figure 2-5: Water level sensing results for multiple objects at the same time [1].

detected and actual water levels match.

Examples of temperature sensing are presented in Figure 2-6. We recorded a video clip

of the complete process of adding hot water into the cup. The sensed temperature changes
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Figure 2-6: A sequence of temperature sensing results after hot water is added [1]. Different
temperatures are reflected according to the color code on the right.

from low to high, and this is reflected as the color change for different temperature degrees.

The experiment starts with a room temperature for an empty cup. After hot water is added,

the system detects a series of temperature changes. We can observe visually appealing

results.

2.4.2 Pose Estimation Evaluation

Object pose estimation is important for digital content rendering and user experience, thus

the pose estimation pipeline implemented in the system is evaluated. Here, we evaluate the

system’s recognition accuracy, pose estimation quality and running time. The Fast Point

Feature Histograms (FPFH) algorithm [29] is used as the competing method to identify

the in-view object and estimate its pose. For pose estimation, the scene point cloud is

aligned with each reference object’s template point cloud, and the reference object with
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Figure 2-7: Test objects [1].

best alignment is chosen as the identified object in the scene. FPFH supported by local

visual features is also implemented as another competing method. This “Local Feature +

FPFH" method first computes local visual features to recognize the target object and then

estimates its pose using FPFH.

Three different objects, a water bottle, a coffee cup and a mug, are used for testing.

Five images from different angles at a range between 0.3-0.5 m are collected for each

object (examples are show in Figure 2-7). We choose this range because objects’ texture

patterns can be relatively easy to recognize, and their point clouds can be reconstructed

with high quality.

Recognition Evaluation. Table 2.2 lists recognition accuracy comparison for different

methods. We can observe that the local visual feature enhances the recognition accuracy

when comparing “Local Feature + FPFH" and FPFH methods. We argue that the improved

accuracy is due to the rotational invariance property of SURF features. Both our method

and “Local Feature + FPFH" achieve the same performance.

Table 2.2: Recognition Accuracy [1].

Bottle Cup Mug Avg.
FPFH 1/5 3/5 3/5 7/15

Local Feature + FPFH 5/5 5/5 5/5 15/15
Ours 5/5 5/5 5/5 15/15

Pose Estimation Evaluation. We use the average distance error between two point cloud
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Figure 2-8: Point cloud pose estimation examples of different methods [1]. Blue for scene
points, green for reference object points, and red for transformed object points.

sets to evaluate pose estimation accuracy, and this metric is defined as:

E =
1
n

n

∑
i=1
‖t i− pi‖2

, where t i is the ith point in the reference point cloud (green points in Figure 2-8), and pi

is the closest point in the transformed object point cloud {p} (red points in Figure 2-8)

to t i, such that pi = argminp ‖t i− p‖2. Table 2.3 shows the distance error that is averaged

across all correctly recognized in-view objects. Local feature-based methods perform better

on average, while our method behaves slightly worse than the “Local Feature + FPFH"

method. This is due to the fact that ICP can easily get trapped at local minimas. We also

visualize pose estimation results for different methods in Figure 2-8.

Speed Evaluation. Running time is another important factor affecting a system’s perfor-

mance. Therefore, the speed of different methods is evaluated, and we report their average

running time in Table 2.4. Despite our method shows a slight worse average distance error

than “Local Feature + FPFH" method, it runs significantly faster.

Table 2.3: Average Distance Error [1].

Bottle Cup Mug Avg.
FPFH 0.0069 0.0059 0.0094 0.0075

Local Feature + FPFH 0.0057 0.0055 0.0087 0.0066
Ours 0.0088 0.0074 0.0070 0.0077
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Table 2.4: Pose Estimation Time (sec.) [1].

Bottle Cup Mug Avg.
FPFH 4.603 4.502 4.590 4.565

Local Feature + FPFH 2.719 0.493 1.329 1.514
Ours 0.055 0.015 0.074 0.048

2.4.3 Working Range Evaluation

It is also important to test the proper working range of this proposed system, so users can

use it within the range properly. The object recognition accuracy of our system is affected

by the camera-object distance. According to the camera manufacturer, the depth camera’s

suggested minimum working distance is 30 cm. After a certain range, as the distance

increases, the quality of the depth data deteriorates; when it is beyond 1 m, it becomes dif-

ficult to capture objects’ visual details. In a similar manner, RFID communication between

tags and the reader is also determined by the distance between them. When the distance is

large, the power reaching the tag may not be strong enough to power the IC and backscatter

Figure 2-9: Normalized evaluation values for different working distances [1]. Shaded re-
gions show recommended working range.
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the signal to the reader. In this evaluation, a scalar score ranging between 0 and 1, named

as normalized RSSI, is used to compare different material-range-signal strength. A score

close to 1 indicates a good backscattered signal, and a score approaching 0 means signal

strength is below the reader sensitivity. Both recognition accuracy and normalized RSSI

scores are calculated for different distances. The recorded results are plotted in Figure 2-9.

According to our observations, to achieve a reliable sensing and good quality visualization,

we set an acceptable score of 0.5-1 for both evaluation metrics. Based on the figure, it is

recommended to set 40-75 cm and 100-150 cm as the working range for reliable visual

recognition and RF sensing, respectively.

2.5 AR-IoT Interaction System

The previously presented system demonstrates a fully functional framework to enhance

IoT user experience in AR environment. In that system, traditional fiducial markers are

replaced with a natural appearance-based object recognition and localization module. An

AR-based visualization tool is also implemented to let users directly see sensed data. In

this section, these advantages are further improved.

The previous system can only handle textured objects, while many devices in today’s

smart environment are textureless. Therefore, textureless object recognition and localiza-

tion need to be studied. Further, only visualization is not enough to meet users’ needs in

many applications, and a seamless interaction between users and smart devices is often

required, so that users can control IoT devices as they wish. We are seeking a natural way

to interact with the rendered information in the digital world. In the movie Iron Man, the

audience is captivated by Tony Stark because he designs his armour by simply manipu-

lating holographic 3D models with his hands. Inspired by this, we believe that it would

be impressive if users can manipulate nearby devices that are beyond arm’s length by just

moving fingers without actually touching them. This can be exemplified by an application

scenario that a virtual control panel associated with the in-view target device is rendered to

a user, and the user is able to operate on this virtual panel and change the device’s physical

status via hand gestures. Actually, hand gestures have already been adopted to simplify
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Figure 2-10: The proposed AR system for controlling IoT devices [2]. The system first
detects and localizes the target device in the view, and then projects a virtual control panel.
The system also detects hand gestures commands to conduct predefined actions.

device control in AR applications: the HoloLens defines two hand gestures for “click" and

“go back to main menu" actions. Yet, most modern IoT devices are multi-functional, and

complex control is often required. This adds design and implementation challenges for

hand gesture control in our AR-IoT system. In this section, we will address all the above

mentioned issues.

Before delving into details, Figure 2-10 shows the pipeline of the upgraded system for

interacting with a smart speaker. The system first identifies and localizes the target device

in the view using a depth camera mounted on the HoloLens as before, and then interprets

users’ hand gestures in order to control this device. In the rest of this section, details will

be given, including detecting and localizing textureless target devices, recognizing hand

gesture commands, and controlling IoT devices.

2.5.1 IoT Device Detection and Localization

Figure 2-11 shows the device detection and localization model. This procedure verifies

whether a target device exists in the view, and estimates its pose parameters if so.
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Figure 2-11: The pipeline for target device detection and localization [2]. Given an input
view, the model first detects all the edges within it, and finds closed contours out of them.
Each closed contour is normalized by rotating to a same direction and resizing to a same
scale as the reference shape of each target device, followed by a shape matching step.
The closed contours with IoU values greater than a predefined threshold are selected, and
their corresponding 3D positions are used to initialize the reference point cloud for ICP
matching. A target device is detected and localized from a closed contour that passes ICP
shape verification.

In Section 2.3, a texture-based object recognition module is presented. However, many

existing household devices are textureless due to the aesthetic design, and texture-based

visual feature methods usually fail for such devices. Therefore, in this modified system,

another shape-based approach for object recognition is developed. We approach this prob-

lem by comparing a 2D reference shape and 3D point cloud of a device with the object

found in a captured image. The reference shape is defined as a 2D closed contour that char-

acterizes its 2D geometric features. For example, the top rectangular region of the Bose

speaker shown in Figure 2-11. The reference point cloud of an object describes the 3D

surface of an object from a selected viewpoint.

Given any captured color image, its edges are first detected using a Canny Edge Detec-

tor [59], and then closed contours are found from detected edges. For each closed contour,

a similarity score for the reference shape of each target object in the database is calculated.

To handle viewpoint and distance variations, each detected closed contour needs to be nor-

malized to have the same orientation and scale as the reference shape. For orientation

normalization, 2D eigenvectors of each closed contour are computed using their interior

pixel coordinates. Geometrically, the eigenvector associated with the larger (or smaller)
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eigenvalue indicates the direction of the larger (or smaller) variance of the pixel coordi-

nates. By aligning the eigenvector directions of the closed contour and reference shape,

their orientations can be normalized. To normalize scale, the rotated contour is scaled to

have the same width as the reference shape while keeping its aspect ratio. If two normal-

ized shapes match, they should show a relatively large overlapped portion. To measure

this, we computes a Intersection over Union (IoU) score between two shapes. The IoU is

simply calculated by dividing the area of overlap between two shapes by the area of union

of those two shapes, so it ranges between 0 and 1. IoU is a common metric to evaluate

image segmentation performance [91]. Similar shapes usually give a large IoU value. With

a carefully selected threshold, we can filter out false matches.

However, when there exist other contours of similar aspect ratio as the reference shape

in the captured image, false positive detection can still occur. To reduce the false positive

rate, another 3D point cloud-based shape verification process is added to check all the con-

tours that pass IoU threshold. ICP alignment is used for this process. As stated previously,

ICP requires a good initial position to converge to the global optimal. Similar to earlier,

we obtain the initial position using the centroid of 3D points corresponding to the matched

closed contour points in previous step. The reference object’s point cloud is first translated

to this initial position, and an ICP matching value, indicating the average inter-point dis-

tance between two point sets, is then computed accordingly. We calculate ICP matching

values for all the retained shape contours, and compare them with a predefined ICP thresh-

old. A detection is reported when its ICP value is less than this threshold. One benefit of

this method over the system in Section 2.3 is that the 3D pose parameters of the detected

object can be directly obtained from ICP matching process.

2.5.2 Hand Gesture Command Recognition

Compared to the system in Section 2.3, an augmented interactive interface is included to

further enhance user experience for IoT applications. To let users seamlessly interact with

surrounding smart devices, a hand gesture-based control module is implemented. In this

subsection, hand gesture recognition and hand gesture commands are both described.
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Figure 2-12: The pipeline for gesture recognition given a pair of streamed color and depth
frames [2]. The user wears a colored wristband to indicate the hand region. The hand shape
is detected and extracted from the depth image, and fed into a 2D CNN model for gesture
recognition. We visualize the resultant activation map of the input gesture patch, showing
the contribution of different pixels to the classification results (red: high, blue: low).

Hand Gesture Recognition

To recognize a hand gesture, we need to first segment the hand region in the input image

and then identifies the hand gesture. An well-known way to detect hand regions is to extract

skin pixels by thresholding the value of hue, saturation and value in HSV color space, which

actually follows the way that how human perceives color. However, this method requires

these thresholds to be carefully adjusted based on users’ skin color and light conditions. In

this system, we simply detect hand regions by using a colored wristband, which serves as

an indicator of the hand region in the image. The hand region can be found in a depth image

using the contour whose depth values fall into a depth range starting from the wristband and

pointing outwards. Our system uses a depth range of 20 cm, covering the length of a regular

hand. When multiple contours are detected, the hand contour is selected as the one closest

to the wristband, as shown in Figure 2-12 top. One significant advantage of detecting the

hand region from depth images is that the hand can be segmented automatically in the depth
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image generation process. Also, hand shapes are not affected by users’ skin colors in depth

images, which eliminates the need for manual threshold adjustment.

In order to recognize the segmented hand contours, a 2D CNN model is designed to

hierarchically extract high-level features for determining gesture types. The CNN model

takes as input a cropped hand shape, and outputs a probability distribution among 4 ges-

tures: fist, 1-finger, 3-finger and 5-finger. When constructing the CNN gesture recognition

model, it is also desired to interpret its internal working mechanism, since this remains un-

clear in many current deep learning-based Human Computer Interaction systems. To this

end, the global average pooling (GAP) operation [92] is used as the last layer to aggregate

previously extracted high-level visual information and assign probability to different hand

gesture labels. As claimed in [92], GAP provides an unsupervised way to visualize salient

regions for each predicted label. This procedure is demonstrated on Figure 2-12 bottom by

Class Activation Map (CAM), which is computed as a weighed summation of the feature

maps in the last convolution layer using their corresponding learned weights in GAP layer.

Hand Gesture Commands

We determine a user’s hand gesture command by recognizing his/her hand gestures from

a continuous sequence of captured images. In our system, four types of user commands

are defined: binary control, continuous control, binary status switch and termination, as

described below.

Binary Control Command. The binary control command is useful to play either the next

or previous song when controlling a speaker. We define this command by measuring the

shift between the starting and finishing positions of the same recognized hand gesture (e.g.

1-finger gesture on Figure 2-13 top left).

Binary Status Switch Command. Many devices have binary states, such as on/off and

playing/pausing, so enabling users to switch between their binary states is important for

user-device interaction. We recognize the binary status switch command by detecting the

same hand gesture continuously (e.g. 5-finger gesture on Figure 2-13 top right) from a

captured image sequence. Note that this binary status switch command is different from the

previous binary control command. For example, two consecutive binary control commands
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Figure 2-13: Hand gesture commands [2].

can trigger the same action, such as “swipe left, and then swipe left", while two consecutive

binary status switch commands trigger different actions, such as “turn on, and then turn

off)".

Continuous Control Command. Different from binary control commands, continuous

control commands allow users to gradually modify a device’s status (e.g. the volume of

a speaker). We implemented this command similar to binary control command, except

that we additionally record all hand gesture positions (e.g. 3-finger gesture on Figure 2-13

bottom left).

Termination Command. In this system, the termination command (defined as fist gesture

shown on Figure 2-13 bottom right) performs no action, and simply indicates the end of

an action or command. For instance, when a user performs a binary control command,

the finishing position of a hand gesture can be obtained from the frame right before the

termination command. The termination command also allows a user to move his or her
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Figure 2-14: Speaker control demonstration. (a) and (b): Play and pause the current song
using the 5-finger gesture; (c): Swipe right to switch to the next song using the 1-finger
gesture; (d): Adjust the volume using the 3-finger gesture (note how the volume bar (red in
the middle of the album) changes according to the hand position). On the bottom of each
screenshot, the third-person point of view, color frame, colorized depth frame, segmented
hand region before feeding into the CNN hand gesture recognition model, and the output
probability of the CNN model are shown.

hand freely in the view without triggering unintentional actions.

2.5.3 IoT Device Control

This system is demonstrated on two devices: a Bose speaker and a Philips Hue Go light

bulb. The user is allowed to interact with each via hand gestures. A virtual control panel is

designed for each device and rendered to the user. The panel is projected close to the de-

tected device and is oriented towards the user. In this way, when the user walks around the

device, the panel can still face towards the user. A Raspberry Pi is used to coordinate data

communication via TCP/IP. It can receive data from the HoloLens and send the recognized

command to detected target devices.
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Figure 2-15: Light bulb demonstration. (a) and (b): Turn the bulb on and off using the 5-
finger gesture; (c): Adjust the brightness using the 3-finger gesture (note how the brightness
bar (yellow below the color wheel) changes according to the hand position); (d): Select the
color using the 1-finger gesture (the light bulb color changes according to the black cross
within the color wheel, which is controlled by the hand gesture). On the top left of each
screenshot, we show a zoomed-in view of the light bulb recorded using a separate camera
placed nearby for better visualization.

For the speaker, users are allowed to play and pause the current song using the binary

status switch command, change songs using the binary control command, and adjust the

volume using the continuous control command. For the light bulb, users are allowed to

turn the bulb on and off using binary status switch command, and adjust brightness and hue

using the continuous control command.

2.6 Evaluation on Interaction System

We made two major changes compared to the previous X-Vision system: device local-

ization to handle textureless objects, and hand gesture-based user-device interaction. In
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this section, quantitative and qualitative evaluations are conducted to assess these changes

individually and also the system’s overall performance.

Figure 2-16: The success rate of detection and localization for different camera-device
distances [2].

2.6.1 Detection and Localization

The proposed device detection and localization module is first evaluated on the demon-

strated speaker and light bulb. Here, we care about this module’s performance for different

camera-device distances, since it suggests a proper working range for this system. We test

its performance for the range from 0.4 m to 1.2 m with an interval of 0.1 m. For each dis-

tance, we collected 10 color and depth image pairs containing a target device, and recorded

the rate of successful detection and localization. The results are plotted in Figure 2-16.

As observed, our method performs relatively well for short ranges, and the success rate

decreases as the range increases for both selected devices in a similar pattern. Two possi-

ble reasons can explain this: for the visual information, the foreground area of the target

device in the color image reduces as the range increases; For the geometric information,

the reconstructed scene point clouds become more noisy as the range increases. We can

also observe that the success rate of the bulb is lower than that of the speaker, and this
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Figure 2-17: Hand shape examples for training CNN gesture recognition model [2]. From
top row to bottom row: fist, 1-finger, 3-finger and 5-finger.

might result from the reflective surface of the bulb. In our actual coding implementation,

processing each frame takes about 410 ms on average.

2.6.2 Hand Gesture Recognition

In this subsection, we summarize details about training and testing the implemented 2D

CNN hand gesture recognition module. As known, deep learning models learn visual pat-

terns in a data-driven manner. For this task, we collected 4,690 hand gesture images cover-

ing 4 different hand gestures. To avoid the tedious manual labeling process, a live stream

for each gesture type is recorded, and hand gesture samples for each corresponding hand

gesture are captured by using the same hand gesture detection operations before the 2D

CNN hand gesture classification model. We show some collected hand gesture samples in

Figure 2-17. It can be observed that our collected samples have diverse shapes within each

hand gesture category. 90% samples of each hand gesture are used for training and the rest

10% are used for testing. We built the 2D CNN hand gesture recognition model using the

C++ version of TensorFlow for the sake of speed. The system runs on a MacBook Pro with

2.6 GHz Intel Core i7 prosessor, and the average processing time for one forward inference

pass is about 30 ms.

We also implemented a Support Vector Machine (SVM) linear classification model for
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Figure 2-18: The activation maps of the CNN model for different hand gestures.

comparison purpose. This SVM model is trained and tested on the same image sets as our

model. Different from our model, which directly takes as input the hand gesture image,

the SVM model takes as input a 1D vector, so we downsampled the image and flattened it

into a 1D vector before feeding it to the SVM model. For our collected dataset, our method

achieves better testing accuracy, as reported in Table 2.5. The activation maps of randomly

selected samples are also visualized in Figure 2-18, from which we can observe that dif-

ferent regions for different gestures are attended differently, indicating salient regions for

different hand gestures.

Table 2.5: Testing accuracy for SVM and the implemented CNN models [2]. The number
of training (left) and testing (right) samples are provided under each gesture.

Gesture Fist 1-finger 3-finger 5-finger Average
1024/114 1027/115 1081/121 1087/121

SVM 1.00 0.99 0.87 1.00 0.96
CNN 1.00 1.00 1.00 1.00 1.00

2.6.3 User Study

After modifying the system’s components, we want to assess the overall performance of

this new system. Therefore, a user study reflecting two aspects, speed and degree of satis-
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faction, is conducted. We additionally include available commercial applications for com-

parison. For the speed evaluation, we record the time duration between participants connect

the device and finish predefined control tasks. To evaluate the degree of satisfaction, we let

users score between 1 to 10 to rate their user experience. 10 users without related back-

ground participated in this study. We found that our system takes significantly less time for

users to control the speaker. This may result from the fact that most smartphones require

users to open Bluetooth and search for surrounding devices, and these steps take a signifi-

cant amount of time. Another finding is that our system shows higher degree of satisfaction

by a relatively large margin in the light bulb control case, and this is possibly due to the

direct visual feedback provided by the HoloLens.

Figure 2-19: User study results on speed and degree of satisfaction for our system and
available commercial applications [2].

2.7 Discussion

In this section, the integration of AR and IoT technologies is demonstrated. In the first

system, a complete systematic framework is described, and it was tested on simple tex-
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tured objects to demonstrate better AR-IoT user experience in smart environment. In the

second system, a shape-based object recognition module is designed to handle textureless

devices, which are common for real application scenarios. Additionally, a hand gesture-

based user-device augmented interaction tool is added to further enhance immersive IoT

user experience. Extensive experiments and evaluation results prove the effectiveness and

efficiency of the AR-IoT system.

Both implemented methods in this section only use conventional handcrafted features.

They work fine for demonstrated simple cases, but may fail for complex object shapes. Re-

cent works [93, 94, 4] show that object pose estimation is an important factor for marker-

free AR systems, and further research is required to increase their robustness. In the fol-

lowing chapters, deep learning-based approaches will be introduced to analyze geometric

properties of 3D shapes and improve object pose estimation accuracy to better support

AR-IoT systems.
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Chapter 3

Deep Learning for 3D Understanding

In the AR-IoT system introduced in Chapter 2, object pose parameters are estimated us-

ing conventional 3D geometric methods. While those handcrafted methods work fine for

demonstrated simple cases, usually they cannot handle complex and noisy shapes. This

is due to the fact that handcrafted methods need to be supported by theory and expertise,

but when shapes become complicated and noisy, required knowledge and computation are

dramatically increasing, making it extremely difficult to design well-performed algorithms.

Hence, feasible and robust object pose estimation approaches to handle difficult cases are

desired .

In recent years, deep learning has developed rapidly due to the high performance of

modern Graphics Processing Units (GPU), which makes it possible to train a neural net-

work with millions of parameters on a large dataset of millions of samples within a rea-

sonable amount of time. This hardware boost has also driven the development of related

software and theoretic algorithms: a number of tools (i.e. TensorFlow and PyTorch) have

been developed to make modeling, training and evaluation unprecedentedly easy, and al-

gorithms such as ResNet [95], BatchNorm [96], Dropout [97] have also been designed to

accelerate the convergence of model training and improve model performance. Benefiting

from them, deep learning models have outperformed conventional methods by a signifi-

cantly large margin on various types of tasks, such as image classification and segmenta-

This chapter is based on the author’s earlier work: Dynamic Graph CNN for Learning on Point Clouds,
in ACM Transactions on Graphics, VOL 38, ISS 5 ©2019 ACM. https://doi.org/10.1145/3326362.
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tion, voice synthesis, etc. Compared to image, voice and text data, which are in regular

format so that standard convolutional operations can be directly applied, deep learning for

3D data analysis has not been well studied due to the irregularity of 3D data. In order to

take advantage of current deep learning models, let neural network models automatically

learn how to analyze 3D data, and solve relevant tasks, especially object pose estimation,

fundamental research on 3D data analysis is required.

In this chapter, deep learning models for 3D data analysis are explored. We specifically

focus on 3D point cloud due to its flexibility and popularity in many applications. To

demonstrate the effectiveness of the proposed model, classification and segmentation tasks

are tackled on public benchmark datasets. Later in the next chapter, this proposed 3D deep

learning model is extended to estimate objects’ pose parameters and support industrial AR-

IoT applications.

3.1 Background

Point clouds are represented as a set of 3D points, and many existing 3D data capturing

devices, such as liDAR scanners, output point clouds directly. The rapid development of

3D sensing and processing techniques makes it possible to directly process point clouds

for vision applications. This improves efficiency by avoiding the traditional mesh recon-

struction process, and extends the application scopes of point clouds to many domains such

as indoor navigation [98], self-driving vehicles [99, 100, 101], robotics [102], and shape

synthesis and modeling [103, 104]. As the problems to be explored in these areas become

more challenging, simple low-level features extracted using non-leaning methods cannot

satisfy the requirement. These methods usually designate handcrafted features to capture

geometric properties of point clouds [105, 29, 74]. The methods implemented in Chapter

2 belong to this category. On the other side, high-level semantic features extracted using

learning-based methods can handle more difficult cases. Recently, the success of deep neu-

ral networks for image processing has motivated a data-driven approach to automatically

learning features on point clouds during training. 3D deep learning methods have outper-

formed traditional approaches in many tasks [106]. However, the adaptation of them to
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point cloud data is far from straightforward. Standard deep neural network operators can

only work on regular grid-like input data, while point clouds are irregular in nature: their

positions are continuous values, and any permutation of their ordering only changes their

relative representation without changing the whole shape representation. An easy way to

handle this irregularity problem is to discretize 3D shapes into 3D grids [107, 108]. How-

ever, in this manner, quantization artifacts will be introduced and additional unnecessary

memory space will also be needed for empty parts in the volume.

The earliest deep learning model that addressed the irregularity problem of point clouds

was PointNet [109]. It operates directly on each point independently without needing any

intermediate regular representation. PointNet handles the order permutation invariance

problem by using a symmetric function to accumulate all the point features. But local ge-

ometric features are not included in PointNet. To improve the performance, a novel neural

network structure is designed in this chapter to capture local geometric information from

neighboring point sets. Different from previous work, the proposed model operates on fea-

tures generated from point pairs. Our approach is also invariant to point ordering by using

symmetric functions. In many ways, the proposed model resembles graph neural network

architectures, but in our implementation, the graph is reconstructed at each different layer

based on their feature representations.

The main goal of 3D point cloud analysis discussed in this thesis is to facilitate object

pose estimation and support AR-IoT systems. Yet, in the 3D computer vision area, testing

the model on public classification and segmentation benchmark datasets is a common prac-

tice to assess the effectiveness of a model. Therefore, the proposed model is first tested on

these datasets to validate its 3D data analysis capability.

3.2 Related Work

Recent years have witnessed a breakthrough in deep learning [110, 111]. This motivates

the research trend of using deep learning for 3D geometric data processing. Relevant re-

search is summarized in this section. Different from regular structured data, such as images,

3D point clouds do not have grid-like structures, which makes it difficult to directly apply
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standard convolution operations on them. To resolve this difficulty, view-based [112, 113]

and volumetric representations [114, 115] were previously developed to transform original

point clouds to regular format for processing. Recently, PointNet [109, 116] has provided

a simple but efficient deep learning architecture to operate on point cloud data, graph-

structured non-Euclidean data in general. Early graph neural networks can in found in

[117], their performance has been improved recently by gated recurrent units [118], neu-

ral message passing [119], Laplacian eigenvectors [120], and polynomial or rational filters

[121, 122]. Other related works include Geodesic CNN [123] for irregular mesh processing

via local parameterization. This work provided a spatial convolution approach, and demon-

strated performance boosting over previous spectral approaches. Later, this approach was

further improved by local charting techniques, such as anisotropic diffusion [124], Gaus-

sian mixture models [125, 126], and differentiable functional maps [127]. Another class

of 3D deep learning approaches embeds input 3D shapes into some other representa-

tion domains, where the shift-invariance property is satisfied. Example domains include

sphere [128], sparse network lattice [129], torus [130] and spline [131]. 3D analysis is not

only limited to solve deterministic tasks, but can also be used for generative tasks under

guidelines like variational autoencoders (VAE) [132], and generative adversarial networks

(GAN) [133]. Various generative architectures have been proposed in [134, 135, 136].

Slightly different frameworks for 3D mesh generation can be found in [137, 138, 139].

3.3 Point Cloud Neural Network

In this section, a 3D point cloud neural network model is introduced to extract point fea-

tures for solving inference tasks. The prior art, PointNet, provides a way to process points

independently and accumulate their feature via a symmetric function, while in this work,

additional local geometric information is taken into consideration. In our model, a local

neighborhood graph is constructed to represent point cloud data, and convolutional opera-

tions are applied on the edges connecting neighboring point pairs. This edge convolution

preserves translation-invariance and non-locality properties. Our model follows the graph

CNN structure, but is dynamically reconstructed at each layer according to computed fea-
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ture vectors, hence the proposed model is named as dynamic graph CNN (DGCNN). In the

following, details of model design, discussion and properties will be given.

3.3.1 Edge Convolution

As mentioned earlier, the main contribution of this model is shifting convolution from

points to edges connecting neighboring point pairs. In this way, the correlation between

points is captured, from which local geometric information is extracted. This edge convo-

lution is illustrated in this subsection.

First, without losing generality, we can represent a point cloud X of n points with each

being an F-dimensional vector: X = {x1, . . . ,xn} ⊆ RF . For point clouds in 3D space,

where each point is simply represented by its 3D coordinates xi = (xi,yi,zi), F equals 3.

When additional information, such as color and surface normal, is included, F can be

larger accordingly. When the input point cloud is passed to a deep learning model, where

each layer operates on the output of its previous layer, the feature dimension F is usually

different, and can be much larger than the input dimension.

Here, a graph structure G =(V ,E ) is constructed to represent the local geometric struc-

ture of a point cloud, with V and E being vertices and edges, respectively. In the geometric

context, we care more about local features hidden in neighboring point sets, thus k-nearest

neighbor graphs are first built from X, and then used to form the final graph, G . Our graph

structure allows points to point back to themselves, so self-looping is enabled. From every

point pair in the graph, we can generate a feature vector encoding the correlation between

its two ending points, and this is denoted as an edge feature. We can express edge features

as ei j = hΘ(xi,x j), where hΘ : RF ×RF → RF ′ is a learnable function Θ to generate a new

F ′-dimensional feature vector and can be implemented using a neural network.

Once 1D edge features are obtained, we can apply convolutional operations on them.

The designed operation in this work applies channel-wise symmetric aggregation on all the

convolved edge features associated with each point, thus called EdgeConv. After Edge-
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Figure 3-1: An example of EdgeConv [3]. Left: Computing an edge feature, ei j, from a
point pair, xi and x j. Here, we implement hΘ() using a fully connected layer with learnable
parameters. Right: Demonstrate the EdgeConv operation. We calculate EdgeConv output
by aggregating all the edge features of a central point.

Conv, the output at the i-th point can be given by

x′i = �
j:(i, j)∈E

hΘ(xi,x j), (3.1)

where � is a symmetric aggregation operator, xi is the i-th point and the set {x j : (i, j)∈ E }

indicates the neighboring points around it (see Figure 3-1). For a point cloud with n points,

EdgeConv produces another point cloud with the same number of points but represented

by feature vectors of different dimensions.

The choice of the edge function and the aggregation operation plays an important role

in determining EdgeConv properties. The model architecture demonstrated in PointNet can

be formulated as below:

hΘ(xi,x j) = hΘ(xi), (3.2)

We can see, this definition only encodes global shape information, and is a special case of

the EdgeConv opration. Local geometric structure properties are missing in this instantia-

tion. Therefore, to better exploit local geometric information for 3D data analysis, the edge

function adopted in our model is expressed as:

hΘ(xi,x j) = h̄Θ(xi,x j−xi), (3.3)

where h̄Θ() is another function to be learned from training data. Note that this is an asym-

metric operator. It explicitly integrates global structural information from each patch center,
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xi, and local geometric information from each of its neighboring point pairs, x j−xi. Being

specific, the actual edge operator used in our model is expressed as:

ei j = ReLU(θ(x j−xi)+φ(xi)), (3.4)

and

x′i = max
j:(i, j)∈E

ei j. (3.5)

θ() and φ() are independent nonlinear functions with learnable parameters. The proposed

novel edge convolution operator is used as the building block to construct models for solv-

ing 3D classification and segmentation problems. Model architectures are shown in Figure

3-2.

3.3.2 Dynamic Graph

In our implementation, we found that reconstructing the graph by updating neighbors us-

ing recomputed feature representations at each layer improves the performance. For the

l-th layer, the graph is represented as G (l) = (V (l),E (l)). This differentiates our proposed

model with other fixed graph neural networks. In fact, the proposed dynamic graph recon-

struction mechanism enlarges the receptive field of the model to the entire point cloud, and

guarantees the efficient information diffusion. No human supervision is added during our

training process, and the proposed model learns how to rebuild the graph at each layer in

an efficient manner on its own. The only constraints added to the model are: a) The metric

used to detect point neighbors, which is the Euclidean distance in feature space; b) The

number of neighbors selected for each central point.

3.3.3 Properties

The properties of the proposed point cloud operator are described below.

Permutation Invariance: First, we claim the designed edge operator is invariant to point
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Figure 3-2: The classification model (top) and segmentation model (bottom) [3]. The
classification model computes k edge features for each central point at each layer, and
accumulates a global feature in the last layer to produce a classification distribution. The
segmentation model concatenates the global feature vector with all the individual point
features, and outputs per-point distributions. ⊕: concatenation.

order permutation. Given the output of a layer

x′i = max
j:(i, j)∈E

hΘ(xi,x j), (3.6)

it is easy to observe that its output x′i is invariant to the permutation of any input ordering,

since the max function is a symmetric function, and its output does not depend on the

input order. In fact, other symmetric functions, such as averaging pooling, also follow this

property. Similarly, the global max pooling operator used to accumulate individual point

features is also invariant to the input ordering permutation because of the same reason.

Translation Invariance. Our edge operator is partially invariant to point translation. This

property results from the Equation 3.4 when computing edge features. This can be easily

verified from the fact that, if the same translation, T , is added to both x j and xi at the

same time, their vector difference stays the same. Hence, this part of the edge feature is

preserved. In particular, for the translated point cloud we have

e′i jm = θ((x j +T )− (xi +T ))+φ(xi +T )

= θ(x j−xi)+φ(xi +T ).
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If only x j− xi is used to calculate edge features, which is achieved by setting φ() = 0,

then fully translation-invariance property can be realized. However, in this way, the global

structural information will be missing from the edge feature, which may degenerate the

overall performance of the model. Because, by doing so, the model needs to recognize the

3D shape only from an unordered set of point patches, while when both x j− xi and xi are

used, local geometric and global structural information are considered together for 3D data

analysis.

By taking the advantage of these properties, the proposed model learns not only how

to extract low-level local geometric features, but also how to dynamically group points in

a point cloud to detect high-level semantic information. Figure 3-3 shows the distance to a

randomly selected query point in different feature spaces, exemplifying that the embedding

feature vectors in deeper layers carry more semantic information than shallower layers.

3.4 Evaluation

In this section, extensive experiments are conducted to evaluate the proposed DGCNN

model on classification and segmentation tasks. Experimental results are also visualized to

qualitatively assess the model’s performance. Despite these tasks are not directly related to

pose estimation for AR-IoT systems, they provide important insight to verify the model’s

3D analysis capability, which is vital for all types of 3D tasks.

3.4.1 Classification

Data. The ModelNet40 dataset [108] is used as the classification benchmark dataset to

evaluate the proposed DGCNN model. 12,311 3D shapes covering 40 different categories

are included in this dataset. Following the setting in [109], we used the same 9,843 shapes

for training and 2,468 for testing. In our implementation, we uniformly sample 1,024 points

from the surface of each shape, and feed them into the model. Only point coordinates

are used. Additional data augmentation techniques, such as randomly scaling and point

perturbation, are included to regularize model training.
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Figure 3-3: Visualize Euclidean distances in different feature spaces for a random query
point (red) [3]. For each triplet set, the Euclidean distances are calculated in the original 3D
space (left), the feature space after the transformation operation (middle) and the feature
space in the last layer (right).

Implementation Details. Figure 3-2 top shows the point cloud classification model archi-

tecture. This model uses four consecutive EdgeConv layers to compute latent features, with

each of them implemented by three fully-connected layers with 64, 128 and 256 neurons,

respectively. We recompute the graph after every EdgeConv layer from nearest neighbor

graphs of size 20. The number of neighbors is set according to point density, and will be

adjusted accordingly when the number of points changes. Other common neural network

implementation techniques, such as concatenation, batchnorm and dropout, are also in-

cluded to boost model performance. After EdgeConv layers, we add a global max pooling

layer to accumulate an 1D global representation of the input point cloud. The obtained

global feature is then passed to two fully-connected layers to produce the classification dis-
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Table 3.1: Classification results on ModelNet40 [3].

MEAN OVERALL

CLASS ACCURACY ACCURACY

3DSHAPENETS [108] 77.3 84.7
VOXNET [107] 83.0 85.9
SUBVOLUME [140] 86.0 89.2
VRN (SINGLE VIEW) [141] 88.98 -
VRN (MULTIPLE VIEWS) [141] 91.33 -
ECC [142] 83.2 87.4
POINTNET [109] 86.0 89.2
POINTNET++ [116] - 90.7
KD-NET [114] - 90.6
POINTCNN [143] 88.1 92.2
PCNN [144] - 92.3

OURS (BASELINE) 88.9 91.7
OURS 90.2 92.9
OURS (2048 POINTS) 90.7 93.5

tribution. A dropout with keep probability of 0.5 is used in the last two fully-connected

layers. All the intermediate layers use LeakyReLU as the nonlinear activation function.

The hyperparameters are chosen through a separate validation set split from the training

dataset. Once their values are decided, the whole training dataset is used to train the model

from scratch again. For parameter updating, SGD with learning rate 0.1 is used. The

momentum for batch normalization is set to 0.9, and training batch size is set to 32.

Results. The classification results on ModelNet40 are reported in Table 3.1, together with

many other competing methods. Our baseline model using EdgeConv is also implemented

by fixing the graph using spatial neighbors. As can be easily observed, the proposed model,

even the baseline model, outperforms many competing methods, and this proves the effec-

tiveness of our model design. 1,024 points are used for all the methods listed in the table,

but we also tested our model on point clouds containing 2,048 points sampled in the same

way. The increased point density further boosts the performance of our model.
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Table 3.2: Complexity, forward processing time, and accuracy of different models [3].

MODEL SIZE(MB) TIME(MS) ACCURACY(%)

POINTNET (BASELINE) [109] 9.4 6.8 87.1
POINTNET [109] 40 16.6 89.2
POINTNET++ [116] 12 163.2 90.7
PCNN [144] 94 117.0 92.3
OURS (BASELINE) 11 19.7 91.7
OURS 21 27.2 92.9

3.4.2 Model Complexity Assessment

Model complexity is an important factor that can affect a system’s runtime performance, so

it is assessed here. Model configurations of our model and other state-of-the-art models are

compared and listed in Table 3.2. The reported accuracy values are classification testing

results on ModelNet40. From the table, we can observe that our proposed model presents

a better tradeoff of model size, inference time and testing accuracy. Even our baseline

model with fixed graph structure can run 7 times faster and achieve 1.0% higher accuracy

than PointNet++, which reported the best performance value by the time we finished our

work. Our model, with its edge features dynamically updated, outperforms PointNet++

and PCNN by 2.2% and 0.6% respectively.

3.4.3 Robustness Evaluation

The robustness of the proposed DGCNN model is further evaluated against point cloud

density changes. In this study, input points are randomly dropped out according to prede-

fined point densities. Figure 3-4 shows testing accuracy changes for different numbers of

points retained. The model performs well even when half of points are dropped, but, after

that, the model’s performance degenerates dramatically.
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Figure 3-4: Model robustness evaluation against point density [3]. Left: Testing results of
our model (trained on 1,024 points) for different numbers of input points. Right: Examples
of point clouds with different number of points. The numbers of points are shown at the
bottom.

3.4.4 Part Segmentation

Data. The proposed model architectures can be adapted to part segmentation. Under this

segmentation setting, we predict a distribution across a few predefined part category labels

for each point. The ShapeNet part dataset [145] is used for training and evaluation. This

dataset contains 16,881 3D shapes covering 16 object categories, and each point of any

shape is annotated by one out of 50 part labels. In the dataset, 2,048 points are sampled

from each shape. On average, each shape contains points belonging to no more than six

part categories. In the experiment, a train/validation/test split following [106] is adopted.

Model Architecture and Training Details. The network architecture is graphically illus-

trated at the bottom of Figure 3-2. Three EdgeConv layers are implemented, followed by

a global feature extraction layer. This global feature is concatenated to previous individual

point feature vectors, in the hope that global and local information can be fused. In the end,

three shared fully-connected layers are used to produce a part label distribution for each

processed point feature. Batchnorm, dropout, and ReLU nonlinear activation functions

are also included in a similar manner as in our classification model. Since more points

are included, more GPU memory is required. Therefore, to handle the additional memory

requirement, we implement a distributed training framework on two NVIDIA TITAN X

GPUs, so that a reasonably large training batch size can be achieved.
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Table 3.3: Part segmentation results on ShapeNet part dataset. Metric is mIoU(%) on points
[3].

MEAN AREO BAG CAP CAR CHAIR EAR GUITAR KNIFE LAMP LAPTOP MOTOR MUG PISTOL ROCKET SKATE TABLE

. PHONE BOARD

# SHAPES 2690 76 55 898 3758 69 787 392 1547 451 202 184 283 66 152 5271

POINTNET 83.7 83.4 78.7 82.5 74.9 89.6 73.0 91.5 85.9 80.8 95.3 65.2 93.0 81.2 57.9 72.8 80.6
POINTNET++ 85.1 82.4 79.0 87.7 77.3 90.8 71.8 91.0 85.9 83.7 95.3 71.6 94.1 81.3 58.7 76.4 82.6
KD-NET 82.3 80.1 74.6 74.3 70.3 88.6 73.5 90.2 87.2 81.0 94.9 57.4 86.7 78.1 51.8 69.9 80.3
LOCALFEATURENET 84.3 86.1 73.0 54.9 77.4 88.8 55.0 90.6 86.5 75.2 96.1 57.3 91.7 83.1 53.9 72.5 83.8
PCNN 85.1 82.4 80.1 85.5 79.5 90.8 73.2 91.3 86.0 85.0 95.7 73.2 94.8 83.3 51.0 75.0 81.8
POINTCNN 86.1 84.1 86.45 86.0 80.8 90.6 79.7 92.3 88.4 85.3 96.1 77.2 95.3 84.2 64.2 80.0 83.0

OURS 85.2 84.0 83.4 86.7 77.8 90.6 74.7 91.2 87.5 82.8 95.7 66.3 94.9 81.1 63.5 74.5 82.6

Figure 3-5: Part segmentation results [3]. For each set, from left to right: PointNet, ours
and ground truth.

Results. The IoU is measured on point sets to evaluate and compare the performance of

our model and other competing models. We follow the same training pipeline as PointNet,

and evaluate our model using the mean IoU values across different parts of a shape and

all the shapes of each shape category. Our results are compared against PointNet [109],

PointNet++ [116], Kd-Net [114], LocalFeatureNet [146], PCNN [144], and PointCNN

[143]. The results are reported in Table 3.3, and some quantitative results are visually

compared against PointNet in Figure 3-5.

Segmentation on Partial Point Clouds. In many real situations, point clouds obtained

from depth sensors are usually incomplete, so the robustness of DGCNN to partal data is
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Figure 3-6: Segmentation results on partial point clouds [3]. Left: The mean IoU (%)
improves when the ratio of kept points increases. Points are dropped from one of six
directions randomly during testing phase. Right: Examples of segmented partial point
clouds. Points on each row are dropped from the same side. The keep ratio is shown at the
bottom.

evaluated. To generate partial point cloud data, we cut part of the shape from one of six

sides by different percentages, and evaluated the model’s performance on these partial data.

The results are shown in Figure 3-6. On the left, the model’s performance (mean IoU) for

different ratios of kept points is shown; on the right, generated examples of partial point

clouds are visualized.

3.4.5 Indoor Scene Segmentation

The proposed model is also evaluated on real data. In this experiment, the Stanford Large-

Scale 3D Indoor Spaces Dataset (S3DIS) [147] is used to evaluate the proposed model for

semantic scene segmentation. This dataset includes real 3D scan point clouds for 6 indoor

areas including 272 rooms in total, covering 13 semantic types, such as bookcases, chairs

and ceilings. For fair comparison, we follow the configuration as in [109] by dividing each

room into 1 m × 1 m × 1 m cubic blocks, and extracting spatial coordinates, color values

and normal vectors to represent point raw features. For training, 4,096 points are sampled

within each block; for testing, all points are used. The same 6-fold cross validation scheme

[109] is used over 6 areas to report the final evaluation results.

We use the same segmentation model architecture as before, but to produce a probability
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distribution over semantic labels instead of part labels. The proposed model is compared

against PointNet [109], PointNet baseline, the model in [148] and PointCNN [143]. For

the model in [148], two different approaches are given: multi-scale block features (denoted

as “MS+CU") and grid-blocks (denoted as “G+RCU"). Both of them are augmented with

recurrent consolidation units. Evaluation results are reported in Table 3.4, and a visual

comparison between PointNet and our DGCNN is shown in Figure 3-7.

Table 3.4: 3D semantic segmentation results on S3DIS [3].

MEAN OVERALL

IOU ACCURACY

POINTNET (BASELINE) [109] 20.1 53.2
POINTNET [109] 47.6 78.5
MS + CU(2) [148] 47.8 79.2
G + RCU [148] 49.7 81.1
POINTCNN [143] 65.39 -

OURS 56.1 84.1

3.5 Discussion

This chapter presents a novel deep learning-based framework for 3D point cloud analysis,

and its effectiveness on classification and segmentation tasks for both synthetic and real

data is assessed. Extensive experiments results validate the importance of intrinsic features

extracted from local point sets for 3D understanding. In the next chapter, this point cloud

deep learning model will be extended to estimate object pose parameters in order to further

enhance IoT user experience in AR environment.
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PointNet Ours Ground truth Real color

Figure 3-7: Semantic segmentation results [3]. From left to right: PointNet, ours, ground
truth and point cloud with original color. Our model produces better segmentation results.
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Chapter 4

Deep Learning-Based AR-IoT

Interaction System

In Chapter 2, an integrated framework is constructed to demonstrate IoT experience en-

hancement in AR environment. Yet, within this framework, its object pose estimation

modules are implemented only using conventional handcrafted methods, which cannot han-

dle complex and noisy shapes. This motivates the research presented in Chapter 3, where

a data driven deep learning approach is developed to analyze complex geometric shapes

in an automatic manner. The proposed neural network model will be integrated into the

AR-IoT system in this chapter to support robust object pose estimation of challenging 3D

shapes. Equipped with such robustness, the application scope of the system can be further

extended to an industry level. In this chapter, an AR-IoT system supporting industrial ap-

plications, such as mechanical maintenance, and other highly-interactive operations, will

be presented.

4.1 Background

IoT makes sensing ubiquitous and data more accessible, and underpins big data analytics.

It can easily bypass the border between different application domains, for example, from

This chapter is based on the author’s earlier work: Towards Industrial IoT-AR Systems using Deep
Learning-Based Object Pose Estimation, in 2019 IEEE 38th International Performance Computing and Com-
munications Conference (IPCCC) ©2019 IEEE. DOI: 10.1109/IPCCC47392.2019.8958753.
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smart home to industrial IoT, due to its hyperconnectivity. Today, industrial consumers are

cost-sensitive, and require on-demand production. Examples include, but are not limited to,

seamless machine interaction, data-driven decision making, richer sensing, and real-time

monitoring and control.

As demonstrated in previous chapters, AR enables human-device interaction in an im-

mersive manner. Extending this benefit to industrial scenarios opens more opportunities,

such as rapid design modifications and fast machine maintenance. Many related works

[1, 2] have shown that one major industry value of AR is to seamlessly project real-time

surrounding information into the user’s perception. This requires an industry-level AR

system to accurately capture geometric and semantic information of the surrounding en-

vironment. For industrial IoT applications, sensed information is usually related to IoT

devices or objects, and the overlapping of digital content from real objects is necessary.

Integrating IoT and AR shows great potential for industrial IoT. For instance, it can re-

duce a machine’s downtime by enabling real-time, data-informed condition monitoring,

and providing augmented assistance in case of repairs, allowing unskilled employees to

learn how to conduct basic maintenance quickly. Currently, machine status monitoring and

maintenance assistance have received more industrial attention. Research effort has also

been devoted to reducing associated cost and enhancing efficiency in order to build smart

factories.

However, AR has not been adopted to the fullest for manufacturing applications. One

reason is that such applications usually require accurate object identification and localiza-

tion to render information at correct positions. Yet, as shown in earlier chapters, many

existing smart devices do not have distinguishable visual patterns, and their geometric

structures are complex. These factors increase the difficulty of adopting existing AR sys-

tems in this area. Therefore, accurate object pose estimation is desired to support indus-

trial AR systems. As mentioned before, many existing AR systems use fiducial markers,

such as QR codes, to recognize and localize target objects, but additional configuration is

usually needed. Hence, they do not provide a seamless use experience. Many ongoing

research projects [149, 150] and the techniques developed in Chapter 2 try to extract hand-

crafted features for this purpose, but these methods usually suffer from high variability
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under changing conditions. Recently, advances in deep learning have shown promise for

3D data analysis [109, 116]. To our best knowledge, our achievement in Chapter 3 is one

of the first few research of 3D analysis using deep learning. In this chapter, the neural net-

work models proposed in Chapter 3 will be extended to better support AR-IoT in industrial

applications. Two industry application cases: machine status monitoring and maintenance

assistance will be demonstrated in this chapter.

4.2 Related Work

This chapter focuses on enhancing industry-level machine monitoring and maintenance

experience in AR environments by increasing pose estimation accuracy. Only relevant

work not covered in previous chapters will be summarized.

4.2.1 AR for Manufacturing Industry

There has been research using AR as a novel solution to assist mechanical maintenance. In

[151], the authors demonstrated using available AR tools to improve a factory scheduling

system. This idea has been extended in [152], where traditional industrial guidance was

improved with low-cost equipment and development platform. In other similar work [153],

the authors further included AR-based virtual technical manuals for hydraulic breakers.

They demonstrated enhanced training experience and boosted work efficiency. This line of

research is important for applications that require complex operations, such as monitoring

machines’ conditions and replacing their components. The user-machine interaction expe-

rience can be further improved if more visual feedback is provided to predict the possible

result of an action. In another recent work [154], a system that tracked users’ hand trajecto-

ries to guarantee desired actions was presented. Their system recognizes the user’s actions,

and compared them against preconfigured reference actions. Recent years have witnessed

the rapid growth of current AR and industrial IoT markets, but challenges still exist. As

discussed in previous chapters, accurate object pose estimation is one of them. This is

especially true for the manufacturing industry, where machines usually have complex ge-

ometric shapes and indistinguishable textures, the working environment is cluttered, and
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captured information needs to be processed in real-time.

4.2.2 Deep Learning for Pose Estimation

Deep learning, as a data-driven learning approach, has outperformed many traditional

methods, and is developing rapidly for object pose estimation as well. Most existing work

adopts 2D convolution neural networks for object pose estimation based on captured im-

ages [155, 156, 39]. On the other hand, early 3D deep learning models for pose estimation

can only work on regular formats, such as volumetric data, so before being fed into the

model, 3D point clouds or meshes need to be converted into 3D grids [157, 158]. In Chpa-

ter 3, we summarized some early work that can directly operate on irregular 3D point clouds

[159], and this framework has been adopted for 3D localization [160]. In this chapter, in-

spired by multi-source approaches [161, 162, 163], both visual and geometric information

will be fused for object pose estimation.

4.3 System

Similar to the framework presented before, this system also include three main modules:

data collection, target machine localization, and augmented visualization. The working

pipeline is shown in Figure 4-1. The system obtains a machine’s real-time information,

and renders it to the user correspondingly. Details of this system are described in this

section. The visualization module is the same as in previous framework, so its description

is neglected.

4.3.1 System Workflow

This system involves multiple technologies, with each being more complex than previous

systems, so different parts need to be well coordinated. The required steps to be performed

for each module are illustrated in Figure 4-2. These three modules, shown in different

colors, work independently before their results are shared.
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Figure 4-1: The pipeline of the system [4]. It collects the target machine’s information
in real-time and estimates its pose via a helmet-mounted depth camera. Nithin can see
superimposed augmented digital information through the HoloLens.

First, the machine data collection module (pink colored) senses the machine’s real-

time status data, and uploads it to a central server, so other system modules can access

it. This module keeps working while the system runs so that the machine’s status can be

synchronized in the cloud.

Second, the object pose estimation module (yellow colored) estimates the in-view ma-

chine’s pose parameters. As before, visual and geometric information from color and depth

images are captured for this purpose, but here we use deep learning models to increase the

estimation accuracy. We further accelerate the inference speed of deep learning models by

taking advantage of modern GPUs deployed on our server. Once the target object’s pose

parameters are inferred, they, together with preconfigured digital content, are sent to the

HoloLens for augmented rendering. After this step, this module terminates, because the

object’s pose only needs to be estimated once for the HoloLens’s rendering system.

Third, the augmented visualization module (blue colored) renders received digital con-

tent to users. This module works similarly to that in previous presented systems. Note

that, this module will not start working until relevant pose parameters are predicted, and

terminates at the same time as the system.
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Figure 4-2: Workflow of the proposed system [4].

4.3.2 Machine Status Synchronization

We demonstrate this upgraded system on a desktop PCB milling machine. This machine is

able to cut PCBs at 2,600 mm per minute [164]. To monitor the machine’s status, a Sen-

siBLE IoT module is attached to the machine to collect its physical attributes in real-time.

This SensiBLE module collects temperature, humidity, pressure and accelerometer data,

and send it to our server. A smartphone app is used to control data collection and routing

processes of this sensor module. The uploaded data on the server updates its corresponding

cloud state simultaneously, so that the real-time machine status can be displayed to users.

4.3.3 Target Machine Localization

Significantly different from the system in Chapter 2, this pose estimation module is learning-

based, and includes four different neural networks: segmentation, image feature extraction,

point cloud feature extraction, and pose estimation networks. The whole module takes as

input a color and depth image pair, and outputs pose parameters of the in-view machine.

The pipeline of this pose estimation module is shown in Figure 4-3.
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Figure 4-3: Pipeline for target machine pose estimation given an input RGB-D image pair
[4].

Segmentation Network

The first task we need to accomplish is to recognize the target machine from the cap-

tured image, and crop it. In this way, uninformative background parts can be eliminated

to reduce computation cost and avoid potential misleading information. This is achieved

by producing a foreground mask indicating the target machine region in the color image.

Since color and depth pixels are one-to-one corresponded, from segmented target machine

region pixels, we can crop the machine from the depth image as well, and then reconstruct

the partial point cloud of the machine in 3D space. We implement a 2D encoder-decoder

neural network for this segmentation task. Specifically, this network takes as input a color

image including the target milling machine, passes it through a encoding and a decoding

2D CNN network sequentially, and generates a 2D grid of the same spatial dimension as in-

put but with only two channels indicating foreground and background possibilities. Within

the network, 2D convolution is used to process feature maps, and pooling/unpooling is

used to modify spatial dimensions of feature maps. In Figure 4-4, we show the network

architecture.

Image Feature Extraction Network

From the cropped target machine image patch, we next need to extract compacted feature

vectors containing helpful visual information for pose estimation. The implemented image

feature extraction network takes as input a tight image patch containing the segmented

target machine, and produces a compacted 1D vector for each of the pixel within this image

patch. We use the ResNet18 [95] network as the backbone structure for this model. The
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Figure 4-4: The machine segmentation network [4]. The dimension of each corresponding
feature map is shown at bottom.

goal here is to transform the original raw color information into a latent feature vector

encoding visual appearances for inference computation. Mathematically, this process can

be expressed as: for an input image patch, H ×W × 3, this neural network outputs a 2D

grid of shape H×W ×dc, where dc is the dimension of embedded latent feature vectors.

Point Cloud Feature Extraction Network

Also, we include 3D geometric information to increase object pose estimation accuracy,

since the recorded 3D appearance of an object is uniquely determined based on the pose

parameters of the machine. For instance, different viewpoints will usually result in different

3D appearances. Despite it is possible to apply the same image feature extraction network

on cropped depth images, intrinsic 3D geometric information cannot be fully discovered

in this way. On the other hand, 3D point clouds contain this information extrinsically.

Therefore, it makes more sense to reconstruct point clouds from the cropped depth image

patch and extract geometric feature representations from them for pose estimation. Here,

to support point cloud-based feature extraction, the neural network model, DGCNN, pro-

posed in Chapter 3 is adopted. Specifically, we use EdgeConv to compute a feature vector

describing local geometric property of a central point.

The adopted procedure is described as below. For each point, xi, its k nearest neigh-

boring points, {xi1,xi2, ...,xi j, ...,xik} are found in each feature space, and their feature

vectors are acquired via multilayer perceptrons. Essentially, this step converts 3D point co-

ordinates to latent feature embeddings, expressed as fi j = MLP(xi j). Next, point pairs are
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Figure 4-5: Point cloud feature extraction [4]. Left: Compute the pair feature between a
central point xi and a neighboring xi j. Right: Compute the local geometric feature oi for xi.

generated between xi and each of its neighbors xi j to produce inter-point features. This step

is expressed as ei j = h(fi, fi j), with h() and ei j being a nonlinear operation with learnable

parameters and the edge feature, respectively. Finally, all edge features around a central

point are accumulated, and expressed as oi = g(ei1, ...,ei j, ...,eik), with g() and oi being

another nonlinear learnable function and the output point feature of xi, respectively. These

operations are illustrated in Figure 4-5.

Pose Estimation Network

Once we have both visual features from color image patches and geometric features from

reconstructed point clouds, they can be merged to predict the target machine’s pose pa-

rameters. Usually, the correspondence between each color pixel and reconstructed point is

known when the camera configuration parameter is available. Therefore, these extracted

features can be fused in a deterministic way. Another observation worth mentioning is

that each fused feature vector encodes different information, resulting from different local

appearances. We can estimate a set of pose parameters from each fused feature. In fact,

we find that even though the point cloud features are fused with image features, the fused

features still share the same format as original point features. Therefore, we can use the

same MLP layers to process them and produce the desired pose parameters. Here, we also

generate a global feature vector by accumulating features across different feature vectors
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Figure 4-6: Pose estimation network [4].

for each individual feature channel. This global feature is duplicated and concatenated with

individual fused feature to cover both local and global information.

Next, a natural question is which set of estimations should be used as the final estima-

tion. To resolve this, for each estimation set, we also predict a confidence value associated

with it, in a way that a higher confidence value indicates more accurate estimation. In the

end, this network regresses rotation parameters represented by quaternion values, trans-

lation parameters represented by spatial coordinates, and a confidence value represented

by a normalized scalar number between 0 and 1. During inference, the pose parameter

set with the highest value is selected as the final pose prediction. Figure 4-6 graphically

demonstrates all the above described operations.

4.4 Evaluation

In this section, the new system is evaluated and demonstrated from two perspectives. First,

at the core of this system is a deep learning-based pose estimation module, showing how to

use the proposed deep learning model in Chapter 3 to improve AR systems. This module is

quantitatively and qualitatively evaluated. Second, the goal of the proposed system is to en-

hance user experience and working efficacy during manufacturing and relevant processes,

so its real-time performance is also showcased.

4.4.1 Pose Estimation Evaluation

Dataset Preparation. The neural network module proposed in this system follows a stan-

dard supervised learning pipeline, where ground truth labels are required during training in
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order to supervise the model to correctly predict pose parameters. For the proposed pose

estimation model, the ground truth pose parameters for each input color and depth image

pair are required to train the model. In our implementation, we collect 1,125 color and

depth image pairs containing the target milling machine and covering various backgrounds

from different viewpoints and distances. However, it is not easy to obtain ground truth pose

parameters associated with each image pair, and a manual labeling process has to be per-

formed. To obtain these parameters, we built a point cloud-based labeling tool to facilitate

the human point cloud alignment process. We first reconstruct a point cloud out of a given

color and depth image pair, and then use the tool to select matched points between the

reconstructed point cloud and a template point cloud of the milling machine. We select 4

pairs of matched points to estimate the ground truth pose parameters. This manual aligning

processing is shown in Figure 4-7. All the manually aligned samples are split for training

(90%) and testing (10%).

Competing Methods. We implement another two pose estimation methods for comparison

purpose.

Geometric Method. We first implemented a traditional handcrafted method, Fast Point

Feature Histograms (FPFH) algorithm [29]. This method is used in our previous systems

presented in Chapter 2. Comparing against this method will prove the improvement of

the newly proposed deep learning method. We compute FPFH features for both target

model and scene point clouds, and then estimate transformation parameters between them

according to the Sample Consensus Initial Alignment (SAC-IA) algorithm.

Fiducial Marker Method. QR codes are also used for pose estimation. In our setup, we

placed 4 different QR codes uniformly around the target milling machine, and measured

Figure 4-7: Compute ground truth pose parameters from matched point pairs.
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their spatial configuration. Once surrounding QR codes are identified and localized, the

machine’s pose parameters can be easily inferred based on the measured configuration.

This method has been used in many existing AR systems, so it should work well. Yet, it is

not flexible due to the configuration process.

Implementation Details We adopt the same average distance error introduced in Chapter

2 as the evaluation metric to assess model performance. We implement all the four neural

networks using PyTorch Python library 1 on a Nvidia Titan X GPU with 12 GB memory.

For competing methods, we run them on an Apple Macbook Pro laptop with an Intel Core

i7-6850K 6-Core 3.60-GHz CPU.

Model Performance Evaluation We evaluate the proposed pose estimation module with

respect to its speed and accuracy. We test the proposed pose estimation model and both

competing methods on the same testing samples. We report the average running time and

distance error in Table 4.1. From the table, we can see that our proposed pose estimation

Table 4.1: Model Comparison [4].

Geometric Method Fiducial Marker Deep Learning
(FPFH + SAC-IA) (QR-Code) (Ours)

Run time (sec.) 4.732 0.012 0.015
Distance error (m.) 0.542 0.062 0.010

model and QR code method run faster than the traditional geometric method by a rela-

tively large margin. By investigating each component of the geometric method, we find

that FPFH algorithm needs to search all the points to detect neighbors for local feature cal-

culation. This takes a large portion of its processing time, and cannot be well optimized on

CPU. On the other hand, our proposed model dramatically saves running time by deploying

neural networks on GPUs for parallel computing, and achieves similar speed as the simple

QR code method. But compared with the QR code method, our model is better on pose

estimation accuracy by around 5 cm. This proves the effectiveness of our proposed deep

learning model for pose estimation, and provides theoretic support to AR-IoT systems.

We further investigate the module’s performance at finer granularity. We count the per-

1https://pytorch.org
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Figure 4-8: The percentage of testing samples with their average distances less than differ-
ent thresholds [4].

Figure 4-9: Visualize pose estimation results [4]. Top row: Project the transformed ma-
chine model onto scene images; Bottom row: Transform the machine model into scene
point clouds. Note that QR codes shown in the images are only used for marker-based
method.

centage of testing samples with their average distance errors smaller than different thresh-

olds. Specifically, we set 10 different error thresholds from 0.01 m to 0.1 m with an interval

of 0.01 m. The results for each method are plotted in Figure 4-8. Our proposed method

outperforms the other two methods at all the predefined thresholds. The average distance
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Figure 4-10: Machine information monitoring and visualization [4].

errors for all testing samples are larger than 0.1 m when the geometric method is used. We

also visualize pose estimation results of all the three methods in Figure 4-9 by showing the

2D projection and 3D point cloud of the transformed machine model. These visualization

results align well with the reported quantitative results.

4.4.2 System Demonstration

As studied earlier, two use cases are demonstrated: machine status monitoring and aug-

mented maintenance guide.

Machine Status Monitoring. In this case, temperature, pressure, humidity and accelerom-

eter data of the target milling machine are collected in real-time and continuously uploaded

to our server. Similar work sharing the same philosophy can be found in eyeDNA [165]. In

this demo, all the uploaded data are synchronized to the HoloLens for updating the numbers

displayed in a virtual panel rendered to the user. The user can then monitor the machine

status data in real-time by simply looking at it. Different application cases are shown in

Figure 4-10. Figure 4-10 (a) shows a visual machine overlaid over a real machine in the

view of an HoloLens. By showing the virtual machine at correct position, the user can

be aware of the machine of interest, and this facilitates other follow-up operations. Figure
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Figure 4-11: Machine information monitoring and visualization [4].

4-10 (b) shows the main operation manual including viewing machine’s status, checking

its diagnosis history, and performing augmented maintenance. In Figure 4-10 (c) and (d),

examples of showing the milling machine’s status and diagnosis history are presented.

Augmented Maintenance Guide. We also demonstrate the augmented maintenance as-

sistance using our system. Usually, in common maintenance practice, operators need to

check back and forth between a technical manual and the machine to be repaired multiple

times. However, if the maintenance guide can be rendered directly onto the machine part

to be maintained or repaired, using AR, the operational efficiency and user experience can

be greatly improved. Here, our system provides an immersive approach for this case by

projecting a sequence of augmented guides through the maintenance process. To demon-

strate this, we create an augmented maintenance guide for replacing the cutting tool of a

milling machine. Within this guide, CAD models of different machine parts are animated

at proper positions to guide operators to perform certain actions. In Figure 4-11, a sequence

of real-time recorded augmented maintenance guides are captured to demonstrate this pro-

cess. We argue that, compared with a physical technical manual, an AR-based maintenance

guide can enable the user to learn quickly and intuitively in an efficient manner.
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4.5 Discussion

In this chapter, the AR-IoT system presented in Chapter 2 is upgraded with the deep learn-

ing model designed in Chapter 3 for robust object pose estimation. This extends the orig-

inal system from indoor IoT applications to industrial IoT applications. Evaluation results

show that the proposed pose estimation module achieves much better accuracy than pre-

vious handcrafted traditional methods, while also satisfying runtime requirements. Two

real-world applications are demonstrated: machine status monitoring and augmented main-

tenance guide.

The neural network model implemented in this chapter is a supervised learning ap-

proach, which requires ground truth labels to be known during training. Yet, when the

number of target machines increases, more manual work is required to obtain ground truth

labels. To resolve this scalability issue, an automatic method for pose learning will be

discussed in the following chapter.
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Chapter 5

Object Pose Estimation without Human

Labeling

In the previous chapter, the advantage of deep learning models was demonstrated over

other traditional methods for object pose estimation. Yet, this deep learning method re-

quires ground truth labels during training. However, obtaining ground truth labels is a time

consuming and expensive process, because it has to be done manually in order to guaran-

tee training accuracy. For the training data collected in the previous chapter, it took ∼ 48

hours for 3 people to manually align all 1,125 collected scene point clouds just for one

target 3D model. If the database scale becomes large, which is usually the case for an

industrial scenario, the time and human effort required for labeling would grow tremen-

dously. This limits the scaling, development and deployment of such method for real ap-

plications. Therefore, an automatic training process without much human effort is desired,

which forms the main focus of this chapter.

5.1 Background

Object pose estimation has been a long-standing problem due to its applications in various

fields, hence a large number of methods have been developed. As shown in Chapter 2,

traditional methods extract handcrafted features and match correspondences for pose esti-

mation. These methods usually require recognizable texture patterns for correspondence
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matching. Recently, learning-based methods have rapidly evolved and outperformed tra-

ditional methods. On one hand, following the same pipeline of traditional methods, they

can learn how to extract feature vectors and find matched correspondence pairs automati-

cally from training data. On the other hand, they can even learn how to directly estimate

objects’ pose parameters from input data without going through intermediate procedures,

which is almost impossible for traditional methods. These approaches have attracted more

research interest due to their compactness. The proposed method in Chapter 4 falls into

this category, and this chapter will keep exploring research following this line.

Typically, learning to directly estimate objects’ pose parameters requires supervision,

meaning ground truth pose parameters need to be known. In this way, a supervised training

loss can be calculated and its gradients can be back-propagated through the network to

update deep learning model parameters. In order to train a model that performs well on

testing samples, training and testing data should follow a similar data distribution. So, if

we want to test the model on real data, it would be better to train the model on real data

as well, also with similar light conditions, backgrounds and viewpoint ranges. However,

ground truth labels are not easy to obtain, especially at a relatively large scale, because

human effort is usually required to annotate labels.

To handle this difficulty, generating synthetic data has been proposed recently for image-

based object pose estimation. Physical simulation engines and camera models are used to

synthesize 2D projections of target objects from arbitrary viewpoints and distances. In this

way, labeled samples can be created for free. This approach has been well demonstrated

in [166, 167]. In their work, the discrepancy between real and synthetic data needs to be

handled well, and this is known as the domain gap problem. Various data augmentation

techniques can be used to regularize model training, such as randomly dropping image

patches, changing image hues, and adding random noise. However, it is still challenging to

minimize the gap between real and synthetic training data, which makes 2D image-based

data augmentation still an active research area. Methods like Generative Adversarial Net-

works (GAN) [168] and the search space-based technique [169] have been proposed to

address this problem.

On the other hand, 3D data, especially point cloud data, suffers less from the above
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mentioned domain gap problem. 3D data encodes geometric information of objects’ vis-

ible surfaces, and the geometric structure is not affected by light conditions. Also, the

noise for 3D data is reflected as the distribution of 3D surface points, and it is easier to

simulate compared to 2D visual noise. In this way, the domain difference between real and

synthetic 3D data can be better reduced. Further, geometric analysis of 3D objects does

not involve color information, so the object pose estimation does not depend on objects’

textures. Therefore, in this chapter, the input 2D image is not used, and only synthetic

3D point cloud is taken as input for pose estimation. Different trials and findings will be

discussed along our way for improving object pose estimation accuracy.

5.2 Related Work

5.2.1 Image-Based Methods

Color images are the easiest visual information people can obtain using cameras, so many

object pose estimation works are based on images. Recent research [166, 167, 39] has

demonstrated the value of deep learning models for object pose estimation using both real

and synthetic images.

Real images-based methods can be found in [170, 171, 172, 39, 173]. The problem is

actually ill-posed, since the scale of projected 2D objects can cause ambiguity for trans-

lation parameters, and some work [174, 175] uses additional depth information to avoid

this ambiguity. Among them, PoseCNN [39] presents a multi-task approach to jointly seg-

ment foreground objects, and estimate the translation and rotation parameters. To avoid

the gimbal lock problem [176], the authors of PoseCNN estimated quaternion values first

and then converted them to Euler angles. Later, the accuracy was further improved by

[177], where instead of estimating one set of pose parameters, many sets of pose param-

eters are estimated from each foreground pixel. The authors argue that different pixels

encode different local information, reflecting their own understanding of local appearance

for pose estimation. During the estimation process, a scalar value ranging between 0 to 1

is also estimated for each set of parameters, indicating the confidence for associated esti-

91



mation. This method achieved state-of-the-art performance on both LineMOD [161] and

YCB-Video [39] datasets.

Researchers have also been exploring the opportunity of using modern simulation tech-

niques to generate synthetic data and facilitate the training process. The earliest trial is the

template-based matching method as demonstrated in [161, 178], where a synthetic database

of 2D projections of an object from different views is created. The 2D projected views

serve as templates, and are compared against extracted object patches from testing images

in order to retrieve poses associated with templates. Efficient searching strategies and re-

finement algorithms have been developed to improve both speed and accuracy. Recently,

this approach has been adapted for deep learning models as in [167]. Yet, the accuracy is

limited due to the discretization of pose values and domain gap. One remedy is to project

3D models onto real background [173] to simulate natural image noise.

5.2.2 Point Cloud-Based Methods

Compared to image-based methods, point clouds suffer less from the domain gap problem.

3D point clouds are not affected by scaling or light condition, and it is relatively easy to

simulate the point distribution between real and synthetic shapes. Some research work has

used point clouds as a pose refinement processing step for image-based methods [167].

The previously mentioned irregularity problem of point clouds in Chapter 3 hinders the

development of point cloud-based deep learning models for pose estimation. Recently,

after PointNet [109], this problem has been addressed as in [179, 180, 181, 182], but all

these work in the same domain with [179, 180] training and testing models on real shapes,

and [181, 182] training and testing on synthetic shapes. Generalizing models from synthetic

data to real data has not been well studied for point cloud-based pose estimation. SynthCity

[183] is one of very few works that studied this problem by providing large-scale synthetic

point cloud data. In the remainder of this chapter, methods of adapting a model trained on

synthetic shapes to real shapes will be explored.
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Figure 5-1: Extract the partial point cloud from captured scene images.

5.3 Approaches

In this section, the object pose estimation problem will be formulated, followed by three

gradually improved neural network models to minimize the domain gap and improve object

pose estimation.

5.3.1 Problem Setup

Input. The inputs to the problem are the captured color image, the depth image and the

target 3D model. The depth image contains geometric properties of visible surfaces, as

shown in Figure 5-1 top, where different shades reflect different distances of surface points

to the camera. We can reconstruct a complete 3D point cloud of the environment from the

depth image. Yet, the background 3D data is not helpful for target object pose estimation

and can further add unnecessary computation, so it should be removed and only the target

object point cloud should be kept. To properly crop the target object from the depth image,

a binary mask is obtained from its corresponding color image. This process, as shown in

Figure 5-1 bottom, can be easily conducted via image-based segmentation models, such as

Faster R-CNN [184] and Mask R-CNN [185].
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Figure 5-2: Sample point clouds out of meshes.

On the other hand, target 3D models are usually represented by 3D meshes. Although

meshes are efficient for rendering, they are not simple to process. Point clouds are uni-

formly sampled out of mesh surfaces. If the sampled point clouds are dense, the computa-

tion cost can still be high. The downsampling is typically performed to adjust point density

for a better trade-off between representation power and computation efficiency. This pro-

cess is demonstrated in Figure 5-2.

Problem Setup. Given a model point cloud of the target object and a partial point cloud

cropped from the scene, the goal is to build a pose estimation model, so that after trans-

forming the model point cloud using estimated rotation and translation parameters, it can

overlap the partial model point cloud sitting in the scene. This setup is graphically illus-

trated in Figure 5-3. Note that this problem setup is a little different from that in Chapter

Figure 5-3: The problem setup.
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4 in a way that the target model point cloud is missing in the previous pose estimation

model. The newly added model point cloud input actually serves as an indicator to inform

the model the geometric identity of the target object. Without this input, the estimation

model can only handle one object at a time.

Data Synthesis. Modern physics engines, such as Unity 3D [186], provide a convenient

way to simulate 2D rendering of 3D objects. In this chapter, Pyrender 1 is used to generate

2D projections of the target 3D model from different distances and viewpoints. These

pose parameters are recorded as the ground truth label for each corresponding rendered 2D

image. The rendered color image contains visual signals which vary depending on light

source configurations, and the rendered depth image contains distance information from

which 3D point clouds can be reconstructed. As previously mentioned, the color from

natural light sources is hard to simulate, and suffers from the domain gap problem, hence

we only consider the geometric structure of point cloud data here. Note that during training,

only rendered synthetic data are used, and no real data is accessible; yet, during testing, the

trained model will be evaluated on real data. The ultimate goal is to achieve good real data

performance while training the model on synthetic data.

5.3.2 Single-Prediction Model

Our first proposed model is very straightforward. It takes as input a synthetic partial point

cloud, and outputs one set of rotation and translation parameters, so it is named as single-

prediction model. The point cloud processing module, DGCNN, proposed in Chapter 3,

is reused to analyze and extract 3D features for each point. After obtaining point features,

the same global pooling function as before is used to generate a 1D vector by aggregating

feature values across different points, encoding global information of the whole input point

cloud. A fully-connected layer is then used to produce pose parameters from the global 1D

vector.

During the implementation, we find that the model works well on synthetic training

data but performs poorly on real testing data, meaning that the model does not generalize

well from synthetic data to real data. This finding is visualized in Figure 5-5. In this figure,
1https://pyrender.readthedocs.io
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Figure 5-4: The single-prediction model. Top: Model architecture; Bottom: the DGCNN
model for point feature extraction.

red point clouds are the transformed point clouds using ground truth pose parameters, and

green point clouds are the transformed point clouds using predicted pose parameters. If the

pose estimation is accurate enough, we will see a large overlap between two point clouds,

as for the training (synthetic) case, while only a small portion of overlap is observed for the

testing (real) case.

To further investigate the reason, a real point cloud is placed together with a synthetic

point cloud rendered with the same pose parameters. It can be observed that global geo-

metric structure between real and synthetic point clouds are different. Since the proposed

Figure 5-5: Pose estimation results for training (synthetic) and testing (real) samples.
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Figure 5-6: Real and synthetic point clouds rendered from the same distance and viewpoint.

pose estimation model is a regression model, different inputs usually result in different

pose parameter outputs. This is one key reason for the domain gap problem. However,

even though global appearances between real and synthetic data are different, they do share

local geometric similarities. These findings suggest that global features are not suitable for

object pose estimation when a domain gap problem exists, and local features might be a

candidate to minimize this gap and improve estimation accuracy.

5.3.3 Multi-Prediction Model

Inspired by the findings from the single-prediction model, the global feature is removed

from the model. From local point features, we can estimate multiple sets of pose parame-

ters, with one set for one point. It is unclear which set to use. To handle this difficulty, we

follow a similar framework used in Chapter 4, where a confidence value is estimated to-

gether with each set of pose parameters. In this manner, the set with the highest confidence

is selected as the final pose prediction. Since multiple sets of pose parameters are estimated

from the model, it is thus called an “multi-prediction model". The model architecture is

presented in Figure 5-7.

To facilitate model training, we define the loss function as below. First, an average

distance between two point clouds, that are transformed by both ground truth and predicted

poses, is calculated. The goal is to minimize this distance error, so that a large portion
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Figure 5-7: The multi-prediction model.

of overlapping can be realized. Mathematically, this loss function for the ith set of pose

parameters is expressed as:

Li =
1
M ∑

j
‖(Rx j + t)− (R̂ix j + t̂i)‖, (5.1)

where R and t are ground truth rotation matrix and translation vector, R̂i and t̂i are ith

predicted rotation matrix and translation vector, x j is the jth point of the point cloud, and

M is the number of points. Based on this, the final loss function is calculated as:

L =
1
M ∑

j
(L jc j−w log(c j)), (5.2)

where c j is the estimated confidence for the jth pose parameter set, and w is a hyperpa-

rameter for regularization purposes. When minimizing this loss function, each confidence

value is pushed towards 1, meanwhile the weighted average distance is minimized.

Qualitatively, the pose estimation accuracy is improved, as shown in Figure 5-8, but

the result is still not satisfied. One potential reason is that during training, the loss func-

tion, Equation 5.2, is not guided to select the set with the best pose estimation. In fact,

no such ground truth label indicating the optimal pose parameter set is available, and it is

random, sometimes depends on luck, to find the optimal pose estimation set. However, in-

tuitively, we know that different points should contain different information of the object’s

pose parameters. For example, visible points with distinguishable local appearance should

contain more information. In another word, there must exist a kind of distribution among

input points representing their knowledge and confidence for the input object’s pose. This
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Figure 5-8: Testing result comparison between single- and multi-prediction models.

intuition inspires the model design covered in the following subsection.

5.3.4 Knowledge-based Model

We hope to predict a distribution that can reflect the underlining knowledge and confidence

for each point, just as shown in Figure 5-9. In this subsection, this intuition is explored and

implemented.

The target model point cloud has not been taken as input to the previous two models.

In the model to be designed, the target model point cloud is included to provide geometric

signals that the model needs to discover from the input partial point cloud. Typically, the

numbers of points of the target model point cloud and the partial model point cloud are dif-

ferent, and let us just use n1 and n2 denote them, respectively. The same DGCNN module

Figure 5-9: A knowledge and confidence distribution of input points.
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Figure 5-10: The architecture of knowledge-based model.

as previous models can keep being used to extract features for each point, by transform-

ing original spatial point coordinates to high-dimension feature vectors. But note that two

independent DGCNN modules are individually used here. From extracted point features,

a multiplicative attention module is also implemented. This module basically computes a

dot product between each pair of two input point features. A 2D matrix is used to save

results, with its (i, j) element storing the dot product result between the ith point feature

from the partial point cloud and the jth point feature from the target model point cloud.

For each row of this matrix, a Softmax function is applied to normalize their numerical

values so that their values sum up to 1. In this way, the values of each row can be con-

sidered as a valid probability distribution across the point features of target model point

cloud. Usually, these normalized values are called attention weights, and can be used to

weighted-accumulate point features from target model point cloud. The attention weights

are learned automatically from the data in hope that they can indicate the correspondence

or contribution of target model point features to each partial point feature. This weighed

accumulated feature provides local geometric reference information, and is calculated for

each partial point feature independently.

It is suggested from previous models that a global feature is not helpful for pose esti-

mation due to the appearance difference between synthetic and real point clouds. Yet, the

target point cloud is fixed regardlesss whether the partial point cloud is synthetic or real,

so it can still be used to provide global geometric information of the target model point
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clouds.

In this knowledge-based model, point features from different sources are concatenated

to fuse information. The complete process is illustrated in Figure 5-10. Note that global

features from the target model point cloud is duplicated to match the number of points of

the partial point cloud. The fused point features are then passed to a multi-layer perceptron

to obtain compact feature representations, and based on that, a knowledge distribution is

predicted as promised. It is hoped that this knowledge distribution should reflect the un-

derlining confidence or knowledge about the input partial point cloud’s pose. The point

feature with the highest value from the distribution is selected to make prediction, using an

argmax sampler. During the training process, the model learns how to estimate a reasonable

knowledge distribution and select a point feature candidate. Another thing worth noting is

that the sampling process is not differentiable, and directly choosing the point feature with

the highest confidence does not properly back-propagate gradients. Therefore, the popular

Gumbel-Softmax sampler [187] is used as a reparameterization technique to differentiate

the training process.

5.4 Evaluation

In this section, the qualitative visualization of the knowledge distribution is presented, fol-

lowed by another quantitative evaluation. The hole punch model from LineMod dataset

[161] is used for all the evaluation.

5.4.1 Knowledge Distribution Visualization

It is hard to quantitatively evaluate the fidelity of the estimated knowledge distribution from

the last proposed model, since no such ground truth distribution is available. Yet, it is still

possible to visualize the knowledge distribution, and qualitatively verify if the estimated

distribution satisfies our intuition.

In this evaluation, the model is trained on synthetic partial point clouds and tested on

real partial point clouds to fulfill the predefined problem setup. For each testing partial

point cloud, its points are color coded based on their predicted corresponding knowledge
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Figure 5-11: Visualize estimated knowledge distribution. For each testing input partial
point cloud, its normalized knowledge distribution values are colored according to the color
code on the bottom.

distribution values, ranging between 0 and 1. Visualization results are shown in Figure

5-11. From this figure, it can be observed that visible parts with distinguishable local

geometric structures are assigned with high knowledge values. For example, despite the

hole punch is viewed from different viewpoints, points around the surface hole are assigned

with higher knowledge values than other regions. This makes sense because this region

is complete, visible and recognizable, thus should contain more information than other

incomplete, edge or flat regions.

5.4.2 Pose Estimation Evaluation

The ultimate goal of this chapter is to train a model on synthetic data, and still achieve

high accuracy on real testing data. Therefore, the pose parameter estimation accuracy is

quantitatively and qualitatively evaluated for all the proposed models. Pose parameters of

1,051 real testing partial point cloud samples are estimated after the model is trained on

186 synthetic partial point cloud samples covering viewpoints different from testing cases.

Following the same average distance metric used in Chapter 4, the ground truth and esti-

mated pose parameters are both applied to the same reference model point cloud, and their
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Figure 5-12: Visualize pose estimation results for different models. Similar to Figure 5-8:
Red point clouds represent the point clouds transformed by ground truth pose parameters,
and green ones are transformed by estimated pose parameters.

resultant average distance is computed. In Figure 5-12, randomly selected testing cases are

visually compared. As expected, the knowledge-based model produces satisfactory pose

estimation results compared to the other two baseline models. These results are quantita-

tively verified in Table 5.1.

Table 5.1: The average distance error for different models.

Model Single-prediction Multi-prediction Knowledge-based
Average distance (m) 0.062 0.034 0.021

5.5 Discussion

In this chapter, we explore approaches to train deep learning pose estimation models on

synthetic data which can be obtained for free, but still achieve good performance on real

testing data. We explore different possible approaches to train object pose estimation mod-

els. The main goal is to reduce the domain gap, and three models are developed to show

our progress step by step. The first model is simple, and shows that directly estimating
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object pose parameters from global feature vectors performs poorly, because of the global

appearance difference from two different domains. The second model then focuses on

local features for pose estimation. The domain gap problem is mitigated, and the perfor-

mance is improved. Based on all the previous findings, our last model further improves the

model performance by including an attention module, target model point cloud as input,

and knowledge distribution to explicitly find the best predicted pose parameters. All these

models are evaluated.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this thesis, we introduced our approach towards building fully functional AR-IoT frame-

works step by step in order to enhance IoT user experience in AR environment. To con-

clude, this thesis makes the following contributions:

• Existing IoT technologies are creating a large interconnected system by expanding

network accessibility to physical objects. They are now enabling ubiquitous sensing

and perception of our surrounding environment, and affecting many aspects of our

daily life. People can easily monitor and control any connected device simply via

smartphone or web applications. Such interfaces work well for remote scenarios,

but become a performance bottleneck for short-range applications due to the lack

of direct visual feedback. On the other hand, AR, as an emerging technology that

overlays digital content onto the real world, suggests an immersive solution to this

problem. So, as the first contribution, we demonstrate how to enhance the IoT user

experience in smart AR environments. In the proposed system, users are allowed to

directly see the sensed information overlaid on corresponding in-view target objects

through head mounted displays. In this way, the digital and physical worlds are

overlapped, and users can monitor the real-world data quickly and immersively. To

further expand this AR-IoT system’s functionality and satisfy users’ demands, we
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also enable the interaction between users and IoT devices in an AR environment.

Users can simply manipulate projected virtual control panels associated with in-view

IoT devices by using hand gestures. We demonstrate the upgraded system on both

light and sound IoT devices.

For AR-IoT applications, it is important to accurately project digital information

close to corresponding IoT devices, and any noticeable displacement will result in

unsatisfactory user experience and confusion. Many existing AR systems use fidu-

cial markers to estimate pose parameters of in-view objects for proper rendering,

but these markers introduce unnecessary artifacts and require additional configu-

ration. Therefore, pose estimation methods based on objects’ natural appearances

are also studied to support our AR-IoT systems. Specifically, visual and geometric

handcrafted methods are implemented to achieve better estimation accuracy. Both

textured and textureless objects can be handled by our system.

• Previously implemented handcrafted methods work well for demonstrated simple

cases, but fail for complex and noisy object shapes, because the required knowl-

edge and computation dramatically increase for the latter, and it becomes extremely

difficult to design well-performed algorithms. Thus, feasible and robust object pose

estimation modules are needed to handle difficult 3D shapes for broader applications.

Fortunately, deep learning methods provide a data-driven approach to learn how to

achieve this goal automatically from training data. So as the second contribution, we

study 3D deep learning methods for analyzing geometric data, in hope that a robust

neural network model can be trained to extract meaningful 3D features out of com-

plex 3D shapes. In this thesis, we focus on the 3D point cloud data representation due

to its flexibility and applicability in many applications. In our proposed model, lo-

cal information is accumulated hierarchically in a permutation-invariant manner. We

evaluate the effectiveness of the proposed model on public classification and segmen-

tation benchmark datasets for both synthetic and real data. Extensive experimental

results prove the importance of local geometric features for 3D shape analysis, pro-

viding theoretic support for 3D point cloud pose estimation.
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• As the third contribution, we integrate the proposed 3D point cloud neural network

model into the previous AR-IoT system to support robust object pose estimation for

challenging 3D shapes. Four different network models are implemented to segment

target machine from the input image, extract both 3D visual and 3D point cloud fea-

tures, and predict the optimal pose parameters. They are trained on our prepared

labeled data, and learn how to handle complex and noisy input 3D shapes automat-

ically. Evaluation results show that the deep learning-based pose estimation mod-

ule achieves much better accuracy than handcrafted methods, while also satisfying

runtime requirement. Equipped with such robustness, the application scope of our

system is expanded to industrial level. We demonstrate further enhanced IoT user ex-

perience in an AR environment by showcasing augmented mechanical maintenance

and other interactive industrial operations.

• The proposed pose estimation neural network model for the upgraded system is a

supervised learning method, and requires ground truth labels for training. Usually,

labeling training data has to be done manually, which is a time consuming and ex-

pensive process. This is handleable for small-scale databases, but as the number of

machines increases, the time and human effort required for the labeling process grow

tremendously, which limits the application and deployment of the model for real-life

scenarios. On the other hand, physical simulation engines and camera models pro-

vide a way to synthesize point clouds for any 3D model from arbitrary viewpoints

and distances. In this way, labeled training samples can be created for free. Yet, there

usually exists a discrepancy between real and synthetic data, which could cause test-

ing performance degeneration. Therefore, as the last contribution, we explore deep

learning models that can be trained on synthetic 3D point cloud data but still perform

well on real testing data, so that the human labeling process can be avoided. We pro-

pose three different deep learning models to approach this problem and mitigate the

domain gap problem gradually. The first model shows the inappropriateness of using

global feature vectors for pose estimation due to the domain difference; The sec-

ond model mitigates this problem and improves testing performance by using local
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feature vectors; The last model achieves visually appealing results by generating a

knowledge distribution to find the best predicted pose parameters. We quantitatively

and qualitatively evaluate all these models, and the results support the adaption of

the third knowledge-based model to applications that involve large-scale datasets.

6.2 Future Work

To end the discussion of this thesis, I present ideas and research directions that might be

explored as future work.

Dark Work Environment. In the proposed system, we localize the in-view target object

based on its visual and geometrical appearances. This information is captured via image

sensors under perfect light conditions, so that the object’s texture and geometric shapes,

both 2D and 3D, can be properly detected. However, in many real-world scenarios, light

conditions of the work environment can be low, which causes degenerative image quality.

When taking such image data as input, our proposed pose estimation may not work well as

demonstrated. So, in order to adapt our AR-IoT system to more real applications, we have

to research more on object recognition and localization in low-light conditions. In fact,

the Dynamic Vision Sensor (DVS), which was used to reconstruct terrain surfaces when

combined with a pulsed line laser [188], sheds light on how to approach this problem. This

DVS sensing system shows the potential to estimate both depth information and topograph-

ical patterns of objects in the dark, which are helpful for object recognition and localization

in the workplace of low light conditions.

Brain Signals for Human-Machine Interaction. In the proposed system, we mainly use

hand gestures as the way to interact with target IoT devices in AR environment. Our system

defines hand gesture commands, includes an additional hand gestures recognition module

to interpret the user’s intention, and performs desired actions accordingly. In this system,

users’ hand gestures are detected by using computer vision methods, so their hands have

to be placed within the field of view of the head mounted camera. Also, the recognition

performance depends on the light condition as well. These two factors limit the application

scope of this hand gesture-based interface. Exploring solutions to this problem leads to
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another research question: Can the system read the user’s intention directly without making

any intermediate body movements? Actually, recent work has shown that brain signals can

be exploited to interact with computer generated digital content. For example, steady state

visually evoked potentials (SSVEP) for different brain frequency responses were used in a

Virtual Reality (VR) system to navigate and select menu options [189]. In that work, the

author only demonstrated binary decision making processes based on brain signals, while

in AR-IoT applications, we need to conduct fine grained and continuous tasks, such as

adjusting the brightness of a light bulb. This is a very challenging task, because the brain

signal is 1D sequential data and very noisy, making it hard to capture useful information

from it. Further research is needed, at both hardware and algorithm levels.
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