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Abstract
We are surrounded by a vast and dynamic microbial world. Effective surveillance tools
can benefit medicine and public health, including infectious disease diagnostics, proac-
tive pathogen detection and characterization, and microbiome studies. New genomic
technologies are transforming microbial surveillance, but face challenges stemming
from low concentrations in collected samples and extensive, ever-changing diversity.

In this thesis, we first demonstrate a need for stronger surveillance through map-
ping the spread of Zika virus during the 2015–16 epidemic. We generate 110 Zika virus
genomes from across the Americas, forming the largest and most diverse Zika virus
dataset at the time. We perform a Bayesian phylogenetic analysis of Zika’s spread and
discover that it circulated undetected in multiple regions for many months. Two rea-
sons are that Zika virus is present in samples at ultra-low abundance and was, during
its rapid spread, an obscure pathogen. Motivated by this, we develop computational
approaches that enable sensitive, comprehensive surveillance.

We present CATCH, an algorithm that enhances enrichment of highly diverse
whole genomes for more sensitive sequencing. CATCH designs scalable capture probe
sets that are comprehensive, to a well-defined extent, against known sequence diver-
sity. We use CATCH to design probes targeting whole genomes of the 356 viral species
known to infect humans, including their vast subspecies diversity. Applied to 30 pa-
tient and environmental samples, we show that these probes improve hypothesis-free
detection of viral infections and considerably enhance genome assembly. Academic
labs, research hospitals, and government public health institutes are using CATCH
to help detect and characterize microbes.

We also present ADAPT, a system for end-to-end sequence design of nucleic acid
diagnostic assays. We develop algorithms to comprehensively consider known diver-
sity and enforce high taxon-specificity, even under relaxed criteria arising with RNA
binding. Focusing on CRISPR-Cas13 detection, we perform high-throughput screen-
ing of crRNA-target pairs and develop a model, applied to our dataset, that predicts
detection activity; using this, ADAPT’s designs have high predicted activity. Along
with CATCH, ADAPT advances microbial surveillance by leveraging and progressing
with the extensive, ever-changing landscape of microbial genome diversity.

Thesis Supervisor: Pardis C. Sabeti
Title: Professor, Harvard University and Harvard School of Public Health

3



4



Acknowledgments
I am deeply grateful to my advisor, Pardis Sabeti, for guiding me through graduate
school. Pardis has been constantly supportive and encouraging as I pursued my
interests, providing invaluable insight along the way about how to navigate through
and present a project. I learned a lot from Pardis about being a good scientist, and
it has been fun and rewarding to work with her.

I am also grateful to Manolis Kellis for sharing his excitement about computational
biology with me, for his extraordinary advice and support prior to my PhD, and for
his thoughts as part of my thesis committee. I would also like to thank Caroline
Uhler for her valuable feedback on my thesis committee, as well as my Research
Qualifying Exam committee members, David Gifford and Bonnie Berger, for their
helpful perspectives on research directions.

The Sabeti lab has an incredibly kind, supportive, and inspiring environment,
and I feel fortunate to have spent the last five years in it. Thank you to Katie Siddle
for being an amazing research partner on the CATCH project, always being there
as a friend and mentor, and putting up with—and often joining in on—my constant
snacking; Shirlee Wohl for teaching me about phylogenetics and paper writing, in-
sightful discussions, and all the endless yet enjoyable time we spent trying to make
sense of bizarre data; Chris Matranga for mentorship and patiently teaching me all
about what happens in the wet lab; Danny Park and Anne Piantadosi for always
being open to chat and offer their sound, perceptive guidance; Cameron Myhrvold
for being a sounding board for ideas and providing unwaveringly thoughtful research
advice; Andi Gnirke for answering my never-ending questions about sequencing data
and providing constant suggestions; Simon Ye for many great conversations about
papers and research ideas; Catherine Freije and Aaron Lin for boundless enthusiasm
and optimism, and always offering expert advice or a helping hand; Sarah Winnicki,
Kendra West, Bridget Chak, and August Felix for ensuring all the moving parts of
complex projects run smoothly; Bronwyn MacInnis, Steve Schaffner, and Nathan
Yozwiak for being diligent and fun paper-writing partners, at all hours of the night;
Shira Weingarten-Gabbay for precious discussions and feedback; Ryan Tewhey for
tremendously useful research pointers; Liz Brown and Kayla Barnes for their helpful
guidance; and so many other wonderful people in the Sabeti lab. They have been
terrific labmates who shaped my time in graduate school.

My biggest thanks goes to my family and friends. I am grateful to my parents,
Joy and Richard, and brother, Evan, for their unconditional love and support. I am
also grateful to my uncle, Stuart, for fostering my interest in computer science at a
young age. I am thankful to my grandfather, Marvin, who passed away during this
work, for the deep interest and care he showed me. I am thankful as well to other
dear relatives for their care, and to amazing friends who have always listened and
helped me enjoy life beyond lab.

5



6



Contents

1 Introduction 15
1.1 Motivation and aims . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.1.1 Aim 1: Sensitive, comprehensive detection and characterization 16
1.1.1.1 Design for targeted metagenomic sequencing . . . . . 17
1.1.1.2 Design for rapid, low-cost nucleic acid detection . . . 17

1.1.2 Aim 2: Keeping pace with emerging diversity . . . . . . . . . 18
1.1.3 Applications beyond genome detection and characterization . 19

1.2 Overarching challenges . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.1 Low microbial concentrations . . . . . . . . . . . . . . . . . . 19
1.2.2 Extensive sequence diversity . . . . . . . . . . . . . . . . . . . 19

1.3 Summary of contributions . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2 Background 23
2.1 Approaches to metagenomic sequencing and microbial detection . . . 23

2.1.1 Microarrays and genetic marker amplification . . . . . . . . . 23
2.1.2 Untargeted metagenomic sequencing . . . . . . . . . . . . . . 24
2.1.3 Targeted sequencing approaches . . . . . . . . . . . . . . . . . 25

2.1.3.1 Amplicon sequencing . . . . . . . . . . . . . . . . . . 25
2.1.3.2 Hybridization capture . . . . . . . . . . . . . . . . . 26

2.1.4 Nucleic acid detection technologies for rapid, low-cost diagnostics 27
2.2 Methods for metagenomic and phylogenetic analyses . . . . . . . . . 28

2.2.1 Metagenomic sequence classification . . . . . . . . . . . . . . . 28
2.2.2 Locality-sensitive hashing techniques for metagenomic sequence 29
2.2.3 Genome assembly . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.4 High resolution strain analysis . . . . . . . . . . . . . . . . . . 31
2.2.5 Designing to cover sequence diversity . . . . . . . . . . . . . . 32
2.2.6 Phylogenetic reconstruction . . . . . . . . . . . . . . . . . . . 33
2.2.7 Inferring spread from phylogenies . . . . . . . . . . . . . . . . 35
2.2.8 Recent microbial applications of metagenomic and phylogenetic

approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 Sequencing Zika virus to reveal its evolution and spread in the Amer-
icas 37
3.1 Contributions to the project . . . . . . . . . . . . . . . . . . . . . . . 37

7



3.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4.1 Ethics statement . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.2 Sample collections and study subjects . . . . . . . . . . . . . . 39
3.4.3 Experimental methods . . . . . . . . . . . . . . . . . . . . . . 39

3.4.3.1 Viral RNA isolation . . . . . . . . . . . . . . . . . . 39
3.4.3.2 Carrier RNA and host rRNA depletion . . . . . . . . 40
3.4.3.3 Illumina library construction and sequencing . . . . . 40
3.4.3.4 Amplicon-based cDNA synthesis and library construc-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.3.5 Zika virus hybrid capture . . . . . . . . . . . . . . . 41

3.4.4 Computational methods . . . . . . . . . . . . . . . . . . . . . 41
3.4.4.1 Genome assembly . . . . . . . . . . . . . . . . . . . . 41
3.4.4.2 Identification of non-Zika viruses in samples by untar-

geted sequencing . . . . . . . . . . . . . . . . . . . . 42
3.4.4.3 Relationship between metadata and sequencing outcome 43
3.4.4.4 Criteria for pooling across replicates . . . . . . . . . 43
3.4.4.5 Visualization of coverage depth across genomes . . . 44
3.4.4.6 Multiple sequence alignments . . . . . . . . . . . . . 45
3.4.4.7 Analysis of within- and between-sample variants . . . 45
3.4.4.8 Maximum likelihood estimation and root-to-tip re-

gression . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.4.9 Molecular clock phylogenetics and ancestral state re-

construction . . . . . . . . . . . . . . . . . . . . . . . 48
3.4.4.10 Principal component analysis . . . . . . . . . . . . . 49
3.4.4.11 Diagnostic assay assessment . . . . . . . . . . . . . . 49

3.4.5 Data availability . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.5.1 Sequencing Zika virus with multiple approaches . . . . . . . . 50
3.5.2 The spread of Zika virus . . . . . . . . . . . . . . . . . . . . . 52
3.5.3 The genetic variation of Zika virus . . . . . . . . . . . . . . . 55
3.5.4 The reliability of within-host variants . . . . . . . . . . . . . . 56

3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4 Comprehensive and scalable probe design to capture sequence di-
versity in metagenomes 61
4.1 Contributions to the project . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.4.1 Probe design using CATCH . . . . . . . . . . . . . . . . . . . 63
4.4.1.1 Overview of method . . . . . . . . . . . . . . . . . . 63
4.4.1.2 Designing a probe set given a single choice of parameters 65

8



4.4.1.3 Extensions to probe design . . . . . . . . . . . . . . 67
4.4.1.4 Designing across many taxa . . . . . . . . . . . . . . 69
4.4.1.5 Alternative formulations . . . . . . . . . . . . . . . . 70

4.4.2 Design of viral probe sets presented here . . . . . . . . . . . . 71
4.4.2.1 Input sequences for design of probe sets . . . . . . . 71
4.4.2.2 Exploring the parameter space across taxa . . . . . . 71
4.4.2.3 Design additions for synthesis and probe set data . . 72
4.4.2.4 Analysis of probe set scaling with parameter values

and input size . . . . . . . . . . . . . . . . . . . . . . 72
4.4.3 Samples and specimens . . . . . . . . . . . . . . . . . . . . . . 73
4.4.4 Experimental methods . . . . . . . . . . . . . . . . . . . . . . 73

4.4.4.1 Viral RNA isolation and mock samples . . . . . . . . 73
4.4.4.2 Construction of sequencing libraries . . . . . . . . . . 74
4.4.4.3 Hybrid capture of sequencing libraries . . . . . . . . 74

4.4.5 Computational analyses . . . . . . . . . . . . . . . . . . . . . 75
4.4.5.1 Depth normalization, assembly, and alignments . . . 75
4.4.5.2 Within-sample variant calling . . . . . . . . . . . . . 77
4.4.5.3 Metagenomic analyses . . . . . . . . . . . . . . . . . 78

4.4.6 Code availability . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4.7 Data availability . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.5.1 Probe sets to capture viral diversity . . . . . . . . . . . . . . . 79
4.5.2 Enrichment of viral genomes upon capture with VALL . . . . . 80
4.5.3 Comparison of VALL to focused probe sets . . . . . . . . . . . 83
4.5.4 Enrichment of targets with divergence from design . . . . . . . 84
4.5.5 Quantifying within-sample diversity after capture . . . . . . . 85
4.5.6 Rescuing Lassa virus genomes in patient samples from Nigeria 86
4.5.7 Identifying viruses in uncharacterized samples using capture . 87

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5 End-to-end sequence design of highly sensitive and comprehensive
nucleic acid assays 91
5.1 Contributions to the project . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.4.1 Collecting sequences for design . . . . . . . . . . . . . . . . . 95
5.4.2 Searching for genomic regions and comprehensive k-mers . . . 96

5.4.2.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4.2.2 Searching for regions to target . . . . . . . . . . . . . 97
5.4.2.3 Designing k-mers within a window . . . . . . . . . . 98
5.4.2.4 Determining detection by a k-mer . . . . . . . . . . . 100
5.4.2.5 Scoring clusters and detection across sequences . . . 100

9



5.4.2.6 Alternative formulations for designing k-mers in a win-
dow . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.4.3 Evaluating specificity of k-mers during design . . . . . . . . . 102
5.4.3.1 Overview of specificity problem . . . . . . . . . . . . 102
5.4.3.2 G-U wobble base pairing . . . . . . . . . . . . . . . . 102
5.4.3.3 Probabilistic search for k-mer near neighbors . . . . 103
5.4.3.4 Exact trie-based search for k-mer near neighbors . . 104
5.4.3.5 Benchmarking the trie-based search . . . . . . . . . . 107

5.4.4 Modeling the activity of a k-mer and target . . . . . . . . . . 107
5.4.4.1 Cas13a library design and testing . . . . . . . . . . . 107
5.4.4.2 Baseline models for regression . . . . . . . . . . . . . 109
5.4.4.3 Convolutional neural network for regression . . . . . 110
5.4.4.4 Model evaluation . . . . . . . . . . . . . . . . . . . . 111

5.4.5 Applications to large-scale detection . . . . . . . . . . . . . . 112
5.4.5.1 Designs across 707 viral species . . . . . . . . . . . . 112
5.4.5.2 Highly specific designs for 17 closely related flavivirus

species . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.5.1 Overview of ADAPT . . . . . . . . . . . . . . . . . . . . . . . 114
5.5.2 Finding comprehensive designs across known diversity . . . . . 114
5.5.3 Enforcing specificity for taxon differentiation . . . . . . . . . . 117
5.5.4 Integrating predictive modeling of design activity . . . . . . . 119
5.5.5 Applications to large-scale detection . . . . . . . . . . . . . . 120

5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.7 Ongoing and future steps . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6 Conclusion 127
6.1 Future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

A Figures 131

B Tables 163

10



List of Figures

1-1 The role of leveraging genomic data in effective surveillance . . . . . . 16
1-2 Comprehensive assays . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2-1 Library preparation with hybridization capture. . . . . . . . . . . . . 27
2-2 Analysis of sequencing data . . . . . . . . . . . . . . . . . . . . . . . 29
2-3 Bayesian inference for phylogenetics . . . . . . . . . . . . . . . . . . . 33

3-1 Sequencing replicates from clinical and mosquito samples . . . . . . . 51
3-2 Sequencing coverage from clinical and mosquito samples . . . . . . . 52
3-3 Zika virus spread throughout the Americas . . . . . . . . . . . . . . . 53
3-4 Timing of Zika virus introductions . . . . . . . . . . . . . . . . . . . 54
3-5 Geographic and genomic distribution of Zika virus variation . . . . . 57
3-6 Within-host variant detection by amplicon sequencing and hybrid capture 58

4-1 Overview of CATCH . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4-2 Scaling probe count with input size . . . . . . . . . . . . . . . . . . . 65
4-3 VALL probe set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4-4 Improvement in genome coverage and assembly . . . . . . . . . . . . 82
4-5 Shift in metagenomic distribution after capture . . . . . . . . . . . . 83
4-6 Improvement in detection based on dilution series . . . . . . . . . . . 84
4-7 Relationship between probe-target identity and enrichment . . . . . . 85
4-8 Preservation of within-sample diversity . . . . . . . . . . . . . . . . . 86
4-9 Genomic application using capture: sequencing from the 2018 Lassa

fever outbreak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4-10 Genomic application using capture: sequencing of infections in unchar-

acterized samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5-1 Growth of human-associated viral genome diversity . . . . . . . . . . 93
5-2 End-to-end sketch of ADAPT . . . . . . . . . . . . . . . . . . . . . . 95
5-3 Searching for regions with ADAPT . . . . . . . . . . . . . . . . . . . 97
5-4 Sharding 𝑘-mers across tries for specificity queries . . . . . . . . . . . 105
5-5 Benchmarking tried-based search for specificity queries . . . . . . . . 108
5-6 Overview of library design and testing for Cas13a crRNA-target pairs 110
5-7 Architecture of convolutional neural network for Cas13a crRNA-target

activity prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5-8 Comprehensiveness of 𝑘-mer design . . . . . . . . . . . . . . . . . . . 115

11



5-9 Cross-validation of detection . . . . . . . . . . . . . . . . . . . . . . . 116
5-10 Temporal detection performance of designs . . . . . . . . . . . . . . . 117
5-11 Potential hits with sensitivity to G-U base pairing . . . . . . . . . . . 118
5-12 Predicted vs. true activity of Cas13a crRNA-target pairs . . . . . . . 120
5-13 Design of detection assays for 707 viral species . . . . . . . . . . . . . 121
5-14 Comparison of highly specific flavivirus assays to non-specific assays . 123

A-1 Relationship between metadata and sequencing outcome . . . . . . . 132
A-2 Maximum likelihood tree and root-to-tip regression . . . . . . . . . . 133
A-3 Substitution rate and tMRCA distributions . . . . . . . . . . . . . . . 134
A-4 Substitution rates estimated with Bayesian phylogenetics . . . . . . . 135
A-5 cDNA concentration of amplicon primer pools predicts sequencing out-

come . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
A-6 Evaluating multiple rounds of Zika virus hybrid capture . . . . . . . . 137
A-7 Parameters used by CATCH in default model of hybridization . . . . 138
A-8 Scaling probe count with diversity of viral genomes . . . . . . . . . . 140
A-9 Design of VWAFR probe set . . . . . . . . . . . . . . . . . . . . . . . . 141
A-10 Depth of coverage observed across viral genomes from samples with

known viral infections . . . . . . . . . . . . . . . . . . . . . . . . . . 142
A-11 Relationship between enrichment of viral content and viral titer . . . 143
A-12 Metagenomic sequencing results for pre- and post-capture samples . . 144
A-13 Genome assembly in Ebola virus dilution series and effect of sequencing

depth on amount of viral material sequenced . . . . . . . . . . . . . . 146
A-14 Enrichment in read depth with focused probe sets . . . . . . . . . . . 148
A-15 Enrichment across segments of influenza A virus (H4N4) . . . . . . . 149
A-16 Sequencing results of Lassa virus from the 2018 Lassa fever outbreak

in Nigeria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
A-17 Depth of coverage observed for viral species detected in uncharacterized

samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
A-18 Dispersion of designs from ADAPT . . . . . . . . . . . . . . . . . . . 152
A-19 Comprehensiveness of 𝑘-mer design by ADAPT for additional species 153
A-20 Temporal detection performance of designs for additional species . . . 154
A-21 Distribution of activity of Cas13a crRNA-target pairs . . . . . . . . . 155
A-22 Nested cross-validation on predicting activity of Cas13a crRNA-target

pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A-23 Predicted vs. true activity of Cas13a crRNA-target pairs, grouped by

crRNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A-24 Memory usage during design of detection assays for 707 viral species . 158
A-25 Curation during design of detection assays for 707 viral species . . . . 159
A-26 Clustering during design of detection assays for 707 viral species . . . 160
A-27 Target region lengths of detection assays for 707 viral species . . . . . 161

12



List of Tables

3.1 Samples and genomes by region . . . . . . . . . . . . . . . . . . . . . 50

B.1 Viruses other than Zika uncovered by unbiased sequencing . . . . . . 164
B.2 Model selection for BEAST analyses . . . . . . . . . . . . . . . . . . 165
B.3 Within-sample variant validation between and within sequencing meth-

ods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
B.4 Cost estimates for sequencing with and without capture . . . . . . . . 167

13



14



1
Introduction

New genomic technologies are revolutionizing our ability to understand and respond
to the immense microbial world surrounding us. Frontmost among these are high-
throughput sequencing assays that read billions of bases from the nucleic acid in a
patient or environmental sample, and thus offer a rich picture of its microbial contents.
This sequencing data forms the basis of techniques to detect pathogens in a sample
with no required hypotheses on its contents. Microbial genomes, reconstructed from
sequencing data, enable powerful studies to characterize microbes—that is, determine
their diversity, evolution, spread, and functional properties. Alongside sequencing
advancements, many new genome detection technologies, which provide a binary
signal for the presence of a particular nucleic acid sequence, are able to be packaged
into rapid and inexpensive diagnostic tests. These assays complement each other
and together offer a versatile toolkit to interrogate our microbial environment, with
widespread applications in biology, medicine, and public health.

In practice, these genomic assays face challenges—generally, the result of either low
microbial concentrations in samples or a vast, ever-changing microbial landscape—
that complicate the goal of accurately detecting or characterizing a sample’s contents.
One critical direction toward surmounting these challenges is to improve the design
of probe sequences used by the assays. There is extensive room for computational
work in this space: the problem of optimally designing these sequences is intrinsi-
cally computational because it requires formulating objectives and developing new
models and algorithms to achieve them. It also involves applying experimental and
analytical approaches to obtain data that inform design, to test designs, and to show
the significance of these methods in different settings. In this thesis, we demonstrate
limitations of existing assays and their consequences, and develop and test new design
methods that improve microbial detection and sequencing, thereby helping to push
these assays closer to routine, real-world use.
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Figure 1-1 — The role of leveraging genomic data in effective surveillance.

1.1 Motivation and aims

One major quest of biology, medicine, and public health is to strengthen surveillance1

of the microbial world—including archaea, bacteria, many eukaryotes (e.g., fungi),
and viruses—through detection and sequencing. The effects of strengthened surveil-
lance are vast. It will enable us to improve patient diagnostics; proactively detect
pathogens before they turn into epidemics; find changes in pathogens that increase
infectivity or confer resistance to a drug; more completely understand the microbes
that make up a healthy human; and discover microbial species or genes that can lead
to new disease therapies. Recently developed genomic sequencing and detection tech-
nologies have made impressive steps toward the goal of improving surveillance and
achieving these outcomes, but our capabilities are still lacking.

Genomic knowledge of microbial sequence diversity can improve sequencing and
detection assays that interrogate this diversity. The results from these assays would,
in turn, further our knowledge of that diversity. In effect, there is a positive feedback
loop we can exploit to strengthen surveillance (Figure 1-1). Knowledge of microbial
sequence diversity would also improve assays, such as clinical diagnostics, whose re-
sults may not directly contribute back. For this, we need approaches that optimally
and rapidly leverage available genomic data. This thesis strives to develop new de-
sign methods and software tools for microbial detection and characterization, making
progress on a key step in the goal of effective surveillance.

1.1.1 Aim 1: Sensitive, comprehensive detection and
characterization

For infectious disease, the traditional approach to diagnostics is for a physician to
order a series of individual microbiological tests associated with clinical symptoms [1].
These tests—for example, growing in culture or testing for antigens—detect just one
or a small number of pathogens. This approach can be time-consuming and, due to

1We use the term surveillance broadly in this thesis to refer to any detection and genome char-
acterization of microbes (pathogenic or not), from patients or environmental samples, that may
contribute to our understanding and response to microbial diversity; this encompasses, for example,
patient diagnostics, routine patient testing, early detection of potential pathogens, and microbiome
analyses.
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the need for a priori hypotheses of potential diagnoses before testing, may fail to
detect causative agents.

An exciting alternative approach is untargeted metagenomic sequencing, which
can detect nearly any pathogen without having to formulate a set of hypotheses2 [1,2].
We refer to this approach as being comprehensive (Figure 1-2), a term we define in
this thesis as meeting two objectives:

1. It tests for many potential causative species at the same time.
2. It is generally able to detect any previously-characterized strain for these species;

that is, to an extent, evolution within the species does not degrade performance.
The allure of untargeted metagenomic sequencing is its comprehensiveness. As a
sequencing-based assay, it also has exceptionally high specificity. These factors benefit
patient diagnostics, particularly when the causative agent is unclear, by increasing
the chance of arriving at an accurate diagnosis. Moreover, its comprehensiveness
makes metagenomic sequencing effective for a vast array of surveillance applications
beyond diagnostics, especially when combined with the rich whole-genome sequence
data it provides [3].

1.1.1.1 Design for targeted metagenomic sequencing

Comprehensiveness can come with a downside: in many samples, untargeted metage-
nomic sequencing shows decreased sensitivity for a particular target compared to
other approaches, which may lead to little or no informative sequencing data. Many
sequencing efforts have started turning to sensitive targeted assays that amplify or en-
rich interesting targets prior to sequencing3. While their sensitivity is often needed,
these techniques restrict comprehensiveness, a fundamental advantage of metage-
nomic sequencing. We should aim for targeted assays to preserve, to some well-defined
extent, the comprehensive scope of metagenomic sequencing. Put another way, we
should aim for these assays to be useful even with limited a priori knowledge of a
sample’s contents. This task falls largely on design methods: in order to provide com-
prehensive detection and characterization, design for sensitive, targeted metagenomic
sequencing assays ought to fully take advantage of and optimally account for known
microbial sequence diversity.

1.1.1.2 Design for rapid, low-cost nucleic acid detection

Another alternative to traditional patient diagnostics are recently-developed plat-
forms for rapid, low-cost nucleic acid detection4 [4,5]. Unlike untargeted metagenomic
approaches, these assays are not inherently comprehensive; to the contrary, they pro-
vide a binary signal on the presence or absence of a particular nucleic acid target.
These detection technologies apply to a different scope of surveillance applications
than targeted sequencing and come with a major advantage: they offer extremely
high sensitivity and specificity for a target with few required resources to perform

2Sections 2.1.2 and 2.2.1 describe this approach.
3Section 2.1.2 describes these assays.
4Section 2.1.4 describes these diagnostics.
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Species A

Species B

Figure 1-2 — Comprehensiveness helps assays detect and sequence more strains and species.
Here, each circle represents a sample containing a strain for some microbial species. Microbial
species have different strains (colors) that may be present in samples. Highly targeted assays
(left), without careful consideration to design, may fail to detect strains and may be species-
specific. Comprehensive assays (right) aim to broaden the scope of targets.

the test. But their high specificity restricts comprehensiveness, even across the strain
diversity within a species. That is, without careful consideration to design, highly spe-
cific assays like these constrain detection ability across microbial sequence diversity.
Design methods are again critical here: assay designs should optimally leverage avail-
able microbial sequence information to ensure they are as comprehensive as possible,
to some well-defined extent, under the platform’s molecular constraints.

1.1.2 Aim 2: Keeping pace with emerging diversity

The number of genomes in microbial sequence databases is growing exponentially
over time [6–9]. This growth continually adds to our knowledge of microbial sequence
diversity, including entirely new species, previously undetected lineages of known
species, and mutations in the genomes of known lineages [10–14]. These changes can
degrade the performance of existing assays [15] and adjust the scope of diversity that
assays should target. Assay designs ought to be continually updated to adapt to an
ever-changing landscape of known microbial sequence diversity.

The full process of developing genome detection and characterization assays—from
computational genome analysis through testing—is laborious. Even a development
time of one week, considered rapid [5], for a targeted species diagnostic may be too
laborious to perform multiple times during an outbreak and for many different species.
Design methods need to be end-to-end: in addition to incorporating new algorithms
that leverage data on sequence diversity, they should integrate directly with sequence
databases and curate their data, and they should use predictive models of assay
activity to reduce iterative testing in the lab. This will be critical for responding
rapidly to changing and newly discovered microbial diversity.
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1.1.3 Applications beyond genome detection and
characterization

The design aims described in this section—centered on optimally and rapidly lever-
aging genomic data—are relevant to applications beyond nucleic acid detection and
characterization. For example, they can be useful for diagnostic platforms, such as
rapid antigen tests, that require developing antigens or antibodies [16, 17]. They
are also relevant to approaches that focus on using genomics to identify targets for
vaccines and therapies [18,19]. In this thesis we focus on genome detection and char-
acterization, but the ideas described should be broadly applicable as new technologies
emerge to address microbial problems.

1.2 Overarching challenges
We will repeatedly encounter two challenges in this thesis with which to grapple when
designing and applying methods for the above aims.

1.2.1 Low microbial concentrations
Microbial nucleic acid is frequently a tiny fraction of all the genetic content in a
sample. This is a result of extremely low amounts of microbial material [20,21] or high
amounts of background material from the host or environment [22]. Sparse material
from microbes of interest make them more difficult to detect and characterize. The
issue is further complicated when microbial RNA in a sample degrades and becomes
highly fragmented. In many cases we must employ sensitive, targeted molecular
techniques with restricted comprehensiveness. We see throughout this thesis that
there is often a tradeoff between sensitivity and comprehensiveness.

1.2.2 Extensive sequence diversity
There is vast genomic sequence diversity between and within microbial species [10,
23–25], largely owing to high mutation rates [26–28]. Comprehensive assays must
account for this diversity because the targets of interest are usually not well-defined.
Being comprehensive (Aim 1) is challenging precisely because we face such a large
space to target, combined with the need to use sensitive, targeted techniques to
overcome low concentrations. Assay designs should enable sensitive surveillance of
low concentration microbes notwithstanding their extensive diversity. Moreover, our
methods ought to be scalable with this diversity, especially given a need to keep pace
with its exponential growth (Aim 2).

1.3 Summary of contributions
The primary contributions of this thesis are to (a) describe a genomic analysis of a
recent viral outbreak that serves as a clear example of the need for new experimental
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and computational approaches that circumvent the above challenges, and (b) describe
the development and validation of approaches for assay design that address these
challenges.

Specifically, the contributions are:

1. We generate 110 genomes of Zika virus, sampled from across the
Americas during the 2015–16 epidemic. Zika virus is present in samples
at ultra-low concentrations, so its genome is exceptionally challenging to se-
quence. We use multiple targeted sequencing approaches on 229 clinical and
environmental samples collected across the Americas in 2016. We obtain 110
genomes from 10 countries and territories, making this, at the time, by far the
largest and most diverse Zika virus genome dataset. We provide lessons for
future sequencing efforts of low-concentration pathogens like Zika virus.

2. We analyze the evolution and spread of Zika virus in the Americas.
Combining the 110 Zika virus genomes with 64 previously published genomes,
we perform a Bayesian phylogenetic analysis to determine the timing and pat-
terns of introductions into distinct geographic regions. We find that Zika virus
spread rapidly in Brazil and circulated undetected in multiple regions for many
months before locally transmitted cases were confirmed. This demonstrates a
need for improved microbial surveillance.

3. We develop CATCH, a method to design comprehensive and scalable
probe sets that capture whole genomes of highly diverse microbial
taxa. CATCH designs probe sets for use with hybridization capture to enrich
targets prior to sequencing, which increases sensitivity and lowers per-sample
costs. It is, to our knowledge, the first approach to systematically design probe
sets for whole-genome capture of diverse sequence across many species. CATCH
outputs probe sets with a specified number of oligonucleotides that achieve full
coverage of, and scale well with, known sequence diversity. This enables targeted
metagenomic sequencing in which there is comprehensiveness, to a well-defined
extent, against known diversity.

4. We apply CATCH to design multiple probe sets, and synthesize and
experimentally validate these in complex metagenomic samples. We
use CATCH to design a probe set that targets whole genomes of the 356 viral
species known to infect humans, including their known subspecies diversity. We
apply this to mock samples, as well as 30 patient and environmental samples
that span 8 viruses. We show that the probe set enriches unique viral content
on average 18-fold and allows us to assemble genomes that we could not recover
without enrichment, and accurately preserves within-sample diversity. We also
show that the 356-virus probe set recovers genomes from a recent viral out-
break, and improves detection of viral infections in uncharacterized samples.
We also design several focused probe sets with CATCH, and benchmark the
highly complex 356-virus probe set against the focused ones.
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5. We develop ADAPT, a system for the end-to-end design of highly
sensitive and comprehensive nucleic acid detection assays. ADAPT
bridges several algorithms we developed that search for comprehensive designs
across sequence diversity and enforce stringent taxon-specificity, including un-
der computationally challenging criteria that arise in the context of RNA bind-
ing. With an initial focus on CRISPR-Cas13 diagnostic tools, we develop and
test a library of 4,002 crRNA-target pairs, which forms a dataset for a model
that we developed to predict detection activity; integrated into ADAPT, this
allows its designs to have high predicted activity. Combining these methods
with infrastructure to automatically fetch and curate sequences from publicly
available databases, ADAPT can be run routinely so that designs always lever-
age and progress with extensive, ever-changing microbial genome diversity. We
use ADAPT to design comprehensive, highly active Cas13 detection assays for
all 707 viral species with ≥ 10 near-complete or complete genomes in NCBI
databases. This takes under 30 hours and, for all but 4 species, under 9 hours.
We also use ADAPT to design highly specific assays to differentiate 17 closely
related species.

1.4 Structure of the thesis
Chapter 2 provides background on experimental and computational approaches that
underlie our research contributions in this thesis. Following this, there are three main
chapters, each focused on a project comprising contributions listed above.

Chapter 3 is about Zika virus (contributions 1 and 2). It is based on the following
publication:

H.C. Metsky, C.B. Matranga, S. Wohl, S.F. Schaffner et al. Zika virus evolution
and spread in the Americas. Nature, 2017.
(https://doi.org/10.1038/nature22402)

Chapter 4 is about CATCH, and experimentally validating the comprehensive probe
sets that it designs (contributions 3 and 4). It is based on the following publication:

H.C. Metsky and K.J. Siddle et al. Capturing sequence diversity in metagenomes
with comprehensive and scalable probe design. Nature Biotechnology, 2019.
(https://doi.org/10.1038/s41587-018-0006-x)

Chapter 5 is about end-to-end design of highly sensitive and comprehensive nucleic
acid assays with ADAPT (contribution 5). While this thesis describes completed
parts of the project, other parts are ongoing and it has not yet been compiled into a
preprint or paper submission.

Chapter 6 concludes the thesis with examples of future directions.
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2
Background

The work in this thesis spans from collecting patient samples and generating data
through interpreting the data and designing assays from it. Encompassing this broad
of a range of activities strengthens the projects, but also adds responsibility to be
sure the methods and results are accessible to a wide audience. This chapter explains
foundational concepts that underlie our research contributions in this thesis. It is
broken into two parts. Section 2.1 describes experimental techniques, both old and
recent, that are central to modern-day microbial genome detection and characteriza-
tion. Section 2.2 focuses on computational methods to understand, make inferences
about, and design assays from vast amounts of microbial data.

2.1 Approaches to metagenomic sequencing and
microbial detection

2.1.1 Microarrays and genetic marker amplification
In the early 2000s DNA microarrays emerged as a popular technique to detect a broad
set of microbes, including bacteria [29, 30] and viruses [31–34]. These arrays contain
tens of thousands of ∼70-nucleotide (nt) DNA oligonucleotide probes corresponding
to different species, usually with one or a small number of probes identifying each
species. One incubates a sample’s DNA on an array so that it hybridizes to com-
plementary probes. Fragments that bind will fluoresce at the location in the array
of their complementary probe, indicating the presence of that probe’s species in the
sample. This technique is comprehensive because it can detect a large number of
species (or, for diverse species, subspecies) in a single test, and can be designed to be
robust to sequence variability within each species.

Sequencing particular genes, called marker genes, also emerged decades ago as
a useful technique for identifying microbes [35, 36]. The functional and sequence
properties of these genes make them useful for determining evolutionary relationships
among microbes and for detection. In bacteria, the 16S ribosomal RNA (rRNA) gene,
which codes for a small part of the ribosome, is a widely-used marker gene [37]. The
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16S rRNA gene sequence has both conserved and variable regions: highly conserved
regions make it possible to universally amplify the gene, and variable sequence enables
studies to identify distinct microbes and measure evolutionary relationships. This has
been a vital tool for expanding our understanding of the microbial world, such as the
complexity of microbial communities within and between humans [38].

These techniques lay the foundation for much of the work that follows in this
thesis, but they have shortcomings. They provide limited data: for microarrays,
typically binary identification and, for marker gene sequencing, a short sequence that
can have little resolution at the species or subspecies level [29]. Moreover, marker
gene approaches are not broadly applicable; for example, viruses generally do not
have a marker gene similar to 16S rRNA. Metagenomic sequencing, described in
Section 2.1.2, is largely supplanting these approaches for many applications because
it offers more information with comparable sample processing time.

2.1.2 Untargeted metagenomic sequencing
Metagenomic approaches aim to look at all genetic content present in a patient or
environmental sample1. This contrasts with other approaches that characterize a
limited number of microbes and just a small component of their DNA or RNA. With
the era of high-throughput genome sequencing technologies starting in 2005 [39],
sequencing became the mainstay of metagenomic approaches. A continual decrease
in sequencing costs is driving widespread adoption of the equipment and expertise
needed for metagenomic sequencing [1].

Approaches for metagenomic sequencing commonly use multiple cycles to ana-
lyze many short DNA pieces in parallel [40]. After extracting DNA from a sample,
we randomly split it into many short (∼250–1,000-nt) fragments, and add particular
sequences (adapters) to the ends of the fragments via ligation. The adapters serve
as reference points during sequencing, and enable us to barcode DNA from different
samples and sequence them together. This forms a sequencing library, which we then
place on an array and into a sequencing machine. The sequencing machine amplifies
the library such that amplicons from the same fragment are together spatially, in a
cluster, to produce a signal corresponding to that fragment. It then uses a series of
cycles to synthesize a complementary strand of each amplicon. At each cycle, the ma-
chine adds fluorescently labeled nucleotides to incorporate one base onto each strand,
and images the array so a computer can determine which base was incorporated onto
each DNA fragment. Thus, the output of each cycle is one more base from an end
of every DNA fragment. The stretch of bases from one end of each fragment forms
a short sequencing read; these are at most the length of the fragment, and usually
∼100–200-nt long. Instruments from Illumina, Inc. operate with this approach and
we used them to produce all sequencing data in this thesis.

There are other sequencing approaches that are finding exciting metagenomic ap-
plications. One example is nanopore sequencing, which operates through an entirely

1 Similarly, the term metagenomic sample refers to a sample with all of its genetic content as
collected—i.e., without certain material having been isolated or cultured. The term metagenome
refers to all of its nucleic acid.
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different chemical framework than the sequencing-by-synthesis approach described
above [41–44]. Highly portable devices are able to perform this approach (e.g., the
MinION from Oxford Nanopore Technologies); the approach can also provide data
in real-time during sequencing and offer long reads (∼1,000s of nt), both of which
have important applications. However, some studies have raised concerns about ac-
curacy, sensitivity, and throughput [41, 43, 44]. An interesting path forward might
be to combine long reads (e.g., from a MinION) and short reads (e.g., from Illu-
mina instruments) during analysis [45], which would leverage advantages from both
approaches.

Many viruses have an RNA genome we want to sequence, or studies might want
to sequence the RNA intermediary of a microbe that has a DNA genome. For this,
massively parallel RNA sequencing (RNA-seq) is an option [46, 47]. We synthesize
DNA complementary to the RNA (cDNA), and then prepare libraries from the cDNA
and sequence them. Randomly priming the cDNA synthesis—that is, making it
from just about any RNA fragment—provides a largely unbiased view of a sample’s
RNA [47]. Generally, we combine RNA-seq with RNase H-based depletion of host
rRNA in human samples; host rRNA is often a large fraction of the RNA content in
a sample and not needed for microbial studies [47]. Another important consideration
when sequencing RNA is degradation of the RNA that occurs between when the
sample is collected and sequenced [48]. Effectively, RNA can become fragmented
even before preparing a sequencing library. This raises several challenges, and the
extent of it may impact the choice of sequencing technology and analytic methods.

2.1.3 Targeted sequencing approaches
Untargeted metagenomic sequencing provides a complete view of the genetic content
in a sample, but DNA or RNA from microbes of interest often make up a tiny fraction
of that, as noted in Section 1.2.1. Consequently, a small ratio of the sequencing reads
are informative, which complicates microbial genome detection and characterization.
We can sometimes perform additional sequencing to obtain even more reads, but this
can be unreasonably expensive or unfruitful.

Culturing microbes from a sample—growing their quantity in cells under con-
trolled conditions—has historically been a popular approach in microbial genomics.
While generally useful for bacteria, cell culture for viruses is frequently difficult or
impossible [49, 50]. Also, the microbe might adapt to the cell culture through evolu-
tion, altering its genome compared to the original sample [51,52]. For these reasons,
we typically avoid culturing in favor of sequencing directly from a sample.

To obtain more useful sequencing data, we can employ a targeted approach that
enriches specific material prior to sequencing.

2.1.3.1 Amplicon sequencing

There is a long history in microbial genomics of amplifying fragments of a genome
prior to sequencing [36]. One chooses primers (∼20-nt long) in conserved regions of a
genome—i.e., regions that show relatively little variation—and uses PCR to amplify
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the fragment between the primers. Then, one can sequence the resulting amplicons
using conventional Sanger sequencing, a widely-used approach that has been around
for decades, or the high-throughput approaches described in Section 2.1.2. For ex-
ample, this technique underlies 16S rRNA marker gene sequencing.

Instead of amplifying only a single fragment, several viral studies have successfully
sequenced near-complete whole genomes by amplifying multiple overlapping frag-
ments tiled along a virus genome [20,21, 42,53–55]. Each amplicon is ∼400–2,000-nt
long depending on the sequencing approach. This technique is extremely sensitive
for microbes at low concentrations [21]. The high specificity of primers for a target
means that, following amplification, the target amplicons are abundant and many
samples can be pooled on a sequencing run, lowering per-sample sequencing costs
and decreasing overall processing time. But the remarkable detection ability comes
with a loss of comprehensiveness. High specificity has posed challenges for highly
diverse microbes [56–58], the extensive PCR involved may introduce mutations [20],
and the technique may be impractical for larger genomes than it has been applied to
(larger than ∼20,000-nt) [55]. As with most targeted approaches, amplicon sequenc-
ing is specific to a particular genome so it requires knowing a priori the target species,
and sometimes even subspecies genotype information [56, 57]. Additionally, contam-
ination of amplicons across samples, which can occur during sample processing, is a
particular concern with amplicon sequencing.

2.1.3.2 Hybridization capture

Another approach to enrich microbial genomes is to use oligonucleotide probes, de-
signed to be complementary to the target genome, that hybridize to fragments of
it and enable amplification of those fragments. This approach was originally devel-
oped for enriching parts of the human genome [59, 60]. In particular, the probes,
which are ∼100-nt long and can be DNA or RNA, are biotinylated. They hybridize
in solution to DNA (usually library fragments), and magnetic streptavidin-coated
beads bind to the probes. We then use a magnet to capture the fragments; we pull
down them down and wash away the rest. We amplify the captured fragments with
a small number of PCR cycles, and can sequence the resulting library (Figure 2-1).
Studies successfully applied hybridization capture to enrich Plasmodium falciparum
(a cause of malaria) [61] and human herpesvirus [62] genomes, and later Lassa and
Ebola virus genomes [47] as well as genomes of many other small and large clinically
relevant viruses [55,63].

Three recent studies applied capture to hundreds of viruses [64–66], showing that
we can use it for many diverse targets simultaneously. However, these studies each face
one or more of the following limitations: (a) targeting only a single reference strain
per species, making them unlikely to capture extensive within-species diversity; (b)
not having designs cover all input sequence diversity; and (c) requiring millions of
probes to capture diversity, which is expensive to synthesize. Moreover, they all use
ad hoc design methods that may be difficult to rerun and apply to other targets, and
they do not make design software nor probe designs publicly available. Chapter 4 is
focused on addressing these limitations and growing the comprehensiveness of capture
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Figure 2-1 — Library preparation with hybridization capture. After extracting nucleic acid
from a sample, we construct a sequencing library. Probes hybridize to target fragments, and
we use a magnet to capture them. After amplifying the captured fragments, we sequence the
library.

to perform targeted metagenomics.
As with all targeted approaches, there are trade-offs to consider. Unlike

amplification-based methods, the quantity of sequencing reads for a microbe after
capture correlates with its pre-capture load [58]; while helpful for quantification, this
means capture may be ineffective for samples whose starting material is at an ultra-
low concentration. On the other hand, probes can tolerate divergence against their
targets during capture and there is no technical limit to the number of probes that
can be used, which allows the approach to be more comprehensive than other tar-
geted approaches. Section 4.6 more thoroughly discusses the trade-offs of targeted
approaches.

2.1.4 Nucleic acid detection technologies for rapid, low-cost
diagnostics

Metagenomic sequencing provides the comprehensiveness and, through a whole
genome, the detailed resolution that is desired for effective surveillance, but its use
is often time-consuming and expensive [55]. Traditional diagnostic-focused assays—
such as PCR or antigen-based tests—are widely-used and often more suited to the
binary task of identifying the presence or absence of a microbe. However, they too
face downsides [5]. PCR—though highly sensitive, specific, and easily programmable
against different targets—requires expertise and equipment to run. Antigen-based
tests, though often easy and rapid to run, may lack sensitivity and specificity, and
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can take considerable time to develop.
A recent class of nucleic acid detection approaches enable diagnostics that are

highly sensitive, specific, low-cost, rapid to run, and relatively quick to develop.
One example centers around CRISPR-associated proteins, such as Cas12 [67] and
Cas13 [68–70]. In the case of CRISPR-Cas13, we design crRNA guides to target RNA
in a sample. After the guide binds to its intended target, Cas13 cleaves the target and
then begins collateral cleavage of other RNA. This cleaves an RNA reporter, which
leads to a fluorescent signal that is used for detection. Cas13 detection is usually
preceded with isothermal amplification (e.g., RPA [71]) of the target for a more sensi-
tive readout. CRISPR-Cas12, which targets DNA instead of RNA, works similarly to
detect DNA. Other recent technologies include toehold switch RNA sensors [72,73]—
in which a switch’s binding to targeted RNA allows a gene to be translated, which
can offer a signal—and DNA probe-based systems in which binding likewise causes
translation. Unlike sequencing approaches, which require computational analysis of
data (Section 2.2), these approaches directly provide a detection signal.

Highly specific approaches like these are unlikely to ever achieve the compre-
hensiveness of metagenomic sequencing, even for diagnostics, but we can multiplex
them—for example, by running several tests in parallel—to detect multiple microbes.
With appropriate design, we can make them sensitive and specific across known se-
quence diversity. These technologies are likely to be a useful complement to metage-
nomic sequencing for many surveillance applications. Chapter 5 focuses on approaches
like these.

2.2 Methods for metagenomic and phylogenetic
analyses

2.2.1 Metagenomic sequence classification

Following metagenomic sequencing of a patient or environmental sample, one of the
most frequent goals is to use sequencing data to determine the microbial taxa (e.g.,
species) in the sample. This usually involves classifying the sequencing reads by
comparing them to reference databases that consist of known genomes for different
taxonomies (Figure 2-2a,b). (The term “metagenomic binning” is sometimes used to
refer to a similar task but its exact meaning is ambiguous.) A common approach is to
adapt the BLAST method [74] to this task; although BLAST is extremely sensitive,
it takes too much CPU time for a large number of reads [75] and produces alignments,
which are not needed for the task. Instead, metagenomic classifiers now build an index
from a reference database, such as one storing the genomes’ 𝑘-mers (𝑘 ≈ 30) [75, 76]
or an FM-index [77]. They then query 𝑘-mers of each read for exact matches against
this index and use the results to determine a taxonomy of the read. Other classifiers
query reads against protein databases [78,79], which is slower than nucleotide queries
but can be more sensitive for classifying sequence that is highly divergent from known
genomes.
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Figure 2-2 — Common pipeline for analyzing microbial sequencing data. (a) Reads
from a sequencing machine come from a microbe of interest (red) and other taxa (gray). (b)
Metagenomic sequencing classification produces a profile of relative abundances for different taxa
using a reference database of genomes. (c) Genome assembly produces a consensus genome
from the microbial reads. (d) Within-sample variants highlight variability between the reads
and the consensus genome, indicating heterogeneity in the sample. (e) A multiple sequence
alignment compares the consensus genome with ones generated from other samples. This figure
is based in part on Figure 1 in ref. [82].

We can then use read classifications to determine a profile of the relative abun-
dances of taxa in a sample. This profile enables metagenomic clinical diagnostics [1]
and microbiome studies [80], among other tasks (Section 2.2.8). There is important
research to be done on improving the accuracy of classifiers and abundance esti-
mates, especially as it relates to the problem of handling frequent false positives at
low abundance [81].

2.2.2 Locality-sensitive hashing techniques for metagenomic
sequence

Locality-sensitive hashing (LSH) techniques use hash functions2 with the property
that two similar objects have a higher probability of collision than two different ob-
jects [83–85]. For some similarity measure 𝑠𝑖𝑚(𝑥, 𝑦) ∈ [0, 1] between two objects 𝑥
and 𝑦, a family ℋ of hash functions is locality-sensitive if

Pr[ℎ(𝑥) = ℎ(𝑦)] = 𝑠𝑖𝑚(𝑥, 𝑦),

where the probability is taken over choices of hash functions ℎ ∈ ℋ. There are many
similarity measures. A simple choice for two nucleotide sequences 𝑥 and 𝑦, with
|𝑥| = |𝑦|, is 𝑠𝑖𝑚(𝑥, 𝑦) = 1− 𝑑(𝑥, 𝑦)/|𝑥| where 𝑑(𝑥, 𝑦) is Hamming distance. For this,
the LSH function ℎ(𝑥) corresponds to some randomly chosen index and outputs the
base at that index of 𝑥. One of the first uses of LSH was to construct an efficient
algorithm and data structure to find approximate near neighbors of a query object—
that is, to find objects within some radius of the query, under a desired reporting

2In this section, we can think of a hash function ℎ(𝑥) as mapping some object 𝑥 to a value,
such as a number or string, of a fixed size. There is a collision if, for two different objects 𝑥 and 𝑦,
ℎ(𝑥) = ℎ(𝑦).
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probability [83].
The MinHash family [86–88], based on the Jaccard similarity, is especially useful

for many problems in metagenomics. The Jaccard similarity is defined between two
sets 𝑋 and 𝑌 as

𝑠𝑖𝑚(𝑋, 𝑌 ) = |𝑋 ∩ 𝑌 |
|𝑋 ∪ 𝑌 |

.

It becomes closer to 1 as 𝑋 and 𝑌 have more elements in common. For this locality-
sensitive family ℋ, the hash function is

ℎ𝜋(𝑋) = min{𝜋(𝑥) | 𝑥 ∈ 𝑋},

where 𝜋 is a random permutation on elements contained in 𝑋 and 𝑌 . Selecting
different ℎ𝜋 can provide a way to estimate the Jaccard similarity. For 𝑠 hash functions
ℎ𝜋1 , ℎ𝜋2 , . . . , ℎ𝜋𝑠 drawn from ℋ, a sketch of a set 𝑋 is (ℎ𝜋1(𝑋), ℎ𝜋2(𝑋), . . . , ℎ𝜋𝑠(𝑋))3.
The value 𝑐/𝑠, where 𝑐 is the number of shared elements between the sketches of
two sets 𝑋 and 𝑌 , is an unbiased estimate of their Jaccard similarity; this can be
calculated in 𝑂(𝑠) time. To compare two sequences, we can represent each sequence
by a set of its 𝑘-mers and then compare the sketches of the two sets. Intuitively,
similar sequences are relatively likely to share a similar collection of smallest 𝑘-mers,
as defined by the permutations, and therefore likely to have similar sketches and
high estimated Jaccard similarity. It is straightforward to extend this to comparing
two groups of sequences, such as reads from two samples. For long sequences or
large groups of sequences, comparing their sketches can be much faster than directly
comparing them.

Recently, these techniques have become popular for many challenging compu-
tational tasks in metagenomics that involve comparing a large number of related
sequences. Several studies have developed LSH functions for selecting nucleotides to
cluster [90] and encode [91] sequences. At least one used MinHash to cluster metage-
nomic sequences [92]. Another study used MinHash to rapidly estimate distances be-
tween genomes, an important goal for many comparative metagenomic tasks: ref. [89]
defines a distance between two sequences that is a function of their estimated Jaccard
similarity and correlates well with their average nucleotide identity (ANI). Directly
computing the ANI of two long sequences is considerably slower than comparing their
pre-computed sketches. Another interesting application is the use of MinHash to help
genome assembly of long, noisy reads [93]; this problem, which is explained below, is
difficult for many microbial genomes.

2.2.3 Genome assembly
Beyond metagenomic exploration, many microbial analyses first require assembling
genomes. This task is sometimes challenging to perform from short sequencing reads
or low-quality ones, and there are two approaches commonly used. A reference-

3 In practice, to avoid having to compute many permutations, methods tend to use a single hash
function ℎ𝜋 ∈ ℋ. A sketch of 𝑋 is then the 𝑠 smallest values of {𝜋(𝑥) | 𝑥 ∈ 𝑋}. If we keep the
sketch sorted, comparing two sketches takes 𝑂(𝑠) time [89].
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guided approach involves selecting a reference genome to represent a species and
aligning sequencing reads—for example, using a seed-and-extend approach [94]—to
the reference genome, creating a pileup. Then we construct a consensus genome by
determining variants between the mapped reads and the reference; for example, for
single-nucleotide variants, at each position of the reference genome the nucleotide
placed into the consensus genome is the one found in most (or some other fraction)
of the mapped reads. This is generally fast and the required approach if there are
few informative microbial sequencing reads [20], but may not be effective if a sam-
ple’s genome has structural changes or high divergence against the selected reference
genome. Another approach is to construct de novo assemblies by looking for overlap
between reads that are classified as being from the microbe of interest (Figure 2-2c).
Most methods perform this by constructing a de Bruijn graph in which edges represent
𝑘-mers, and then search for an Eulerian cycle [95,96]. The output is one or more con-
tigs, each a contiguous region of the genome; if there are unsequenced regions of the
genome, the contigs may need to be aligned back to a reference genome (scaffolding)
to determine their relative placements and assemble one consensus genome.

We can create another pileup of the sequencing reads against the assembled con-
sensus genome. This informs the depth of sequencing at each position, the number of
aligned reads overlapping that position. Depth conveys information about sequencing
performance at different parts of the genome and, for some sequencing technologies,
relative abundance of different microbes and of expression of different parts of the
same genome.

2.2.4 High resolution strain analysis
Within a particular host or environmental sample, one microbial species often ex-
ists as a heterogenous population. There can be many different genomes at vary-
ing frequencies, which may convey information about selective pressure or transmis-
sion [48, 97, 98]. Using short reads, it is possible to find intrahost or within-sample
variants against the consensus genome to determine sites in the genome where there
is variability (Figure 2-2d). Methods work by creating a pileup of sequencing reads
against the consensus genome and finding variability between them and the consen-
sus, although the variants can be challenging to call in practice owing to technical
issues associated with sequencing (see ref. [99] and Section 3.4.4.7). Short reads are
not intended to link these variants across the genome into complete haplotypes—that
is, to determine which are part of the same true genomes—but long read sequencing
approaches can make this straightforward [100].

Many tasks related to comparing microbial populations between samples—for ex-
ample, to find functional variants that distinguish them or estimate evolutionary
relationships—involve comparing their consensus genomes (Figure 2-2e). This gen-
erally requires creating a multiple sequence alignment of genomes, which optimizes
an objective function to position nucleotides in each genome such that the same nu-
cleotides across the genomes are more likely to be put at the same position [101].
The problem is NP-hard in the general case and most implementations use heuris-
tics to estimate the best alignment. Multiple sequence alignments serve as input to
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many methods that characterize a microbe’s genome, such as methods that compare
populations with different phenotypes (e.g., antimicrobial resistance) to find vari-
ants potentially explaining the differences, and methods for inferring the spread and
transmission of microbes; the latter methods are described later in Sections 2.2.6 and
2.2.7.

2.2.5 Designing to cover sequence diversity
There are many design problems that seek to account for the diversity across a col-
lection of genomes. In the case of designing PCR primers for detection, one frequent
objective is the following: given a collection of sequences to detect and a primer length,
find the smallest collection of primers that fully cover all the sequences. There are
good reasons for this to be the objective, though Section 4.4.1.5 describes other for-
mulations for this type of problem. Determining whether a primer covers a sequence
can be based on several factors (e.g., thermodynamic) related to detection, but it is
often assumed that a primer covers a sequence if and only if there is an exact match
(i.e., the primer is a substring).

Many studies have looked at the primer selection problem and solved it using a
reduction to the set cover problem [102–105]. The set cover problem [106, 107] takes
as input a universe 𝑈 of elements and a collection 𝑆 = {𝑆1, 𝑆2, . . . , 𝑆𝑘} of subsets
of 𝑈 , and finds the smallest subcollection of 𝑆 that covers 𝑈 (⋃︀𝑆𝑖∈𝐶 𝑆𝑖 = 𝑈 where
𝐶 is the subcollection). This problem is NP-hard, but it admits a simple greedy
approximation algorithm: select the 𝑆𝑖 that covers the most number of elements in 𝑈 ,
remove covered elements from 𝑈 , and repeat iteratively. This provides a 𝑂(log |𝑈 |)
approximation ratio—that is, the number of 𝑆𝑖 chosen is at most 𝑂(log |𝑈 |) times
the optimal number. Although a large factor, this is essentially the best that can
be achieved efficiently [108]. There is a linear reduction from the primer selection
problem to the set cover problem, in which each element in 𝑈 represents a sequence
and each 𝑆𝑖 represents a primer, storing the sequences covered by the primer. Thus,
the greedy algorithm gives a way to approximate the solution to the primer selection
problem. Even in the special case where there must be an exact match between a
primer and sequence, there is a straightforward reduction from the set cover problem
to the primer selection problem, proving the latter to be NP-hard [102].

The same objective and solution applies as well to designing probes for microbial
detection with microarrays. Ref. [109] uses the approach to design probes from align-
ments of conserved protein sequences across viruses for detection, though it is not
clear what level of detection resolution this provides (e.g., whether it is sub-family).
Ref. [110] also uses the approach, in this case to find an efficient collection of microar-
ray probes covering whole genomes, and applies it to design probes for 20 genomes
of a bacterial species. Neither address the problem of whole-genome design against
many species with extensive observed diversity within each; a key aim of Chapter 4
is to tackle this problem with a comprehensive and scalable solution.

There are other related problems in uncovering patterns in microbial DNA se-
quence that use the set cover problem or similar solutions. Notably, this includes
finding an optimal collection of sequences that distinguishes pairs of species, which is
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Figure 2-3 — Sampling phylogenetic trees. 𝒯 , visualized here on a single dimension, encom-
passes parameters describing the evolution of a microbe. Commonly used methods repeatedly
propose changes to 𝒯 , shown by arrows on the bottom, to sample from Pr(𝒯 |D).

called barcoding or fingerprinting [111–114].

2.2.6 Phylogenetic reconstruction
Reconstructing the evolutionary history, or phylogeny, of a group of microbes can
help to address many important biological and public health questions. A phylogeny
is represented by a tree whose leaf nodes (tips) represent sampled genomes, internal
nodes represent inferred ancestors of the nodes below them, and edges (branches)
represent change4. For pathogens, ancestors are usually interpreted as infected hosts
that infect multiple other hosts. Phylogenies must be inferred from the sequencing
data because they are not directly observed. There are many methods to reconstruct
phylogenetic trees [115]. Some take a distance matrix of pairwise sequence distances
as input and then cluster sequences by iteratively joining pairs [116]. Other methods
define a score for some tree and use heuristics to search a space of trees and estimate a
tree with the best score; a maximum parsimony approach minimizes the total number
of changes to arrive at the tips [117], and a maximum likelihood approach [118, 119]
maximizes the likelihood of the aligned sequence data given a tree and a model of
how the genomes change.

In this thesis we use Bayesian inference for key phylogenetic results. Unlike the
previously mentioned approaches, Bayesian methods directly model uncertainty in the
phylogeny and provide easy-to-interpret probabilities related to it [120, 121]. While
computationally demanding, these methods have gained popularity recently thanks
to computational advances [115]. Two popular implementations are MrBayes [122]
and BEAST [123].

In Bayesian inference methods, the tree and its associated parameters come from
a posterior distribution (Figure 2-3). Let 𝒯 = (𝑇 , 𝜃) where 𝑇 is a topology of the

4The unit of a branch’s length is usually in terms of either (a) genetic change, such as substitutions
per site; or (b) actual time, such as years. In the latter case, we say the tree is on a time-scale.
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tree and 𝜃 encompasses parameters, including branch lengths and evolutionary pa-
rameters. The evolutionary parameters in 𝜃 derive from several models, including
a:
∙ Substitution model, which describes how the sequences change evolutionarily

based on relative rates for different types of changes [124,125]. The model may
allow for some sites (e.g., based on codon position, or whether they are coding
or non-coding) to have different rates than others.
∙ Clock model, which defines the substitution rate, the rate at which nucleotide

changes accumulate over time (usually in units of substitutions per site per
year). Two common models are a strict clock, in which the rate is the same over
the entire tree, and a relaxed clock [126, 127], in which the rate at each branch
is sampled from a parametric distribution.
∙ Demographic model, which describes how the population size changes over

time (often assuming a single panmictic population). As examples, the pop-
ulation can be constant over time, grow exponentially, or change at coalescent
events [128] or fixed points in real time [129].

Also, let 𝐷 be the data, which consists of a multiple sequence alignment and sam-
pling dates for each sequence in the alignment; we need the latter because we are
generally interested in reconstructing rooted trees on a time-scale. The main goal is
to understand the posterior distribution Pr(𝒯 |𝐷).

Rather than drawing from Pr(𝒯 |𝐷) directly, approaches start with Bayes’s theo-
rem,

Pr(𝒯 |𝐷) = Pr(𝐷|𝒯 ) Pr(𝒯 )
Pr(𝐷) ∝ Pr(𝐷|𝒯 ) Pr(𝒯 ),

and use Markov chain Monte Carlo (MCMC) methods to sample from the distribu-
tion. The Metropolis-Hastings algorithm [130] is one common MCMC method to
perform this sampling iteratively. At each iteration, it proposes a change to 𝒯—for
example, adjusting the tree topology or scaling the substitution rate—and makes the
change depending on a function of Pr(𝐷|𝒯 ) Pr(𝒯 ), drawing the new 𝒯 as a sample if
a change is made and otherwise drawing the old 𝒯 as another sample. The sampled
𝒯 s are from the posterior, Pr(𝒯 |𝐷). Note that, with this approach, we do not need
to evaluate the normalization factor Pr(𝐷). We set priors Pr(𝒯 ) on the tree and on
parameters beforehand, and methods compute the likelihood Pr(𝐷|𝒯 ) based on the
evolutionary models. Usually sites in the sequence alignment are assumed to evolve
independently, so methods compute the likelihood as a product across the sites.

Model selection is an important part of Bayesian phylogenetics. Let 𝑀 represent
a model, incorporating choices of the different evolutionary models described above.
We generally use the marginal likelihood,

Pr(𝐷|𝑀) =
∫︁

𝒯
Pr(𝐷|𝒯 , 𝑀) Pr(𝒯 |𝑀) d𝒯 ,

for model selection. Although this is difficult to compute, there are many methods
and software implementations in Bayesian phylogenetics to estimate the marginal
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likelihood by sampling [131,132]. The Bayes factor,

BF = Pr(𝐷|𝑀1)
Pr(𝐷|𝑀2)

,

quantifies the support for model 𝑀1 over model 𝑀2. We prefer 𝑀1 to 𝑀2 if BF > 1.

2.2.7 Inferring spread from phylogenies
The posterior distribution Pr(𝒯 |𝐷), corresponding to a set of microbial genomes,
provides a wealth of information concerning their evolution and spread over time.
Most tree visualizations show one tree that summarizes Pr(𝒯 |𝐷), or one particular
sampled tree; for example, this can be the tree whose clades—that is, internal node
and all the nodes that fall under it—appear most often in the other sampled trees
(maximum clade credibility tree). Using the samples from Pr(𝒯 |𝐷), it is easy to
approximate a marginal distribution for some aspect of the tree or a parameter. For
example, this can be the posterior probability that a clade in the visualized tree is
correct or the posterior probability distribution of the substitution rate.

One key use of Pr(𝒯 |𝐷) is dating internal nodes of the tree. We do this by
estimating the marginal distribution on the date of an internal node. For a group of
tips in the tree, the date of their most recent common ancestor is often called the
time to the most recent common ancestor (tMRCA). The tMRCA of the entire tree is
the date of the root and, in the case where tips come from an outbreak, it estimates
the time the outbreak started. Similarly, if a group of tips from some geographic
region collectively form a clade, their tMRCA represents the estimated arrival date
into that region. The topology of the tree can provide more detailed information
about spread, including geographic, or we can directly model particular questions
about spread [133].

2.2.8 Recent microbial applications of metagenomic and
phylogenetic approaches

In the past decade there have been tremendous applications of metagenomic sequenc-
ing. It has improved patient diagnostics for neurological infections, such as meningitis
and encephalitis, improving turnaround time [134] and detecting pathogens not found
by routine testing [135]. Although metagenomic sequencing tends to be slower and
more expensive than any individual test, it can save time and money overall if clin-
icians require many tests to reach a diagnosis. Relatedly, metagenomic sequencing
is at the core of proposals for diagnostic surveillance systems to proactively detect
emerging pathogens before they turn into outbreaks, or before outbreaks turn into
epidemics [136]. Even among healthy individuals, metagenomic sequencing is trans-
forming analyses of the human virome [137] and microbiome [138, 139] through in-
creased resolution over prior approaches; for example, it can provide more specific
information on differential abundance between different habitats or individuals [38].
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Improved data from microbiome analyses could help improve the search for new di-
agnostics and therapies for inflammatory conditions and other diseases [140].

Metagenomic approaches are also expanding our knowledge of the diversity of the
microbial world. Many studies are uncovering novel bacterial and fungal genes [141],
for instance, by mining sequence databases; studies can then synthesize relevant genes
and test them in applications where they might be useful. It has also become almost
routine to discover new viruses [142]. One recent metagenomic study increased by
16-fold the number of known viral genes [12], another discovered 1,445 RNA viruses
in invertebrates [13], and yet another discovered 214 distinctive, putative RNA viral
species that infect vertebrates [14]. These discoveries will surely continue as metage-
nomic approaches become more pervasive.

Phylogenetic analyses of human pathogens have provided key insights into their
origins, spread, and circulation. Some examples include an understanding of the
early ancestry of the United States HIV-1/AIDS epidemic [143], and the spread and
circulation of Lassa virus [144], Ebola virus [145], influenza viruses [146], Middle
East respiratory syndrome coronavirus [147], mumps virus in the United States [133],
and MRSA in an outbreak in a neonatal intensive care unit [148]. A phylogenetic
analysis from metagenomic data of ancient samples found genes in these samples
capable of antibiotic resistance, showing this phenomenon has existed even without
the selective pressure of antibiotics [149]. Ref. [82] gives a thorough review of how
to apply many of the methods described in this chapter toward viral outbreaks. In
addition to reconstructing evolutionary relationships, these tools have the potential
to improve public health by providing information on the transmission and dynamics
of a pathogen in real-time [136].
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3
Sequencing Zika virus to reveal its
evolution and spread in the
Americas

This chapter focuses on a single pathogen, Zika virus, that rapidly swept through the
Americas starting around early 2014. Until nearly two years after that start, Zika
virus was obscure: it was not on the radar of the public or most public health officials
and, from what was known about it, Zika was only thought to be mild.

In April, 2016 we became involved because we observed strikingly little available
Zika virus genome data directly from clinical samples relative to the scale of the
outbreak (fewer than 40 genomes then, and fewer than 100 by the time we published).
We made available a first batch of Zika virus genomes just six months later (October,
2016), and posted an initial preprint in February, 2017.

The pace at which we generated and analyzed data was only made possible through
a large, phenomenal team of collaborators from across the Americas. Ref. [20] lists
these individuals and acknowledges others who made the project possible.

3.1 Contributions to the project

I, Bronwyn MacInnis, and Pardis Sabeti oversaw and drove the project forward from
the first day through publication. Our collaborators across the Americas led clinical
studies and study sites through which samples were collected. Christian Matranga and
I coordinated laboratory experiments and sample preparation; the experiments and
preparation were performed by Christian Matranga, Catherine Freije, Sarah Winnicki,
Kendra West, James Qu, and many others (see ref. [20]). Bridget Chak and August
Felix worked with me to obtain regulatory approvals.

I worked closely with several others on all aspects of data analysis. I processed
raw sequencing data and assembled genomes (Tables 3.1, B.1a). Shirlee Wohl and
I worked closely together to analyze sequencing results and methods (Figs. 3-1, 3-2
(with assistance from Christopher Tomkins-Tinch), 3-6, A-5, Table B.3). I analyzed
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the relationship between metadata and sequencing outcome (Fig. A-1). I performed
phylogenetic analyses (Figs. 3-3b, 3-4, A-2, A-3, A-4, Table B.2) with assistance from
others. Simon Ye analyzed novel virus fragments in mosquito pools (Table B.1b).
Stephen Schaffner performed PCA (Fig. 3-3c) and analyzed genomic variation (Fig. 3-
5a,b,e). Aaron Lin analyzed selective pressure on the genome (Fig. 3-5c,d).

I, Christian Matranga, Shirlee Wohl, Stephen Schaffner, Aaron Lin, Nathan
Yozwiak, Bronwyn MacInnis, and Pardis Sabeti wrote the manuscript. Many oth-
ers [20]—including Daniel Park, Andreas Gnirke, Thiago Moreno Souza, and Irene
Bosch—were involved throughout the process with critical insights and guidance.

3.2 Summary
Although the recent Zika virus (ZIKV) epidemic in the Americas and its link to birth
defects have attracted a great deal of attention [150, 151], much remains unknown
about ZIKV disease epidemiology and ZIKV evolution, in part owing to a lack of
genomic data. Here we address this gap in knowledge by using multiple sequencing
approaches to generate 110 ZIKV genomes from clinical and mosquito samples from
10 countries and territories, greatly expanding the observed viral genetic diversity
from this outbreak. We analyzed the timing and patterns of introductions into dis-
tinct geographic regions; our phylogenetic evidence suggests rapid expansion of the
outbreak in Brazil and multiple introductions of outbreak strains into Puerto Rico,
Honduras, Colombia, other Caribbean islands, and the continental United States. We
find that ZIKV circulated undetected in multiple regions for many months before the
first locally transmitted cases were confirmed, highlighting the importance of surveil-
lance of viral infections. We identify mutations with possible functional implications
for ZIKV biology and pathogenesis, as well as those that might be relevant to the
effectiveness of diagnostic tests.

3.3 Introduction
Since its introduction into the Americas, mosquito-borne ZIKV (family: Flaviviridae)
has spread rapidly, causing hundreds of thousands of cases of ZIKV disease, as well as
ZIKV congenital syndrome and probably other neurological complications [150–152].
Phylogenetic analysis of ZIKV can reveal the trajectory of the outbreak and detect
mutations that may be associated with new disease phenotypes or affect molecular
diagnostics. Despite the 70 years since its discovery and the scale of the recent
outbreak, however, fewer than 100 ZIKV genomes have been sequenced directly from
clinical samples. This is due in part to technical challenges posed by low viral loads
(for example, these are often orders of magnitude lower than in Ebola virus or dengue
virus infection [153–155]), and by loss of RNA integrity in samples collected and stored
without sequencing in mind. Culturing the virus increases the material available for
sequencing but can result in genetic variation that is not representative of the original
clinical sample. In this study, we sought to sequence ZIKV genomes directly from
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samples and use them to assess ZIKV’s evolution and spread.

3.4 Methods

3.4.1 Ethics statement
The clinical studies from which we obtained samples were evaluated and approved
by the relevant Institutional Review Boards/Ethics Review Committees at Hospital
General de la Plaza de la Salud (Santo Domingo, Dominican Republic), University of
the West Indies (Kingston, Jamaica), Universidad Nacional Autónoma de Honduras
(Tegucigalpa, Honduras), Oswaldo Cruz Foundation (Rio de Janeiro, Brazil), Cen-
tro de Investigaciones Epidemiologicas—Universidad Industrial de Santander (Bu-
caramanga, Colombia), Massachusetts Department of Public Health (Jamaica Plain,
Massachusetts), and Florida Department of Health (Tallahassee, Florida). We ob-
tained informed consent from all participants enrolled in studies at Hospital General
de la Plaza de la Salud, Universidad Nacional Autónoma de Honduras, Oswaldo Cruz
Foundation, and Universidad Industrial de Santander. IRBs at the University of
West Indies, Massachusetts Department of Public Health, and Florida Department of
Health granted waivers of consent given this research with leftover clinical diagnostic
samples involved no more than minimal risk. Harvard University and Massachusetts
Institute of Technology (MIT) Institutional Review Boards/Ethics Review Commit-
tees provided approval for sequencing and secondary analysis of samples collected by
the aforementioned institutions.

3.4.2 Sample collections and study subjects
Patients with suspected ZIKV infection (including high-risk travelers) were enrolled
through study protocols at multiple aforementioned collection sites. We obtained clin-
ical samples (including blood, urine, cerebrospinal fluid, and saliva) from suspected
or confirmed ZIKV cases and from high-risk travelers. For de-identified information
about study participants and other sample metadata, see Supplementary Table 1 in
the publication of this project (ref. [20]).

3.4.3 Experimental methods

3.4.3.1 Viral RNA isolation

We isolated RNA following the manufacturer’s standard operating protocol for
0.14 mL to 1 mL samples [156] using the QIAamp Viral RNA Minikit (Qiagen), ex-
cept that in some cases 0.1 M final concentration of 𝛽-mercaptoethanol (as a reducing
agent) or 40 µg/mL final concentration of linear acrylamide (Ambion) (as a carrier)
were added to AVL buffer before inactivation. We resuspended extracted RNA in
AVE buffer or nuclease-free water. In some cases, we concentrated viral samples us-
ing Vivaspin-500 centrifugal concentrators (Sigma-Aldrich) before inactivation and
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extraction. In these cases, we concentrated 0.84 mL of sample to 0.14 mL by passing
through a 30-kDa filter and discarding the flow-through.

3.4.3.2 Carrier RNA and host rRNA depletion

In a subset of human samples, we depleted carrier poly(rA) RNA and host rRNA from
RNA samples using RNase H selective depletion [47,157]. In brief, we hybridized oligo
d(T) (40-nt long) and/or DNA probes complementary to human rRNA to the sample
RNA. We then treated the sample with 15 units Hybridase (Epicentre) for 30 min at
45 ∘C. We removed the complementary DNA probes by treating each reaction with
an RNase-free DNase (Qiagen) according to the manufacturer’s protocol. Following
depletion, we purified samples using 1.8× volume AMPure RNAclean beads (Beckman
Coulter Genomics) and eluted into 10 µL water for cDNA synthesis.

3.4.3.3 Illumina library construction and sequencing

We performed cDNA synthesis as described in previously published RNA-seq meth-
ods [47]. To track potential cross-contamination, we spiked 50 fg synthetic RNA (gift
from M. Salit, NIST) into samples using unique RNA for each individual ZIKV sam-
ple. We prepared ZIKV negative control cDNA libraries from water, human K-562
total RNA (Ambion), or EBOV (KY425633.1) seed stock; ZIKV positive controls
were prepared from ZIKV Senegal (isolate HD78788) or ZIKV Pernambuco (isolate
PE243; KX197192.1) seed stock. We used the dual index Accel-NGS 2S Plus DNA
Library Kit (Swift Biosciences) for library preparation. We used approximately half
of the cDNA product for library construction, and generated indexed libraries using
18 cycles of PCR. We indexed each individual sample with a unique barcode. We
pooled libraries at equal molarity and sequenced on the Illumina HiSeq 2500 or MiSeq
(paired-end reads) platforms.

3.4.3.4 Amplicon-based cDNA synthesis and library construction

We used amplicon sequencing to generate many genomes; for background, see Sec-
tion 2.1.3.1. We prepared ZIKV amplicons as described [21, 158], similarly to ‘RNA
jackhammering’ for preparing low-input viral samples for sequencing [143], with slight
modifications. After PCR amplification, we quantified each amplicon pool on a 2200
Tapestation (Agilent Technologies) using High Sensitivity D1000 ScreenTape (Agilent
Technologies). We loaded two microlitres of a 1:10 dilution of the amplicon cDNA and
calculated the concentration of the 350–550-bp fragments. The cDNA concentration,
as reported by the Tapestation, was highly predictive of sequencing outcome (that is,
whether a sample passed genome assembly thresholds) (Fig. A-5). We mixed cDNA
from each of the two amplicon pools equally (10–25 ng each) and prepared libraries
using the dual index Accel-NGS 2S Plus DNA Library Kit (Swift Biosciences) accord-
ing to the manufacturer’s protocol. We indexed libraries with a unique barcode using
seven cycles of PCR, pooled equally, and sequenced on the Illumina MiSeq (250-bp
paired-end reads) platform. We removed primer sequences by hard trimming the first
30 bases for each insert read before analysis.
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3.4.3.5 Zika virus hybrid capture

We also used hybrid capture to generate many genomes; for background, see Sec-
tion 2.1.3.2. We performed virus hybrid capture as previously described [47]. We
designed probes to target ZIKV and chikungunya virus (CHIKV) using CATCH
(Chapter 4; see the VZC probe set). We added alternating universal adapters to
allow two separate PCR amplifications, each consisting of non-overlapping probes.
Probes can be downloaded at https://storage.googleapis.com/sabeti-public/
hybsel_probes/zikv-chikv_201602.fasta [2.25 MB].

We synthesized the probes on a 12k array (CustomArray). We amplified the syn-
thesized oligos by two separate emulsion PCR reactions with primers containing T7
RNA polymerase promoter. We in vitro transcribed biotinylated baits (MEGAshort-
script, Ambion) and added them to prepared ZIKV libraries. We hybridized the
baits and libraries overnight (∼16 h), captured on streptavidin beads, washed, and
re-amplified by PCR using the Illumina adapter sequences. We then pooled cap-
ture libraries and sequenced. In some cases, we performed a second round of hybrid
capture on PCR-amplified capture libraries to further enrich the ZIKV content of se-
quencing libraries (Fig. A-6). In Section 3.5, ‘hybrid capture’ refers to a combination
of hybrid capture sequencing data and data from the same libraries without capture
(untargeted), unless explicitly distinguished.

3.4.4 Computational methods

3.4.4.1 Genome assembly

We assembled reads from all sequencing methods into genomes using viral-ngs v1.13.3
(refs [48], [159]). For background on genome assembly, see Section 2.2.3. We taxonom-
ically filtered reads from amplicon sequencing against a ZIKV reference, KU321639.1.
We filtered reads from other approaches against a larger list of accessions. To compute
results on individual replicates, we de novo assembled these and scaffolded against
KU321639.1. To obtain final genomes for analysis, we pooled data from multiple
replicates of a sample, de novo assembled, and scaffolded against KX197192.1. For
all assemblies, we set the viral-ngs assembly_min_length_fraction_of_reference
and assembly_min_unambig parameters to 0.01. For amplicon sequencing data, un-
ambiguous base calls required at least 90% of reads to agree in order to call that
allele (major_cutoff = 0.9); for hybrid capture data, we used the default thresh-
old of 50%. We modified viral-ngs so that calls to GATK’s UnifiedGenotyper set
min_indel_count_for_genotyping to 2.

At three sites with insertions or deletions (indels) in the consensus genome CDS,
we corrected the genome using Sanger sequencing of the RT–PCR product (namely,
at 3,447 in the genome for sample DOM_2016_BB-0085-SER; at 5,469 in BRA_2016]_-
FC-DQ12D1-PLA; and at 6,516–6,564 in BRA_2016_FC-DQ107D1-URI, coordinates as in
KX197192.1). At other indels in the consensus genome CDS, we replaced the indel
with ambiguity.

Depth-of-coverage values from amplicon sequencing include read duplicates. In
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all other cases, we removed duplicates with viral-ngs.

3.4.4.2 Identification of non-Zika viruses in samples by untargeted
sequencing

We performed metagenomic classification from untargeted sequencing data; for back-
ground, see Section 2.2.1. Using Kraken v0.10.638 in viral-ngs, we built a database
that included its default ‘full’ database (which incorporates all bacterial and viral
whole genomes from RefSeq [160] as of October 2015). Additionally, we included
the whole human genome (hg38), genomes from PlasmoDB [161], sequences covering
mosquito genomes (Aedes aegypti, Aedes albopictus, Anopheles albimanus, Anopheles
quadrimaculatus, Culex quinquefasciatus, and the outgroup Drosophila melanogaster)
from GenBank [162], protozoa and fungi whole genomes from RefSeq, SILVA LTP
16 S rRNA sequences [163], and all sequences from NCBI’s viral accession list [7]
(as of October 2015) for viral taxa that have human as a host. The database can
be downloaded at https://storage.googleapis.com/sabeti-public/meta_dbs/
kraken_full-and-mosquito-and-all_human_viral.tar.gz [185.25 GB].

For each sample, we ran Kraken on data from untargeted sequencing replicates
(not including hybrid capture data) and searched its output reports for viral taxa with
more than 100 reported reads. We manually filtered the results, removing ZIKV, bac-
teriophages, and known laboratory contaminants. For each sample and its associated
taxa, we assembled genomes using viral-ngs as described above; the results are in Ta-
ble B.1a. We used the following genomes for taxonomically filtering reads and as the
reference for assembly: KJ741267.1 (cell fusing agent virus), AY292384.1 (deformed
wing virus), NC_001477.1 (dengue virus type 1) and LC164349.1 (JC polyomavirus).
When reporting sequence identity of an assembly to its taxon, we used BLASTN [164]
to determine the identity between the sequence and the reference used for its assembly.

To focus on metagenomics of mosquito pools (Table B.1b), we considered un-
targeted sequencing data from eight mosquito pools (not including hybrid capture
data). We first ran the depletion pipeline of viral-ngs on raw data and then ran the
viral-ngs Trinity [95] assembly pipeline on the depleted reads to assemble them into
contigs. We pooled contigs from all mosquito pool samples and identified all duplicate
contigs with sequence identity > 95% using CD-HIT [165]. Additionally, we used pre-
dicted coding sequences from Prodigal 2.6.3 (ref. [166]) to identify duplicate protein
sequences at > 95% identity. We classified contigs using BLASTN [164] against nt
and BLASTX [164] against nr (as of February 2017) and discarded all contigs with
an E value greater than 1 × 10−4. We define viral contigs as contigs that hit a viral
sequence, and we manually removed all reverse-transcriptase-like contigs owing to
their similarity to retrotransposon elements within the Aedes aegypti genome. We
categorized viral contigs with less than 80% amino acid identity to their best hit as
likely novel viral contigs.

42

https://storage.googleapis.com/sabeti-public/meta_dbs/kraken_full-and-mosquito-and-all_human_viral.tar.gz
https://storage.googleapis.com/sabeti-public/meta_dbs/kraken_full-and-mosquito-and-all_human_viral.tar.gz
https://www.ncbi.nlm.nih.gov/nuccore/KJ741267
https://www.ncbi.nlm.nih.gov/nuccore/AY292384
https://www.ncbi.nlm.nih.gov/nuccore/NC_001477
https://www.ncbi.nlm.nih.gov/nuccore/LC164349


3.4.4.3 Relationship between metadata and sequencing outcome

To determine whether available sample metadata are predictive of sequencing out-
come, we tested the following variables: sample collection site, patient gender, patient
age, sample type, and the number of days between symptom onset and sample col-
lection (collection interval). To describe sequencing outcome of a sample 𝑆, we used
the following response variable 𝑌𝑆:

mean ({𝐼(𝑅) × (number of unambiguous bases in R) for all amplicon sequencing
replicates 𝑅 of 𝑆 }), where 𝐼(𝑅) = 1 if median depth of coverage of 𝑅 ≥ 275 and
𝐼(𝑅) = 0 otherwise1.

We excluded the saliva, cerebrospinal fluid, and whole blood sample types owing
to sample number (𝑛 = 1), and also excluded mosquito pool samples and rows with
missing values. We excluded samples from one collection site (prefix JAM_2016_WI-)
because most had missing values. We treated samples with type ‘Plasma EDTA’ as
having type ‘Plasma’. We treated the collection interval variable as categorical (0–1,
2–3, 4–6, and 7+ days).

With a single model we underfit the zero counts, possibly because many zeros
(samples without a replicate that passed ZIKV assembly) are truly ZIKV-negative.
We thus view the data as coming from two processes: one determining whether a
sample is ZIKV-positive or ZIKV-negative, and another that determines, among the
observed passing samples, how much of a ZIKV genome we are able to sequence.
We modeled the first process, predicting whether a sample is passing, with logistic
regression (in R using GLM [167] with binomial family and logit link); here, the
observed passing samples are the samples 𝑆 for which 𝑌𝑆 ≥ 2,500. For the second, we
performed a beta regression, using only the observed passing samples, of 𝑌𝑆 divided
by ZIKV genome length on the predictor variables. We implemented this in R using
the betareg package [168] and transformed fractions from the closed unit interval to
the open unit interval as the authors suggest.

To test the significance of predictor variables, we used a likelihood ratio test. For
variable 𝑋𝑖 we compared a full model (with all predictors) against a model that used
all predictors except 𝑋𝑖. The results of these tests are shown in Fig. A-1a,d. We
explored the effects of sample type and collection interval on obtaining a passing
assembly in Fig. A-1b,c, respectively. Error bars are 95% confidence intervals derived
from binomial distributions. We explored the effects of these same two variables on
𝑌𝑆 (in passing samples only) in Fig. A-1e,f.

3.4.4.4 Criteria for pooling across replicates

We attempted to sequence one or more replicates of each sample and attempted
to assemble a genome from each replicate. We discarded data from any replicates
whose assembly showed high sequence similarity, in any part of the genome, to our
assembly of the genome in a sample consisting of an African (Senegal) lineage (strain
HD78788) of ZIKV. We used this sample as a positive control throughout this study,

1For all samples, this value can be found in Supplementary Table 1, under ‘Dependent variable
used in regression on metadata’, of the publication of this project (ref. [20]).
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and considered its presence in the assembly of a clinical or mosquito pool sample
to be evidence of contamination. Similarly, we discarded data from four replicates
belonging to samples from the Dominican Republic because they yielded assemblies
that were unexpectedly identical or highly similar to our assembly of the ZIKV isolate
PE243 genome, another positive control used in this study. We also discarded data
from replicates that showed evidence of contamination, at the RNA stage, by the
baits used in hybrid capture; we detected these by looking for adapters that were
added to these probes for amplification.

For amplicon sequencing, we considered an assembly of a replicate to be ‘passing’ if
it contained at least 2,500 unambiguous base calls and had a median depth of coverage
of at least 275× over its unambiguous bases (depth includes duplicate reads). For the
untargeted and hybrid capture approaches, we considered an assembly of a replicate
‘passing’ if it contained at least 4,000 unambiguous base calls. For each approach, the
unambiguous base threshold was based on an observed density of negative controls
below the threshold (Fig. 3-1). For amplicon sequencing assemblies, we added a
coverage depth threshold because coverage depth was roughly binary across replicates,
with negative controls falling in the lower class. On the basis of these thresholds, 0 of
99 negative controls used throughout our sequencing runs yielded passing assemblies
and 32 of 32 positive controls yielded passing assemblies.

We considered a sample to have a passing assembly if any of its replicates, by either
method, yielded an assembly that passed the above thresholds. For each sample with
at least one passing assembly, we pooled read data across replicates for each sample,
including replicates with assemblies that did not pass the assembly thresholds. When
data were available from both amplicon sequencing and untargeted/hybrid capture
approaches, we pooled amplicon sequencing data separately from data produced by
the untargeted and hybrid capture approaches, the latter two of which were pooled
together (henceforth, the ‘hybrid capture’ pool). We then assembled a genome from
each set of pooled data. When assemblies on pooled data were available from both
approaches, we selected for downstream analysis the assembly from the hybrid capture
approach if it had at least 10,267 unambiguous base calls (95% of the reference genome
used, GenBank accession KX197192.1); when this condition was not met, we selected
the one that had more unambiguous base calls.

We computed the number of ZIKV genomes publicly available before this study
based on the result of an NCBI GenBank [162] search for ZIKV in February 2017.
We filtered any sequences with length < 4,000-nt, excluded sequences that are being
published as part of this study or in refs [169], [158], excluded sequences from non-
human hosts, and excluded sequences labeled as having been passaged. We counted
fewer than 100 sequences, the precise number depending on details of the count.

3.4.4.5 Visualization of coverage depth across genomes

For amplicon sequencing data, we plotted coverage across the 110 samples that yielded
a passing assembly by amplicon sequencing (Fig. 3-2a). With viral-ngs, we aligned
depleted reads to the reference sequence KX197192.1 using the novoalign aligner
with options -r Random -l 40 -g 40 -x 20 -t 100 -k. Because of the nature of
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amplicon sequencing, we did not identify or remove duplicates. We binarized depth
at each nucleotide position, showing red if depth of coverage was at least 100×. Rows
(samples) are hierarchically clustered to ease visualization.

For hybrid capture sequencing data, we plotted depth of coverage across the 37
samples that yielded a passing assembly (Fig. 3-2b). We aligned reads as described
above for amplicon sequencing data, except we removed duplicates. For each sample,
we calculated the depth of coverage at each nucleotide position. We then scaled
the values for each sample so that each would have a mean depth of 1.0. At each
nucleotide position, we calculated the median depth across the samples, as well as
the 20th and 80th percentiles. We plotted the mean of each of these metrics within a
200-nt sliding window.

3.4.4.6 Multiple sequence alignments

We aligned ZIKV consensus genomes using MAFFT v7.221 (ref. [170]) with the fol-
lowing parameters: --maxiterate 1000 --ep 0.123 --localpair.

We provide sequences and alignments used in analyses in Supplementary Data of
the publication of this project (ref. [20]).

3.4.4.7 Analysis of within- and between-sample variants

We first measured discordance of alleles between amplicon sequencing and hybrid
capture. To measure overall per-base discordance between consensus genomes pro-
duced by amplicon sequencing and hybrid capture, we considered all sites at which
base calls were made in both the amplicon sequencing and hybrid capture consensus
genomes of a sample, and we calculated the fraction in which the bases were not in
agreement. To measure discordance at polymorphic sites, we searched for positions
with a polymorphism in all genomes generated in this study that we selected for
downstream analysis (see Section 3.4.4.4 for choosing among the amplicon sequenc-
ing and hybrid capture genome when both are available). We then looked at these
positions in genomes that were available from both methods, and we calculated the
fraction in which the alleles were not in agreement.

To measure discordance at minor alleles, we searched for minor alleles in all
genomes generated in this study that we selected for downstream analysis. We then
looked at all sites at which there was a minor allele and for which genomes from both
methods were available, and we calculated the fraction in which the alleles were not
in agreement. For these calculations, we tolerated partial ambiguity (for example,
‘Y’ is concordant with ‘T’). If one genome had full ambiguity (‘N’) at a position and
the other genome had an indel, we counted the site as discordant; otherwise, if one
genome had full ambiguity, we did not count the site.

After assembling genomes, we identified within-sample variants by running V-
Phaser 2.0 via viral-ngs [159] on all pooled reads mapping to each sample assembly.
When determining per-library allele counts at each variant position, we modified
viral-ngs to require a minimum base (Phred) quality score of 30 for all bases, dis-
card anomalous read pairs, and use per-base alignment quality (BAQ) in its calls to
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SAMtools [171] mpileup. This is particularly helpful for filtering spurious amplicon
sequencing variants because all generated reads start and end at a limited number of
positions (owing to the pre-determined tiling of amplicons across the genome). Be-
cause amplicon sequencing libraries were sequenced using 250-bp paired-end reads,
bases near the middle of the ∼450-nt amplicons fall at the end of both paired reads,
where quality scores drop and incorrect base calls are more likely. To determine the
overall frequency of each variant in a sample, we summed allele counts (calculated
using SAMtools [171] mpileup via viral-ngs) across libraries.

We compared within-sample variant frequencies first using replicates of the PE243
positive control (Fig. 3-6a). When comparing variant frequencies between amplicon
sequencing (seven technical replicates) and hybrid capture (seven technical replicates),
we included only positions at which the mean (pooled) frequency across replicates
within at least one method was ≥ 1%.

Then, we compared within-sample variant frequencies between libraries and se-
quencing methods using the patient and environmental samples. When comparing
allele frequencies between replicate libraries, we restricted the sample set to only sam-
ples with a passing assembly in both methods, and included only samples with two
or more replicates. By contrast, when comparing alleles across methods, we included
samples that have a passing assembly by either method, with any number of repli-
cates. For these comparisons, we included only positions with a minor variant; that
is, positions for which both libraries/methods had an allele at 100% were removed,
even if the single allele differed between the two libraries/methods. Additionally, we
considered any allele with frequency < 1% as not found (0%).

When comparing allele frequencies across methods: let 𝑓𝑎 and 𝑓ℎ𝑐 be frequencies
in amplicon sequencing and hybrid capture, respectively. If both are non-zero, we
included an allele only if the read depth at its position was ≥ 1/ min(𝑓𝑎, 𝑓ℎ𝑐) in both
methods, and if depth at the position was at least 100× for hybrid capture and 275×
for amplicon sequencing. If 𝑓𝑎 = 0, we required a read depth of max(1/𝑓ℎ𝑐, 275) at
the position in the amplicon sequencing method; similarly, if 𝑓ℎ𝑐 = 0 we required
a read depth of max(1/𝑓𝑎, 100) at the position in the hybrid capture method. This
was to eliminate lack of coverage as a reason for discrepancy between two methods.
When comparing allele frequencies across sequencing replicates within a method, we
imposed only a minimum read depth (275× for amplicon sequencing and 100× for
hybrid capture), but required this depth in both libraries. In samples with more than
two replicates, we considered only the two replicates with the highest depth at each
variant position.

We considered allele frequencies from hybrid capture sequencing ‘verified’ if they
passed the strand bias and frequency filters described in ref. [172], with the exception
that we imposed a minimum allele frequency of 1% and allowed a variant identified
in only one library if its frequency was ≥ 5%. In Fig. 3-6c and Table B.3, we consid-
ered variants ‘validated’ if they were present at ≥ 1% frequency in both libraries or
methods. When comparing two libraries for a given method 𝑀 (amplicon sequencing
or hybrid capture): the proportion unvalidated is the fraction, among all variants in
𝑀 at ≥ 1% frequency in at least one library, of the variants that are at ≥ 1% fre-
quency in exactly one of the two libraries. Similarly, when comparing methods: the
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proportion unvalidated for a method 𝑀 is the fraction, among all variants at ≥ 1%
frequency in 𝑀 , of the variants that are at ≥ 1% frequency in 𝑀 and < 1% frequency
in the other method.

Several analyses required us to call SNPs across the genomes. We called SNPs on
the aligned genomes using Geneious version 9.1.7 (ref. [173]). We converted all fully
or partially ambiguous calls, which are treated by Geneious as variants, into missing
data. We then removed all sites that were no longer polymorphic from the SNP set
and re-calculated allele frequencies. We show a nonsynonymous mutation is shown
on the tree (Fig. 3-5b) if it includes an allele that is nonsynonymous relative to the
ancestral state (see Section 3.4.4.9 below) and has a minor allele frequency of > 5%;
all occurrences of nonsynonymous alleles are shown. (Two mutations, at positions
2,853 and 7,229, had nominal derived allele frequencies over 95%; in both cases, the
‘ancestral’ allele was seen only in a small clade within the tree, suggesting that the
ancestral allele was incorrectly assigned. These are not shown.) We placed mutations
at a node such that the node leads only to samples with the mutation or with no
call at that site. Uncertainty in placement occurs when a sample lacks a base call for
the corresponding mutation; in this case, we placed the mutation on the most recent
branch for which we have available data. We also used this ancestral ZIKV state to
count the frequency of each type of substitution over various regions of the ZIKV
genome, per number of available bases in each region (Fig. 3-5d).

We quantified the effect of nonsynonymous mutations using the original BLO-
SUM62 scoring matrix for amino acids [174], in which positive scores indicate con-
servative amino acid changes and negative scores unlikely or extreme substitutions.
We assessed statistical significance for equality of proportions by 𝜒2 test (Fig. 3-5c,
middle), and for difference of means by two-sample t-test with Welch–Satterthwaite
approximation of d.f. (Fig. 3-5c, right). Error bars are 95% confidence intervals de-
rived from binomial distributions (Fig. 3-5c, left and middle; Fig. 3-5d) or Student’s
t distributions (Fig. 3-5c, right).

3.4.4.8 Maximum likelihood estimation and root-to-tip regression

We generated a maximum likelihood tree using a multiple sequence alignment that
included genomes generated in this study, as well as a selection of other available
sequences from the Americas, Southeast Asia, and the Pacific. We ran PhyML [175]
with the GTR substitution model and 4 gamma substitution rate categories; for
the tree search operation, we used BEST (best of NNI and SPR). In FigTree v1.4.2
(ref. [176]), we rooted the tree on the oldest sequence used as input (GenBank acces-
sion EU545988.1).

We used TempEst v1.5 (ref. [177]), which selects the best-fitting root with a
residual mean squared function, to estimate root-to-tip distances. We performed
regression in R with the lm function [167] of distances on dates. The relationship
between root-to-tip divergence and sample dates (Fig. A-2) supports the use of a
molecular clock analysis in this study.
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3.4.4.9 Molecular clock phylogenetics and ancestral state reconstruction

For molecular clock phylogenetics, we made a multiple sequence alignment from the
genomes generated in this study combined with a selection of other available se-
quences from the Americas. We did not use sequences from outside the outbreak in
the Americas. Among ZIKV genomes published and publicly available on NCBI Gen-
Bank [162], we selected 32 from the Americas that had at least 7,000 unambiguous
bases, were not labeled as having been passaged more than once, and had location
metadata. We also used 32 genomes from Brazil published in ref. [169] that met the
same criteria.

We used BEAST v1.8.4 to perform Bayesian phylogenetic molecular clock analy-
ses [123]. For background, see Sections 2.2.6 and 2.2.7. We used sampled tip dates
to handle inexact dates [178]. Because of sparse data in non-coding regions, we used
only the CDS as input. We used the SRD06 substitution model on the CDS, which
uses HKY with gamma site heterogeneity and partitions codons into two partitions
(positions (1+2) and 3) [179]. To perform model selection, we tested three coales-
cent tree priors: a constant-size population, an exponential growth population, and
a Bayesian Skyline tree prior (ten groups, piecewise-constant model) [128]. For each
tree prior, we tested two clock models: a strict clock and an uncorrelated relaxed
clock with log-normal distribution (UCLN) [127]. In each case, we set the molecular
clock rate to use a continuous time Markov chain rate reference prior [180]. For all six
combinations of models, we performed path-sampling (PS) and stepping-stone sam-
pling (SS) to estimate marginal likelihood [132, 181]. We sampled for 100 path steps
with a chain length of 1 million, with power posteriors determined from evenly spaced
quantiles of a Beta(alpha = 0.3; 1.0) distribution. The Skyline tree prior provided a
better fit than the two other (baseline) tree priors (Table B.2), so we used this tree
prior for all further analyses. Using a constant or exponential tree prior, a relaxed
clock provides a better model fit, as shown by the log Bayes factor when comparing
the two clock models. Using a Skyline tree prior, the log Bayes factor comparing
a strict and relaxed clock is smaller than it is using the other tree priors, and it is
similar to the variability between estimated log marginal likelihood from PS and SS
methods. We chose to use a relaxed clock for further analyses, but we also report key
findings using a strict clock.

We report a tree, tMRCA estimates, and clock rate (Fig. 3-3 and 3-4); for this,
we ran BEAST with 400 million MCMC steps using the SRD06 substitution model,
Skyline tree prior, and relaxed clock model. We extracted clock rate and tMRCA
estimates, and their distributions, with Tracer v1.6.0 and identified the maximum
clade credibility (MCC) tree using TreeAnnotator v1.8.4. We visualized the tree in
FigTree v1.4.2 (ref. [176]). The reported credible intervals around estimates are 95%
highest posterior density (HPD) intervals. When reporting substitution rate from a
relaxed clock model, we give the mean rate (mean of the rates of each branch weighted
by the time length of the branch). Additionally, we make tMRCA estimates in Fig. 3-
4 with a strict clock; for this, we ran BEAST with the same specifications (also with
400M steps) except using a strict clock model. The resulting data are also used in
the more comprehensive comparison shown in Fig. A-3.
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We report data with an outgroup (Fig. A-3; for this, we ran BEAST as specified
above (with strict and relaxed clock models), except with 100 million steps and with
outgroup sequences in the input alignment. The outgroup sequences were the same
as those used to make the maximum likelihood tree. For the data excluding sample
DOM_2016_MA-WGS16-020-SER in Fig. A-3, we ran BEAST as specified above (with
strict and relaxed clocks), except we removed the sequence of this sample from the
input and ran 100 million steps.

We used BEAST v1.8.4 to estimate transition and transversion rates within the
CDS and non-coding regions. The model was the same as above except that we
used the Yang96 substitution model on the CDS, which uses GTR with gamma site
heterogeneity and partitions codons into three partitions [182]; for the non-coding
regions, we used a GTR substitution model with gamma site heterogeneity and no
codon partitioning. There were four partitions in total: one for each codon position
and another for the non-coding region (5’ and 3’ UTRs combined). We ran this for
200 million steps. At each sampled step of the MCMC, we calculated substitution
rates for each partition using the overall substitution rate, the relative substitution
rate of the partition, the relative rates of substitutions in the partition, and base
frequencies. In Fig. A-4, we plot the means of these rates over the steps; the error
bars shown are 95% HPD intervals of the rates over the steps.

We used BEAST v1.8.4 to reconstruct ancestral state at the root of the tree using
CDS and non-coding regions. The model was the same as above except that, on
the CDS, we used the HKY substitution model with gamma site heterogeneity and
codons partitioned into three partitions (one per codon position). On the non-coding
regions we used the same substitution model without codon partitioning. We ran this
for 50 million steps and used TreeAnnotator v1.8.4 to find the state with the MCC
tree. We selected the ancestral state corresponding to this state.

In all BEAST runs, we discarded the first 10% of states from each run as burn-in.
For the PhyML output files, the dates and distances used for root-to-tip regression,

the BEAST input (XML) and output files, and the sequence of the reconstructed
ancestral state, see Supplementary Data of the publication of this project (ref. [20]).

3.4.4.10 Principal component analysis

We carried out principal component analysis using the R package FactoMineR [183].
We imputed missing data with the package missMDA [184] and we show the results
in Fig. 3-3c.

3.4.4.11 Diagnostic assay assessment

We extracted primer and probe sequences from eight published RT–qPCR as-
says [185–190] and aligned them to our ZIKV genomes using Geneious version 9.1.7
(ref. [173]). We then tabulated matches and mismatches to the diagnostic sequence for
all outbreak genomes, allowing multiple bases to match where the diagnostic primer
and/or probe sequence contained nucleotide ambiguity codes (Fig. 3-5e).

49



Country or territory Samples

Samples with
metagenomic

data

Amplicon
sequencing
genomes

Hybrid
capture

genomes
Total

genomes
Brazil 53 12 27 7 27

Colombia 20 0 4 2 4

Dominican Republic 45 7 30 9 30

Guatemala/El Salvador 3 0 1 0 1

Haiti 4 0 1 0 1

Honduras 20 6 18 8 18

Jamaica 20 0 5 0 5

Martinique 3 0 1 0 1

Puerto Rico 15 0 3 1 3

Continental US 36 12 20 10 20

Other 10 1 0 0 0

Total 229 38 110 37 110

Table 3.1 — Samples and genomes by region. Sample source information and sequencing
results for 229 clinical and mosquito pool samples. Continental United States includes eight
mosquito pool samples; all others are clinical samples from the Americas. In the final column,
genomes generated by both methods are counted only once. ‘Other’ includes regions without a
ZIKV genome included in downstream analysis.

3.4.5 Data availability
We deposited sequence data from this study in NCBI GenBank [162] under BioProject
accession PRJNA344504. Zika virus genomes have accession numbers KY014295–
KY014327 and KY785409–KY785485. The dengue virus type 1 genome sequenced in
this study has accession number KY829115.

3.5 Results

3.5.1 Sequencing Zika virus with multiple approaches
We sought to gain a deeper understanding of the viral populations underpinning the
ZIKV epidemic by extensive genome sequencing of the virus directly from samples
collected as part of ongoing surveillance. We initially pursued untargeted metage-
nomic sequencing to capture both ZIKV and other viruses known to be co-circulating
with ZIKV [154]. In most of the 38 samples examined by this approach there proved
to be insufficient ZIKV RNA for genome assembly, but it still proved valuable to
verify results from other methods. Metagenomic data also revealed sequences from
other viruses, including 41 likely novel viral sequence fragments in mosquito pools
(Table B.1). In one patient we detected no ZIKV sequence but did assemble a com-
plete genome from dengue virus (type 1), one of the viruses that co-circulates with
and presents similarly to ZIKV [191].

To capture sufficient ZIKV content for genome assembly, we turned to two targeted
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Figure 3-1 — Sequencing replicates from clinical and mosquito samples. Thresholds used
to select samples for downstream analysis. Each point is a replicate. Red and blue shading:
regions of accepted amplicon sequencing and hybrid capture genome assemblies, respectively.
Not shown: hybrid capture positive controls with depth > 10,000×.

approaches for enrichment before sequencing: multiplex PCR amplification [21] and
hybrid capture [47]. We sequenced and assembled complete or partial genomes from
110 samples from across the epidemic, out of 229 attempted (221 clinical samples from
confirmed and possible ZIKV disease cases and eight mosquito pools; Table 3.1)2.
This dataset, which we used for further analysis, includes 110 genomes produced
using multiplex PCR amplification (amplicon sequencing) and a subset of 37 genomes
produced using hybrid capture (out of 66 attempted). Because these approaches
amplify any contaminant ZIKV content, we relied heavily on negative controls to
detect artefactual sequence, and we established stringent, method-specific thresholds
on coverage and completeness for calling high-confidence ZIKV assemblies (Fig. 3-
1). Completeness and coverage for these genomes are shown in Fig. 3-2; the median
fraction of the genome with unambiguous base calls was 93%. Per-base discordance
between genomes produced by the two methods was 0.017% across the genome, 0.15%
at polymorphic positions, and 2.2% for minor allele base calls. Patient sample type
(urine, serum, or plasma) made no significant difference to sequencing success in our
study (Fig. A-1).

2For detailed information on samples, see Supplementary Table 1 in the publication of this project
(ref. [20]).
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Figure 3-2 — Sequencing coverage from clinical and mosquito samples. (a) Amplicon
sequencing coverage by sample (row) across the ZIKV genome. Red, sequencing depth ≥
100×; heatmap (bottom) sums coverage across all samples. White horizontal lines on heatmap,
amplicon locations. (b) Relative sequencing depth across hybrid capture genomes.

3.5.2 The spread of Zika virus

To investigate the spread of ZIKV in the Americas we performed a phylogenetic
analysis of the 110 genomes from our dataset, together with 64 published genomes
available on NCBI GenBank and in refs [169] and [158] (Fig. 3-3a). Our reconstructed
phylogeny (Fig. 3-3b), which is based on a molecular clock (Figure A-2), is consistent
with the outbreak having originated in Brazil [192]: Brazil ZIKV genomes appear on
all deep branches of the tree, and their most recent common ancestor is the root of the
entire tree. We estimate the date of that common ancestor to have been in early 2014
(95% credible interval (CI) August 2013 to July 2014). The shape of the tree near the
root remains uncertain (that is, the nodes have low posterior probabilities) because
there are too few mutations to clearly distinguish the branches. This pattern suggests
rapid early spread of the outbreak, consistent with the introduction of a new virus
to an immunologically naive population. ZIKV genomes from Colombia (𝑛 = 10),
Honduras (𝑛 = 18), and Puerto Rico (𝑛 = 3) cluster within distinct, well-supported
clades. We also observed a clade consisting entirely of genomes from patients who
contracted ZIKV in one of three Caribbean countries (the Dominican Republic, Ja-
maica, and Haiti) or the continental United States, containing 30 of 32 genomes from
the Dominican Republic and 19 of 20 from the continental United States. We esti-
mated the within-outbreak substitution rate to be 1.15× 10−3 substitutions per site
per year (95% CI (9.78× 10−4, 1.33× 10−3)), similar to prior estimates for this out-
break [192]. This is 1.3–5 times higher than reported rates for other flaviviruses [193],
but is measured over a short sampling period, and therefore may include a higher
proportion of mildly deleterious mutations that have not yet been removed through
purifying selection.

Principal component analysis (PCA) is consistent with the phylogenetic obser-
vations (Fig. 3-3c). It shows tight clustering among ZIKV genomes from the conti-
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nental United States, the Dominican Republic, and Jamaica. ZIKV genomes from
Brazil and Colombia are similar and distinct from genomes sampled in other coun-
tries. ZIKV genomes from Honduras form a third cluster that also contains genomes
from Guatemala or El Salvador. The PCA results show no clear stratification of
ZIKV within Brazil.

Determining when ZIKV arrived in specific regions helps to elucidate the spread
of the outbreak and track rising incidence of possible complications of ZIKV infec-
tion. The majority of the ZIKV genomes from our study fall into four major clades
from different geographic regions, for which we estimated a likely date for ZIKV
arrival. In each case, the date was months earlier than the first confirmed, locally
transmitted case, indicating ongoing local circulation of ZIKV before its detection.
In Puerto Rico3, the estimated date was 4.5 months earlier than the first confirmed

3 The tMRCA we report assumes, from our phylogeny, a single introduction from Brazil into
Puerto Rico followed by separate introductions from Puerto Rico back to Brazil. Another unpar-
simonious interpretation is the occurrence of multiple introductions into Puerto Rico of the same
Brazil strain (the same strain since all Puerto Rico sequences are in a small clade); this would push
the tMRCAs of Puerto Rico to be more recent in time. The conclusion we drew appears to be
supported by additional data since publication of this work in ref. [20]: Nextstrain [194], accessed in
Nov. 2019, shows a clade with many Puerto Rico sequences, including the three in our phylogeny.
The inferred ancestral node of the clade is in Puerto Rico with 99% confidence and has date 2015-08-
07 (CI: 2015-06-06, 2015-10-01). The clade does not contain Brazil sequences; our phylogeny may
erroneously include Brazil sequences in its Puerto Rico clade—possibly a consequence of missing
data—despite its high posterior.
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local case [195]; it was 8 months earlier in Honduras [196], 5.5 months earlier in
Colombia [197], and 9 months earlier for the Caribbean–continental US clade [198].
In each case, the arrival date represents the estimated time to the most recent com-
mon ancestor (tMRCA) of sequences from the corresponding region in our phylogeny
(Fig. 3-4; see Fig. A-3 and Table B.2 for details). Similar temporal gaps between
the tMRCA of local transmission chains and the earliest detected cases were seen
when chikungunya virus emerged in the Americas [199]. We also observed evidence
for several introductions of ZIKV into the continental United States, and found that
sequences from mosquito and human samples collected in Florida cluster together,
consistent with the finding of local ZIKV transmission in Florida in ref. [158].

3.5.3 The genetic variation of Zika virus
Genetic variation can provide important insights into ZIKV biology and pathogen-
esis and can reveal potentially functional changes in the virus. We observed 1,030
mutations in the complete dataset, and they were well distributed across the genome
(Fig. 3-5a). Any effect of these mutations cannot be determined from these data;
however, the most likely candidates for functional mutations would be among the
202 nonsynonymous mutations4 and the 32 mutations in the 5’ and 3’ untranslated
regions (UTRs). Adaptive mutations are more likely to be found at high frequency
or to be seen multiple times, although both effects can also occur by chance. We
observed five positions with nonsynonymous mutations at more than 5% minor al-
lele frequency that occurred on two or more branches of the tree (Fig. 3-5b); two
of these (at positions 4,287 and 8,991) occurred together and might represent incor-
rect placement of a Brazil branch in the tree. The remaining three are more likely
to represent multiple nonsynonymous mutations; one (at 9,240) appears to involve
nonsynonymous mutations to two different alleles.

To assess the possible biological significance of these mutations, we looked for
evidence of selection in the ZIKV genome. Viral surface glycoproteins are known
targets of positive selection, and mutations in these proteins can confer adaptation
to new vectors [200] or aid immune escape [201, 202]. We therefore searched for an
excess of nonsynonymous mutations in the ZIKV envelope glycoprotein (E). However,
the nonsynonymous substitution rate in E proved to be similar to that in the rest of
the coding region (Fig. 3-5c, left); moreover, amino acid changes were significantly
more conservative in that region than elsewhere (Fig. 3-5c, middle and right). Any
diversifying selection occurring in the surface protein thus appears to be operating
under selective constraint. We also found evidence for purifying selection in the ZIKV
3’ UTR (Fig. 3-5d) which is important for viral replication [203].

While the transition-to-transversion ratio (6.98) was within the range seen in
other viruses [204], we observed a considerably higher frequency of C-to-T and T-
to-C substitutions than other transitions (Figures 3-5d and A-4)5. This enrichment

4For a list of these mutations, see Supplementary Table 2 in the publication of this project
(ref. [20]).

5For a list of substitution rates, see Supplementary Table 3 in the publication of this project
(ref. [20]).
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was apparent both in the genome as a whole and at fourfold degenerate sites, where
selection pressure is minimal. Many processes could contribute to this conspicuous
mutation pattern, including mutational bias of the ZIKV RNA-dependent RNA poly-
merase, host RNA editing enzymes (for example, APOBECs, ADARs) acting upon
viral RNA, and chemical deamination, but further investigation is required to deter-
mine the cause of this phenomenon.

Mismatches between PCR assays and viral sequence are a potential source of
poor diagnostic performance in this outbreak [205]. To assess the potential influ-
ence of ongoing viral evolution on diagnostic function, we compared eight published
qRT–PCR-based primer/probe sets to our data. We found numerous sites at which
the probe or primer did not match an allele found among the 174 ZIKV genomes
from the current dataset (Fig. 3-5e). In most cases, the discordant allele was shared
by all outbreak samples, presumably because it was present in the Asian lineage that
entered the Americas. These mismatches could affect all uses of the diagnostic as-
say in the outbreak. We also found mismatches from new mutations that occurred
after ZIKV entry into the Americas. Most of these were present in less than 10%
of samples, although one was seen in 29%. These observations suggest that genome
evolution has not caused widespread degradation of diagnostic performance during
the course of the outbreak, but that mutations continue to accumulate and ongoing
monitoring is needed.

3.5.4 The reliability of within-host variants

Analysis of within-host viral genetic diversity can reveal important information for
understanding virus–host interactions and viral transmission. However, accurately
identifying these variants in low-titer clinical samples is challenging, and further com-
plicated by potential artefacts associated with enrichment before sequencing. To in-
vestigate whether we could reliably detect within-host ZIKV variants in our data, we
identified within-host variants in a cultured ZIKV isolate used as a positive control
throughout our study, and found that both amplicon sequencing and hybrid capture
data produced concordant and replicable variant calls (Fig. 3-6a). In clinical and
mosquito samples, hybrid capture within-host variants were noisier but contained a
reliable subset: although most variants were not validated by the other sequencing
method or by a technical replicate, those at high frequency were always replicable,
as were those that passed a previously described filter [172] (Fig. 3-6b,c, Table B.3).
Within this high confidence set we looked for variants that were shared between sam-
ples as a clue to transmission patterns, but there were too few variants to draw any
meaningful conclusions. By contrast, within-host variants identified in amplicon se-
quencing data were unreliable at all frequencies (Fig. 3-6c, Table B.3), suggesting that
further technical development is needed before amplicon sequencing can be used to
study within-host variation in ZIKV and other clinical samples with low viral titers.
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Figure 3-5 — Geographic and genomic distribution of Zika virus variation. (a) Location
of variants in the ZIKV genome. The minor allele frequency is the proportion of the 174 genomes
from this outbreak that share a variant. Dotted bars, < 25% of samples had a base call at that
position. (b) Phylogenetic distribution of nonsynonymous variants with minor allele frequency
> 5%, shown on the branch where the mutation is most likely to have occurred. Gray outline,
variant might be on next-most ancestral branch (in two cases, two branches upstream), but exact
location is unclear because of missing data. Red circles, variants occurring at more than one
location in the tree. (c) Conservation of the ZIKV envelope (E) region. Left, nonsynonymous
variants per amino acid for the E region (dark gray) and the rest of the coding region (light gray).
Middle, proportion of nonsynonymous variants resulting in negative BLOSUM62 scores, which
indicate unlikely or extreme substitutions (P < 0.039, 𝜒2 test). Right, average of BLOSUM62
scores for nonsynonymous variants (P < 0.037, two-sample t-test). (d) Constraint in the
ZIKV 3’ UTR and observed transition rates over the ZIKV genome. (e) ZIKV diversity in
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in the probe or primer. Colors in the column indicate the fraction of ZIKV genomes (out of 174)
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Figure 3-6 — Within-host variant detection by amplicon sequencing and hybrid capture.
(a) Within-sample variants for a single cultured isolate (PE243) across seven technical replicates.
Each point is a variant in a replicate identified using amplicon sequencing (red) or hybrid capture
(blue). Variants are plotted if the pooled frequency across replicates by either method is ≥ 1%.
(b) Within-sample variant frequencies across methods. Each point is a variant in a clinical or
mosquito sample and points are plotted on a log–log scale. Green points, ‘verified’ variants
detected by hybrid capture that pass strand bias and frequency filters. Frequencies < 1% are
shown at 0%. (c) Counts of within-sample variants across two technical replicates for each
method. Variants are plotted in the frequency bin corresponding to the higher of the two
detected frequencies.

3.6 Discussion
Sequencing low-titer viruses such as ZIKV directly from clinical samples presents
several challenges that are likely to have contributed to the paucity of genomes avail-
able from the current outbreak. While the development of technical and analytical
methods will surely continue, we note that factors upstream in the process, including
collection site and cohort, were strong predictors of sequencing success in our study
(Fig. A-1). This finding highlights the importance of continuing development and
implementation of best practices for sample handling, without disrupting standard
clinical workflows, for wider adoption of genome surveillance during outbreaks. Ad-
ditional sequencing, however challenging, remains critical to ongoing investigation of
ZIKV biology and pathogenesis. Together with refs [169] and [158], this study ad-
vances both technological and collaborative strategies for genome surveillance in the
face of unexpected outbreak challenges.

3.7 Conclusion
In this chapter, we generated 110 genomes of Zika virus—a pathogen present at
ultra-low titers—and analyzed its spread, showing an example of the rapid spread of
a pathogen across a hemisphere. We showed that the virus circulated undetected in
several geographic regions for many months. Looking forward, there are two main
lessons of our findings: (1) important pathogens can be exceptionally challenging to
detect and characterize; and (2) once-obscure pathogens can quickly spread through a
large population. Consider a future pathogen with these same properties. Approaches
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like untargeted metagenomic sequencing may fail to detect it owing to ultra-low titers.
Traditional serologic testing for well-known pathogens6 may cross-react with the true
pathogen and yield false positives, confounding diagnoses. And highly targeted tests
like PCR might not be employed if the pathogen is obscure.

To overcome these challenges and achieve better surveillance, we need assays that
are sensitive, specific, and comprehensive. That motivates the following chapters,
Chapters 4 and 5, in which we develop methods to satisfy this need.

6 For example, serologic tests for chikungunya and dengue viruses may have been used for diag-
nostics on true ZIKV-positive patients. But these can cross-react with ZIKV [191].
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4
Comprehensive and scalable probe
design to capture sequence
diversity in metagenomes

When sequencing Zika virus genomes (Chapter 3), we turned to two targeted sequenc-
ing approaches: amplicon sequencing and hybridization capture. In this chapter we
focus on hybridization capture because it is more amenable to comprehensiveness.
Section 2.1.3.2 explains hybridization capture and discusses how it has been applied
in prior work. We will apply it here to create targeted metagenomic sequencing
assays—an approach to comprehensively capture a list of species so that we can more
sensitively detect and characterize whole genomes from those species, only biased by
the extent of their known diversity.

Targeted metagenomics has broad applicability across the microbial field. To
this end, we develop a method, CATCH, for designing comprehensive and scalable
assays. We also implement it in a software tool, made publicly available so that
others can easily use it for their own applications. CATCH is, to our knowledge, the
first method and software tool to systematically design probe sets for whole-genome
capture of diverse sequence across many species. It forms a critical component of
comprehensive capture.

4.1 Contributions to the project

I worked on this project jointly with Katherine Siddle. I, along with Daniel Park,
Andreas Gnirke, Christian Matranga, and Pardis Sabeti, initiated the project to im-
prove design and application of comprehensive probe sets. I conceived of CATCH
and implemented it, with advice from Daniel Park, Andreas Gnirke, and Christian
Matranga. Katherine Siddle and Christian Matranga conceived of experimental de-
sign for evaluating probe sets, and they—along with Adrianne Gladden-Young, James
Qu, Patrick Brehio, and Andrew Goldfarb—developed enrichment protocols, prepared
samples for sequencing, and performed enrichment. Many others helped with sample
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preparation and enrichment, or collected and shared samples; ref. [63] lists these in-
dividuals. I and Katherine Siddle formulated and performed all data analyses, with
help from David Yang. I and Katherine Siddle wrote the manuscript, with help from
Christian Matranga and input from other authors.

4.2 Summary
Metagenomic sequencing has the potential to transform microbial detection and char-
acterization, but new tools are needed to improve its sensitivity. Here we present
CATCH, a computational method to enhance nucleic acid capture for enrichment of
diverse microbial taxa. CATCH designs optimal probe sets, with a specified number
of oligonucleotides, that achieve full coverage of, and scale well with, known sequence
diversity. We focus on applying CATCH to capture viral genomes in complex metage-
nomic samples. We design, synthesize, and validate multiple probe sets, including one
that targets the whole genomes of the 356 viral species known to infect humans. Cap-
ture with these probe sets enriches unique viral content on average 18-fold, allowing us
to assemble genomes that could not be recovered without enrichment, and accurately
preserves within-sample diversity. We also use these probe sets to recover genomes
from the 2018 Lassa fever outbreak in Nigeria and to improve detection of unchar-
acterized viral infections in human and mosquito samples. The results demonstrate
that CATCH enables more sensitive and cost-effective metagenomic sequencing.

4.3 Introduction
Sequencing of patient samples has transformed the detection and characterization of
important human viral pathogens [55] and has provided crucial insights into their
evolution and epidemiology [143–146]. Unbiased metagenomic sequencing is par-
ticularly useful for identifying and obtaining the genome sequences of emerging or
diverse species because it allows accurate detection of both new and known species
and variants [55]. However, extremely low viral titers (as seen in the recent Zika
virus outbreak [20]; Chapter 3) or high levels of host material [22] can limit its prac-
tical utility: a low ratio of viral to host material makes genome assembly difficult
or prohibitively expensive. To fully realize the potential of metagenomic sequencing,
new tools are needed that improve its sensitivity while preserving its comprehensive,
unbiased scope.

Previous studies have used targeted amplification [206, 207] or enrichment via
capture of viral nucleic acid using oligonucleotide probes [47, 57, 62] to improve the
sensitivity of sequencing for specific viruses1. However, achieving comprehensive se-
quencing of viruses—similar to the use of microarrays for differential detection [31–33]
(Section 2.1.1)—is challenging owing to the enormous diversity of viral genomes. A
recent study used a probe set to target a large panel of viral species simultaneously
but did not attempt to cover strain diversity in the probe design [66]. Other studies

1 Section 2.1.3 summarizes these methods.
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have designed probe sets to more comprehensively target viral diversity and tested
their performance [64,65]. These overcome the primary limitation of single-virus en-
richment methods, that is, having to know a priori the taxon of interest. However,
these existing probe sets that target viral diversity have been designed with ad hoc
approaches that are difficult to rerun or reapply, may not cover all input sequence
diversity, and are not publicly available.

To enhance capture of diverse targets, rigorous methods are needed, implemented
in publicly available tools, to create and rapidly update optimally designed probe
sets. These methods should comprehensively cover known sequence diversity, and
their designs should be dynamic and scalable to keep pace with the growing diversity
of known taxa and the discovery of novel species [13,208]. Several existing approaches
to probe design for non-microbial targets [209–211] strive to meet some of these goals
but are not designed to be applied against the extensive diversity seen within and
across microbial taxa.

Here we develop and implement CATCH (Compact Aggregation of Targets for
Comprehensive Hybridization), a method that yields scalable and comprehensive
probe designs from any collection of target sequences. We use CATCH to design sev-
eral multi-virus probe sets and then use these to enrich viral nucleic acid in sequencing
libraries from patient and environmental samples across diverse source material. We
evaluate their performance and investigate any biases introduced by capture with
these probe sets. Finally, to demonstrate use in clinical and biosurveillance settings,
we apply these probe sets to recover Lassa virus genomes in low-titer clinical samples
from the 2018 Lassa fever outbreak in Nigeria and to identify viruses in human and
mosquito samples with unknown content.

4.4 Methods

4.4.1 Probe design using CATCH

4.4.1.1 Overview of method

To design probe sets, CATCH accepts any collection of sequences that a user seeks to
target. This typically represents all known genomic diversity of one or more species.
CATCH designs a set of sequences for oligonucleotide probes using a model for de-
termining whether a probe hybridizes to a region of target sequence (Fig. A-7a);
the probes designed by CATCH include guarantees concerning the capture of input
diversity under this model.

CATCH searches for an optimal probe set given a desired number of oligonu-
cleotides to output, which might be determined by factors such as cost or synthe-
sis constraints. The input to CATCH is one or more datasets, each composed of
sequences of any length, that need not be aligned to one another. In this study,
each dataset consists of genomes from one species, or closely related taxa, that we
seek to target. CATCH incorporates various parameters that govern hybridization
(Fig. A-7b), such as sequence complementarity between probe and target, and ac-
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Figure 4-1 — Overview of CATCH. Sketch of CATCH’s approach to probe design, shown
with three datasets (typically, each is a taxon). For each dataset d , CATCH generates candidate
probes by tiling across input genomes and, optionally, reduces the number of them using locality-
sensitive hashing. Then it determines a profile of where each candidate probe will hybridize (the
genomes and regions within them) under a model with parameters 𝜃d (see Fig. A-7 for details).
Using these coverage profiles, it approximates the smallest collection of probes that fully captures
all input genomes (described in the text as s(d , 𝜃d)). Given a constraint on the total number
of probes (N) and a loss function over 𝜃d , it searches for the optimal 𝜃d for all d .

cepts different values for each dataset (Fig. A-7c). This allows, for example, more
diverse datasets to be assigned less stringent conditions than others. Assume we have
a function 𝑠(𝑑, 𝜃𝑑) that gives a probe set for a single dataset 𝑑 using hybridization pa-
rameters 𝜃𝑑, and let 𝑆({𝜃𝑑}) represent the union of 𝑠(𝑑, 𝜃𝑑) across all datasets 𝑑 where
{𝜃𝑑} is the collection of parameters across all datasets. CATCH calculates 𝑆({𝜃𝑑}),
or the final probe set, by minimizing a loss function over {𝜃𝑑} while ensuring that
the number of probes in 𝑆({𝜃𝑑}) falls within the specified number of oligonucleotides
(Fig. 4-1).

The key to determining the final probe set is then to find an optimal probe set
𝑠(𝑑, 𝜃𝑑) for each input dataset. Briefly, CATCH creates ‘candidate’ probes from the
target genomes in 𝑑 and seeks to approximate, under 𝜃𝑑, the smallest set of candidates
that achieve full coverage of the target genomes. Our approach treats this problem
as an instance of the well-studied set cover problem [106, 107], the solution to which
is 𝑠(𝑑, 𝜃𝑑) (Fig. 4-1). We found that this approach scales well with increasing diver-
sity of target genomes and produces substantially fewer probes than previously used
approaches (Figs. 4-2 and A-8).

CATCH’s framework offers considerable flexibility in designing probes for various
applications. For example, CATCH can use locality-sensitive hashing [83,85] to reduce
the size of each instance prior to finding 𝑠(𝑑, 𝜃𝑑), improving runtime and memory
usage on especially large numbers of diverse input sequences. A user can customize
the model of hybridization that CATCH uses to determine whether a candidate probe
will hybridize to and capture a particular target sequence. Also, a user can design
probe sets for capturing only a specified fraction of each target genome and, relatedly,
for targeting regions of the genome that distinguish similar but distinct subtypes.
CATCH also offers an option to blacklist sequences, for example, highly abundant
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Figure 4-2 — Scaling probe count with input size. Number of probes required to fully
capture increasing numbers of HCV genomes. Approaches shown are simple tiling (gray), a
clustering-based approach at two levels of stringency (red), and CATCH with three choices of
parameter values specifying varying levels of stringency (blue). See Section 4.4.2.4 for details
regarding parameter choices. Previous approaches for targeting viral diversity use clustering in
probe set design. The shaded regions around each line are 95% pointwise confidence bands
calculated across randomly sampled input genomes.

ribosomal RNA sequences, so that output probes are unlikely to capture them.
We implemented CATCH in a Python package that is publicly available under

the MIT license at https://github.com/broadinstitute/catch.

4.4.1.2 Designing a probe set given a single choice of parameters

We first describe how CATCH determines a probe set that covers input sequences
under some selection of parameters. That is, the input is a collection of (unaligned)
sequences 𝑑 and parameters 𝜃𝑑 describing hybridization, and the goal is to compute a
set of probes 𝑠(𝑑, 𝜃𝑑). For example, 𝑑 commonly encompasses the strain diversity of
one or more species and 𝜃𝑑 includes the number of mismatches that we should tolerate
when determining whether a probe hybridizes to a sequence.

CATCH produces a set of candidate probes from the input sequences in 𝑑 by step-
ping along them according to a specified stride (Fig. 4-1). Then, CATCH (option-
ally) uses locality-sensitive hashing [83,85] (LSH) to reduce the number of candidate
probes, which is especially useful when the input is a large number of highly similar
sequences. CATCH supports two LSH families: one under Hamming distance [83] and
another using the MinHash technique [85, 88], which has been used in metagenomic
applications [89,212]. Section 2.2.2 contains background on LSH and its applications
in metagenomics.

CATCH detects similar candidate probes by performing approximate near-
neighbor searches, using the specified LSH family and distance threshold, following
the approach described in ref. [85]. Briefly, CATCH constructs a collection of hash
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tables containing the candidate probes. Then, it queries each candidate probe 𝑝,
in descending order of multiplicity, against this data structure to find the neighbors
(near-duplicates) of 𝑝 and collapse them to a single probe2. Because LSH reduces the
space of candidate probes, it may remove ones that would otherwise be selected in
the steps described below, thereby increasing the size of the output probe set. Using
LSH to reduce the number of candidate probes is optional in our implementation
of CATCH3; we did not use it to produce the probe sets in this work. The ap-
proach of detecting near-duplicates among probes (and subsequently mapping them
onto sequences, described below) bears some similarity to the use of P-clouds for
clustering related oligonucleotides to identify diverse repetitive regions in the human
genome [213,214].

CATCH then maps each candidate probe 𝑝 back to the target sequences with a
seed-and-extend-like approach, in the process deciding whether 𝑝 maps to a range 𝑟
in a target sequence according to the function 𝑓map(𝑝, 𝑟, 𝜃𝑑). 𝑓map effectively specifies
whether 𝑝 will capture the subsequence at 𝑟. Further, CATCH assumes that, because
𝑝 captures an entire fragment and not just the subsequence to which it binds, 𝑝
‘covers’ both 𝑟 and some number of bases (given in 𝜃𝑑) on each side of 𝑟; we term this
a ‘cover extension’. This yields a collection of bases in the target sequences that are
covered by each 𝑝, namely:

{(𝑝, {(𝑠, {bases in 𝑠 covered by 𝑝}) for all 𝑠 in 𝑑}) for all candidate probes 𝑝}.

Next, CATCH seeks to find the smallest set of candidate probes that achieves full
coverage of all sequences in 𝑑. The problem, in the general case, is NP-hard by a
reduction from the set cover problem. To determine 𝑠(𝑑, 𝜃𝑑), an approximation of
the smallest such set of candidate probes, CATCH treats the problem as an instance
of the set cover problem. Similar approaches have been used in related problems
in uncovering patterns in DNA sequence. Notably, these include PCR primer selec-
tion [102, 103, 105], string barcoding of pathogens [111, 113], and other applications
in microbial microarrays [109, 110, 112]. These approaches tend to require multiple
sequence alignments and do not address the challenges of whole-genome enrichment
across many taxa (Section 4.4.1.4). Section 2.2.5 describes the set cover problem in
more detail and limitations of prior approaches.

CATCH computes 𝑠(𝑑, 𝜃𝑑) using the canonical greedy solution to the set cover
problem [106, 107], which likely provides close to the best achievable approxima-

2 A simpler approach to detecting near-duplicate candidate probes might be to construct a single
sketch for each probe, and keep one for each unique sketch, but this would require careful tuning of
the sketch to be accurate.

3 In addition to using approximate near-neighbor searches to filter candidate probes, CATCH
also (optionally) makes use of LSH further upstream. If desired, it will compute MinHash signatures
to rapidly compare input sequences, and then cluster them, similar to the approach used by Mash
(Section 2.2.2 and ref. [89]). Relatedly, it can also cluster fragments of the input sequences. Then,
CATCH solves the steps that follow in this section separately for each cluster. By decreasing the size
of each instance to solve, this considerably improves runtime and memory requirements; however,
it may yield more probes than otherwise if there is homology across clusters. We did not use this
technique to produce the probe sets in this work.
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tion [108,215]. In this linear reduction, we construct a set representing each candidate
probe 𝑝, containing the bases in the target sequences covered by 𝑝. The universe of
elements is then all the bases across all the target sequences—that is, what it seeks
to cover. Each set that we iteratively select in an instance of the set cover problem
corresponds to a selected probe.

The runtime of this solution is slow in the worst-case, but can be reasonable
in practice. Let 𝑚 be the number of candidate probes, 𝑛 be the number of target
sequences, and 𝐿 be the maximum sequence length. Note that 𝑚 = 𝑂(𝑛𝐿). At each
iteration, finding the coverage obtained by a candidate probe takes time 𝑂(𝑛𝐿); this
adds to 𝑂(𝑚𝑛𝐿) time across the candidate probes. We iterate 𝑂(𝑚) times, so in
total this takes 𝑂(𝑚2𝑛𝐿) = 𝑂((𝑛𝐿)3) time. However, on average the solution can
be considerably faster. If each candidate probe maps once to each target sequence,
each iteration takes 𝑂(𝑚𝑛) time, for 𝑂(𝑚2𝑛) = 𝑂(𝑛3𝐿2) time in total. We store
candidate probes and target sequences as sorted sets of intervals rather than individual
bases, letting us quickly find intersections between the two to compute the coverage
obtained by each candidate probe. Moreover, the largest coverage obtained by a
candidate probe at each iteration is commonly equal to the largest coverage from the
previous iteration; since the coverage of selected candidate probes is nonincreasing
across iterations, we exploit this to more quickly select candidate probes, further
improving runtime without affecting the output.

4.4.1.3 Extensions to probe design

CATCH’s framework for designing probes offers considerable flexibility. This section
describes extensions to probe design and methods behind them.

Probe-target hybridization. CATCH reduces much of the design to a problem
of determining probe-target hybridization. The function 𝑓map, which determines
whether a probe hybridizes to a range in a target sequence (and, if it does, pre-
cisely the range), can be customized by a user in a command-line argument to be
dynamically loaded. For example, although by default CATCH does not use a ther-
modynamic model of hybridization, a user could choose to incorporate a calculation
of free energy to evaluate the likelihood of hybridization. Here, when computing
𝑠(𝑑, 𝜃𝑑), CATCH’s default 𝑓map is based on three parameters in 𝜃𝑑: a number 𝑚 of
mismatches to tolerate, a length lcf of a longest common substring, and a length 𝑖
of an island of an exact match. 𝑓map computes the longest common substring with
at most 𝑚 mismatches between the probe sequence and target subsequence, and re-
turns that the probe covers the target range if and only if the length of this is at
least lcf. Optionally (if 𝑖 > 0), 𝑓map additionally requires that the probe and target
subsequence share an exact (0-mismatch) match of length at least 𝑖 to return that the
probe covers the range. See Fig. A-7 for a visual representation and Section 4.4.2.2
for example values.

Differential identification and blacklisting sequence. There are many prob-
lems related to probe design that map well to generalizations of the set cover problem.
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Relevant generalizations are the weighted and partial cover problems [106, 216, 217].
Using the weighted cover problem, CATCH allows a user to perform differential iden-
tification of taxa and also to blacklist sequences from the probe design. For these
purposes, we introduce the concept of a “rank” to our implementation of the set
cover solution. A rank of a set is analogous to a weight and makes it straightforward
to assign levels of penalties on sets. For two sets 𝑆 and 𝑇 , if rank(𝑆) < rank(𝑇 ) then
𝑆 is always considered before 𝑇 — i.e., if coverage is needed and 𝑆 provides that
coverage, then the greedy algorithm always chooses 𝑆 before 𝑇 even if 𝑇 provides
more. These can be emulated using weights (i.e., costs), by assigning sufficiently high
weights to each set. To perform differential identification, CATCH accepts group-
ings of sequences as input (for example, each grouping might encompass the available
genomes of a species). Then, CATCH finds the number of groupings that each can-
didate probe 𝑝 “hits.” (𝑝 hits a grouping if it covers a part of at least one sequence
in that grouping.) A probe that hits only one grouping is suitable for differential
identification, whereas ones that hit more are poor choices. Thus, CATCH assigns a
rank to each 𝑝 equal to the number of groupings hit by 𝑝. CATCH can also accept a
collection of sequences to blacklist from the probe design. It determines the number
of nucleotides in blacklisted sequence that each 𝑝 covers and assigns to 𝑝 a rank equal
to this value; therefore, candidate probes that cover blacklisted sequence are highly
penalized in the design. (When a user opts to perform differential identification while
also blacklisting sequences, the ranks are assigned such that a candidate probe that
covers a part of a blacklisted sequence always receives a higher rank than one that
does not.) For the purposes of determining whether 𝑝 hits an identification grouping
or blacklisted sequence, CATCH accepts three additional parameters, holding more
tolerant values for 𝑚, lcf, and 𝑖 as defined above, that 𝑓map uses to evaluate probe-
target hybridization. We note as well that weights can have other applications in
probe design, e.g., if there is a reason to prefer some candidate probes over others
due to base composition. Finally, CATCH solves an instance of the weighted cover
problem by assigning the rank of each set to be the rank of the candidate probe it
represents.

Partial cover. Based on the partial cover problem [216, 217], CATCH offers the
ability to design probes such that they only cover a portion of each target sequence.
The user specifies this portion as either a fraction of the length of each sequence
or as a fixed number of nucleotides. Reducing the problem directly to an instance
of the set cover problem with one ground set (universe) to cover would not allow
partially covering each target sequence. Thus, we introduce multiple ground sets
to the instance, in which each corresponds to a target sequence and consists of all
the bases in that sequence. Each set representing a candidate probe specifies which
elements in which ground sets it covers. The greedy algorithm continues selecting
among the candidate probes until it obtains the desired partial coverage of each
target sequence. A recent paper [218] on submodular minimization looks at this
problem, “partial cover for multiple sets,” and provides an approximation ratio given
by the greedy algorithm. As one application, note that when performing differential
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identification the required partial coverage should be set to be relatively low.

Adapters for amplification. If desired, CATCH adds adapters to probe sequences
in 𝑠(𝑑, 𝜃𝑑) for PCR amplification. Because probe sequences may overlap, it is possible
that, during PCR, they could chain together to form concatemers. Thus, we would
like to use 𝑘 unique adapters and divide the probes in 𝑠(𝑑, 𝜃𝑑) into 𝑘 groups such that
the probes in each group are unlikely to chain together; then, we can perform PCR
separately on each group. CATCH uses a heuristic to solve this problem for 𝑘 = 2,
i.e., two adapters 𝐴 and 𝐵. Consider one target sequence 𝑡. It maps each of the
probes in 𝑠(𝑑, 𝜃𝑑) to 𝑡 using 𝑓map, as described above. It treats the ranges that each
probe covers as an “interval,” and finds the largest set of non-overlapping intervals
(probes) 𝑇no by solving an instance of the interval scheduling problem. Then, we
could assign adapter 𝐴 to each probe in 𝑇no, and adapter 𝐵 to each of the others.
CATCH performs this for each target sequence 𝑡, and each 𝑡 “votes” once (either 𝐴 or
𝐵) for each probe. We seek to maximize the sum, across all probes, of the majority
vote for the probe (to ensure a clear decision on the adapter for each probe). Let
𝑉 𝑝

𝐴 be the number of 𝐴 votes for a probe, and likewise for 𝑉 𝑝
𝐵. Then, we wish to

maximize the quantity ∑︁
𝑝∈𝑠(𝑑,𝜃𝑑)

max(𝑉 𝑝
𝐴 , 𝑉 𝑝

𝐵).

Since the distinction between 𝐴 and 𝐵 is arbitrary, at each 𝑡 CATCH chooses whether
to assign 𝐴 or 𝐵 votes to the probes in 𝑇no depending on which assignment yields a
higher sum. This process yields the maximum sum, and CATCH then assigns adapter
𝐴 or 𝐵 to each probe based on which has more votes.

4.4.1.4 Designing across many taxa

Consider a large set of input sequences that encompass a diverse set of taxa (for
example, hundreds of viral species). We could run CATCH, as described above, on a
single choice of parameters 𝜃𝑑 such that the number of probes in 𝑠(𝑑, 𝜃𝑑) is feasible for
synthesis. However, this can lead to a poor representation of taxa in the diverse probe
set; it can become dominated by probes covering taxa that have more genetic diversity
(for example, HIV-1). Furthermore, it can force probes to be designed with relaxed
assumptions about hybridization across all taxa. To alleviate these issues, we allow
different choices of parameters governing hybridization for different subsets of input
sequences, so that some can have probes designed with more relaxed assumptions
than others.

We represent a set of taxa and its target sequences with a dataset 𝑑, with its own
parameters 𝜃𝑑. Let {𝜃𝑑} be the collection of 𝜃𝑑 across all 𝑑. We wish to find 𝑆({𝜃𝑑}),
the union of 𝑠(𝑑, 𝜃𝑑) across all datasets 𝑑. CATCH finds this by solving a constrained
nonlinear optimization problem:

{𝜃𝑑}* = arg min
{𝜃𝑑}

𝐿({𝜃𝑑}) s.t. |𝑆({𝜃𝑑})| ≤ 𝑁 .
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The constraint 𝑁 on the number of probes in the union is specified by the user;
this is the number of probes to synthesize and might be determined on the basis of
synthesis cost and/or array size. CATCH enforces the constraint using the barrier
method with a logarithmic barrier function. The loss is defined across the datasets:

𝐿({𝜃𝑑}) =
∑︁

𝑑

𝑤𝑑 · ℓ(𝜃𝑑).

By default, we use the following loss for each 𝑑:

ℓ(𝜃𝑑) = 𝛽1𝑚
2
𝑑 + 𝛽2𝑒

2
𝑑

where 𝑚𝑑 gives a number of mismatches to tolerate in hybridization and 𝑒𝑑 gives
a cover extension, as defined above. 𝑤𝑑 allows a relative weighting of datasets, for
example, if one should have more stringent assumptions about hybridization and thus
more probes. 𝛽1, 𝛽2, and the set of {𝑤𝑑}s can be specified by the user. The user can
also choose to generalize the search to a different set of parameters:

ℓ(𝜃𝑑) =
∑︁

𝑖

𝛽𝑖𝜃
2
𝑑𝑖

where 𝜃𝑑𝑖 is the value of the 𝑖’th parameter for 𝑑 and 𝛽𝑖 is a specified coefficient for
the parameter.

In practice, we have used the default loss function above, with 𝑤𝑑 = 1 for all 𝑑,
𝛽1 = 1, and 𝛽2 = 1/100. We calculate 𝑠(𝑑, 𝜃𝑑) for each 𝑑 over a grid of values of 𝜃𝑑

before solving for {𝜃𝑑}*. CATCH interpolates |𝑠(𝑑, 𝜃𝑑)| for non-computed values of 𝜃𝑑

and rounds integral parameters in {𝜃𝑑}* to integers while ensuring that |𝑆({𝜃𝑑}*)| ≤
𝑁 . The probe set pooled across datasets is then 𝑆({𝜃𝑑}*).

It is possible that CATCH cannot find a choice of {𝜃𝑑} such that |𝑆({𝜃𝑑})| ≤
𝑁 . This might be the case, for example, if the grid of 𝜃𝑑 values over which a user
precomputes 𝑠(𝑑, 𝜃𝑑) has too small a range to satisfy the constraint. That is, one or
more of the parameter values may need to be relaxed (across one or more datasets)
to obtain ≤ 𝑁 probes. When this happens, our implementation of CATCH raises an
error and suggests that the user provide less stringent choices of parameter values.

4.4.1.5 Alternative formulations

There are several alternative formulations—as a maximization problem—for the prob-
lem solved above in Section 4.4.1.4, which we did not explore but are worth mention-
ing. One general way to frame the problem would be to solve for a probe set 𝑆*:

𝑆* = arg max
𝑆

𝐹 (𝑆) s.t. |𝑆| ≤ 𝑁 ,

where 𝐹 (𝑆) is a set function that measures how “good” 𝑆 is. While this is NP-hard
in general, if 𝐹 (𝑆) is monotone submodular, a simple greedy algorithm for choosing
probes provides an impressive approximation: 𝑆 such that 𝐹 (𝑆) is within a factor
(1 − 1/𝑒) of its optimal value [219]. 𝐹 (𝑆) could represent the total coverage that
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𝑆 provides across all input sequences (the maximum coverage problem). But this is
unsatisfying because it may leave diversity (regions of genomes, or entire genomes or
taxa) uncovered; indeed, it would be more likely to leave highly variable parts uncov-
ered, and in many applications these are the most interesting. Alternatively, 𝐹 (𝑆)
could represent a measure of how well 𝑆 captures all input sequences (e.g., an enrich-
ment score) with added constraints to ensure complete coverage. The details would
need to be determined, and in particular it would be important to avoid arbitrariness
in 𝐹 (𝑆) that has a large impact on the probe set.

4.4.2 Design of viral probe sets presented here

4.4.2.1 Input sequences for design of probe sets

We designed four probe sets using publicly available sequences. The design of VALL
(356 viral species) incorporated available sequences up to June 2016; VWAFR (23 viral
species) up to June 2015; VMM (measles and mumps viruses) up to March 2016; and
VZC (chikungunya and Zika viruses) up to February 2016. Most sequences we used
as input for designing probe sets are genome neighbors (that is, complete or near-
complete genomes) provided in NCBI’s accession list of viral genomes [7] and were
downloaded from NCBI GenBank [162]. We selected a small number of other genomes
using the NIAID Virus Pathogen Database and Analysis Resource (ViPR) [220].
Supplementary Table 1 in the publication of this project [63] contains links to the
exact input (accessions and nucleotide sequences) used as input for each probe set.

In particular, in the input to the design of VALL we included all sequences in
NCBI’s accession list of viral genomes [7] for which human was listed as a host, along
with all sequences from a selection of additional species. Because genome neighbors
for influenza A virus, influenza B virus, and influenza C virus were not included in
the accession list, we included a separate selection of sequences for influenza A virus
that encompass all hemagglutinin and neuraminidase subtypes that infect humans
(in VALL, 8,629 sequences), as well as sequences for influenza B (376 sequences) and
influenza C (7 sequences) viruses. Furthermore, we trimmed long terminal repeats
from all sequences of HIV-1 and HIV-2 used as input to both VALL and VWAFR. In
VZC we included, along with genome neighbors, partial sequences of Zika virus from
NCBI GenBank [162].

4.4.2.2 Exploring the parameter space across taxa

To explore the parameter space in the design of VALL and VWAFR, we varied 𝑚𝑑

(number of mismatches) and 𝑒𝑑 (cover extension) while fixing all other parame-
ters. We precomputed probe sets over a grid with 𝑚𝑑 in {0, 1, 2, 3, 4, 5, 6} and 𝑒𝑑

in {0, 10, 20, 30, 40, 50} when finding optimal parameters. In designing VALL, we ran
the optimization procedure 1,000 times, each time with random starting conditions,
and picked the parameter values from the run with the smallest loss. Supplementary
Table 1 in the publication of this project [63] lists the selected parameter values of
each dataset for each probe set, as well as other fixed parameter values.
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4.4.2.3 Design additions for synthesis and probe set data

For synthesis of probes in VALL, the manufacturer (Roche) trimmed bases from the
3’ end of probe sequences to fit within synthesis cycle limits. Probe lengths did
not change considerably after trimming: of the 349,998 probes in VALL, which were
designed to be 75-nt, 61% remained 75-nt after trimming and 99% were at least 65 nt
after trimming. We did not add PCR adapters for amplification to probe sequences
in VALL. We did add adapters to probe sequences in VWAFR, VZC, and VMM (designed
to be 100-nt and synthesized with CustomArray); we used two sets of adapters (20
bases on each end), selected by CATCH for each probe to minimize probe overlap.
Furthermore, in these three probe sets we included the reverse complement of each
designed 140-nt oligonucleotide in the synthesis.

4.4.2.4 Analysis of probe set scaling with parameter values and input
size

We produced several figures showing how the size of a probe set with CATCH
grows with respect to an independent variable (Figs. A-7c, 4-2, and A-8). In
these, we used genome neighbors from NCBI’s accession list of viral genomes [7]
(downloaded in September, 2017) as input. We trimmed long terminal repeats
from HIV-1 sequences. The specific sequences are available at https://github.
com/broadinstitute/catch/tree/323b639/hybseldesign/datasets/data. In all
of these evaluations, we designed 75-nt probes.

We determined probe counts as a function of parameter values (Fig A-7c), where
we varied only the mismatches (𝑚) and cover extension (𝑒) parameters using the
values shown. We set parameters on the longest common substring (𝑙𝑐𝑓) and island
of exact match (𝑖) to their default values: 𝑙𝑐𝑓 equal to the probe length (75) and
𝑖 = 0. For each pair of parameter values shown, we calculated probe counts across
5 replicates, with the input to each replicate being 300 genomes that were randomly
selected with replacement. Shaded regions are 95% pointwise confidence bands.

We also determined how probe counts scale with the number of input genomes
(Figs. 4-2 and A-8). The “Baseline” approach generates probes by tiling each input
genome with a stride of 25-nt and removing exact duplicates. The “Clustering-based”
approach generates candidate probes using a stride of 25-nt and deems two probes
to be redundant if their longest common substring up to 𝑚 mismatches (shown at
𝑚 = 0 and 𝑚 = 4) is at least 65-nt. It then constructs a graph in which vertices
represent candidate probes and edges represent redundancy, and finds a probe set by
approximating the smallest dominating set of this graph. For running this clustering-
based approach, see the design_naively.py executable in our implementation of
CATCH. The CATCH approach generates candidate probes using a stride of 25-nt
and is shown with parameter values (𝑚 = 0, 𝑒 = 0), (𝑚 = 4, 𝑒 = 0), and (𝑚 = 4,
𝑒 = 50), and all other parameters set to default values. Probe counts for hepatitis C
virus and HIV-1 were calculated and plotted with 𝑛 = {1, 50, 100, 200, 300, . . . , 1000}
input genomes; for Zaire ebolavirus, 𝑛 = {1, 50, 100, 150, . . . , 850} input genomes; and
for Zika virus, 𝑛 = {1, 25, 50, 75, . . . , 375} input genomes. For each 𝑛, we calculated
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probe counts across 5 replicates, with the input to each replicate being 𝑛 genomes that
were randomly selected with replacement. Again, shaded regions are 95% pointwise
confidence bands.

4.4.3 Samples and specimens

Human patient samples used in this study4 were obtained from studies that had been
evaluated and approved by the relevant institutional review boards (IRBs) or ethics
committees at Harvard University (Cambridge, MA), Partners Healthcare (Boston,
MA), the Massachusetts Department of Public Health (Boston, MA), Irrua Specialist
Teaching Hospital (Irrua, Nigeria), the Nigeria Federal Ministry of Health (Abuja,
Nigeria), the Sierra Leone Ministry of Health and Sanitation (Freetown, Sierra Leone),
the Nicaragua Ministry of Health (Managua, Nicaragua), the University of California,
Berkeley (Berkeley, CA), the Ragon Institute (Cambridge, MA), Hospital General de
la Plaza de la Salud (Santo Domingo, Dominican Republic), Universidad Nacional
Autónoma de Honduras (Tegucigalpa, Honduras), the Oswaldo Cruz Foundation (Rio
de Janeiro, Brazil), and the Florida Department of Health (Tallahassee, FL).

Informed consent was obtained from participants enrolled in studies at Irrua Spe-
cialist Teaching Hospital, Kenema Government Hospital, the Ragon Institute, Hos-
pital General de la Plaza de la Salud, Universidad Nacional Autónoma de Honduras,
and the Oswaldo Cruz Foundation. IRBs at the Massachusetts Department of Public
Health, the Florida Department of Health, and Partners Healthcare granted waivers
of consent given this research with leftover clinical diagnostic samples involved no
more than minimal risk. In addition, some samples from Kenema Government Hos-
pital and Irrua Specialist Teaching Hospital were collected under waivers of consent to
facilitate rapid public health response during the Ebola outbreak and also because the
research involved no more than minimal risk to the subjects. The Harvard University
and Massachusetts Institute of Technology IRBs, as well as the Office of Research
Subject Protection at the Broad Institute of MIT and Harvard, provided approval
for sequencing and secondary analysis of samples collected by the aforementioned
institutions.

4.4.4 Experimental methods

4.4.4.1 Viral RNA isolation and mock samples

For all clinical and environmental samples, including samples from the 2018 Lassa
outbreak, we extracted RNA using the Qiagen QIAamp viral mini kit, except in
cases where samples were provided for secondary use as extracted RNA directly from
the source or following passage. We performed extractions according to the manufac-
turer’s instructions from 140 µL of biological material inactivated in 560 µL of buffer
AVL.

4 For a complete list of patient samples used in this study, see Supplementary Table 2 of the
publication of this project (ref. [63]).
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We generated mock co-infection samples by spiking equal volumes of RNA isolated
from 2, 4, 6, or 8 viral seed stocks (dengue virus, Ebola virus, influenza A virus, Lassa
virus, Marburg virus, measles virus, Middle East respiratory syndrome coronavirus,
and Nipah virus) into RNA isolated from the plasma of a healthy human donor,
purchased from Research Blood Components. We generated the Ebola virus dilution
series by adding 1 to 106 copies of Ebola virus (Makona) to 30 ng or 300 ng of
human K562 RNA. All dilutions were prepared and sequenced in duplicate. For
samples where the microbial content was uncharacterized—26 mosquito pools from
the United States, human plasma from 25 individuals with acute non-Lassa virus
fevers from Nigeria, and human plasma from 25 individuals with suspected Lassa and
Ebola virus infections from Sierra Leone—we created sample pools by combining equal
volumes of extracted RNA for five samples per pool (one mosquito pool contained
six), resulting in 15 final pools (5 mosquito, 5 Nigeria, and 5 Sierra Leone).

4.4.4.2 Construction of sequencing libraries

We first removed contaminating DNA by treatment with TURBO DNase (Ambion)
and prepared double-stranded cDNA by priming with random hexamers followed by
synthesis of the second strand as previously described [47]. We used the Nextera
XT kit (Illumina) to prepare sequencing libraries with modifications to enable hybrid
capture [22]. Specifically, we used non-biotinylated i5 indexing primers (Integrated
DNA Technologies) in place of the manufacturer’s standard i5 PCR primers. As
cDNA concentrations from clinical samples are typically lower than the recommended
1 ng, input to Nextera XT was 5 µL of cDNA, except in the case of Ebola serial
dilutions where the input was 1 ng. Samples underwent 16–18 cycles of PCR, and we
quantified final libraries using either the 2100 Bioanalyzer dsDNA High-Sensitivity
assay (Agilent) or by qPCR using the KAPA Universal Complete kit (Roche). We
also prepared sequencing libraries from water with each batch as a negative control.

4.4.4.3 Hybrid capture of sequencing libraries

We synthesized the 349,998 probes in VALL using the SeqCap EZ Developer plat-
form (Roche). Because the number of features on the array was 2.1 million,
we repeated the design six times (6× final probe density). We used these
biotinylated ssDNA probes directly for hybrid capture experiments. We per-
formed in-solution hybridization and capture according to the manufacturer’s in-
structions (SeqCapEZ v5.1) with modifications to make the protocol compati-
ble with Nextera XT libraries. Specifically, we pooled up to six individual se-
quencing libraries with at least one unique index together at equimolar concen-
trations (≥ 3 nM) in a final volume of 50 µL. We replaced the manufacturer’s
indexed adapter blockers with oligonucleotides complementary to Nextera indexed
adaptors (P7 blocking oligonucleotide: 5’-AAT GAT ACG GCG ACC ACC GAG ATC TAC
ACN NNN NNN NTC GTC GGC AGC GTC AGA TGT GTA TAA GAG ACA G/3ddC/-3’; P5
blocking oligonucleotide: 5’-CAA GCA GAA GAC GGC ATA CGA GAT NNN NNN NNG
TCT CGT GGG CTC GGA GAT GTG TAT AAG AGA CAG /3ddC/-3’; Integrated DNA
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Technologies). We reduced the concentration of Nextera XT adapter blockers to
200 µM to account for sample input. We also reduced the concentration of probes
to account for the replication of our VALL probe set six times across the 2.1 mil-
lion features. We incubated the hybridization reaction overnight (∼16 h). After
hybridization and capture on streptavidin beads, we amplified library pools using
PCR (14–16 cycles) with universal Illumina PCR primers (P7 primer: 5’-CAA GCA
GAA GAC GGC ATA CGA-3’; P5 primer: 5’-AAT GAT ACG GCG ACC ACC GA-3’; Inte-
grated DNA Technologies).

We prepared the focused probe sets (VWAFR, VMM, VZC) using a traditional probe
production approach [59] in which DNA oligonucleotides were synthesized on a 12k
or 90k array (CustomArray). To minimize PCR amplification bias and formation of
concatemers by overlap extension, we performed two separate emulsion PCR reactions
(Micellula, Chimerx) to amplify the non-overlapping probe subsets (assigned adapters
𝐴 and 𝐵 as described in Section 4.4.1.3). One primer in each reaction carried a T7
promoter tail (5’-GGA TTC TAA TAC GAC TCA CTA TAG GG-3’) at the 5’ end. We
performed in vitro transcription (MEGAshortscript, Ambion) on each of these pools
to produce biotinylated capture-ready RNA probes. Pools were aliquotted and stored
at −80 ∘C and combined at equal concentration and volume immediately before use.
Hybrid capture was a modification of a published protocol [59]. Briefly, we mixed the
probes, salmon sperm DNA and human Cot-1 DNA, adapter blocking oligonucleotides
and libraries, and hybridized overnight (∼16 h), captured on streptavidin beads,
washed, and reamplified by PCR (16–18 cycles). PCR primers and index blockers
were the same as those used in the protocol for the VALL probe set. In some cases,
we changed the Nextera XT indexes during the final PCR amplification to enable
sequencing of pre- and post-capture samples on the same run.

We pooled and sequenced all captured libraries on Illumina MiSeq or HiSeq 2500
platforms. We also sequenced pre-capture libraries for all samples to allow for com-
parison of enrichment by capture.

4.4.5 Computational analyses
4.4.5.1 Depth normalization, assembly, and alignments

We performed demultiplexing and data analysis of all sequencing runs using viral-
ngs v1.17.0 [48, 221] with default settings, except where described below. To enable
comparisons between pre- and post-capture results, we downsampled all raw reads
to 200,000 reads using SAMtools [171]. We performed all analyses on downsampled
datasets unless otherwise stated. We chose this number as 90% of all samples se-
quenced on the MiSeq (among the 30 patient and environmental samples used for
validation) were sequenced to a depth of at least 200,000 reads. For those few low-
coverage samples for which we did not obtain > 200,000 reads, we performed all
analyses using all available reads unless otherwise noted5. Downsampling normalizes
sequencing depth across runs and allows us to more readily evaluate the effectiveness
of capture on genome assembly (that is, the fraction of the genome we can assemble)

5 Supplementary Table 3 in the publication of this project [63] lists sequencing metrics.
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than an approach such as comparing viral reads per million. It also allows us to more
readily compare unique content (see below). A statistic like unique viral reads per
unique million reads can be distorted based on sequencing depth in the presence of
a high fraction of viral PCR duplicate reads: sequencing to a lower depth can inflate
the value of this statistic as compared to sequencing to a higher depth.

We used viral-ngs to assemble the genomes of all viruses previously detected in
these samples or identified by metagenomic analyses, including the LASV genomes
from the 2018 Lassa fever outbreak in Nigeria and the EBOV genomes from the dilu-
tion series. For background on genome assembly, see Section 2.2.3. For each virus, we
taxonomically filtered reads against many available sequences for that virus. We used
one representative genome to scaffold the de novo–assembled contigs6. We set the
parameters assembly_min_length_fraction_of_reference and assembly_min_-
unambig to 0.01 for all assemblies. We took the fraction of the genome assembled to
be the number of base calls we could make in the assembly divided by the length of the
reference genome used for scaffolding. To calculate per-base read depth, we aligned de-
pleted reads from viral-ngs to the same reference genome that we used for scaffolding.
We did this alignment with BWA [222] through the align_and_plot_coverage func-
tion of viral-ngs with the following parameters: -m 50000 ––excludeDuplicates –
–aligner_options “-k 12 -B 2 -O 3” ––minScoreToFilter 60. We counted the
number of aligned reads (unique viral reads) using SAMtools [171] with samtools
view -F 1024 and calculated enrichment of unique viral content by comparing the
number of aligned reads before and after capture. viral-ngs removes PCR duplicate
reads with Picard based on alignments, allowing us to measure unique content. We
excluded samples where one or more conditions had fewer than 100,000 raw reads for
reasons of comparability. Excluded samples are highlighted in red in Supplementary
Table 3 of the publication of this project (ref. [63]).

To assess how the amount of viral content detected increases with sequencing
depth (Fig. A-13b,c), we used data from the Ebola dilution series on 103 and 104

copies. At these input amounts, both technical replicates, with and without cap-
ture and in both 30 ng and 300 ng of background, yielded at least 2 million se-
quencing reads. For each combination of input copies, background amount, technical
replicate, and whether capture was used, we downsampled all raw reads to 𝑛 =
{1, 10, 100, 1,000, 10,000, 100,000, 200,000, 300,000, . . . , 1,900,000, 2,000,000}
reads. For each 𝑛, we performed this downsampling five times. We depleted reads
with viral-ngs, aligned depleted reads to the EBOV reference genome, and counted
the number aligned, as described above. We plotted the number of aligned reads for
each subsampling amount in Fig. A-13b,c, where shaded regions are 95% pointwise
confidence bands calculated across the five downsampling replicates.

We analyzed the relationship between probe–target identity and enrichment
(Fig. 4-7). For this, we used an influenza A virus sample of avian subtype H4N4
(IAV-SM5). We assembled a genome of this sample both pre-capture and follow-
ing capture with VALL to verify concordance; we used the VALL sequence for fur-

6 Supplementary Tables 3, 5, 7, and 10 of the publication of this project [63] contain relevant
accessions.
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ther analysis here because it was more complete. We aligned depleted reads to this
genome as described above (with BWA using the align_and_plot_coverage func-
tion of viral-ngs and the following parameters: -m 50000 ––excludeDuplicates –
–aligner_options “-k 12 -B 2 -O 3” ––minScoreToFilter 60). For a window
in the genome, we calculated the fold change in depth to be the fold change of the
mean depth post-capture against the mean depth pre-capture within the window.
Here we used windows of length 150-nt, sliding with a stride of 25-nt. We aligned all
probe sequences in VALL and VWAFR designs to this genome using BWA-MEM [222]
with the following options: -a -M -k 8 -A 1 -B 1 -O 2 -E 1 -L 2 -T 20; these
sensitive parameters should account for most possible hybridizations and include a
low soft-clipping penalty to allow us to model a portion of a probe hybridizing to a
target while the remainder hangs off. We counted the number of bases that matched
between a probe and target sequence using each alignment’s MD tag (this does not
count soft-clipped ends) and defined the identity between a probe and target sequence
to be this number of matching bases divided by the probe length. We defined the
identity between probes and a window of the target genome as follows: we considered
all mapped probe sequences that had at least half their alignment within the window
and took the mean of the top 25% of identity values between these probes and the
target sequence. In Fig. 4-7, we plot a point for each window. We did this separately
with probes from the VALL and VWAFR designs.

4.4.5.2 Within-sample variant calling

We compared within-sample variant frequencies with and without capture (Fig. 4-
8b). For this, we used three dengue virus samples (DENV-SM1, DENV-SM2, and
DENV-SM5). We selected these because of their relatively high depth of coverage,
in both pre- and post-capture genomes; the high depth in pre-capture genomes was
necessary for the comparison. We did not subsample reads before this comparison, to
maximize coverage for detection of rare variants. For each of the three samples, we
pooled data from three sequencing replicates of the same pre-capture library before
downstream analysis. For each of these samples, we performed two capture replicates
on the same pre-capture library (two replicates with VWAFR and two with VALL) and
sequenced, estimated, and plotted frequencies separately on these replicates.

After assembling genomes, we used V-Phaser 2.0, available through viral-ngs [48,
221], to call within-sample variants from mapped reads. We set the minimum number
of reads required on each strand (vphaser_min_reads_each) to 2 and ignored indels.
When counting reads with each allele and estimating variant frequencies, we excluded
PCR duplicate reads through viral-ngs. In Fig. 4-8b, we show the frequencies for a
variant if it was present at ≥ 1% frequency in any of the replicates (that is, either
the pre-capture pool or any of the replicates from capture with VWAFR or VALL). The
plot shows positions combined across the three samples that we analyzed.

We estimated the concordance correlation coefficient (𝜌𝐶) between pre- and post-
capture frequencies over points in which each was a pair of pre- and post-capture
frequencies of a variant in a replicate. Because we had pooled pre-capture data, each
pre-capture frequency for a variant was paired with multiple post-capture frequencies
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for that variant.

4.4.5.3 Metagenomic analyses

We used Kraken v0.10.6 [75] in viral-ngs to analyze the metagenomic content of
our pre- and post-capture libraries. For background on metagenomic classification,
see Section 2.2.1. First, we built a database that included the default Kraken ‘full’
database (containing all bacterial and viral whole genomes from RefSeq [160] as of
October 2015). dditionally, we included the whole human genome (hg38), genomes
from PlasmoDB [161], sequences covering selected insect species (Aedes aegypti,
Aedes albopictus, Anopheles albimanus, Anopheles gambiae, Anopheles quadrimacu-
latus, Culex pipiens, Culex quinquefasciatus, Culex tarsalis, Drosophila melanogaster,
Varroa destructor) from GenBank [162], protozoa and fungi whole genomes from
RefSeq, SILVA LTP 16S rRNA sequences [163], UniVec vector sequences, ERCC
spike-in sequences, and viral sequences that were used as input for the VALL probe
design. The database we created and used is available in three parts. It can be down-
loaded at https://storage.googleapis.com/sabeti-public/meta_dbs/kraken_-
full-and-insects_20170602/[file] where [file] is database.idx.lz4 [642 MB],
database.kdb.lz4 [98 GB], or taxonomy.tar.lz4 [66 MB].

For mock co-infection samples, we ran Kraken on all sequenced reads. To confirm
that enrichment was successful, we calculated the proportion of all reads that were
classified as being of viral origin. To compare the relative frequencies of each virus
pre- and post-capture with VALL and VWAFR, we calculated the proportion of all viral
reads that were classified as each of the eight viral species. For this, we used the
cumulative number of reads assigned to each species-level taxon and its child clades,
which we term ‘cumulative species counts’.

For each biological sample, we first subsampled raw reads to 200,000 reads using
SAMtools [171] (except for samples with < 200,000 reads, for which we used all avail-
able reads). Then, we removed highly similar (likely PCR duplicate) reads from the
unaligned reads with the mvicuna tool through viral-ngs. We ran Kraken through
viral-ngs and separately ran kraken-filter with a threshold of 0.1 for classification. For
samples where two independent libraries had been prepared and used for VALL and
VWAFR, or where the same pre-capture library had been sequenced more than once,
we merged the raw sequence files before downsampling. To account for laboratory
contaminants, we also ran Kraken on water controls; we first merged all water con-
trols together and classified reads as described above. We evaluated the presence and
enrichment of viral and other taxa using the cumulative species-level counts, as above.
To do so, we calculated two measures: abundance, which was calculated by dividing
pre-capture read counts for each species by counts in pooled water controls, and en-
richment, which was calculated by dividing post-capture read counts for each species
by pre-capture read counts in the same sample. For our uncharacterized mosquito
pools and human plasma samples from Nigeria and Sierra Leone, after capture with
VALL we searched for viral species with more than ten matched reads and a read count
greater than twofold higher than in the pooled water control after capture with VALL.
For each virus identified, we assembled viral genomes and calculated per-base read
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depth as described above (Fig. A-17). When producing coverage plots, we calcu-
lated per-base read depth as described above for known samples, except we removed
supplementary alignments before calculating depth to remove artificial chimeras.

4.4.6 Code availability
The latest version of CATCH and its full source code is available at https://github.
com/broadinstitute/catch under the terms of the MIT license. For designing the
VALL probe set, we used CATCH v0.5.0 (available in the repository on GitHub).

4.4.7 Data availability
Sequences used as input for probe design are available in the repository at https:
//github.com/broadinstitute/catch; Supplementary Table 1 in the publication
of this project [63] contains links to specific versions used. Sequences of the probe
designs (with 20-nt adapters where applicable) developed here are available at
https://github.com/broadinstitute/catch/tree/cf500c6/probe-designs. Se-
quencing data from this study, as well as viral genomes generated as part of this work,
have been deposited in NCBI databases under BioProject accession PRJNA431306
(PRJNA436552 for the 2018 Lassa virus genomes).

4.5 Results

4.5.1 Probe sets to capture viral diversity
CATCH is described in Section 4.4.1.

We used CATCH to design a probe set that targets all viral species reported to
infect humans (VALL), which could be used to achieve more sensitive metagenomic se-
quencing of viruses from human samples. VALL encompasses 356 species (86 genera, 31
families), and we designed it using genomes7 available from NCBI GenBank [162,164].
We constrained the number of probes to 350,000, significantly fewer than the number
used in studies with comparable goals [64,65], reducing the cost of synthesizing probes
that target diversity across hundreds of viral species. The design output by CATCH
contained 349,998 probes (Fig. 4-3a). This design represents comprehensive coverage
of the input sequence diversity under conservative choices of parameter values, for
example, tolerating few mismatches between probe and target sequences (Fig. 4-3b).
To compare the performance of VALL against probe sets with lower complexity, we
separately designed three focused probe sets for commonly co-circulating viral infec-
tions: measles and mumps viruses (VMM; 6,219 probes), Zika and chikungunya viruses
(VZC; 6,171 probes), and a panel of 23 species (16 genera, 12 families) circulating in
West Africa (VWAFR; 44,995 probes) (Fig. A-9).

7 For links to files containing genomes used as input for each species, see Supplementary Table 1
in the publication of this project (ref. [63]).
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Figure 4-3 — VALL probe set. (a) Number of probes designed by CATCH for each dataset
(of 296 datasets in total) among all 349,998 probes in the VALL probe set. Species incorporated
in our sample testing are labeled in black, and other species not included in our testing are
in gray. (b) Values of the two parameters selected by CATCH for each dataset in the design
of VALL: number of mismatches to tolerate in hybridization and length of the target fragment
(in nucleotides) on each side of the hybridized region assumed to be captured along with the
hybridized region (cover extension). The label and size of each bubble indicate the number of
datasets that were assigned a particular combination of values. As in (a), species included in
our sample testing are labeled in black, and other species not included in our testing are in
gray. In general, more diverse viruses (for example, HCV and HIV-1) are assigned more relaxed
parameter values (here, high values) than less diverse viruses, but still require a relatively large
number of probes in the design to cover known diversity (see (a)). Panels similar to (a) and (b)
for the design of VWAFR are in Fig. A-9.

We synthesized VALL as 75-nucleotide (nt) biotinylated single-stranded DNA (ss-
DNA) and the focused probe sets (VWAFR, VMM, VZC) as 100-nt biotinylated ssRNA.
The ssDNA probes in VALL are more stable and therefore more suitable for use in
lower-resource settings than ssRNA probes. We expect the ssRNA probes to be more
sensitive than ssDNA probes in enriching target cDNA owing to their longer length
and the stronger bonds formed between RNA and DNA [223], making the focused
probe sets a useful benchmark for the performance of VALL.

4.5.2 Enrichment of viral genomes upon capture with VALL

To evaluate the enrichment efficiency of VALL, we prepared sequencing libraries from
30 patient and environmental samples containing at least one of eight different viruses:
dengue virus (DENV), GB virus C (GBV-C), hepatitis C virus (HCV), HIV-1, in-
fluenza A virus (IAV), Lassa virus (LASV), mumps virus (MuV), and Zika virus
(ZIKV)8. These eight viruses together reflect a range of typical viral titers in biolog-

8 For more detailed information on these samples, see Supplementary Table 2 in the publication
of this project (ref. [63]).

80



ical samples, including ones that have extremely low levels, such as ZIKV [20, 21].
The samples encompass a range of source materials: plasma, serum, buccal swabs,
urine, avian swabs, and mosquito pools. We performed capture on these libraries
and sequenced them both before and after capture. To compare enrichment of viral
content across sequencing runs, we downsampled raw read data from each sample to
the same number of reads (200,000) before further analysis. Downsampling to correct
for differences in sequencing depth, rather than the more common use of a normalized
count such as reads per million, is useful for two reasons. First, it allows us to compare
our ability to assemble genomes (for example, due to capture) in samples that were
sequenced to different depths. Second, downsampling helps to correct for differences
in sequencing depth in the presence of a high frequency of PCR duplicate reads, as
observed in captured libraries. We removed duplicate reads during analyses so that we
could measure enrichment of viral information (that is, unique viral content) rather
than measure an artifactual enrichment arising from PCR amplification.

We first assessed enrichment of viral content by examining the change in per-base
read depth resulting from capture with VALL. Overall, we observed a median increase
in unique viral reads across all samples of 18× (first and third quartiles: 𝑄1 = 4.6,
𝑄3 = 29.6)9. Capture increased depth across the length of each viral genome, with
no apparent preference in enrichment for regions over this length (Figs. 4-4a,b and
A-10). Moreover, capture successfully enriched viral content in each of the six sample
types we tested. The increase in coverage depth varied between samples, likely in
part because the samples differed in their starting concentration, and, as expected,
we saw lower enrichment in samples with higher abundance of virus before capture
(Fig. A-11).

Next, we analyzed how capture improved our ability to assemble viral genomes.
For samples that had incomplete genome assemblies (< 90%) before capture, we found
that application of VALL allowed us to assemble a greater fraction of the genome in
all cases (Fig. 4-4c). Importantly, of the 14 samples from which we were unable
to assemble any contig before capture, we were able to assemble 11 at least partial
genomes (> 50%) using VALL, of which 4 were complete genomes (> 90%). Many of
the viruses we tested, such as HCV and HIV-1, are known to have high within-species
diversity, yet the enrichment of their unique content was consistent with that of less
diverse species.

We also explored the impact of capture on the complete metagenomic diversity
within each sample. Metagenomic sequencing generates reads from the host genome
as well as background contaminants [224], and capture should reduce the abundance of
these taxa. Following capture with VALL, the fraction of sequence classified as human
decreased in patient samples while viral species with a wide range of pre-capture
abundances were strongly enriched (Fig. 4-5). Moreover, we observed a reduction
in the overall number of species detected after capture (Fig. A-12a), suggesting that
capture indeed reduces non-targeted taxa. Lastly, analysis of these metagenomic
data identified a number of other enriched viral species present in these samples10.

9 For detailed sequencing metrics, see Supplementary Table 3 in the publication of this project
(ref. [63]).

10 A full list of these is provided in Supplementary Table 4 of the publication of this project
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Figure 4-4 — Improvement in genome coverage and assembly. (a) Distribution of the
enrichment in read depth, across viral genomes, provided by capture with VALL on 30 patient
and environmental samples with known viral infections. Each curve represents one of the 31 viral
genomes sequenced here (one sample contained two known viruses). At each position across a
genome, the post-capture read depth is divided by the pre-capture depth, and the plotted curve
is the empirical cumulative distribution of the log of these fold-change values. A curve that rises
fully to the right of the black vertical line illustrates enrichment throughout the entirety of a
genome; the more vertical a curve, the more uniform the enrichment. Read depth across viral
genomes DENV-SM3 (purple) and DENV-SM5 (green) is shown in more detail in (b). (b) Read
depth throughout the DENV genome in two samples. DENV-SM3 (left) has few informative
reads before capture and does not produce a genome assembly, but does following capture.
DENV-SM5 (right) does yield a genome assembly before capture, and depth increases following
capture. (c) Percent of each viral genome unambiguously assembled in the 30 samples, which
had eight known viral infections across them. Shown before capture (orange), after capture with
VWAFR (light blue), and after capture with VALL (dark blue). Red bars below samples indicate
ones in which we could not assemble any contig before capture but in which, following capture,
we were able to assemble at least a partial genome (>50%).

For example, one HIV-1 sample showed strong evidence of HCV co-infection, an
observation consistent with clinical PCR testing.

In addition to measuring enrichment on patient and environmental samples, we
sought to evaluate the sensitivity of VALL on samples with known quantities of vi-
ral and background material. To do so, we performed capture with VALL on serial
dilutions of Ebola virus (EBOV)—ranging from 106 copies down to a single copy—
in known background amounts of human RNA. At a depth of 200,000 reads, use of
VALL allowed us to reliably detect viral content (that is, observe viral reads in two
technical replicates) down to 100 copies in 30 ng of background and 1,000 copies in
300 ng (Fig. 4-6), each of which was at least an order of magnitude lower than with-
out capture, and similarly lowered the input at which we could assemble genomes
(Fig. A-13a). Although we chose a single sequencing depth so that we could compare

(ref. [63]).
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Figure 4-5 — Shift in metagenomic distribution after capture. Left, number of reads
detected for each species across the 30 samples with known viral infections, before and after
capture with VALL. Reads in each sample were downsampled to 200,000 reads. Each point
represents one species detected in one sample. For each sample, the virus previously detected
in the sample by another assay is colored. Homo sapiens matches in samples from humans are
shown in black. Right, abundance of each detected species before capture and fold change upon
capture with VALL for these samples. Abundance was calculated by dividing pre-capture read
counts for each species by counts in pooled water controls. Coloring of human and viral species
is as in the left panel.

pre- and post-capture results, higher sequencing depths provide more viral material
and thus more sensitivity in detection (Fig. A-13b,c).

4.5.3 Comparison of VALL to focused probe sets
To test whether the performance of the highly complex 356-virus VALL probe set
matches that of focused ssRNA probe sets, we first compared it to the 23-virus VWAFR
probe set. We evaluated the six viral species we tested from the patient and envi-
ronmental samples that were present in both the VALL and VWAFR probe sets, and
we found that performance was concordant between them: VWAFR provided almost
the same number of unique viral reads as VALL (1.01 times as many; 𝑄1 = 0.93,
𝑄3 = 1.34). The percentage of each genome that we could unambiguously assemble
was also similar between the probe sets (Fig. 4-4c), as was the read depth (Figs. A-10
and A-14a,b). Following capture with VWAFR, human material and the overall number
of detected species both decreased, as with VALL, although these changes were more
pronounced with VWAFR (Fig. A-12a,b).

We next compared the VALL probe set to the two-virus probe sets VMM and VZC.
We found that enrichment for MuV and ZIKV samples was slightly higher using the
two-virus probe sets than with VALL (2.26 times more unique viral reads; 𝑄1 = 1.69,
𝑄3 = 3.36) (Figs. A-10 and A-14c,d). The additional gain of these probe sets might be
useful in some applications but was considerably less than the 18× increase provided
by VALL against a pre-capture sample. Overall, our results suggest that neither the
complexity of the VALL probe set nor its use of shorter ssDNA probes prevent it from
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Figure 4-6 — Improvement in detection based on dilution series. Amount of viral material
sequenced in a dilution series of viral input in two amounts of human RNA background. There
are n = 2 technical replicates for each choice of input copies, background amount, and use of
capture (n = 1 replicate for the negative control with 0 copies). Each dot indicates the number
of unique viral reads, among 200,000 in total, sequenced from a replicate; the line is through the
mean of the replicates. The label to the right of each line indicates the amount of background
material.

efficiently enriching viral content.

4.5.4 Enrichment of targets with divergence from design
We then evaluated how well our VALL and VWAFR probe sets capture sequence that
is divergent from the sequences used in their design. To do this, we tested whether
the probe sets, whose designs included human IAV, successfully enrich the genome
of the nonhuman, avian subtype H4N4 (IAV-SM5). H4N4 was not included in the
designs, making it a useful test case for this relationship. Moreover, the IAV genome
has eight RNA segments that differ considerably in their genetic diversity; segment 4
(hemagglutinin, H) and segment 6 (neuraminidase, N), which are used to define the
subtypes, exhibit the most diversity.

The segments of the H4N4 genome displayed different levels of enrichment fol-
lowing capture (Fig. A-15). To investigate whether these differences are related to
sequence divergence from the probes, we compared the identity between probes and
sequence in the H4N4 genome to the observed enrichment of that sequence (Fig. 4-7).
We saw the least enrichment in segment 6 (N), which had the least identity between
probe sequence and the H4N4 sequence, as we did not include any sequences of the
N4 subtypes in the probe designs. Interestingly, VALL did show limited positive en-
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Figure 4-7 — Relationship between probe-target identity and enrichment. Relationship
between probe–target identity and enrichment in read depth, as seen after capture with VALL
and with VWAFR on an IAV sample of subtype H4N4 (IAV-SM5). Each point represents a window
in the IAV genome. Identity between the probe and assembled H4N4 sequence is a measure of
identity between the sequence in that window and the top 25% of probe sequences that map
to it (see Section 4.4.5.1 for details). Fold change in depth is averaged over the window. No
sequences of segment 6 (N) of the N4 subtypes were included in the design of VALL or VWAFR.

richment of segment 6, as well as of segment 4 (H); these enrichments were lower
than those of the less divergent segments. But this was not the case for segment 4
when using VWAFR, suggesting a greater target affinity of VWAFR capture when there is
some degree of divergence between probes and target sequence (Fig. 4-7), potentially
due to this probe set’s longer, ssRNA probes. For both probe sets, we observed no
clear inter-segment differences in enrichment across the remaining segments, whose
sequences have high identity with probe sequences (Figs. 4-7 and A-15). These re-
sults show that the probe sets can capture sequence that differs markedly from what
they were designed to target, but nonetheless that sequence similarity with probes
influences enrichment efficiency.

4.5.5 Quantifying within-sample diversity after capture
Given that many viruses co-circulate within geographic regions, we assessed whether
capture accurately preserves within-sample viral species complexity. We first eval-
uated capture on mock co-infections containing 2, 4, 6, or 8 viruses. Using both
VALL and VWAFR, we observed an increase in overall viral content while preserving the
relative frequencies of each virus present in the sample (Fig. 4-8a).

Because viruses often have extensive within-host viral nucleotide variation that can
inform studies of transmission and within-host virus evolution [225,226], we examined
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Figure 4-8 — Preservation of within-sample diversity. (a) Effect of capture on the estimated
frequency of within-sample co-infections. RNA of 2, 4, 6, and 8 viral species was spiked into
RNA extracted from healthy human plasma and then captured with VALL and with VWAFR.
Values on top are the percent of all sequenced reads that are viral. MeV is measles virus, MERS
is Middle East respiratory syndrome coronavirus, MARV is Marburg virus, and NiV is Nipah
virus. We did not detect NiV using the VWAFR probe set because this virus was not present in
that design. (b) Effect of capture on the estimated frequency of within-host variants, shown
in positions across three DENV samples: DENV-SM1, DENV-SM2, and DENV-SM5. Capture
with VALL and VWAFR was performed on n = 2 replicates of the same library. 𝜌C indicates the
concordance correlation coefficient between the pre- and post-capture frequencies.

the impact of capture on estimating within-host variant frequencies. We used three
DENV samples that yielded high read depth. Using both VALL and VWAFR, we found
that the frequencies of all within-host variants were consistent with pre-capture levels
(Fig. 4-8b; concordance correlation coefficient of 0.996 for VALL and 0.997 for VWAFR)11.
These estimates were consistent for both low- and high-frequency variants. Because
capture preserves frequencies so well, it should enable measurement of within-host
diversity that is both sensitive and cost-effective.

4.5.6 Rescuing Lassa virus genomes in patient samples
from Nigeria

To demonstrate the application of VALL in the case of an outbreak, we applied it to
samples of clinically confirmed (by qRT–PCR) Lassa fever cases from Nigeria. In
2018, Nigeria experienced a sharp increase in cases of Lassa fever, a severe hem-
orrhagic disease caused by LASV, leading the World Health Organization and the
Nigeria Centre for Disease Control to declare it an outbreak [227]. Previous genome
sequencing of LASV has revealed its extensive genetic diversity, with distinct lineages

11 Supplementary Table 6 in the publication of this project [63] contains detailed measurements.
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Figure 4-9 — Genomic application using capture: sequencing from the 2018 Lassa fever
outbreak. Percent of the LASV genome assembled, after use of VALL, among 23 samples from
the 2018 Lassa fever outbreak. Reads were downsampled to 200,000 reads before assembly.
Bars are ordered by amount assembled and colored by the state in Nigeria that the sample is
from.

circulating in different parts of the endemic region [144,228], and ongoing sequencing
can enable rapid identification of changes in this genetic landscape.

We selected 23 samples, spanning five states in Nigeria, that yielded either no
portion of a LASV genome or only partial genomes with untargeted metagenomic
sequencing even at a reasonably high sequencing depth (> 4.5 million reads) [227]
and performed capture on these using VALL. At equivalent pre- and post-capture
sequencing depths (200,000 reads), use of VALL improved our ability to detect and
assemble LASV. Capture considerably increased the amount of unique LASV material
detected in all 23 samples (in 4 samples, by more than 100×), and in 7 samples it
enabled detection when there were no LASV reads pre-capture (Fig. A-16a)12. This
in turn improved genome assembly. Whereas pre-capture we could not assemble
any portion of a genome in 22 samples (in the remaining sample, 2% of a genome
could be assembled) at this depth, following use of VALL we could assemble a partial
genome in 22 of the 23 samples (Figs. 4-9 and A-16b); most were small portions of a
genome, although in 7 samples we assembled > 50% of a genome. Assembly results
with VALL were comparable without downsampling (Fig. A-16c), likely because we
saturated unique content with VALL even at low sequencing depths (Fig. A-13b,c).
These results illustrate how VALL can be used to improve viral detection and genome
assembly in an outbreak, especially at the low sequencing depths that may be desired
or required in these settings.

4.5.7 Identifying viruses in uncharacterized samples using
capture

We next applied our VALL probe set to pools of human plasma and mosquito samples
with uncharacterized infections. We tested five pools of human plasma from a total of
25 individuals with suspected LASV or EBOV infection from Sierra Leone, as well as

12 For detailed sequencing metrics, see Supplementary Table 7 in the publication of this project
(ref. [63]).
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Figure 4-10 — Genomic application using capture: sequencing of infections in unchar-
acterized samples. (a) Viral species present in uncharacterized mosquito pools and pooled
human plasma samples from Nigeria and Sierra Leone after capture with VALL. Asterisks on
species indicate ones that are not targeted by VALL. Detected viruses include Umatilla virus
(UMAV), Alphamesonivirus 1 (AMNV1), West Nile virus (WNV), Culex flavivirus (CxFV), GBV-
C, hepatitis B virus (HBV), LASV, and EBOV. (b) Abundance of all detected species before
capture and fold change upon capture with VALL in the uncharacterized sample pools. Abun-
dance was calculated as described in Fig. 4-5. Viral species present in each sample (see (a)) are
colored, and H. sapiens matches in the human plasma samples are shown in black.

five pools of human plasma from a total of 25 individuals with acute fevers of unknown
cause from Nigeria and five pools of Culex tarsalis and Culex pipiens mosquitoes from
the United States. Using VALL we detected eight viral species, each present in one
or more pools: two species in the pools from Sierra Leone, two species in the pools
from Nigeria, and four species in the mosquito pools (Figs. 4-10a and A-12c). We
found consistent results with VWAFR for the species that were included in its design
(A-12d). To confirm the presence of these viruses, we assembled their genomes and
evaluated read depth (Fig. A-17). We also sequenced pre-capture samples and saw
substantial enrichment by capture (Figs. 4-10b and A-12c,d). Quantifying abundance
and enrichment together provides a valuable way to discriminate viral species from
other taxa (Fig. 4-10b), thereby helping to uncover which pathogens are present in
samples with unknown infections.

Looking more closely at the identified viral species, all pools from Sierra Leone
contained LASV or EBOV, as expected (Fig. 4-10a). The five plasma pools from
Nigeria showed little evidence for pathogenic viral infections; however, one pool did
contain hepatitis B virus (HBV). Additionally, three pools contained GBV-C, con-
sistent with expected frequencies for this region [208,229]. In mosquitoes, four pools
contained West Nile virus (WNV), a common mosquito-borne infection, consistent
with PCR testing. In addition, three pools contained Culex flavivirus, which has
been shown to co-circulate with WNV and co-infect Culex mosquitoes in the United
States [230]. These findings demonstrate the utility of capture in improving virus
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identification without a priori knowledge of sample content.

4.6 Discussion
CATCH condenses highly diverse target sequence data into a small number of oligonu-
cleotides, enabling more efficient and sensitive sequencing that is only biased by the
extent of known diversity. We show that capture with probe sets designed by CATCH
improves viral genome detection and recovery while accurately preserving sample
complexity. These probe sets have also helped us to assemble genomes of low-titer
viruses in other patient samples: VZC for suspected ZIKV cases [20] and VALL for
improving rapid detection of Powassan virus in a clinical case [134].

The probe sets we have designed with CATCH, and more broadly capture with
comprehensive probe designs, improve the accessibility of metagenomic sequencing in
resource-limited settings through smaller-capacity platforms. For example, in West
Africa we are using the VALL probe set to characterize LASV and other viruses in
patients with undiagnosed fevers by sequencing on a MiSeq (Illumina). This could also
be applied on other small machines such as the iSeq (Illumina) or MinION (Oxford
Nanopore) [231]. Further, the increase in viral content enables more samples to be
pooled and sequenced on a single run, increasing sample throughput and decreasing
per-sample cost relative to untargeted sequencing (Table B.4). Lastly, researchers
can use CATCH to quickly design focused probe sets, providing flexibility when it is
not necessary to target an exhaustive list of viruses, such as in outbreak response or
for targeting pathogens associated with specific clinical syndromes.

Despite the potential of capture, there are challenges and practical considerations
that are present with the use of any probe set. Notably, as capture requires additional
cycles of amplification, computational analyses should account for duplicate reads due
to amplification; the inclusion of unique molecular identifiers [232,233] could improve
determination of unique fragments. Also, quantifying the sensitivity and specificity
of capture with comprehensive probe sets is challenging—as it is for metagenomic
sequencing more broadly—owing to the need to obtain viral genomes for the hundreds
of targeted species and the risk of false positives from components of sequencing and
classification that are unrelated to capture (for example, contamination in sample
processing or read misclassifications). Targeted amplicon approaches may be faster
and more sensitive [21] for sequencing ultra-low-titer samples, but the suitability of
these approaches is limited by genome size, sequence heterogeneity, and the need for
prior knowledge of the target species [55, 56, 58]. Similarly, for molecular diagnostics
of particular pathogens, many commonly used assays such as qRT–PCR and rapid
antigen tests are likely to be faster and less expensive than metagenomic sequencing.
Capture does increase the preparation cost and time per sample as compared to
untargeted metagenomic sequencing, but this is offset by reduced sequencing costs
through increased sample pooling and/or lower-depth sequencing [55] (Table B.4).

CATCH is a versatile approach that could also be used to design oligonucleotide
sequences for capturing non-viral microbial genomes or for uses other than whole-
genome enrichment. Capture-based approaches have successfully been used to enrich
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whole genomes of eukaryotic parasites such as Plasmodium [61] and Babesia [234],
as well as bacteria [235]. Because designs from CATCH scale well with the growing
knowledge of genomic diversity [13, 208], it is particularly well suited for designing
probes to target any microbes that have a high degree of diversity. This includes
many bacteria, which, like viruses, have high variation even within species [236].
Beyond microbes, CATCH could benefit studies in other areas that use capture-based
approaches, such as the detection of previously characterized fetal and tumor DNA
from cell-free material [237, 238], in which known targets of interest may represent a
small fraction of all material and for which it may be useful to rapidly design new
probe sets for enrichment as novel targets are discovered. Moreover, CATCH can
identify conserved regions or regions suitable for differential identification, which can
help in the design of PCR primers and CRISPR–Cas13 crRNAs [68, 70] for nucleic
acid diagnostics.

CATCH is, to our knowledge, the first approach to systematically design probe
sets for whole-genome capture of highly diverse target sequences that span many
species, making it a valuable extension to the existing toolkit for effective viral detec-
tion and surveillance with enrichment and other targeted approaches. We anticipate
that CATCH, together with these approaches, will help provide a more complete
understanding of microbial genetic diversity.

4.7 Conclusion
In this chapter we developed CATCH and used it to design several comprehensive vi-
ral probe sets, including one that targets whole genomes of the 356 viral species known
to infect humans and their strain diversity. We experimentally evaluated the perfor-
mance of these probe sets, and of comprehensive capture more generally. We showed
that they improve detection of viral contents in metagenomic samples, and enhance
or enable assembly of viral genomes, the latter of which is a key tool for character-
izing microbes. We also discuss a wide range of applications, in the microbial field
and beyond, for which CATCH can be useful. We made CATCH publicly available
and have already started to see its impact on other applications. A few institutions
with research or clinical groups that are using CATCH include: the U.S. Centers
for Disease Control and Prevention and state public health departments (arbovirus
surveillance); Memorial Sloan Kettering Cancer Center (pathogens associated with
tumor profiling); Cornell University (enterovirus characterization); and the Broad
Institute (high-resolution strain diversity in the human microbiome).

CATCH helps to realize the key aims of this thesis. Combined with capture
protocols, CATCH’s output enables sensitive, comprehensive genome detection and
characterization. It designs any specified number of oligonucleotides and is imple-
mented in a software tool that can be easily rerun, allowing us to keep pace with
emerging diversity.
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5
End-to-end sequence design of
highly sensitive and comprehensive
nucleic acid assays

Metagenomic sequencing, the focus of Chapter 4, has far-reaching applications for
sensitive, comprehensive genome detection and characterization. However, as a
sequencing-based assay, it requires expensive and often large instruments, as well
as time and expertise for preparing samples and analyzing data. Several recently
developed technologies focus on highly sensitive and specific nucleic acid detection
of particular targets. These technologies have been packaged into tools that perform
rapid and low-cost patient diagnostics. Section 2.1.4 describes these technologies as
part of their broader context.

Assays focused on nucleic acid detection complement metagenomic sequencing.
They provide much less data—usually, just a binary signal conveying the presence or
absence of a target—yet in many applications, such as routine patient diagnostics, a
simple binary signal is all that is needed. The genomic data provided by metagenomic
sequencing, and enabled more sensitively with CATCH, underlies the design of these
assays and needs to be collected routinely. Sequencing is also a useful follow-up
to the result of a diagnostic, in cases where further interrogation is needed. These
different types of assays will likely advance in concert as we move toward more effective
microbial surveillance.

This chapter looks at designing assays focused on nucleic acid detection, with ap-
plications to diagnostics and related problems. As we will see, like targeted sequencing
methods (Section 2.1.3), these assays are sensitive but not inherently comprehensive.
New design methods are needed to push them in a comprehensive direction. We
develop new methods, implemented in an end-to-end system called ADAPT, for this
aim.
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5.1 Contributions to the project
I initiated the project to develop end-to-end design methods for nucleic acid detec-
tion technologies, with a focus on applications to CRISPR-Cas13. I conceived of the
methods in ADAPT and the system as a whole, and implemented them, with input
from Cameron Myhrvold, Pardis Sabeti, and others. I performed the design analy-
ses using ADAPT. Nicholas Haradhvala designed the CRISPR-Cas13 crRNA-target
library, with guidance from me, and analyzed its data; Cameron Myhrvold and Cheri
Ackerman provided advice and performed the experiments on this library. I devel-
oped the models that use this crRNA-target data and evaluated them. I wrote the
text in this chapter.

5.2 Summary
The landscape of microbial sequence diversity continually expands and an array of
transformative nucleic acid detection technologies are built on our knowledge of it.
Assay development for these technologies should optimally account for the landscape
and keep pace with its changes, but that goal is challenging with the laborious devel-
opment procedures currently used. Here, we develop new algorithms and computa-
tional systems that fluidly connect our knowledge of genomic diversity to detection
assay design. These methods fully automatically fetch and curate sequences from
publicly available databases to use for design against a species, subtype, or any other
taxon. They comprehensively account for each taxon’s sequence diversity, and en-
sure high taxon-specificity even under relaxed criteria that arise with RNA binding.
Focusing here on CRISPR-Cas13 detection tools, we develop and test a library of
4,002 crRNA-target pairs to train a model of detection activity, which allows us to
design only assays predicted to be highly active. We bridge these methods by build-
ing ADAPT, a system that makes possible routine, end-to-end design of nucleic acid
diagnostics. We used ADAPT to design comprehensive, highly active Cas13 detection
assays across all 707 viral species with ≥ 10 near-complete or complete genomes. This
took under 30 hours and, for all but 4 species, under 9 hours. We also used ADAPT
to design highly specific assays to differentiate 17 closely related flaviviruses. ADAPT
enables nucleic acid assays to rapidly leverage and progress with the ever-changing
landscape of known microbial diversity.

5.3 Introduction
Metagenomic sequencing studies constantly expand and shift our knowledge of mi-
crobial sequence diversity. Recent viral population analyses have uncovered many
thousands of new viruses with extensive global diversity [12, 13, 239], including hun-
dreds in vertebrates [14]. Within already-characterized species, surveillance studies
routinely identify new lineages that lead to bacterial and viral outbreaks or epi-
demics [20, 192, 240, 241], and continual antigenic evolution [242] also changes the
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Figure 5-1 — Growth of human-associated viral genome diversity. (a) Number of near-
complete or complete genomes available from NCBI databases [7] for each year between 2005
and 2018. Colors separate 572 viral species known to be associated with human infection. 5
species with the most number of genomes are labeled. IAV, influenza A virus; HBV, hepatitis B
virus; IBV, influenza B virus; DENV, dengue virus. (b) Number of unique 31-mers across these
genomes, a simple measure of known diversity. HIV-1, human immunodeficiency virus 1; HCV,
hepatitis C virus; HHV-5, human betaherpesvirus 5.

landscape of sequences. Indeed, the size of microbial sequence databases is growing
exponentially over time [6–9]. Even considering only human-associated viral species,
the number of genomes is growing steadfastly (Fig. 5-1a) and the known diversity is
too (Fig. 5-1b).

While genomic diversity continues to grow, new genomic technologies are offering
highly sensitive and specific nucleic acid detection that can be wrapped into platforms
for rapid, low-cost microbial diagnostics. Recent examples include CRISPR-based
diagnostics, such as Cas13 [68–70] or Cas12 [67], that couple an enzyme with RNA-
activated RNase (Cas13) or DNA-activated DNase (Cas12) activity with a quenched-
fluorescent reporter; activation, owing to the presence of a target sequence, leads to
a fluorescent readout. Another example is toehold switch RNA sensors [73, 243], in
which a sensor’s binding to a target causes translation of an enzyme, which can be
detected. These are generally preceded by traditional isothermal amplification (e.g.,
with RPA [71]) to generate enough material for a detectable signal. The prospect
of these detection technologies being deployed during outbreaks or to routine patient
care makes them attractive for future development [5].

Despite technical differences across these nucleic acid platforms, the design process
is similar. They require identifying a genomic region (∼50–500-nt long)—generally
bound by conserved sequence for amplification primers—and a collection of 𝑘-mers
within the region that perform the actual detection. The 𝑘-mers can be any type
of nucleic acid binding molecule, for example, guide RNA (crRNA) sequence in the
case of Cas12 and Cas13. Usually 𝑘 is 15–40 nucleotides (nt), the precise number
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depending on the technology. Some 𝑘-mers may have more activity than others
owing to factors like sequence composition and complementarity to the target. The
number of them should be kept small to reduce synthesis costs and interactions that
could degrade performance.

It is important that the design of these diagnostics keep pace with growing se-
quence diversity. Drifting genomic sequence in the time between the design of a diag-
nostic and its use in an outbreak—e.g., as seen with PCR diagnostics for Ebola [15]
and Zika [20] viruses—create mismatches that could reduce a test’s effectiveness. This
should be of particular concern given the high specificity of recently developed assays.
Moreover, diagnostics may not be available for once-obscure species or lineages that
quickly emerge. Yet the traditional assay design process—involving manual computa-
tional analyses and experimental refinement—is laborious and slow when compared
against the evolution of an extensive and growing microbial space, and may not
rigorously account for the known sequence space. The programmability of recent
technologies can afford a development turnaround time of around one week, consid-
ered rapid [5, 70], but even this cannot scale to many species at once or to repeated
testing and redesign. We need systems that connect, end-to-end, the latest genomic
diversity observed through sequencing with assay design.

Several methods have previously been developed to automate the design of PCR
primers/probes for microbial applications. A common approach [244–246] is to extract
long, highly conserved and unique regions from a multiple sequence alignment, and
then mine these regions for effective primers; these regions are 100s of nt long and
must be an exact match across all genomes within a species, and not an exact match to
genomes from other species. This approach is not suitable for rapidly evolving species
that have high heterogeneity or for problems like subspecies identification. A few
tools [105, 247] are more suited to these challenges. However, all approaches require
selected collections of input sequences, making them difficult to apply repeatedly at
scale. Also, by focusing on DNA detection, they avoid some general challenges (e.g.,
RNA secondary structure and G-U wobble base pairing) that affect RNA detection.
Finally, by designing for PCR, they use hybridization models that are relatively well-
understood and easy to apply; recent enzymatic technologies that involve protein
activation, including CRISPR-based detection tools, likely require more sophisticated
models of activity.

To keep pace with the extent of known diversity, systems ought to span the full
assay development cycle, from mining genome databases through outputting high-
performing assays. There are 4 problems that we must address for this aim:

1. Fetching and curating sequences to use for design.
2. Accounting for the known diversity of a taxon while designing a minimal

number of 𝑘-mers.
3. Ensuring the taxon-specificity of 𝑘-mers during the design, if needed.
4. Predicting the detection activity of 𝑘-mers using a trained model and in-

corporating this so that the assay is expected to perform sensitively.
Here, we address these problems and implement our solutions in ADAPT (Adaptive
Design by Astutely Patrolling Targets), a system for the end-to-end design of highly
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Figure 5-2 — End-to-end sketch of ADAPT. The input to ADAPT is a list of taxonomies,
parameterizations on design, and a pre-trained model of activity. ADAPT fetches and curates
sequences from publicly available databases and, for each taxonomy, designs a collection of
genomic regions containing k-mers (binding molecules) that cover the taxonomy’s diversity, are
specific to it, and are predicted to be highly active against their targets.

sensitive and comprehensive nucleic acid assays. Using ADAPT, we were able to
design CRISPR-Cas13 detection assays across all 707 known viral species with ≥ 10
genomes in under 30 hours (for all but 4 species, under 9 hours), along with highly
specific assays to differentially detect 17 closely related flaviviruses.

5.4 Methods
We separate a description of ADAPT’s methodology into the four problems listed
above. Section 5.4.1 describes how ADAPT collects and curates sequences; Sec-
tion 5.4.2 describes how ADAPT searches over the space of genomic regions, and
designs a minimal set of 𝑘-mers that account for known diversity; Section 5.4.3 de-
scribes how ADAPT determines specificity of the 𝑘-mers; and Section 5.4.4 describes
how we construct and test a library of CRISPR-Cas13 crRNA-target pairs, and train
a model so that ADAPT can predict their activity. Figure 5-2 shows ADAPT’s end-
to-end design process.

5.4.1 Collecting sequences for design
ADAPT starts with a collection of taxonomies provided by a user: {𝑡1, 𝑡2, . . . }.
Each 𝑡𝑖 generally represents a species, but can also be a higher-level classification or
a subtype1. In NCBI’s databases, each taxonomy has a unique identifier [248] and

1 One technicality: many species have genomes that are divided into chromosomes (called “seg-
ments” for viruses). For these, ADAPT also needs the label of the chromosome. Going forward,
ADAPT effectively treats each chromosome as a separate taxonomy—i.e., for species that are seg-
mented, the 𝑡𝑖s are actually pairs of taxonomic ID and chromosome.
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ADAPT accepts these identifiers. ADAPT then downloads all near-complete and
complete genomes for each 𝑡𝑖 from NCBI’s genome neighbors database, but uses its
Influenza Virus Resource database [249] for influenza viruses. It also fetches metadata
for these genomes (e.g., date of sample collection), which is used by some design tasks
downstream.

ADAPT then prepares these genomes for design. Briefly, for each 𝑡𝑖 ADAPT cu-
rates the genomes by aligning each one to one or more reference sequences2 for 𝑡𝑖 and
removes genomes that align extremely poorly to all references, as measured by several
heuristics. This prunes genomes that are misclassified, have genes entered in an atyp-
ical sense, or are highly divergent for some other reason. Then, ADAPT clusters the
genomes for 𝑡𝑖 (alignment-free) by computing a MinHash signature for each genome,
rapidly estimating pairwise distances from these signatures (namely, the Mash dis-
tance [89]), and performing hierarchical clustering using the distance matrix. The
default maximum inter-cluster distance (approximate average nucleotide dissimilar-
ity) for clustering is 20%. This provides another curation mechanism, because it can
discard clusters that are too small (by default, just one sequence). Finally, ADAPT
aligns the genomes within each cluster using MAFFT [170]. This yields alignments
{𝐴1

𝑖 , 𝐴2
𝑖 , . . . }, where each is for a cluster of genomes from taxon 𝑡𝑖.

ADAPT memoizes results of the above computations—such as curation output
and alignments—to reuse on future runs. If we were to run ADAPT regularly (for
example, weekly), only a small fraction of input sequences for a 𝑡𝑖 would be new
each time. Therefore, memoization considerably improves runtime for routine use of
ADAPT.

5.4.2 Searching for genomic regions and comprehensive
k-mers

5.4.2.1 Objective

For each 𝐴𝑐
𝑖 , we would like to find the 𝑁 designs with the smallest cost. A design

consists of a genomic region, bound by conserved sequence, and 𝑘-mers within the
region (Fig. 5-3). The region would typically represent an amplicon, in which case
we also design primers to amplify it. The cost of a design is defined as:

cost = 𝛽1 · (number of primers) + 𝛽2 · log(region length) + 𝛽3 · (number of 𝑘-mers).

As we will see below (Section 5.4.2.2), having a function in this form helps us to
efficiently perform the search. Note that 𝛽1 can optionally be set to 0, removing
the requirement that a region be bound by conserved sequence and represent an
amplicon. Taking the logarithm of the length provides an approximation for the
length-dependence of amplification efficiency. Striving for a small number of primers
and 𝑘-mers within the region is important because there is generally competition in

2 The “reference” sequences are determined by NCBI, but can also be provided by the user. They
are manually curated, high-quality genomes and encompass known lineages.
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Figure 5-3 — Searching for regions with ADAPT. ADAPT searches for a region of the
genome, bound by conserved sequence to use for primers, that contains k-mers that can collec-
tively detect the region. The requirement that a region be bound by conserved sequence and
represent an amplicon is optional.

hybridization to a target, and having more in a reaction reduces the amplification
efficiency or the resulting detection signal.

There are several other criteria on the designs. They should not be highly similar
(e.g., small shifts of another) because, otherwise, there might be little choice among
the 𝑁 designs. The 𝑘-mers within the region, while being an approximately minimal
set, should cover the known sequence diversity of the taxonomy. Furthermore, for
many applications, the selected 𝑘-mers should be specific to their corresponding taxon
𝑡𝑖 with alignment 𝐴𝑖: they should be unlikely to hit sequences in any 𝐴𝑗 for 𝑗 ̸= 𝑖.

ADAPT aims to achieve the above objective, but note that there are other rea-
sonable ways to frame an objective3.

5.4.2.2 Searching for regions to target

Identifying the 𝑁 designs in 𝐴𝑐
𝑖 with the smallest cost requires finding suitable regions

and 𝑘-mers within them.
First, ADAPT finds a set of primers that achieves desired coverage at ev-

ery position of 𝐴𝑐
𝑖 . It does this using the same function used for design-

ing 𝑘-mers within a window (Section 5.4.2.3), except parameterized for primers:
Design-In-Window(𝐴𝑐

𝑖 , [𝑥, 𝑥+𝑝𝑙), 𝑝𝑙, 𝑝𝑝) for all 𝑥 ∈ {1, . . . , 𝐿(𝐴𝑐
𝑖)−𝑝𝑙 +1} where 𝑝𝑙

is a primer length, 𝑝𝑝 is the fraction of sequences to cover with primers independently
on each end, and 𝐿(𝐴𝑐

𝑖) is the length of the alignment. Binding/activity determina-
tions are made here with different parameterizations than with the 𝑘-mers designed

3 For example, one could be to output the best 𝑁 combinations of regions (each combination
consists of 1 or more amplicons), where each combination of regions collectively achieves the desired
coverage of known sequence. The current framework requires that there be only one amplicon for
each 𝐴𝑐

𝑖 , which, in some cases, may only be achievable at a reasonable cost value by using tight
clustering criteria for 𝑡𝑖; effectively, the different clusters yield different amplicons to cover a taxon.
Downsides with this alternative approach are that the combinations of regions might be very similar
and that it would be more challenging for a user to parse.

97



to perform detection.
Then, it searches over all pairs of positions in 𝐴𝑐

𝑖 , considering the regions that
would be bound by the primers at each pair of positions. Although there are
𝑂(𝐿(𝐴𝑐

𝑖)2) such regions, they can be effectively pruned if the relationship between
the cost and the variables that determine it is linear (as defined in Section 5.4.2.1).

During its search, ADAPT maintains a max heap ℎ of the 𝑁 designs with the
smallest cost. ADAPT can skip many designs—that is, not have to design 𝑘-mers
for them—because for many of them it is possible to determine, from the primers
and region length alone, that the cost of the design would exceed the maximum cost
in ℎ. For designs that might be in the top 𝑁 , ADAPT designs 𝑘-mers within the
region using Design-In-Window, as defined in Section 5.4.2.3, where the input 𝑇
is the set of sequences expected to be amplified (i.e., bound by some primer on each
end). If the cost of the design is smaller than the maximum in ℎ, ADAPT pops from
ℎ and pushes the design to it. Throughout, ADAPT ensures that the designs in ℎ
are “distinct”: if a design to push to ℎ has overlapping primers on each end with an
existing design in ℎ, it must replace that existing design (and only does so if the new
one has a smaller cost).

During this search, many of the computations would be performed repeatedly from
the same input. This occurs because the search requires designing guides for regions
from overlapping parts of the alignment. As a result, ADAPT memoizes results of
these for as long as they might be needed by the search.

5.4.2.3 Designing k-mers within a window

We now describe how to design 𝑘-mers in a window [𝑥1, 𝑥2) of an alignment 𝐴𝑐
𝑖 , which

comes from taxon 𝑡𝑖. To do this, ADAPT follows the canonical greedy solution to
the set cover problem [106, 107] in which the universe consists of the sequences in
𝐴𝑐

𝑖 and each possible 𝑘-mer covers a subset of sequences in 𝐴𝑐
𝑖 . Similar approaches

have been used for PCR primer selection [102–105]; see Section 2.2.5 for background.
In contrast to prior approaches, rather than starting with a collection of candidate
𝑘-mers (i.e., the sets), ADAPT constructs them on-the-fly.

Iteratively, ADAPT approximates a 𝑘-mer that covers the most number of se-
quences that still need to be covered; Find-Optimal-K-Mer, shown in Algorithm 1,
implements a heuristic for this. Briefly, at each position Find-Optimal-K-Mer
rapidly clusters 𝑘-mers in the input sequences by sampling nucleotides—i.e., concate-
nating locality-sensitive hash functions drawn from a Hamming distance family—and
uses each of these clusters to propose a 𝑘-mer. It iterates through the clusters in
decreasing order of score, stopping early if it is unlikely that remaining clusters will
provide a 𝑘-mer that achieves more coverage than the current best. This procedure
relies on two subroutines, Score-Cluster and Num-Detect, that are described
in Section 5.4.2.5.

Using this procedure, it is straightforward to construct a set of 𝑘-mers in the
window that achieve the desired coverage by repeatedly calling Find-Optimal-K-
Mer. This is shown concretely by Design-In-Window, in Algorithm 2. In other
words, the output 𝑘-mers collectively detect the sequences in the window.

98



Algorithm 1 Construct 𝑘-mer with highest coverage.
Input

𝑈 sequences in 𝐴𝑐
𝑖 to cover, from taxon 𝑡𝑖

[𝑥1, 𝑥2) range of window
𝑘 𝑘-mer length

Output
𝑔* 𝑘-mer in window

1 function Find-Optimal-K-Mer(𝑈 , [𝑥1, 𝑥2), 𝑘)
2 Initialize 𝑔*

3 for each length 𝑘 sub-window 𝑤 in [𝑥1, 𝑥2) do
4 𝑐𝑙𝑢𝑠𝑡𝑠 ← Cluster all 𝑘-mers of 𝑈 in 𝑤
5 𝑐𝑙𝑢𝑠𝑡𝑠 ← Sort 𝑐𝑙𝑢𝑠𝑡𝑠, descending, according to Score-Cluster(𝑐𝑙𝑢𝑠𝑡)
6 repeat
7 𝑔 ← Consensus of 𝑘-mers in next best cluster in 𝑐𝑙𝑢𝑠𝑡𝑠
8 if 𝑔 is specific to taxon 𝑡𝑖 then
9 if Num-Detect(𝑔, 𝑈) > Num-Detect(𝑔*, 𝑈) then

10 𝑔* ← 𝑔

11 until early stopping criterion is met
12 return 𝑔*

Algorithm 2 Construct minimal collection of 𝑘-mers in window that collectively
achieve desired detection coverage.

Input
𝑇 subset of sequences in alignment 𝐴𝑐

𝑖 (e.g., ones amplified by primers)
[𝑥1, 𝑥2) range of window
𝑘 𝑘-mer length
𝑔𝑝 fraction of sequences in 𝑇 to detect

Output
𝐶 collection of 𝑘-mers

1 function Design-In-Window(𝑇 , [𝑥1, 𝑥2), 𝑘, 𝑔𝑝)
2 𝐶 ← {}
3 while fraction of 𝑇 detected by 𝑘-mers in 𝐶 is < 𝑔𝑝 do
4 𝑈 ← Sequences in 𝑇 not yet covered by 𝐶
5 𝑔* ← Find-Optimal-K-Mer(𝑈 , [𝑥1, 𝑥2), 𝑘)
6 𝐶 ← 𝐶 ∪ {𝑔*}
7 return 𝐶
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It is worth noting that this approach, with on-the-fly construction of 𝑘-mers, is
similar to a reduction to an instance of the set cover problem, the solution to which
is essentially the best achievable approximation [108, 215]. In such a reduction, each
set would represent one of the 4𝑘 possible 𝑘-mers, consisting of the sequences that it
would detect. Then, each iteration would identify the 𝑘-mer that detects the most
not-yet-covered sequences. Here, rather than starting with such a large space, we use
a heuristic to approximate the 𝑘-mer at each iteration.

The runtime to design 𝑘-mers in a window is practical in the typical case. Let
𝑛 be the number of sequences in the alignment and 𝐿 be length of the window (i.e.,
𝑥2−𝑥1, as defined in Algorithm 2). In the worst-case, we choose 𝑛 different 𝑘-mers in
the window. Each choice requires iterating over 𝑂(𝐿) positions, and at each one we
iterate through 𝑂(𝑛) clusters, taking 𝑂(𝑛) time to evaluate the 𝑘-mer proposed by
each cluster with Num-Detect. Thus, this is 𝑂(𝑛3𝐿) time. In a typical case, there
are a small number of clusters owing to sequence homology across the alignment, and
the number of 𝑘-mers chosen is also a small constant. Selecting each 𝑘-mer requires
iterating over 𝑂(𝐿) positions, and at each one we consider 𝑂(1) clusters, taking 𝑂(𝑛)
time again to evaluate the 𝑘-mer proposed. So the runtime is 𝑂(𝑛𝐿) under these
conditions. ADAPT searches within a window and across windows serially. One
future direction is to parallelize this; for example, it should be straightforward to
break the alignment into separate contiguous regions, search within each of these in
parallel, and merge results.

5.4.2.4 Determining detection by a k-mer

Algorithm 1 must determine whether a 𝑘-mer detects a sequence. We model this
as a binary process. ADAPT accepts a threshold on the number of mismatches
to tolerate, 𝑚, and deems a 𝑘-mer to detect a target sequence iff the number of
mismatches4 between the 𝑘-mer and target sequence is ≤ 𝑚. It also considers motifs
immediately adjacent to where the 𝑘-mer binds in the target sequence, as some are
known to considerably limit activity. Section 5.4.4 extends this determination to
include a trained model of activity, and therefore enables the design to only select
𝑘-mers with high predicted activity against their target.

5.4.2.5 Scoring clusters and detection across sequences

Sequences from 𝐴𝑐
𝑖 can be grouped according to metadata such that each group re-

ceives a particular desired coverage (𝑔𝑝). For example, in ADAPT they can be grouped
according to year (each group contains sequences from one year), with a desired cov-
erage that decays for each year going back in time, so that ADAPT weights more
recent sequences more heavily in the design.

There are two subroutines in Algorithm 1 that we consider here: scoring a clus-
ter and computing the number of sequences detected by a 𝑘-mer. These must
account for groupings. First, on line 5 of Find-Optimal-K-Mer, the function

4 Because of G-U wobble base pairing, the number of mismatches is not simply Hamming distance.
Section 5.4.3 describes this type of base pairing.
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Score-Cluster(𝑐𝑙𝑢𝑠𝑡) computes the number of sequences 𝑐𝑙𝑢𝑠𝑡 contains that are
needed to achieve the desired coverage across all the groups. That is, it calculates∑︁

𝑥∈𝑋

min(𝑛𝑥, | ̃︂𝑐𝑙𝑢𝑠𝑡 ∩ 𝑈𝑥|)

where 𝑋 is the collection of sequence groups, 𝑛𝑥 is the number of sequences from
group 𝑥 that must still be covered to achieve 𝑥’s desired coverage, ̃︂𝑐𝑙𝑢𝑠𝑡 gives the
sequences of 𝑈 from which the 𝑘-mers in 𝑐𝑙𝑢𝑠𝑡 originated, and 𝑈𝑥 consists of the
sequences in 𝑈 that are in group 𝑥. In essence, it computes a contribution of each
cluster toward achieving the needed coverage of each group, summed over the groups.
Similarly, on line 9 of Find-Optimal-K-Mer, the function Num-Detect(𝑔, 𝑈) is
the detection coverage provided by 𝑘-mer 𝑔 across the groups. In particular, its value
is ∑︁

𝑥∈𝑋

min(𝑛𝑥, |𝐵 ∩ 𝑈𝑥|)

where 𝐵 is the set of sequences in 𝑈 that 𝑔 detects (covers).
These subroutines are intuitive in the case where sequences are not grouped.

Equivalently, consider a single group 𝑥0. Here, Score-Cluster(𝑐𝑙𝑢𝑠𝑡) is
min(𝑛𝑥0 , | ̃︂𝑐𝑙𝑢𝑠𝑡 ∩ 𝑈𝑥0|). Since ̃︂𝑐𝑙𝑢𝑠𝑡 ⊆ 𝑈𝑥0 = 𝑈 , this is min(𝑛𝑥0 , | ̃︂𝑐𝑙𝑢𝑠𝑡|). Thus,
the score is simply the size of the cluster (larger clusters are preferred), or 𝑛𝑥0

for clusters large enough so as to provide more than sufficient coverage. Simi-
larly, Num-Detect(𝑔, 𝑈) is min(𝑛𝑥0 , |𝐵 ∩ 𝑈𝑥0|). Because 𝐵 ⊆ 𝑈𝑥0 = 𝑈 , this is
min(𝑛𝑥0 , |𝐵|). So Num-Detect is effectively the number of sequences detected by 𝑔
that must be detected to achieve the desired coverage.

Furthermore, if sequences are grouped, note that line 3 of Algorithm 2 instead
iterates until achieving the desired coverage for each group.

A recent paper [218] on submodular optimization looks at a similar problem; it
refers to the groupings in this problem as “ground sets,” and provides an approxima-
tion ratio given by the greedy algorithm.

5.4.2.6 Alternative formulations for designing k-mers in a window

In Section 5.4.2.3, we seek to minimize the number of 𝑘-mers subject to achieving a
desired detection coverage across the input sequences. There are several other formu-
lations that we have not experimented with in ADAPT, but that could be reasonable
for the problem. Closest to our current formulation, we could minimize the number of
𝑘-mers subject to a constraint (lower-bound) on the expected activity (as measured
by our predictive model; Section 5.4.4) over the sequences. Similarly, we could frame
the problem in terms of submodular maximization, and maximize expected activity
subject to a constraint on the number of 𝑘-mers; however, it is not obvious, in gen-
eral, what that constraint ought to be. Both of these would benefit from having a
principled probability distribution over known sequences (see Section 6.1). Another
option is to consider a prize-collecting partial cover problem [250], in which we seek to
minimize the sum of the number of 𝑘-mers and penalties for leaving input sequences
undetected. This would require determining a tradeoff between having few 𝑘-mers
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and leaving sequences undetected.

5.4.3 Evaluating specificity of k-mers during design

5.4.3.1 Overview of specificity problem

In applications where differentially identifying a taxonomy is important, ADAPT
ensures that the 𝑘-mers it constructs are specific to the taxonomy they are designed
to detect. In general, the 𝑘-mers directly perform detection; thus, their specificity is
ADAPT’s focus, rather than other aspects of a design, such as primers.

The framework for this is as follows. Initially, ADAPT constructs an index of
𝑘-mers across all input taxonomies, which includes the taxonomies and particular
sequences containing each 𝑘-mer. This index could also include background sequence
to avoid, such as the human transcriptome. Then, when designing a 𝑘-mer for a
taxonomy 𝑡𝑖 with alignment 𝐴𝑐

𝑖 , ADAPT queries this index to determine its specificity
against all sequences from any 𝐴𝑗 for 𝑗 ̸= 𝑖. The results inform whether the 𝑘-mer
might detect some fraction of sequence diversity from some other taxon. ADAPT
performs this query as part of line 8 in Algorithm 1.

This problem is computationally challenging. When querying, we generally wish
to tolerate a high divergence within a relatively short query to be conservative in
finding potential non-specific hits—e.g., up to ∼5 mismatches within 28-nt. Also,
G-U wobble base pairing (described below in Section 5.4.3.2) generalizes the usual
alphabet of matching nucleotides. Together, these challenges mean that popular
existing approaches, including seed/MEM techniques, are unhelpful for performing
queries.

5.4.3.2 G-U wobble base pairing

Many detection applications (e.g., CRISPR-Cas13) rely on RNA-RNA binding. That
is, the 𝑘-mer we design is synthesized as RNA and the target is RNA as well. RNA-
RNA base pairing allows for more pairing possibilities than with DNA-DNA. In par-
ticular, G may bind with U, forming a G-U wobble base pair. It has similar thermody-
namic stability to the usual Watson-Crick base pairs [251]. Its effect on an enzymatic
process may differ from other base pairs, but in some of ADAPT’s applications it is
comparable to Watson-Crick base pairs.

In ADAPT, we wish to treat G-U base pairs as matching when querying for a 𝑘-
mer’s specificity. For simplicity, here we will use T instead of U (the RNA nucleobase U
replaces the DNA nucleobase T), and thus we consider G-T base pairing. In particular,
we consider a base 𝑔[𝑖] in a 𝑘-mer to match a base 𝑠[𝑖] in a target sequence if either (a)
𝑔[𝑖] = 𝑠[𝑖], (b) 𝑔[𝑖] = A and 𝑠[𝑖] = G, or (c) 𝑔[𝑖] = C and 𝑠[𝑖] = T5. Note that activity
models in ADAPT (Section 5.4.4) that are trained for a particular assay technology
can prune the query results if the effect is different in some application.

5 We synthesize the reverse complement of 𝑔 and use that for detection, so these rules correspond
to permitting G-T base pairing.
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Tolerating G-U base pairing considerably complicates the problem for several rea-
sons, not least of which is that it expands the space of potential query results. The
addition of G-U base pairing raises the probability of a perfectly matching hit between
a 28-mer and an arbitrary target 28-mer by nearly 100,000-fold compared to tolerat-
ing only Watson-Crick base pairing (up to 4 mismatches, by nearly 10,000-fold). It
also means the Hamming distance between a query and valid hit (considered in the
same frame) can often exceed 50% and be as high as 100%. Fig. 5-11 illustrates the
challenge in practice on viral genome data.

A similar challenge arises in determining off-target effects when designing small
interfering RNA (siRNA) [252, 253]. It is common to ignore the problem (e.g., using
BLAST to query for off-targets) [254–257]. Other approaches do address it. One is
to treat G-U pairs like a mismatch, albeit not as heavily penalized as a Watson-Crick
mismatch [258]; however, with this approach, searching for candidate hits may fail to
find valid hits if the Hamming distance between the query and hit is sufficiently high
owing to G-U pairs. Another approach uses the seed-and-extend technique where the
seed is in a well-defined “seed region” that requires an exact match, tolerating G-U
pairs in the seed [259]; although applicable to siRNA, a seed-based approach may
fail to generalize if there is no seed region, if it is too short, or if it is not consistent
or is tolerant of mismatches. For some RNA interference applications, G-U pairs
may be detrimental to the activity of an enzyme complex [260], and therefore it may
not be necessary to fully account for it when determining specificity. None of these
approaches are fully satisfying for ADAPT.

To approach the challenge of G-U wobble base pairing, at several points in the
algorithms below we use a transformed sequence. We transform a 𝑘-mer 𝑔 into 𝑔′ by
changing A to G and changing C to T; in 𝑔′, the only bases are G and T. Likewise, we
do this for a target sequence 𝑠. This is useful because any G-T matching between 𝑠
and the complement of 𝑔 is not reflected by different letters between 𝑔′ and 𝑠′—i.e.,
if the reverse complement of 𝑔 (what we synthesize) matches with 𝑠 up to G-U base
pairing, then 𝑔′ and 𝑠′ are equal strings.

5.4.3.3 Probabilistic search for k-mer near neighbors

To permit queries for specificity, we first experimented with performing an approxi-
mate near neighbor lookup similar to the description in ref. [85] for points under the
Hamming distance (see Section 2.2.2 for background). Here, we wish to find 𝑘-mers
that are ≤ 𝑚 mismatches from a query.

The approach precomputes a data structure 𝐻 = {𝐻1, 𝐻2, . . . , 𝐻𝐿} where each
𝐻𝑖 is a hash table that has a corresponding locality-sensitive hash function ℎ𝑖, which
samples 𝑏 positions of a 𝑘-mer. The ℎ𝑖s bear similarity to the concept of spaced
seeds [261]. It chooses 𝐿 to achieve a desired reporting probability 𝑟:

𝐿 = ⌈log1−𝑃 𝑏(1− 𝑟)⌉,

where 𝑃 𝑏 = (1 −𝑚/𝑘)𝑏 is a lower bound on the probability of collision (for a single
ℎ𝑖) for nearby 𝑘-mers. In ADAPT, we have used 𝑟 = 0.95 and 𝑏 = 22. For all
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𝑘-mers 𝑔 across all sequences in all taxa 𝑡𝑗, each 𝐻𝑖[ℎ𝑖(𝑔′)] stores {(𝑔, 𝑗)} where 𝑗
is an identifier of a taxon from which 𝑔 arises and 𝑔′ is 𝑔 in the two-letter alphabet
described above. Additionally, the data structure holds a hash table 𝐺 where 𝐺[(𝑔, 𝑗)]
stores identifiers of the sequences in 𝑗 that contain 𝑔. From these data structures,
queries are straightforward. For a 𝑘-mer 𝑞 to query, the query algorithm looks up 𝑞′

in each 𝐻𝑖 and check if it detects (is within 𝑚 mismatches) each resulting 𝑔. For the
ones that it does detect, 𝐺 provides the fraction of sequences in each taxon containing
𝑔 and therefore provides the fraction of sequences in each taxon that 𝑞 detects. The
algorithm deems 𝑞 specific iff this fraction is sufficiently small. Note that, when
designing 𝑘-mers for a taxon 𝑡𝑗, it is straightforward to mask 𝑗 from each 𝐻𝑖; this is
important for query runtime because most near neighbors would be from 𝑗.

This approach would be suitable if we were to not have to consider G-U base pair-
ing, but this consideration makes it too slow for many applications. To accommodate
G-U base pairs, it stores two-letter transformed 𝑘-mers (𝑔′) and likewise queries trans-
formed 𝑘-mers (𝑞′). The dimensionality reduction enables finding hits within ≤ 𝑚
mismatches of a query 𝑞, sensitive to G-U base pairs, but it also means that most
results in each 𝐻𝑖[ℎ𝑖(𝑞′)] are far from 𝑞. As a result, the algorithm spends most of
its time validating each of these results by comparing it to 𝑞. A higher choice of 𝑏
can counteract this issue, but results in higher 𝐿 and thus requires more memory.
Also, the approach is probabilistic and may fail to detect non-specificity; while the
reporting probability might be high per-taxon, if we use ADAPT to design across
many taxonomies it becomes more likely to output a non-specific assay. Thus, below,
we develop an alternative approach that is more tailored to the particular challenges
we face.

5.4.3.4 Exact trie-based search for k-mer near neighbors

Here we describe a data structure and query algorithm that permits fully accurate
queries for non-specific hits of a 𝑘-mer. Unlike the approach above (Section 5.4.3.3),
this will always detect non-specificity if present, and we show it is fast compared to
a baseline. Having one trie containing all the indexed 𝑘-mers would satisfy the goal
of being fully accurate because we could branch, during a query, for mismatches and
G-U base pairs; however, the extensive branching involved means that query time
would depend on the size of the trie and may be slow. To alleviate this, we place (or
shard) the 𝑘-mers across many smaller tries.

Briefly, the data structure stores an index of all 𝑘-mers across the input sequences
from all taxa. The data structure splits each 𝑘-mer into 𝑝 partitions (without loss of
generality, assume 𝑝 divides 𝑘). Each partition maps to a 𝑘

𝑝
-bit signature such that any

two matching strings map to the same signature, tolerating G-U base pairing; each
bit corresponds to a letter from the two-letter alphabet described in Section 5.4.3.2.
There are 𝑝 · 2𝑘/𝑝 tries in total, each associated with a signature and a partition, and
every 𝑘-mer is inserted into 𝑝 tries according to the signatures of its 𝑝 partitions.

To query a 𝑘-mer 𝑞, the algorithm relies on the pigeonhole principle: tolerating up
to 𝑚 mismatches across all of 𝑞, there will be at least one partition with ≤ ⌊𝑚/𝑝⌋ mis-
matches against each valid hit. For each partition of 𝑞, the query algorithm produces
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Figure 5-4 — Sharding k-mers across tries for specificity queries. (a) Constructing a bit
signature after transforming a string to the two-letter alphabet section in Section 5.4.3.2. Two
strings that match up to G-U base pairing (shown here as G-T) have the same bit signature.
(b) Inserting a k-mer into the data structure of tries. Each k-mer is inserted into p tries, and
there are p · 2k/p tries in total. (c) Querying a k-mer for near neighbors (within m mismatches,
sensitive to G-U base pairing as a match).

all combinations of signatures within ⌊𝑚/𝑝⌋ mismatches—there are ∑︀⌊𝑚/𝑝⌋
𝑖=0

(︁
𝑘/𝑝

𝑖

)︁
of

them—and looks up 𝑞 in the tries with these signatures for the partition. During each
lookup, it branches to accommodate G-U base pairing and up to 𝑚 mismatches. Note
that the bit signature is sensitive to G-U base pairing—i.e., two positions have the
same bit if they might be a match, including owing to G-U pairing—so the algorithm
finds all hits, even if the query and hit strings diverge due to G-U pairing.

Figure 5-4 provides a visual depiction of building the data structure and perform-
ing queries, and Algorithms 3 and 4 provide pseudocode.

A loose bound on the runtime of a query is

𝑂

⎛⎝𝑝 · 𝑛

2𝑘/𝑝
·

⌊𝑚/𝑝⌋∑︁
𝑖=0

(︃
𝑘/𝑝

𝑖

)︃⎞⎠
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Algorithm 3 Build data structure of tries to support specificity queries.
Input
{𝐴𝑖} collection of sequences across taxonomies
𝑘 𝑘-mer length
𝑝 number of partitions

Output
𝒯 space of tries indexing 𝑘-mers

1 function Build-Tries({𝐴𝑖}, 𝑘, 𝑝)
2 Initialize 𝒯 ◁ contains 𝑝 · 2𝑘/𝑝 tries, one per pair of partition and bit vector
3 for each taxonomy 𝑡𝑖 do
4 𝐴𝑖 ← Sequences for 𝑡𝑖

5 for each 𝑘-mer 𝑔 in 𝐴𝑖 do
6 for 𝑠 = 1 to 𝑝 do
7 𝑔𝑠 ← Partition 𝑠 of 𝑔
8 𝑔′

𝑠 ← Hash of 𝑔𝑠: A → 0, G → 0, C → 1, T → 1 ◁ bit vector
9 𝑇 ← Trie in 𝒯 corresponding to partition 𝑠 and bit vector 𝑔′

𝑠

10 Insert 𝑔 into 𝑇 ◁ include 𝑡𝑖 and sequence identifier in leaf node
11 return 𝒯

Algorithm 4 Query tries to find non-specific hits.
Input

𝑞 𝑘-mer to query for specificity to taxon 𝑡𝑖

𝑚 number of mismatches to tolerate
𝑝 number of partitions

Requires: 𝒯 from Build-Tries
Requires: taxon 𝑡𝑖 is masked from 𝒯
Output

𝐺 taxon/sequence identifiers of non-specific hits
1 function Query(𝑞, 𝑚, 𝑝)
2 Initialize set 𝐺
3 for 𝑠 = 1 to 𝑝 do
4 𝑞𝑠 ← Partition 𝑠 of 𝑞
5 𝑞′

𝑠 ← Hash of 𝑞𝑠: A → 0, G → 0, C → 1, T → 1 ◁ bit vector
6 for each variant (𝑞′

𝑠)′ of 𝑞′
𝑠 with ≤ ⌊𝑚/𝑝⌋ flipped bits do

7 𝑇 ← Trie in 𝒯 corresponding to partition 𝑠 and bit vector (𝑞′
𝑠)′

8 𝑔 ← Query results for 𝑞 in 𝑇 , branching always for G-U
9 pairing and for up to 𝑚 mismatches

10 Add 𝑔 to 𝐺

11 return 𝐺
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where 𝑛 be the total number of 𝑘-mers indexed in the data structure. The query
algorithm performs a search for 𝑝 partitions of a query 𝑞. For each partition, it
considers ∑︀⌊𝑚/𝑝⌋

𝑖=0

(︁
𝑘/𝑝

𝑖

)︁
tries, one for each combination of ⌊𝑚/𝑝⌋ bit flips. The size

of each trie is a loose upper bound on the query time within it; assuming uniform
sharding, the size of each is 𝑂( 𝑛

2𝑘/𝑝 ). Multiplying the size of each trie by the number
of them considered during a query provides the stated runtime. Adjusting 𝑝, a small
constant, allows us to tune the runtime: higher choices reduce the number of bit flips,
and thus the number of tries to search, but yield larger tries, and thus requires more
time searching within each of them. The runtime does not scale well with our choice
of 𝑚, but this is generally a small constant (up to ∼5). Because the data structure
stores each 𝑘-mer in 𝑝 separate tries, the required memory is 𝑂(𝑛𝑝). Although this
scales reasonably with 𝑛, it involves large constant factors and is memory-intensive
in practice; one future direction would be to compress the tries.

5.4.3.5 Benchmarking the trie-based search

We benchmarked the runtime of the approach described above (Section 5.4.3.4)
against an approach using a single, large trie. For this, we sampled 1.28% of all
28-mers from 570 viral species (∼78.7 million 28-mers in total), and built data struc-
tures indexing these. We then randomly selected 100 species (here, counting each
segment of a segmented genome as a separate species), and queried 100 randomly
selected 28-mers from each of these for hits against the other 569 species. We per-
formed this for varying choices of mismatches (𝑚). We used the same approach to
generate results in Fig. 5-11, there comparing queries with and without tolerance of
G-U base pairing.

The runtime of the approach we describe is about 10–100× faster than using a
single large trie for most choices of 𝑚 (Fig. 5-5a). Moreover, the total number of
nodes visited during queries is considerably lower than with one trie (Fig. 5-5b).
Parallelization of our approach—by searching within multiple tries in parallel—could
provide a further speedup.

5.4.4 Modeling the activity of a k-mer and target
A key component of ADAPT is outputting designs that are expected to perform well.
For this, we focus on modeling and predicting the detection activity of CRISPR-
Cas13a crRNAs. For the context of this problem and references to related work, see
Section 5.5.4.

5.4.4.1 Cas13a library design and testing

We designed a collection of CRISPR-Cas13a guide RNAs (crRNAs) and target
molecules to evaluate crRNA-target activity, focusing on assessing likely-active
crRNA-target pairs. We designed a target (the wildtype target) that is 865-nt long.
There are 94 crRNAs (namely, the 28-nt spacers) tiling this target (Fig. 5-6, left);
the tiling scheme is such that there are blocks of 4 overlapping crRNAs, in which the
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Figure 5-5 — Benchmarking trie-based search for specificity queries. (a) The runtime
of querying using an index of ∼1 million 28-mers across 570 human-associated viral species.
For each of 100 randomly selected species, we queried 28-mers for hits against the other 569
species. Violin plots show the distribution, across the selected species, of the mean runtime for
each query. Green shows results on a single, large trie of 28-mers; purple (p = 1) and yellow
(p = 2) show results on the approach described in Section 5.4.3.4, with two choices of the
partition number p. (b) Same as (a), but showing total number of nodes visited across the
trie(s).

starts of the 3 crRNAs, from the start of the most 5’ crRNA, are 4-nt, 13-nt, and
23-nt. Of the 94 crRNAs, 87 are designed to be experimental, 3 to be negative con-
trols, and 4 to be positive controls. There are 52 targets: 4 of them are the wildtype
(effectively, positive controls), 3 are negative controls, and 45 are experimental. All
crRNAs exactly match the wildtype targets and should detect these, except the 3
negative control crRNAs, which are not intended to detect any targets except one of
the 3 negative control targets each. At the location of the 4 positive control crRNAs,
all targets match these exactly and the crRNAs should detect them, except the 3
negative control targets. At the position of each experimental crRNA in each of the
45 experimental targets, there is exactly 1 mismatch. Taken across the experimen-
tal targets, the mismatches comprehensively profile mismatch positions and alleles
against the crRNA. We assigned bases across the crRNAs, according to dinucleotide
frequency, to have a diverse sequence composition spanning what is observed in viral
genomes. In the design we mostly avoided G in the 3’ protospacer flanking site (PFS)
of crRNAs, which restricts Cas13a activity. Of the 87 experimental crRNAs, each
has 46 unique targets that it is designed to detect (45 with a mismatch and 1 exactly
matching); hence, there are 4,002 unique crRNA-target pairs that we will use for
training and evaluating an activity model.

We synthesized the targets as DNA, in vitro transcribed them to RNA, and syn-
thesized the crRNAs as RNA. To determine a reasonable sensitivity for measuring
fluorescence over time points, we tested 8 concentrations of 8 targets and 8 crRNAs
in a pilot experiment. We tested the library using CARMEN, a droplet-based Cas13a
system; the methodology and full protocol is described in ref. [262]. Briefly, a crRNA-
target pair is enclosed in a droplet, together with the Cas13a enzyme, that may result
in a detection reaction and thus fluorescence. We took an image of each location of

108



each chip roughly every 20 minutes to measure this fluorescence. To alleviate the
presence of microdroplets in the experiment (i.e., an irregular pairing of target and
crRNA; about 1/3 of the droplets), we trained and applied a convolutional neural
network on hand-labeled data to identify and remove these.

The experimental data provides ∼5–25 droplets for each crRNA-target pair. Each
droplet represents one replicate of one of the crRNA-target pairs. Thus, we have
fluorescence values for each replicate at different time points. For each replicate, we
fit a curve of the form

𝑦 = (𝐶 −𝐵)(1− 𝑒−𝑘𝑡) + 𝐵

where 𝑦 is fluorescence, 𝑡 is time, and 𝐶 and 𝐵 are parameters whose value we
are uninterested in. The parameter 𝑘 measures the growth rate of the reaction,
and we used log(𝑘) as a measure of the activity of a crRNA-target pair replicate
(Fig. 5-6). Intuitively, the exponential decay term models how much Cas13a reporter
remains in the droplet at time 𝑡 (the reporter fluoresces when cleaved), and 𝑘 is
proportional to the inverse of the half-life of the reporter assay; each step increase in
log(𝑘) corresponds to a fold-decrease in the half-life.

We discarded data from two crRNAs that showed no activity between them and
any targets, owing to low concentrations in their synthesis.

Most crRNA-target pairs were active (Fig. A-21), as expected. We took all pairs
between the experimental crRNAs and the wildtype and experimental targets, and
identified the ones with log(𝑘) ≥ −2.5 to be “positive.” We used these positive
pairs as input to the modeling steps below, and perform regression of log(𝑘) on these.
Although classifying activity will be an important component of ADAPT, our present
dataset is not well-suited to this task (see Section 5.7).

For our dataset, we sampled, with replacement, 10 replicate (droplet) values of
log(𝑘) for each crRNA-target pair. We did this to account for the variability in
measurement and ensure that, although there are differing numbers of replicates per
crRNA-target pair, each would be represented in the dataset with the same number
of replicates.

5.4.4.2 Baseline models for regression

We tested several baseline models for regression: L1 linear regression, L2 linear re-
gression, elastic net (L1+L2 linear regression), and gradient-boosted regression trees.
For L1 and L2 linear regression, we set the regularization coefficient as a hyperpa-
rameter. We did the same for elastic net, including the L1/L2 mixing ratio. For
gradient-boosted regression trees, we set following hyperparameters: the learning
rate, number of boosting stages, number of samples to split a node, minimum num-
ber of samples to be a leaf node, maximum depth of each estimator, and number of
features to consider for each split. For training, we minimized mean squared error.

The input vector consisted of: one-hot encoding of 48-nt of target sequence (28-
nt where the crRNA detects, and 10-nt context on each side); one-hot encoding
of mismatches between the crRNA and target; frequency of each nucleotide in the
crRNA; frequency of each dinucleotide in the crRNA; and GC content of the crRNA.
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Figure 5-6 — Overview of library design and testing for Cas13a crRNA-target pairs.
We generated a library with a total of 94 Cas13a crRNAs and 52 targets. The crRNAs tile a
wildtype target sequence, and most targets have variation against that wildtype. Most crRNA-
target pairs have 1 mismatch between them. We tested this library with CARMEN [262]; for
each crRNA-target pair, we obtain measurements on fluorescence at different time points, each
with ∼5–25 replicates. We fit a curve describing the growth of the fluorescence over time for
each replicate of a pair, and the growth rate of that curve serves as a measurement of activity.
We used these activity measurements to train and evaluate predictive models.

We used scikit-learn 0.21.1 [263] for all experiments with these models.

5.4.4.3 Convolutional neural network for regression

Following the successes of convolutional neural networks (CNNs) in modeling
CRISPR-Cas9 and Cas12a activity (Section 5.5.4), we developed a CNN to regress
activity (log(𝑘)) on crRNA and target sequence. Fig. 5-7 shows the layers of this
network. Our loss function was mean squared error (samples weighted, as described
below), with L2 regularization on the network weights, and we used the Adam opti-
mizer [264].

The input for each replicate has dimensions (48, 8) and consists of a concatenated
one-hot encoding of the target and crRNA sequence, with target context around the
binding site. Namely, each element 𝑥𝑖 (𝑖 ∈ [1, . . . , 48]) is a vector [𝑥𝑖,1, 𝑥𝑖,2]. For
𝑖 ∈ [11, 38], 𝑥𝑖,1 is a one-hot encoding (dimension 4) of the target sequence at position
𝑖−10, starting where the crRNA is designed to bind; 𝑥𝑖,2 is a one-hot encoding of the
crRNA at position 𝑖 − 10. For 𝑖 ∈ [1, . . . 10], 𝑥𝑖,1 provides one-hot encoding of 10-nt
of the target sequence on the 5’ end of where the crRNA is designed to bind and 𝑥𝑖,2
is all zero; likewise, for 𝑖 ∈ [39, 48], 𝑥𝑖,1 corresponds to the 3’ end of the target, with
𝑥𝑖,2 being all zero.

We made several changes to our model that, to our knowledge, differ from most
prior work on using CNNs to predict the activity of a Cas enzyme. Our model
includes locally connected layers; we reasoned that these could help capture strong
spatial dependencies in the input—for example, a larger effect of mismatches in one
region of the crRNA than other—that would be missed by convolutional layers and
difficult for fully connected layers to ascertain. Also, we weighted each crRNA-target
replicate in the loss function according to 1 + |𝑦 −𝑚| where 𝑦 is the activity of the
pair and 𝑚 is the mean activity for the crRNA; we found the variance within crRNAs
(i.e., across the target variants it is paired with) to be more difficult to learn than
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the variance across different crRNAs, and this schemes weights more heavily during
training those crRNA-target pairs that show a relatively large difference in activity
from what is expected for the crRNA. Finally, we added GC content of the crRNA
directly as input to the first fully connected layer, as prior experience suggests this
could be an important feature and might be difficult to learn. We left all of these
choices as hyperparameters in model selection, so they are not necessarily chosen to
be used in a model.

In particular, all of the hyperparameters of our CNN are as follows:
∙ Widths of the parallel convolutional filters, which read directly from input (no

convolutional filters; 1-nt; 2-nt; 3-nt, 4-nt; 1 and 2-nt; 1, 2, and 3-nt; or 1, 2, 3,
and 4-nt)
∙ Number of convolutional filters (uniform in [10, 100))
∙ Width of the pooling layer (uniform in [1, 4))
∙ Number of fully connected layers and dimensions of each (number is uniform in

[1, 3) and width of each is uniform in [25, 75))
∙ Pooling approach to use (maximum, average, or concatenation of both)
∙ Widths of the parallel locally connected filters (no locally connected filters; 1;

2; or 1 and 2)
∙ Number of locally connected filters (uniform in [1, 5))
∙ Whether to use batch normalization
∙ Whether to add GC content as a feature
∙ Activation function (ReLU or ELU)
∙ Dropout rate used before each fully connected layer (uniform in [0, 0.5))
∙ Coefficient on L2 regularization (Lognormal(−13, 4))
∙ Coefficient in front of the sample weight (10𝑥 where 𝑥 is uniform in [−5, 5))
∙ Batch size (uniform in [4, 65))
∙ Learning rate (10𝑥 where 𝑥 is uniform in [−6,−2))

During all training, we used early stopping and a maximum of 1,000 epochs.
We used TensorFlow 2.0.0 [265] to construct our CNN and for all experiments

with it.
We integrated this final model into ADAPT so that it only determines a crRNA to

detect a target sequence (Section 5.4.2.4) if the activity is sufficiently high—namely,
predicted log(𝑘) ≥ −1.0. This is the activity observed for the top ∼46% of active
crRNA-target pairs (Fig. A-21). Note that we incorporated predicted activity for the
designs in Sections 5.4.5 and 5.5.5, but not during the analyses of comprehensiveness
and specificity.

5.4.4.4 Model evaluation

In the evaluations described below, we must determine folds of the data and pick
a held-out test set. One challenge with this is that, in our design, crRNAs overlap
according the position against which they were designed along the wildtype target.
Although effects on activity might be position-dependent, this overlap can cause
crRNAs to have similar sequence composition or to be in regions of the target sequence
with similar structure. To remove this possibility of leakage between a data split, after
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Figure 5-7 — Architecture of convolutional neural network for Cas13a crRNA-target
activity prediction. We developed a convolutional neural network for regression of activity.
The inputs are one-hot encoded for the target and crRNA sequences (8 channels in total). ‘BN’
is batch normalization and ‘FC’ is fully connected. The dropout layers are in front of each fully
connected layer.

making a split of 𝑋 into 𝑋train and 𝑋test, we remove all crRNA-target pairs from 𝑋test
for which the crRNA has any overlap, in sequence they are designed to detect, with
a crRNA in 𝑋train.

We performed nested cross-validation to select models and evaluate our selection
of them (Fig. A-22). We used 5 outer folds of the data, and found hyperparame-
ters for each of these. For the baseline models, we selected hyperparameters with a
cross-validated search (grid for L1 and L2 regression, and random for elastic net and
gradient-boosted regression trees) over 5 inner folds, and for each outer fold chose
the hyperparameters with the lowest mean square error averaged over the inner folds.
Likewise, for the CNN, we selected hyperparameters with a cross-validated random
search (200 samples per search) over 5 inner folds.

Next, we selected a final CNN model. We held-out a test set with all crRNA-
target data for 30% of crRNAs (all from the 3’ end of the target). We performed a
random search across 5 folds of the remaining data using 1,000 random samples. We
selected the model with the lowest mean squared error averaged over the folds. Our
evaluation of this model used the test set (Figs. 5-12 and A-23).

5.4.5 Applications to large-scale detection
We applied ADAPT to two separate designs: one demonstrating its use across a large
number of species without concern for specificity (Section 5.4.5.1), and the other
demonstrating its use for highly specific design to differentiate closely related taxa
(Section 5.4.5.2).

5.4.5.1 Designs across 707 viral species

We found all viral species in NCBI’s viral genomes resource [7] with ≥ 10 genome
neighbors as of November, 2019 (and included influenza viruses, which are sepa-
rate from this resource). There were 707, and we used ADAPT to design CRISPR-
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Cas13 crRNAs for them. We input these species into ADAPT with the following
primer/region arguments: primer length of 30; requiring there be ≤ 3 = 𝑝𝑚 mis-
matches between a primer and target sequence for hybridization; requiring that
primers collectively amplify ≥ 99% = 𝑝𝑝 of the sequences; requiring ≤ 10 = 𝑝𝑛

primers at a site6; requiring that the length of a genome region (amplicon) for detec-
tion be ≤ 250-nt = 𝑤. We used the following arguments for the 𝑘-mers (crRNAs):
𝑘 = 28 (crRNA guide length); requiring ≤ 1 mismatch for crRNA-target binding to
be positive; requiring that the 𝑘-mers collectively detect ≥ 99% = 𝑔𝑝 of the amplicons
(i.e., ≥ 𝑔𝑝 · (2 · 𝑝𝑝− 1) = 0.99 · (2 · 0.99− 1) > 97% of all target sequences). We set the
cost function coefficients to 𝛽1 = 0.6667, 𝛽2 = 0.2222, and 𝛽3 = 0.1111, as defined in
Section 5.4.2.1, and searched for the best 𝑁 = 10 designs for each species.

There are some species-specific adjustments that we made. For influenza A virus
and dengue virus, two especially diverse species, we lowered 𝑝𝑚 to 2 and 𝑝𝑛 to 5,
which decreases runtime. For influenza A virus, we additionally decayed 𝑔𝑝 exponen-
tially each year (by a factor of 0.95) going back in time, starting in 2015, to handle
substantial antigenic drift. Norwalk virus and Rhinovirus C did not yield any suitable
target regions with the constraints above; for these, we increased 𝑝𝑛 to 20 and 𝑤 to
500-nt to ensure that ADAPT would find satisfactory regions.

In all cases, we required H (i.e., not G) at the 3’ protospacer flanking site (PFS)
of a 𝑘-mer for detection, a previously established Cas13 preference. We used the
final predictive model integrated into ADAPT (Section 5.4.4.3) to ensure all output
crRNAs are predicted to be highly active.

In the case of species with segmented genomes, we produced designs separately for
all segments. For analyses, we selected a single segment for each species, correspond-
ing to the one with the smallest cost of a design (if > 1 cluster, the smallest sum
over clusters of the best design for each). The selected segment should be relatively
conserved, as desired for detection.

5.4.5.2 Highly specific designs for 17 closely related flavivirus species

We selected 17 species that make up a clade in the flavivirus genus [266]. They
are: Bagaza virus, Cacipacore virus, dengue virus, Ilheus virus, Japanese encephalitis
virus, Kedougou virus, Kokobera virus, Murray Valley encephalitis virus, Nounane
virus, Ntaya virus, Saint Louis encephalitis virus, Spondweni virus, Tembusu virus,
Usutu virus, West Nile virus, Yaounde virus, and Zika virus.

We ran ADAPT on these using the same argument values used above in Sec-
tion 5.4.5.1 (including, as above, using 𝑝𝑚 = 2 for dengue virus).

To enforce specificity, we used the probabilistic approach described in Sec-
tion 5.4.3.3. At the time, this was more fully integrated into ADAPT than the
exact approach described in Section 5.4.3.4. We performed all specificity queries at
4 mismatches—i.e., looked for non-specific hits at ≤ 4 mismatches against a queried
𝑘-mer, tolerating G-U base pairing as a match. We set the specificity tolerance at

6 Note that although 𝑝𝑛 is high, this is just an upper bound. Having this constraint, along with
others, is intended to restrict the search space and thus restrict runtime; it could have been lower.
In the designs, the number of primers at any site exceeded 5 for just 7 species.
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5%—i.e., deemed a 𝑘-mer for a species to be non-specific if yielded hits in ≥ 5% of
sequences from one of the other 16 species.

We again required H at the 3’ PFS, and used the final predictive model integrated
into ADAPT (Section 5.4.4.3) to ensure all output crRNAs are predicted to be highly
active.

5.5 Results

5.5.1 Overview of ADAPT
ADAPT accepts lists of taxonomic identifiers (e.g., species), as specified by NCBI’s
taxonomy database [248]. It then fetches all near-complete or complete genomes
from NCBI databases, representing the known genomic diversity for these taxa. For
each taxon 𝑡𝑖, ADAPT finds, ranks, and outputs a collection of designs that enable
detection of 𝑡𝑖, in which each design consists of a genomic region, bound by conserved
primers, and a minimal set of 𝑘-mers within the region that collectively detect it
across 𝑡𝑖’s diversity, are specific to 𝑡𝑖, and are predicted to be highly active. There
are multiple output designs to enable user choice or experimental comparison, and
because it might not be meaningful to algorithmically distinguish between closely-
scoring designs.

ADAPT’s search for designs can be divided into several steps. First, it rapidly
estimates, alignment-free, a taxon’s pairwise genome distances based on the Mash
distance [89] (see Section 2.2.2 for background), which it uses to cluster the genomes
and curate them; clustering enables alignment within diverse taxa and curation is
important, e.g., to remove mislabeled genomes from the design. Then, it searches
within each cluster for genomic regions that satisfy certain constraints (e.g., on length
or feasibility of amplification). Within each region, ADAPT estimates a minimal set
of 𝑘-mers that detect the genomic diversity; as part of this process, it queries each
𝑘-mer against a pre-built specificity index, and it evaluates the detection activity of
each 𝑘-mer paired with a target using a pre-trained model. A genomic region and
the 𝑘-mers within it define a design, each of which is scored according to a function
of properties of the region and the 𝑘-mers. ADAPT outputs the highest scoring 𝑁
designs, where 𝑁 is preset; this guides the search, which is slower for larger values of
𝑁 . Our implementation of ADAPT is versatile, allowing one to use it for applications
with varied constraints on designs, choices of scoring function, or models of activity.
Section 5.4 describes details of the algorithms in ADAPT and the complete system.

5.5.2 Finding comprehensive designs across known diversity
We first sought to evaluate the consistency of our design methodology. This is impor-
tant to measure because designs output for a taxonomy may vary owing to algorith-
mic randomness (e.g., drawings of locality-sensitive hash functions) and to different
samplings of input sequences. We compared the highest ranking 20 designs for five
species, across different ADAPT runs on the same input sequences and across random
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Figure 5-8 — Comprehensiveness of k-mer design. (a) Top, fraction of 308 Lassa virus
(segment S) genomes detected (in silico) by a single 28-mer: the consensus of the sequences
or the mode. Bottom, number of 28-mers, as identified by ADAPT, to detect > 99% of the
genomes. Plotted line is the mean across 10 resamplings, and shaded region is a 95% pointwise
confidence band. (b) Same as (a), but for 681 genomes of Zika virus. The consensus and mode
approaches overlap.

subsamplings of input genomes. We find that, on the same input genomes, designs
across different runs are mostly the same (mean pairwise Jaccard similarity > 0.5 for
each species; Fig. A-18a); this is the case even for highly diverse species like Lassa
virus (LASV), and designs are nearly always shared for the more conserved species.
Across different samplings of genomes, designs are more often unique (mean pairwise
Jaccard similarity < 0.5; Fig. A-18b), even on species with relatively little diversity,
highlighting that the particular distribution of strains within a species may tailor the
design of its diagnostics. This latter finding is a reason that, in the evaluations that
follow, we show the variability of results across random resamplings of input genomes.

Next, we measured the comprehensiveness of ADAPT’s choice of 𝑘-mers within a
region by comparing it to naive strategies. Simple, commonly-used approaches fail to
capture much of the within-species diversity for LASV (Fig. 5-8a, top) and hepatitis
C virus (Fig. A-19a, top), two highly diverse species. Yet, for these species, a limited
number of 𝑘-mers, as identified by ADAPT, can detect > 99% of strain diversity
throughout most of the genome (Fig. 5-8a and A-19a, bottom). Having options to
target many different regions across a genome, each comprehensively, enables ADAPT
to enforce stringent criteria on specificity and on predicted activity because there
are many possible designs from which to narrow the search. On species with less
known diversity, such as Zika virus (Fig. A-19b) and Zaire ebolavirus (Fig. A-19b),
simple approaches perform remarkably well, indicating that ADAPT’s more involved
approach to comprehensively account for diversity may only be necessary for some
taxa. Nevertheless, this latter finding does not imply that one fixed design is sufficient:
designs may still need to evolve as a species’ genome does.

In practice, a diagnostic may be applied to a genome not in the input set used
for design. To model performance in this case, for six species we produced designs
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Figure 5-9 — Cross-validation of detection. For six species, we ran ADAPT on 80% of all
available genomes, with 100 resamplings. For each resampling, we took the mean, across the
top 20 output designs, of the fraction of the other 20% of genomes that are detected. Violin
plots show the distribution of this mean across the resamplings. Dot indicates the mean across
the resamplings and bars show 1 standard deviation around the mean.

across a random selection of 80% of its available genomes and evaluated (in silico)
their detection performance against the other 20% (Fig. 5-9). Notably, for five of the
six species, designs output by ADAPT detect ≥ 95% of genomes in the held-out set
for all samplings. In LASV, it is usually lower, although the mean across samplings
is still > 90%. This shows that we can expect designs output by ADAPT to perform
well across diversity, as long as strains to which they are applied come from the same
distribution as all available genomes.

One feature of end-to-end design is that it is straightforward to apply ADAPT
to assess historical temporal performance of its assays. That is, we would like to
design assays using all available genomes from samples collected up to some year 𝑌 ,
and evaluate how well they perform for samples collected in each year 𝑋, including
for 𝑋 > 𝑌 . We performed this for four viral species for all 𝑌 ∈ {2005, . . . , 2019}.
In general, the results show that some diagnostic designs may degrade over time
(Fig. 5-10 and A-20), and in particular their performance shifts when there are large
changes in the relative abundance of certain strains (e.g., at the start of the Zika virus
epidemic [20, 169]; Fig. A-20a). This highlights a need for continually monitoring or
updating designs to keep pace with known genome diversity, as ADAPT enables.
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Figure 5-10 — Temporal detection performance of designs. The performance of assays for
hepatitis C virus (2,203 genomes in total) designed in varying years measured against samples
collected in varying years. Each color corresponding to a year Y indicates a design made in
that year—i.e., using all available genomic data from samples collected in or before Y . Years
X on the horizontal axis indicate years against which we evaluate the performance of a design,
using genomes from all samples collected in X (for ‘≤ 2004’, all samples collected in or before
2004). For each Y , we ran ADAPT with 10 resamplings. For each resampling, we took the
mean, across the top 20 output designs, of the fraction of sequences detected in each X . Dots
indicate means across the resamplings, and bars indicate 95% confidence intervals. Note that
the plotted values account for variance both across designs output by ADAPT and resamplings
of the input; a value indicating 50% of sequences are detected could represent a case where
some designs perform well and others perform poorly.

5.5.3 Enforcing specificity for taxon differentiation
The 𝑘-mers output by ADAPT should, for many applications, be taxon-specific. For
example, we may want to avoid detecting background (e.g., host) nucleic acid. More-
over, microbial species of interest are often genetically related, and we may want
confidence that the assays correctly identify a species7. Although nucleic acid tests
can more reliably distinguish species than serologic tests, this hinges on the assay
design enforcing specificity. Similarly, we may want to use ADAPT to differentially
identify within-species strains (e.g., subtypes of influenza viruses). In this case, where
there may be considerable sequence similarity between the taxonomies, it is critical
that 𝑘-mers be taxon-specific.

It is computationally challenging to determine whether a 𝑘-mer is specific for two
7 This is a challenge, for example, with flaviviruses, for which many assays show potential for

cross-reactivity [267, 268]; indeed, this may have complicated the response to the Zika virus epi-
demic [191].
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Figure 5-11 — Potential hits with sensitivity to G-U base pairing. Being sensitive to G-U
base pairing increases the potential for non-specific hits of a k-mer. We built an index of ∼1
million 28-mers from 570 human-associated viral species. For each of 100 randomly selected
species, we queried 28-mers for hits against the other 569 species (details in Section 5.4.3.5).
We performed this for each choice of m mismatches, counting a non-specific hit as one within
m mismatches of the query, both being sensitive to G-U base pairing (purple; counting it as a
match) and not being sensitive to it (green; counting it as a mismatch). Violin plots show the
distribution, across the selected species, of the mean of the measured value. (a) Fraction of
queries that yield a non-specific hit. The measured value for a query is 0 (no hit) or 1 (≥ 1
hit), so the mean represents the fraction with a hit. (b) Number of non-specific hits per query.

reasons. First, we need to tolerate multiple mismatches over a relatively short query
length (𝑘), making seed-based approaches unhelpful and ungeneralizable. Second,
G-U bases pair in the frequent context where the assay and target are RNA. A
consequence of this pairing is that a non-specific hit can be far, in the space of strings,
from a 𝑘-mer (see Section 5.4.3.2 for details). Indeed, we found that sensitivity to G-U
base pairing explodes the potential for non-specific hits across a dataset of viral 𝑘-mers
from 570 species (Fig. 5-11), including at a number of mismatches that is reasonable
for judging specificity. That non-specific hits are so common on the complete viral
dataset suggests, for species identification, we should limit the space of species against
which we enforce specificity—for example, with diagnostics, to groupings that show
similar symptoms or co-circulate.

We developed a data structure and query algorithm that enables ADAPT to
determine the specificity of a 𝑘-mer, tolerating both high divergence from the query
and G-U wobble base pairing. It holds an index of 𝑘-mers, from all input taxonomies,
in which the 𝑘-mers are split across many small tries. Section 5.4.3.4 describes the
data structure and algorithm in detail. The approach is exact—that is, it finds any
non-specificity across the input sequences—and therefore, in theory, guarantees high
specificity of ADAPT’s designs. We found that the approach we developed has a
considerably faster query runtime than a simple data structure providing the same
capability (Fig. 5-5).
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5.5.4 Integrating predictive modeling of design activity

To reduce the experimental testing and refinement time of an assay, ADAPT’s designs
should be highly active. We focus here on designing active CRISPR-based detection
guides, although a similar approach could be extended to other technologies. Prior
studies have established design principles for guide activity, such as the importance of
a motif adjacent to the protospacer or the identification of mismatch-sensitive “seed”
regions for Cas12a [67,269,270], and similar rules and the impact of target RNA sec-
ondary structure for Cas13a [270]. One high-throughput study [271] profiled Cas13a
crRNA-target mismatches by mutating the target, using two crRNA sequences. How-
ever, there has been little work on modeling the detection activity of these enzymes,
that is, predicting the detection readout of a guide-target pair. Here we seek to predict
the performance of a CRISPR-Cas13a crRNA at detecting a particular target, and
then to incorporate this into ADAPT so that, during its design, the 𝑘-mers (namely,
spacer sequences) it constructs are predicted to be highly active.

Previously published data are not sufficient for our modeling goal. We designed
and synthesized a library of crRNA-target pairs that could serve as input data for a
model, including rational variation on crRNA sequence composition, target sequence
around the protospacer, and mismatches between the crRNA and target. This li-
brary includes 87 crRNAs, each with homology (0 or 1 mismatch) to 46 different
target sequences; these 4,002 unique pairs constituted our training and testing data
(Fig. 5-6; see Section 5.4.4.1 for details). The collateral cleavage effect of Cas13a and
similar CRISPR effectors make it difficult to use a sequencing experiment to measure
detection activity. Hence, we applied a highly multiplexed droplet-based Cas13a tech-
nology, CARMEN [262]. We measured a fluorescent readout for each pair at multiple
time points spaced by ∼20 minutes, fit a curve of its growth over time, and used the
growth rate as a measurement of that pair’s activity.

With a dataset in hand (Fig. A-21), we developed models to predict the activity of
Cas13a crRNAs against a target sequence. There has been extensive work developing
classification and regression models for CRISPR-Cas9 guide RNA gene editing and
knockdown activity [272–275]. For Cas12a, convolutional neural networks (CNNs)
have performed well for regressing guide RNA editing activity on matching target
sequences [276], likely because the convolutional layers help to detect motifs in the
sequence. Reasoning that in our dataset most pairs are active (Fig. A-21) and the
measurement is quantitative—it evaluates how fast fluorescence occurs—we focused
on regression and developed a CNN (Fig. 5-7) to predict Cas13a detection activ-
ity. The input is a pair of a crRNA and target sequence, including context around
the protospacer; in addition to detecting sequence motifs, convolutional layers could
identify types of mismatches between these. We also implemented several simpler re-
gression models for comparison, based on sequence and handcrafted features: L1 and
L2-regularized linear regression, elastic net, and gradient-boosted regression trees.

We first performed nested cross-validation to evaluate our model selection proce-
dure and to compare the different activity prediction models. The results show that
most models, including our CNN and some of the simpler regression models, perform
comparably at regressing crRNA-target activity, although our CNN is the only one
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Figure 5-12 — Predicted vs. true activity of Cas13a crRNA-target pairs. Regression
performance of our CNN for crRNA-target activity. (a) Each dot represents a measurement
(replicate) of a crRNA-target pair. Colors indicate the position of the crRNA along the target
(Section 5.4.4.1); dots with similar colors are nearby (potentially overlapping) crRNAs and ones
with the same color are the same crRNA. Replicates of the same pair yield the same predicted
activity but different true activities owing to measurement error, and thus appear on a horizontal
line. (b) crRNA-target pair measurements were divided into quartiles based on their predicted
activity: rows show the top quartile (predicted most active), bottom quartile (predicted least
active), and all pairs. Horizontal axis shows a box plot of the distribution of true activity for
the pairs in each grouping.

able to rank activity (Spearman’s 𝜌 > 0) at a 95% confidence level (Fig. A-22). In
all evaluations, we conservatively split data to avoid leakage owing to artifacts of
our library design, which typically leads to few crRNAs in a fold and might be one
reason for high variance across folds. Next, we found a final model with a simple
cross-validated hyperparameter search using our CNN and evaluated its performance
on a held-out set. Spearman’s rank correlation coefficient for this model, between
measured and predicted activity, is 𝜌 = 0.30 (Figs. 5-12a and A-23), and the model’s
predictions can separate high and low activity pairs (Fig. 5-12b). This performance
is lower than on Cas12a [276], but comparable to several regression results observed
for Cas9 on-target activity [273,274]. We integrated this model into ADAPT’s design
process so that, in deciding whether a 𝑘-mer (spacer of a crRNA) detects a target
sequence, the predicted activity must be sufficiently high.

5.5.5 Applications to large-scale detection
We first applied ADAPT to design detection assays across all known viral species
with ≥ 10 publicly available genomes. There are 707 such species. Owing to its
scale, we chose not to enforce specificity across the species. We used the CRISPR-
Cas13a model that we integrated into ADAPT, and thus the output contains crRNAs
that are predicted to be highly active. Of the 707 species, ADAPT failed to find
satisfactory designs for 16 of them; these are all plant-infecting viruses (14 viroids,
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Figure 5-13 — Design of detection assays for 707 viral species. (a) End-to-end elapsed
real time, in minutes, of running ADAPT on each species. Each point is a species (691, having
designs that met our criteria, are shown). The 4 species with the largest runtime are, from top
to bottom: influenza A virus, rabies lyssavirus, Hepacivirus C, and human immunodeficiency
virus 1. (b) Number of k-mers (here, crRNAs) in the best (lowest cost) design. Each point is
again a species. Color indicates the length of the targeted region (here, amplicon) in the design;
see Fig. A-27 for more detail on lengths. 73% of species have 1 crRNA, 14% have 2 crRNAs,
7% have 3 crRNAs, and the rest have > 3; the 5 species with ≥ 9 crRNAs are Rhinovirus C
(10), Simian immunodeficiency virus (10), Enterovirus B (12), Hepacivirus C (14), and Sapporo
virus (18). For the 7 species with > 1 cluster, plotted value is the mean number of crRNAs
across clusters, rounded to the nearest integer. In both panels, horizontal axis is the number of
input genomes for design.

2 satellite RNAs) with genomes that were too short for ADAPT to find regions to
target according to our criteria. ADAPT produced designs meeting our preset criteria
for 691 of the species.

ADAPT completed designs across all species in under 30 hours, with the time for
each species largely depending on the number of available genomes for it (Fig. 5-13a).
This represents the complete end-to-end elapsed time; we parallelize ADAPT across
species, so the runtime of the slowest species (here, influenza A virus) corresponds to
overall time. Barring 4 species, ADAPT completed designs in under 9 hours. Memory
usage was also reasonable: all but 1 species used < 10 GB, and all but 17 used < 1
GB (Fig. A-24).

We analyzed stages during ADAPT’s design process as well as the output designs.
For 558 of the 691 species that yielded a satisfactory design, ADAPT did not remove
any genomes during curation and used all available genomes for design (Fig. A-25a).
However, there are some species for which ADAPT removed many genomes (for 24
species, ≥ 50%), and further investigation is needed to determine the reason and
whether this is acceptable. In aggregate across species, ADAPT used 146,860 of
all 149,832 input genomes (98%). The stringency of curation shows no correlation
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with the number of input genomes (a proxy for known diversity); in fact, of all species
with > 1,000 available genomes, ADAPT kept most or all input genomes (Fig. A-25b).
ADAPT also clusters input genomes and produces designs separately for each cluster.
ADAPT yielded more than one cluster for just 7 species (Fig. A-26); thus, for almost
all species, a single design is sufficient. As with curation, the number of clusters shows
no correlation with the number of input genomes, and only 2 of the 7 species with
multiple clusters might infect humans. The designs output by ADAPT are compact,
including for many species with a large number of input genomes (Figs. 5-13b and
A-27). 93% of species have designs using 3 or fewer crRNAs, and all but one species
can target a region (amplicon) that is < 250-nt long. This illustrates that ADAPT
can find minimal designs, which are comprehensive and highly active, even for species
with extensive amounts of genomic data.

To demonstrate ADAPT’s use in designing highly specific assays—for example,
to differentially identify taxa—we focused on a clade of 17 closely related flavivirus
species. This includes some species, such as dengue and Zika viruses, that commonly
have serologic cross-reactivity [267,268]. (See Section 5.4.5.2 for a list of these species
and design details.) We used ADAPT to produce designs for each species such that
each is highly specific against the other 16 species. This took 26.9 hours across all
17 species (run serially) and required 36.5 GB of memory. 9 of the 17 species were
present in the 707-virus design, as they had ≥ 10 available genomes, and we compared
the highly specific designs from this panel to the non-specific ones from the 707-virus
panel. The highly specific designs for 2 species (SLEV and WNV) require a higher
cost value than their non-specific versions, and the other 7 remain the same (Fig. 5-
14a). For both species, one component of the additional cost is that the specific
designs require a longer target region (amplicon) in which find crRNAs (Fig. 5-14b).
In both cases the total number of primers stays the same (Fig. 5-14c), and one of the
species requires one additional crRNA in its specific design (Fig. 5-14d). The changes
are not considerable: at most a 30-nt longer region or 1 additional crRNA. In short,
ADAPT is able to efficiently find highly specific designs that separate closely related
taxa.

5.6 Discussion
ADAPT designs nucleic acid assays that adjust to the ever-changing landscape of
microbial sequence diversity more rapidly and frequently than existing development
approaches enable. This makes it a vital tool for effective infectious disease diag-
nostics, especially in light of the steadfast expansion of known microbial species and
within-species diversity. Systems like ADAPT are particularly important when em-
pirical testing and updating is not sufficient, because it would too time-consuming or
non-scalable, too difficult to obtain samples, or too challenging to test (e.g., owing to
high pathogenicity). We imagine running ADAPT regularly or even continuously, so
that optimal assays, reflecting all the latest known diversity, are always available. Al-
though we trained our particular model using CRISPR-Cas13a data, the framework
that ADAPT provides—designing sensitive, specific, and active 𝑘-mers within a cho-
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Figure 5-14 — Comparison of highly specific flavivirus assays to non-specific assays.
Comparison of design results for highly specific designs for flavivirus species to results from
the (non-specific) 707-virus design. The design is for 17 closely related flavivirus species, in
which the assay for each one is specific against the other 16 species. 9 of the 17 species have
≥ 10 genomes and are part of the 707-virus design. In all panels, purple represents the best
(lowest cost) non-specific design and green represents the best highly specific design. (a) Cost
of the best design. Panels (b–c) break the cost into its 3 components. (b) Targeted region
(amplicon) lengths. (c) Total number of amplicon primers (summed across both ends). (d)
Number of k-mers (crRNAs). DENV, dengue virus; JEV, Japanese encephalitis virus; MVEV,
Murray Valley encephalitis virus; SLEV, Saint Louis encephalitis virus; SPOV, Spondweni virus;
TMUV, Tembusu virus; USUV, Usutu virus; WNV, West Nile virus; ZIKV, Zika virus.

sen genomic region—is broadly applicable to other diagnostic technologies, including
both nucleic acid and serology-based assays.

Despite the benefits of an end-to-end approach like ADAPT, it does not fully
remove the need for human expertise. It is still important to validate assays before
deploying them in critical situations, as predictive models can yield false positives
on activity. We also may need to maintain lists of relevant species and sets of them
for which specificity is paramount. Finally, it can be important for an assay to
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reflect sequences across geographically and temporally diverse samples, but this can
be challenging in the face of extreme sampling biases in sequence databases. In
the case where an outbreak occurs in an under-sampled region or has genomes that
otherwise exhibit underrepresented diversity, special care ought to be given to ensure
the assays work properly.

Beyond diagnostics, ADAPT could be useful for other problems where we need
to continually address genomic changes. This includes sequence-based therapeutics,
such as siRNAs and antibodies, in which mutations may reduce efficacy [277]. Indeed,
an early version of ADAPT helped the design of CRISPR-Cas13b crRNA sequences
for antivirals [278]. Longer term, the framework could help sequence-based vaccine
selection [279, 280]—for example, by proposing antigens, taken from currently circu-
lating strains, that yield high predicted antibody titers.

Sequencing is becoming a routine part of surveillance and continuously informs us
about microbial diversity. We see ADAPT as a key component in broader surveillance
efforts, helping to translate genomic data into assays and other tools for an effective
response to increasing and changing diversity.

5.7 Ongoing and future steps

There are several concrete steps to strengthen the project, some of which we are in
the midst of pursuing.

First, we recently designed and tested a larger dataset of CRISPR-Cas13a crRNA-
target pairs than the one described and used in this chapter. This provides ∼5× the
amount of data as our current dataset. It also increases the scope of our current
dataset in two ways: (1) including more pairs likely to be inactive, and (2) broaden-
ing the combinatorial space of mismatches tested. In addition to strengthening our
current regression model on active pairs, it should expand what we can model. For
example, having more negative data points should enable us to classify crRNA-target
pairs as inactive or active, a task that is challenging with our current dataset but
critical to ADAPT’s goals.

Second, we are developing methods, trained on our dataset, to generate opti-
mally active CRISPR-Cas13 crRNAs conditional on target sequence. This may allow
ADAPT to design more effective crRNAs than it currently outputs. It would also
improve alternative objectives, such as maximizing expected activity over the input
sequences.

There are also experimental avenues that would be useful to explore. This includes
experiments to determine, in a principled way, the cost function we use to assess
designs (Section 5.4.2.1). This also includes developing and testing libraries to train
predictive models for other assays, such as CRISPR-Cas12a. We may also choose to
experimentally validate designs on samples.
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5.8 Conclusion
Here we developed ADAPT, a system for the end-to-end design of detection assays
against extensive, ever-changing microbial diversity. As part of this, we addressed
several algorithmic and modeling problems, including determining the specificity of a
𝑘-mer under challenging RNA binding criteria and predicting the detection activity
of crRNAs against targets. We applied ADAPT to two important problems: (1)
designing comprehensive, highly active detection assays rapidly across many hundreds
of viral species, and (2) designing highly specific assays to differentiate closely related
taxa.

ADAPT fulfills the main aims of this thesis, described in Section 1.1. The end-
to-end approach enables designs to keep pace with emerging diversity, and its designs
offer sensitive and comprehensive detection against within-taxon diversity. Given
the ease of designing at scale, ADAPT also enables comprehensiveness across taxon
diversity, albeit to a lesser degree than with sequencing. Metagenomic sequencing
approaches, aided by CATCH and targeted technologies, will surely continue to grow
the amount of available microbial sequence information and the rate at which it
becomes available. Tools like ADAPT will advance together with sequencing assays
and, one day, will likely be a standard element of effective microbial surveillance.
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6
Conclusion

In this thesis we showed the importance of having effective microbial surveillance. We
made progress toward this by developing assay design methods that leverage genomic
data to improve microbial detection and characterization.

By sequencing 110 Zika virus genomes and performing a Bayesian phylogenetic
analysis of Zika virus, we showed an example of the rapid spread of a pathogen across
the Americas. We showed that Zika circulated undetected in multiple geographic
regions for many months. This outcome was likely, among other factors, a combined
result of the difficulty detecting Zika virus and its obscurity. Importantly, the finding
has helped draw attention to the need for surveillance approaches that overcome
two challenges: low microbial concentrations in samples and an extensive degree of
microbial sequence diversity, both across and within species. To confront these, we
need to use sensitive molecular techniques coupled with design methods that are
comprehensive and able to keep pace with emerging diversity.

Motivated by this need, we turned to targeted nucleic acid enrichment and devel-
oped CATCH. CATCH designs a limited number of oligonucleotide probes to enrich
the whole genomes of many highly diverse microbial species. It provides theoretical
guarantees concerning the comprehensiveness of capture across the extent of known
diversity. We used CATCH to design a probe set for the 356 viruses that infect
humans, including their strain diversity, and showed that—even without prior knowl-
edge of sample contents—this (a) improved detection of viral infections in patient
and environmental samples, and (b) enhanced or enabled assembly of viral genomes.
Targeted metagenomic sequencing with this cost-effective and comprehensive probe
set has the potential to benefit patient diagnostics and pathogen genome character-
ization. We made CATCH available in a software package under the MIT license at
https://github.com/broadinstitute/catch, allowing others to use it for surveil-
lance applications. The impact of CATCH on other efforts has been exciting to see.
We are aware of many academic labs, research hospitals, and governmental public
health institutes using CATCH to design comprehensive enrichment assays; their
applications include surveillance of mosquito pools, arbovirus sequencing, identify-
ing and sequencing pathogens in human samples, and high-resolution studies of the
human microbiome. Section 4.7 lists some of these institutes and applications.
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We also developed ADAPT to address needs having to do with a key component
of sensitive and comprehensive microbial surveillance—the use of rapid, low-cost nu-
cleic acid detection technologies—that is complementary to sequencing-based assays.
ADAPT connects, end-to-end, our knowledge of microbial sequence diversity with the
design of detection assays. As part of constructing ADAPT, we developed algorithms
to search over a space of potential targets and to enforce stringent taxon-specificity,
as well as models to predict the detection activity of CRISPR-Cas13a crRNA-target
pairs. Taken together, ADAPT outputs sensitive, specific, and highly active designs.
We used ADAPT to solve two key problems: (1) designing comprehensive, highly ac-
tive assays quickly across the 707 viral species with ≥ 10 near-complete or complete
genomes, and (2) designing highly specific assays to differentiate closely related taxa.
End-to-end approaches like ADAPT will likely have important applications beyond
nucleic acid diagnostics, including in the development of serology-based tests, thera-
pies, and vaccines. Looking forward, we see ADAPT as a framework for translating
genomic data into assays that help to surveil and respond to our microbial world.

The contributions of this thesis push the microbial field toward more effective
surveillance, but are only one piece of what needs to be done. There are other chal-
lenges, largely non-technical. For example, establishing systems for routine patient
testing, even in healthy individuals, is vital; Zika virus is asymptomatic in most peo-
ple, and proactive, comprehensive detection would be useful for responding to these
types of pathogens and for growing our knowledge of human-associated microbes.
The same is true for routine testing of vectors like mosquitoes. Moreover, realizing
the approaches described in this thesis for everyday patient diagnostics will require an
expansion of regulatory frameworks [281]. This is mostly a result of the considerable
differences between these approaches and traditional ones—namely, their comprehen-
siveness and the many bioinformatic choices we make during assay design or data
analysis. These differences also impose a responsibility to be careful when spreading
awareness of these new techniques to other scientists, clinicians, and patients; we
need to place their potential impact alongside the tradeoffs compared to traditional
methods. New sensitive, comprehensive approaches for detecting and characterizing
microbial genomes are becoming more popular and impactful, a phenomenon likely
to grow as ongoing challenges are addressed. Further adoption and development of
these techniques will surely transform what we know about and how we respond to
our microbe-filled world.

6.1 Future directions
There are many important problems closely related to the contributions of this thesis,
and work on these problems can advance the field toward more effective surveillance.
Some examples are:
∙ Further applications of CATCH and ADAPT. Looking beyond the ap-

plications we explored in this thesis, there are several areas where CATCH and
ADAPT could be particularly useful. One is using CATCH to illuminate low-
titer strain diversity in the human microbiome and virome. Another is using
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CATCH-designed panels for large-scale studies of microbial content in arthro-
pod vectors, including more than just known human-associated viruses. Beyond
nucleic-acid–based design, we could extend ADAPT to produce peptides, such
as antigens, for cases where it is important to consider ever-changing diversity,
which includes diagnostics, vaccines, and therapies.

∙ Detection and characterization of markers of infection. In addition to
targeting microbial nucleic acid with CATCH and ADAPT, we could target
known or potential markers in the host transcriptome that are indicative of
infections. This could help to detect the presence of an infection whose causative
agent is not specifically targeted by an assay or whose nucleic acid has cleared
from the host.

∙ Weighting by sequence metadata. We could design assays against known
sequences that are weighted according to their spatiotemporal data. For ex-
ample, if designing a diagnostic for a pathogen whose strains show substantial
geographic clustering, we might want the diagnostic to be tailored to the par-
ticular region in which it will be deployed. If such weights reflect a probability
distribution over known sequences, we could maximize expected activity. A
scheme to do this would improve CATCH, ADAPT, and other methods.

∙ Iterative changes and continuous design. The methods described in this
thesis reproduce entire designs each time we run them. But, in general, only a
small fraction of input sequences are new if we run the methods regularly (for
example, weekly). This motivates developing methods to “seed” new designs
on existing ones, or developing online algorithms to process input sequences as
they become available. With this in hand, we could then continuously redesign
assays so that they always reflect the latest known diversity.

∙ Curating panels of species. Given the growth in the number of known mi-
crobial species and our knowledge about them—even among human-associated
viruses—it would be useful to automatically cluster species based on shared epi-
demiological or medical characteristics, when that information is available, and
to automatically update clusters as information changes. Each cluster would
make up an assay for detection or characterization. In the case of infectious
disease diagnostics, examples are geography and symptoms; the panel would
reflect priors on an infection. One diagnostic benefit to assaying with limited
panels is that we could enforce more stringent species-specificity than when de-
signing against a large number of species. The main obstacle here is the lack of
a useful, up-to-date data source; applying natural language processing toward
some web resources might be fruitful.

∙ Improving standards and networks for sharing data. All of the ap-
proaches developed or used in this thesis—including assay design, metagenomic
classification, and phylogenetic analyses—rely on genome data and metadata
from publicly available databases. Current resources are scattered, difficult to
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programmatically access, and US-centric. Data availability sometimes lags, by
months or longer, behind sequence submissions. We need better standards and
networks for sharing microbial genome data, especially for pathogens. One
could implement a resource for disseminating this data that emphasizes pro-
grammatic access and rapid availability. If a community were to adopt certain
standards and networks, it could make a profound difference in how we process
data.
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Figure A-1 — Relationship between metadata and sequencing outcome. Analysis of
possible predictors of sequencing outcome: the site where a sample was collected, patient
gender, patient age, sample type, and collection interval. (a) Prediction of whether a sample
will pass assembly thresholds by sequencing. Rows show results of likelihood ratio tests on
each predictor by omitting the variable from a full model that contains all predictors. Sample
site and patient gender improve model fit, but sample type and collection interval do not. (b)
Proportion of samples that pass assembly thresholds by sequencing, divided by sample type,
across six sample sites. (c) Same as (b), but divided by collection interval. (d) Prediction
of the genome fraction identified, using samples that passed assembly thresholds. Rows show
results of likelihood ratio tests, as in (a). Collection interval improves the model, but sample
type does not. (e) Sequencing outcome for each sample, divided by sample type, across six
sample sites. (f) Same as (e), but divided by collection interval. Samples collected seven or
more days after symptom onset produced, on average, the fewest unambiguous bases, though
these observations are based on a limited number of data points. While the sample site variable
accounts for differences in cohort composition, the observed effects of gender and collection
interval might be due to confounders in composition that span multiple cohorts. These results
illustrate the effects of variables on sequencing outcome for the samples in this study; they are
not indicative of ZIKV titer more generally. Other studies [282, 283] have analyzed the impact
of sample type and collection interval on ZIKV detection, sometimes with differing results.
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Figure A-2 — Maximum likelihood tree and root-to-tip regression. (a) Maximum likeli-
hood tree. Tips are colored by sample source location. Labeled tips indicate genomes generated
in this study; all other colored tips are other publicly available genomes from the outbreak in the
Americas. Gray tips are genomes from ZIKV cases in Southeast Asia and the Pacific. (b) Linear
regression of root-to-tip divergence on dates. The substitution rate for the full tree, indicated
by the slope of the black regression line, is similar to rates of Asian lineage ZIKV estimated
by molecular clock analyses [192]. The substitution rate for sequences within the Americas
outbreak only, indicated by the slope of the green regression line, is similar to rates estimated
by BEAST (1.15 × 10−3; 95% CI (9.78 × 10−4, 1.33 × 10−3)) for this dataset.
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Figure A-3 — Substitution rate and tMRCA distributions. (a) Posterior density of the
substitution rate. Shown with and without the use of sequences (outgroup) from outside the
Americas. (b–e) Posterior density of the date of the most recent common ancestor (MRCA)
of sequences in four regions corresponding to those in Fig. 3-3c. Shown with and without the
use of outgroup sequences. The use of outgroup sequences has little effect on estimates of
these dates. (f) Posterior density of the date of the MRCA of sequences in a clade consisting
of samples from the Caribbean and continental United States. Shown with and without the
sequence of DOM_2016_MA-WGS16-020-SER, a sample from the Dominican Republic that has
only 3,037 unambiguous bases; this is the most ancestral sequence in the clade and its presence
affects the tMRCA. In all panels, all densities are shown as observed with a relaxed clock model
and with a strict clock model.
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Figure A-4 — Substitution rates estimated with Bayesian phylogenetics. Substitution
rates estimated in three codon positions and non-coding regions (5’ and 3’ UTRs). Transversions
are shown in gray and transitions are colored by transition type. Plotted values show the mean
of rates calculated at each sampled Markov chain Monte Carlo (MCMC) step of a BEAST run.
These calculated rates provide additional evidence for the observed high C-to-T and T-to-C
transition rates shown in Fig. 3-5d.
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Figure A-5 — cDNA concentration of amplicon primer pools predicts sequencing out-
come. cDNA concentration of amplicon pools (as measured by Agilent 2200 Tapestation) is
highly predictive of amplicon sequencing outcome. On each axis, 1 + primer pool concentration
is plotted on a log scale. Each point is a technical replicate of a sample and colors denote
observed sequencing outcome of the replicate. If a replicate is predicted to be passing when at
least one primer pool concentration is ≥ 0.8 ng/µL, then sensitivity is 98.71% and specificity is
90.34%. An accurate predictor of sequencing success early in the sample processing workflow
can save resources.

136



a b

%
 g

en
om

e 
(u

na
m

bi
gu

ou
s)

Se
qu

en
cin

g 
de

pt
h

No hybrid capture   1 round hybrid capture 2 rounds hybrid capture

0%

25%

50%

75%

100%

BRA_2
01

6_
FC−D

Q13
1D

1−
URI

BRA_2
01

6_
FC−D

Q42
D1−

URI

DOM_2
01

6_
BB−0

11
5−

SER

DOM_2
01

6_
BB−0

12
7−

SER

DOM_2
01

6_
BB−0

20
8−

SER

USA_2
01

6_
FL−

04
−M

OS

USA_2
01

6_
FL−

05
−M

OS

USA_2
01

6_
FL−

06
−M

OS (A
)

USA_2
01

6_
FL−

06
−M

OS (B
)

1

10

100

BRA_2
01

6_
FC−D

Q13
1D

1−
URI

BRA_2
01

6_
FC−D

Q42
D1−

URI

DOM_2
01

6_
BB−0

11
5−

SER

DOM_2
01

6_
BB−0

12
7−

SER

DOM_2
01

6_
BB−0

20
8−

SER

USA_2
01

6_
FL−

04
−M

OS

USA_2
01

6_
FL−

05
−M

OS

USA_2
01

6_
FL−

06
−M

OS (A
)

USA_2
01

6_
FL−

06
−M

OS (B
)

Figure A-6 — Evaluating multiple rounds of Zika virus hybrid capture. Genome assembly
statistics of samples before hybrid capture (gray), and after one (blue) or two (red) rounds
of hybrid capture. Nine individual libraries (eight unique samples) were sequenced all three
ways, had more than one million raw reads in each method, and generated at least one passing
assembly. Raw reads from each method were downsampled to the same number of raw reads
(8.5 million) before genomes were assembled. (a) Percent of the genome identified, as measured
by number of unambiguous bases. (b) Median sequencing depth of ZIKV genomes, taken over
the assembled regions.
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Figure A-7 — Parameters used by CATCH in default model of hybridization. Caption
on next page.
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Figure A-7 — [Figure on previous page.] CATCH models hybridization between each can-
didate probe and the target sequences. Doing so allows CATCH to decide whether a candidate
probe captures (or ‘covers’) a region of the target sequence, and thus find a probe set that
achieves a desired coverage of the target sequences under this model. For whole genome en-
richment, the desired coverage would typically be 100% of each target sequence. (a) Relatively
conserved regions (for example, a particular gene) in the input sequences can be captured with
few probes because it is likely that any given probe, under a model of hybridization, will capture
observed variation across many or all of the input sequences. Highly variable regions may require
many probes to be captured because each given probe may capture the observed variation across
only a small fraction of the input sequences. (b) By default, CATCH decides whether a probe
hybridizes to a region of a target sequence according to the following parameters: a number m
of mismatches to tolerate and a length lcf of a longest common substring. CATCH computes
the longest common substring with at most m mismatches between the probe and target sub-
sequence, and decides that the probe hybridizes to the target if and only if the length of this
is at least lcf . If the parameter i is provided, CATCH additionally requires that the probe and
target subsequence share an exact (0-mismatch) match of length at least i . If CATCH decides
that the probe hybridizes to the subsequence of the target with which it shares a substring, then
it determines that the probe captures the region equal to the length of the probe as well as e
nt on each side of this region. e, termed a cover extension, is a parameter whose value can be
specified to CATCH, along with m, lcf , and i . Lower values of m, higher values of lcf , higher
values of i , and lower values of e are more conservative and lead to more probe sequences. (For
details, see the description of fmap in Section 4.4.1.2.) (c) Number of probes required to fully
capture 300 genomes of HCV, HIV-1, EBOV, and ZIKV, for varying values of the mismatches
and cover extension parameters, with other parameters fixed. Shaded regions are 95% pointwise
confidence bands calculated across randomly sampled input genomes.
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Figure A-8 — Scaling probe count with diversity of viral genomes. Number of probes
required to fully capture increasing numbers of HIV-1, EBOV, and ZIKV genomes. Approaches
shown are simple tiling (gray), a clustering-based approach at two levels of stringency (red; see
Section 4.4.2.4 for details), and CATCH at three choices of parameters (blue). Shaded regions
are 95% pointwise confidence bands calculated across randomly sampled input genomes.
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Figure A-9 — Design of VWAFR probe set. (a) Number of probes designed by CATCH
for each dataset among all 89,990 probes in the VWAFR probe set. The total includes reverse
complement probes, which were added to the design of VWAFR for synthesis. (b) Values of two
parameters selected by CATCH for each dataset in the design of VWAFR: number of mismatches
to tolerate in hybridization and length of the target fragment (in nt) on each side of the hybridized
region assumed to be captured along with the hybridized region (cover extension). The label
within each bubble is the number of datasets that were assigned a particular combination of
values. Species included in our sample testing are labeled; for full list of parameter values, see
Supplementary Table 1 in the publication of this project (ref. [63]).
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Figure A-10 — Depth of coverage observed across viral genomes from samples with
known viral infections. Depth of coverage across 31 viral genomes from the analysis of 30
patient and environmental samples with known viral infections (one sample contained two known
viruses). Shown on (a) linear and (b) logarithmic scales. The logarithmic scale helps compare
variance in depth across each genome between pre- and post-captured data.
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Figure A-11 — Relationship between enrichment of viral content and viral titer. Fraction
of all downsampled pre-capture reads that mapped to the reference genome (shown on the
horizontal axis) for 24 viral genomes reflects a wide range of initial viral concentrations in these
samples. Enrichment (shown on the vertical axis) was calculated by dividing the total number
of post-capture reads mapping to a reference genome by the number of mapped pre-capture
reads. Those with the highest viral content showed lower enrichment following capture with
VALL. Seven of the 31 viral genomes included in the analysis are excluded from this plot because
they yielded fewer than 200,000 total reads. Two IAV samples with a high fraction of viral reads
pre-capture (bottom right) overlap on the plot. One sample (ZIKV-SM3, top left) showed no
viral reads pre-capture, so its fold-change is undefined.
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Figure A-12 — Metagenomic sequencing results for pre- and post-capture samples.
Caption on next page.
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Figure A-12 — [Figure on previous page.] (a) Number of species detected (with at least
1 assigned read) in samples with known viral infections. Counts are shown before capture
(orange), after capture with VWAFR (light blue), and after capture with VALL (dark blue). (b)
Left: Number of reads detected for each species across samples with known viral infections,
before and after capture with VWAFR. Right: Abundance of each species before capture and
fold-change upon capture with VWAFR. For each sample, the virus known to be present in the
sample is colored, and Homo sapiens matches in samples from humans are shown in black. (c)
Number of reads detected for each species across uncharacterized sample pools, before and after
capture with VALL. Viral species present in each sample (Fig. 4-5) are colored, and Homo sapiens
matches in human plasma samples are shown in black. Asterisks on species indicate ones that
are not targeted by VALL. (d) Same as (b) but for VWAFR in the uncharacterized sample pools.
Asterisks on species indicate ones that are not targeted by VWAFR. In all panels, abundance was
calculated by dividing species counts pre-capture by counts in pooled water controls.
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Figure A-13 — Genome assembly in Ebola virus dilution series and effect of sequencing
depth on amount of viral material sequenced. Caption on next page.
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Figure A-13 — [Figure on previous page.] (a) Percent of viral genome assembled in a
dilution series of viral input in two amounts of human RNA background. There are n = 2
technical replicates for each choice of input copies, background amount, and use of capture
(n = 1 replicate for the negative control with 0 copies). Each dot indicates percent of genome
assembled, from 200,000 reads, in a replicate; line is through the mean of the replicates. Label
to the right of each line indicates amount of background material. Assemblies are from read
data presented in Fig. 4-6. (b) Number of unique viral reads sequenced at increasing sequencing
depth, from an input of 103 viral copies in different amounts of background. Horizontal axis
gives the number of total reads to which a sample was subsampled. Each line is a technical
replicate (n = 2) and shaded regions are 95% pointwise confidence bands calculated across
random subsamplings. Dashed vertical line at 200,000 reads denotes the amount of total reads
used in (a) and in Fig. 4-6. Viral sequencing data generated after capture with VALL saturates
more quickly than without capture. (c) Same as (b), but from an input of 104 viral copies.
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Figure A-14 — Enrichment in read depth with focused probe sets. (a) Distribution of the
enrichment in read depth, across viral genomes, provided by capture with VWAFR. Each curve
represents a viral genome. At each position across a genome, the post-capture read depth is
divided by the pre-capture depth, and the plotted curve is the empirical cumulative distribution
of the log of these fold-change values. (b) Distribution of the enrichment in read depth, across
viral genomes, provided by VWAFR over VALL. At each position across a genome, the read depth
following capture with VWAFR is divided by the depth following capture with VALL, and the
plotted curve is the empirical cumulative distribution of the log of these fold-change values. (c)
Same as (a), but for the two-virus probe sets VMM and VZC. The mumps curves (green) show
enrichment provided by VMM against pre-capture, and the Zika curves (purple) show enrichment
provided by VZC against pre-capture. (d) Same as (b), but for the two-virus probe sets VMM
and VZC. The mumps curves (green) show enrichment provided by VMM against VALL, and the
Zika curves (purple) show enrichment provided by VZC against VALL.
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Figure A-15 — Enrichment across segments of influenza A virus (H4N4). Variable enrich-
ment across segments of an influenza A virus sample of subtype H4N4 (IAV-SM5). Segments 4
and 6 contain the most genetic diversity and divergence from probe sequences. No sequences of
the N4 subtypes were included in the design of VALL or VWAFR. (a) Depth of coverage across
the sample’s genome. Each of the eight segments in IAV are labeled. (b,c) Distribution of
the enrichment in read depth provided by capture with VALL (b) and VWAFR (c). Each curve
represents one of the eight segments. At each position across a genome, the post-capture read
depth is divided by the pre-capture depth, and the plotted curve is the empirical cumulative
distribution of the log of these fold-change values.
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Figure A-16 — Sequencing results of Lassa virus from the 2018 Lassa fever outbreak in
Nigeria. (a) Number of unique LASV reads, among 200,000 reads in total, sequenced following
capture with VALL compared to pre-capture in 23 samples from the 2018 Lassa fever outbreak.
Points are colored by the state in Nigeria that the sample is from (black is NTC). (b) Percent
of LASV genome assembled, after use of VALL, against the fraction of pre-capture reads that
are LASV. Points to the left of the horizontal break correspond to samples with no LASV reads
pre-capture. As in Fig. 4-9, reads were downsampled to 200,000 before assembly. Points are
colored as in (a). (c) Percent of LASV genome assembled, after use of VALL. Here, reads were
not downsampled before assembly. Bars are ordered as in Fig. 4-9 and colored by the state in
Nigeria that the sample is from.
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Figure A-17 — Depth of coverage observed for viral species detected in uncharacterized
samples. Depth of coverage plots for 25 viral genomes detected by metagenomic analysis of
uncharacterized samples following capture with VALL (see Fig. 4-10a). Read depths are shown
on a linear scale.
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Figure A-18 — Dispersion of designs from ADAPT. (a) For five species, we ran ADAPT
multiple times on all available genomes. We compared the set of the top 20 designs from
each run against those from other runs; violin plots show the distribution of pairwise Jaccard
similarity across runs. Dot indicates the mean and bars show 1 standard deviation around the
mean. (b) Same as (a), except each run used a resampled input, sampling with replacement
from all available genomes.
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Figure A-19 — Comprehensiveness of k-mer design by ADAPT for additional species.
(a) Top, fraction of 2,203 Hepacivirus C genomes detected (in silico) by a single 28-mer: the
consensus of the sequences or the mode. Bottom, number of 28-mers to detect > 99% of the
genomes. The lines and shaded regions are as in Fig. 5-8. (b) Same as (a), but for Zaire
ebolavirus. The consensus and mode approaches overlap.
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Figure A-20 — Temporal detection performance of designs for additional species. The
plotted values are as in Fig. 5-10, except for different species. (a) Zika virus assays (681 genomes
in total). (b) Zaire ebolavirus assays (1,573 genomes in total). (c) Lassa virus, segment S assays
(308 sequences in total).
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Figure A-21 — Distribution of activity of Cas13a crRNA-target pairs. The measured
activity is log(k), described in Section 5.4.4.1. (a) Density of log(k) across crRNA-target pairs.
We consider points with log(k) ≥ −2.5 to be “positive,” and those below to be negative. (b)
Activity within and between crRNAs. Each row represents a crRNA. Dot is the median activity
for the crRNA across the targets it detects and range shows the 20th/80th percentiles.
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Figure A-22 — Nested cross-validation on predicting activity of Cas13a crRNA-target
pairs. Results of model selection, for several different activity regression models, computed via
nested cross-validation. For each model on each outer fold, we performed a cross-validated
hyperparameter search over 5 inner folds. The plotted value is the mean across 5 outer folds,
and the error bar indicates the 95% confidence interval. ‘LR’ is linear regression. ‘Elastic net’ is
L1+L2 linear regression. ‘GBRT’ is gradient-boosted regression trees. (a) Mean squared error.
(b) Spearman’s rank correlation coefficient.
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Figure A-23 — Predicted vs. true activity of Cas13a crRNA-target pairs, grouped by
crRNA. Each dot represents a crRNA, and is plotted at the mean predicted (vertical axis) and
true (horizontal axis) activity across the targets it detects. Bars indicate the standard deviation
of activity for that crRNA across targets. Colors are as in Fig. 5-12a.
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Figure A-24 — Memory usage during design of detection assays for 707 viral species.
Maximum resident set size (RSS), in MB, of the process running ADAPT on each species. Each
point is a species (691 yielded designs meeting our criteria). The 4 species with the largest
maximum RSS are, from top to bottom: influenza A virus, rabies lyssavirus, Norwalk virus, and
human immunodeficiency virus 1.
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Figure A-25 — Curation during design of detection assays for 707 viral species. (a)
Fraction of input genomes passing curation by ADAPT, across the 691 species that yielded
satisfactory designs. (b) Fraction of input genomes passing curation compared to the number
of input genomes.
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Figure A-26 — Clustering during design of detection assays for 707 viral species. Number
of clusters for each species, as determined by ADAPT, compared to the number of input genomes
for that species. Each point is a species.
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Figure A-27 — Target region lengths of detection assays for 707 viral species. Length
of each target region (amplicon) in the best (lowest cost) design output by ADAPT. Each point
is a species. Color indicates the number of crRNAs in the design; see Fig. 5-13b for more detail
on number of crRNAs. As part of the design we restricted the length to ≤ 250-nt for all species
except two (details in Section 5.4.5.1); one species of these two, Norwalk virus, yielded a design
at > 250-nt. Horizontal axis is the number of input genomes for design.
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Species Sample # reads from species
(% of total)

% genome
unambiguous

Cell fusing agent virus

Cell fusing agent virus

Cell fusing agent virus

Cell fusing agent virus

Cell fusing agent virus

USA_2016_FL-01-MOS 99.1%

USA_2016_FL-04-MOS 91.1%

USA_2016_FL-05-MOS 99.9%

USA_2016_FL-06-MOS 82.2%

USA_2016_FL-08-MOS 99.4%

Deformed wing virus-like USA_2016_FL-06-MOS 8.34%

Dengue virus type 1 BLM_2016_MA-WGS16-006-SER 99.8%

JC polyomavirus BRA_2016_FC-DQ75D1-URI 99.2%

JC polyomavirus-like USA_2016_FL-032-URI

5662
(0.02%)

1588
(0.003%)

9614
(0.02%)

2646
(0.007%)

13608
(0.008%)

6580
(0.02%)

2355926
(2.6%)

8050
(0.20%)

316
(0.001%)

7.71%

Sample Total contigs
Classified contigs

(all)
Classified contigs

(viral)
Likely novel
viral contigs

USA_2016_FL-01-MOS 496 431 45 25
USA_2016_FL-02-MOS 563 463 17 14
USA_2016_FL-03-MOS 164 133 29 22
USA_2016_FL-04-MOS 679 492 25 19
USA_2016_FL-05-MOS 355 313 25 8
USA_2016_FL-06-MOS 726 635 26 14
USA_2016_FL-07-MOS 5967 5650 5 2
USA_2016_FL-08-MOS 1679 1528 39 27

All pools: unique 9013 8426 84 41

a

b

Table B.1 — Viruses other than Zika uncovered by unbiased sequencing. (a) Viral
species other than Zika were found by unbiased sequencing of 38 samples. Column 3, number
of reads in a sample belonging to a species as a raw count and a percent of total reads. Column
4, percent genome assembled based on the number of unambiguous bases called. We identified
cell fusing agent virus (a flavivirus) and deformed wing virus-like genomes in mosquito pools, and
dengue virus type 1, JC polyomavirus, and JC polyomavirus-like genomes in clinical samples. All
assemblies had ≥ 95% sequence identity to a reference sequence for the listed species, except
cell fusing agent virus in USA_2016_FL-06-MOS (91%) and dengue virus type 1 in BLM_2016_-
MA-WGS16-006-SER (92%). The dengue virus type 1 genome showed ≥ 95% sequence identity
to other available isolates of the virus. (b) Contigs assembled from unbiased sequencing data of
eight mosquito pools. Column 2, number of contigs assembled. Column 3, number of contigs
classified by BLASTN/BLASTX [164]. Column 4, number of contigs hitting a viral species.
Column 5, number of contigs hitting a viral species with < 80% amino acid identity to the best
hit. Each column is a subset of the previous column. Contigs in column 5 are considered to be
likely to be novel. Last row lists counts, after removing duplicate contigs, for all mosquito pools
combined. For a list of unique viral contigs and their best hits, see Supplementary Table 4 in
the publication of this project (ref. [20]).
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Skyline Skyline Exponential Exponential Constant Constant
Relaxed Strict Relaxed Strict Relaxed Strict

Skyline Skyline Exponential Exponential Constant Constant
Relaxed Strict Relaxed Strict Relaxed Strict

Clock rate 1.15E-03 1.09E-03 1.06E-03 9.42E-04 1.41E-03 1.18E-03
[9.78E-04, 1.33E-03] [9.32E-04, 1.25E-03] [8.38E-04, 1.29E-03] [7.42E-04, 1.14E-03] [1.15E-03, 1.69E-03] [9.97E-04, 1.36E-03]

tMRCA: all 2014.129 2013.981 2013.498 2013.401 2013.752 2013.806
[2013.621, 2014.552] [2013.531, 2014.417] [2012.772, 2014.175] [2012.724, 2014.028] [2012.897, 2014.405] [2013.349, 2014.241]

tMRCA: Puerto Rico 2015.632 2015.600 2015.599 2015.530 2015.796 2015.714
[2015.376, 2015.849] [2015.369, 2015.816] [2015.314, 2015.900] [2015.231, 2015.832] [2015.533, 2016.039] [2015.491, 2015.951]

tMRCA: Honduras 2015.300 2015.241 2015.197 2015.066 2015.527 2015.334
[2014.928, 2015.594] [2014.888, 2015.512] [2014.850, 2015.524] [2014.684, 2015.392] [2015.206, 2015.834] [2015.049, 2015.599]

tMRCA: Colombia 2015.333 2015.283 2015.246 2015.153 2015.411 2015.306
[2015.088, 2015.567] [2015.060, 2015.496] [2014.989, 2015.472] [2014.873, 2015.398] [2015.201, 2015.636] [2015.096, 2015.503]

tMRCA: Caribbean 2015.289 2015.242 2015.140 2015.007 2015.412 2015.278
[2014.933, 2015.628] [2014.876, 2015.578] [2014.798, 2015.465] [2014.623, 2015.373] [2015.073, 2015.754] [2014.952, 2015.605]

a

b

PS log(marginal likelihood) -24952
log(Bayes factor) 74 —

SS log(marginal likelihood) -24957
log(Bayes factor) 73

-24950
76

-24954
77

-24974
53

-24976
54

-24989
38

-24990
40

-25007
20

-25010
20

-25026

-25030
—

Table B.2 — Model selection for BEAST analyses. (a) Marginal likelihoods calculated
with path-sampling (PS) and stepping-stone sampling (SS) for combinations of three coalescent
tree priors (constant size population, exponential growth population, and Skyline) and two clock
models (strict clock and uncorrelated relaxed clock with log-normal distribution). The Bayes
factor is calculated against the baseline model, a constant size tree prior, and strict clock. (b)
Mean estimates and 95% credible intervals across evaluated models for the clock rate, date of
tree root, and tMRCAs of the four regions shown in Fig. 3-4. Under a Skyline tree prior, the
use of strict and relaxed clock models yields similar estimates.
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a

b

Method % unvalidated
by other method

Amplicon sequencing 87.3% n = 126

n = 113

n = 20

Hybrid capture 85.8%
Hybrid capture, verified 25.0%

n = 304

n = 98

n = 3

n = 8

Method
% unvalidated in replicate

all
variants

variants passing
strand bias filter

Amplicon sequencing 92.7% 66.7%
Hybrid capture 74.5% 0.00%

Table B.3 — Within-sample variant validation between and within sequencing methods.
(a) For each method (amplicon sequencing or hybrid capture), fraction of identified variants (≥
1%) not identified at ≥ 1% by the other method (that is, unvalidated). ‘Verified’ hybrid capture
variants are those passing strand bias and frequency filters, as described in Section 3.4.4.7. (b)
For each method, the fraction of identified variants unvalidated in a second library. To pass the
strand bias filter, a variant must meet filter criteria in both replicates.
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Illumina HiSeq
Pre-capture
per-sample
sequencing

depth

Pre-capture
sequencing

cost
(USD)

Post-capture
equivalent

depth

Post-capture
sequencing

cost
(USD)

Cost
of

capture
(USD)

Per-sample
savings

(X)

500,000 14 27,778 0.78 35.88 0.382
1,000,000 28 55,556 1.56 35.88 0.748
2,500,000 70 138,889 3.89 35.88 1.760
5,000,000 140 277,778 7.78 35.88 3.207
10,000,000 280 555,556 15.56 35.88 5.443
100,000,000 2,800 5,555,556 155.56 35.88 14.626

Illumina MiSeq
Pre-capture
per-sample
sequencing

depth

Pre-capture
sequencing

cost
(USD)

Post-capture
equivalent

depth

Post-capture
sequencing

cost
(USD)

Cost
of

capture
(USD)

Per-sample
savings

(X)

500,000 67 27,778 3.69 35.88 1.680
1,000,000 133 55,556 7.39 35.88 3.074
2,500,000 333 138,889 18.47 35.88 6.117
5,000,000 665 277,778 36.94 35.88 9.131
10,000,000 1,330 555,556 73.89 35.88 12.116

Table B.4 — Cost estimates for sequencing with and without capture. Top: cost estimates
for sequencing on an Illumina HiSeq (1 lane provides 125,000,000 reads for $3,500). Bottom:
cost estimates for sequencing on an Illumina MiSeq (1 run provides 15,000,000 reads for $2,000).
Green cells indicate a savings using capture. For the calculations used in these tables, see
Supplementary Table 9 of the publication of this project (ref. [63]).
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